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Preface

This volume contains the papers presented at the 13th International Conference on
Network and System Security (NSS 2019) held in Sapporo, Japan, during December
15-18, 2019.

There were 89 submissions. Each submission was reviewed by at least 2, and on the
average 2.8, Program Committee members. The committee decided to accept 36 full
papers and 7 short papers. The program also included 4 invited papers to cover the
hottest areas in cybersecurity.

We would like to thank our general chairs Chunhua Su, Jun Shao, Hiroaki Kikuchi,
and Zhe Liu; our publication chairs Weizhi Meng and Thomas Tan; our web chair Yu
Wang; the local organization team; and all the Program Committee members for their
support to this conference. Without their tremendous effort, we could not have orga-
nized the conference successfully.

Finally, we also thank the University of Aizu and Zhejiang Gongshang University
for their full support in organizing NSS 2019.

December 2019 Joseph K. Liu
Xinyi Huang
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Measuring Security of Symmetric
Encryption Schemes Against On-the-Fly
Side-Channel Key-Recovery Attacks

Bagus Santoso!®™) | Yasutada Oohama!, and Chunhua Su?

L University of Electro-Communications, Tokyo, Japan
{santoso.bagus,oohama}@uec.ac. jp
2 University of Aizu, Aizuwakamatsu, Japan
chsu@u-aizu.ac. jp

Abstract. In this paper, we propose a framework to analyze the security
of symmetric encryption schemes against an adversary which attempts to
recover the secret key by mounting side-channel attacks. In our adversar-
ial side-channel model, the adversary is allowed to eavesdrop the public
communication channel to obtain the ciphertexts and to collect on-the-fly
some information about the secret keys of the scheme via measurement
of certain physical phenomenon induced by the physical device, when
the device is running the encryption process. Based on our framework,
we derive the maximum success probability of the adversary to recover
the secret keys. Our analysis does not assume any computation or stor-
age limitation on the adversary and uses the bandwidths of the pub-
lic communication channel and side-channel as the parameters. Hence,
our results apply even in the case of quantum adversaries. Though in
our framework the adversary does not have full control of the physical
device, our framework is entirely independent of the type of physical
phenomenon observed by the adversary and also of the method used by
the adversary, which is interesting in its own right.

Keywords: Side-channel + One-helper source coding system *+ Mutual
information

1 Introduction

Background and Motivation. There has been a tremendous rise in the deploy-
ment of small computing devices as parts of a computer network, e.g., internet
of things (IoT), cyber-physical system (CPS). The merits and impacts of such
network have been explored and well advertised. However, since small computing
devices are usually lacking of protection on their own, the vulnerability of one
device may affect the whole network. In order to guarantee the security of the
whole network, we need to protect the devices connected to the network from two
ways of attacks, i.e., the attacks from software side and the ones from the hard-
ware or physical side. Especially, it is a challenging task to protect small devices

© Springer Nature Switzerland AG 2019
J. K. Liu and X. Huang (Eds.): NSS 2019, LNCS 11928, pp. 3-17, 2019.
https://doi.org/10.1007/978-3-030-36938-5_1
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against physical attacks if they are scattered on certain location such as in a
wireless sensor network (WSN). It is very costly to provide security surveillance
for each device in such situation, and it is also very costly to put each device in
a certain case strong enough against any tampering or observation from outside.
Hence, one can consider that a small device implementing a cryptographic algo-
rithm in such network is vulnerable to an adversary which attempts to collect
information about secret keys or data stored in the device by probing physical
phenomenon which are generated during the execution of cryptographic process.

Research Question. In this paper, we are focusing on devices which are imple-
menting symmetric encryption schemes. We are considering an adversary which
not only listens to the public communication channel and obtains the ciphertexts,
but also attempts to extract the secret key stored in the device via side-channel,
i.e., measurable physical phenomenon which are generated during the execu-
tion of encryption process. Physical phenomenon such as electro-magnetic (EM)
radiation, power consumption, or response timing which are generated during
the process of encryption may correlated to the value of the keys and/or plain-
text used in the process and thus, by measuring those, one may obtain some
additional information about the secret keys. Our main question is that: “How
much is the mazimum success probability of such adversary to reveal the secret
key, if we know the amount of information the adversary can extract from the
side-channel?”

Encryption Device public

s ication
C _ Enc M C(lzmmulnlca
M @ (M) channe > Dec »M = Decg(C)
/

X SV |
measurable

physical *. 3 > =
phenomenon 3 | W >K

(timing, power,
EM radiation, etc.)

1110 11101/0]311

Fig. 1. On-the-fly side-channel key-recovery attack

Scope of Our Research

On-the-Fly Side-Channel Key-Recovery Attacks. The attacks the adversary can
mount differ depending on how much an adversary has access to the physical
device where the encryption scheme is deployed/implemented. In this research,
we are focusing on the adversary who has no direct physical access to the device
but can obtain the ciphertexts sent via the public communication channel and
also to probe and measure the physical phenomenon generated by the encryption
device during the process of encryption on-the-fly. And the goal of the adversary
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is to recover the secret key used by the encryption device. We call this model
as on-the-fly side-channel key-recovery attack, or simply n-the-fly side-channel
attack. We show the adversarial model diagram in Fig.1. An adversary who
has a more (physical) access to the physical device may perform side-channel
attacks on the device offline, i.e., the adversary runs the encryption device on
its own chosen plaintexts and obtains the corresponding ciphertexts while also
measures the generated physical phenomenon. While the security against offline
side-channel attacks is desirable, in this paper, we will put our focus on the on-
the-fly side-channel attacks and put the offline side-channel attacks on hold as
future research.

Generic Analysis of Side-Channel Attacks. In practical world, the success of an
adversary on learning some secret information from the side-channel is greatly
influenced by the type of physical phenomenon probed by the adversary and
the sensitivity of the measurement device owned by the adversary. However, in
the framework we use in this research, we can treat the type of the physical
phenomenon probed by the adversary and the method used by the adversary to
measure the phenomenon as a black-box, since we derive our results based on
only the maximum amount of information the adversary can extract from the
measurement. In short, our analysis results are robust and generic, in the sense
that they can apply to any kind of side-channel adversary.

Overview of Our Methodology

In this paper, we are utilizing one-helper source coding system introduced by
Ahlswede and Koérner in [2] as the main tool for our analysis. In this system,
two sources X and Y are encoded at two separate nodes into ¢(X) and ¢(Y)
respectively. Then, ¢(X) and ¢(Y) are sent via communication channel to a sink
node, in where an estimator /decoder function ¢ generates an estimation X of X
based on ¢(X) and ¢(Y). The system is illustrated in Fig. 2.

Yy —| ¢ Y —X

\ CQ
y

X—> ¢

Fig. 2. One-helper system

As we will explain in later sections in this paper, we can treat the decoder
¥ to represent the adversary which tries to obtain information about X from
@(Y) and @(X). We can treat X as the secret key, Y as the encryption scheme’s
plaintext and secret key pair and ¢ as the symmetric encryption scheme. And
we can treat ¢(X) as the entire process of probing the leaked information about
X via side-channel and encoding the information into format or codes which
the adversary can decode or process. First, we derive new upper-bounds on the
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success probability of decoder i in above system and then, we apply those upper
bound to obtain the upper-bound of the success probability of the adversary on
recovering the secret keys by mounting on-the-fly side-channel attack.

Related Works. The relation between the upper-bound of success decoding
probability and the secrecy has been explored in the literature [11,13]. The
upper-bound proposed in [13] is proven based on the assumption that the prob-
ability distribution of X and ¢(Y) are uniform and independent. And the upper-
bound proposed in [11] is proven based on the assumption that the probability
distribution of X is a uniform distribution. We are interested on deriving new
upper-bounds without any assumption on the distribution of the sources. In this
paper, we prove a couple of new upper-bounds without restricting the distribu-
tion of the sources. Our first bound is based on a certain variational distance
and the second bound is based on mutual information.

Several theoretical models analyzing the security of a cryptographic system
against side-channel attacks have been proposed in the literature. However, most
of the existing works are applicable only for specific characteristics of the leaked
physical information. For example, Brier et al. [4] and Coron et al. [5] propose
a statistical model for side-channel attacks using the information from power
consumption and the running time, whereas Agrawal et al. [1] propose a sta-
tistical model for side-channel attacks using electromagnetic (EM) radiations.
A more general model for side-channel attacks is proposed by Kopf et al. [§]
and Backes et al. [3], but they are heavily dependent upon implementation on
certain specific devices. Micali et al. [9] propose a very general security model to
capture the side-channel attacks, but they fail to offer any hint of how to build
a concrete countermeasure against the side-channel attacks.

One of the close existing models to ours is the framework for analyzing side-
channel attacks proposed by Standaert et al. [12]. However, the authors of [12]
are focusing more on how to estimate the leakage function which represents the
signals leaked by the device during the encryption process. Another model that is
similar to ours in the sense that it is independent from the type of leaked physical
information is the model proposed by Chérisey et al. However, their focus is more
on how to model the noises which appear during the measurement of physical
phenomenon induced by the encrypting device. We can treat the models shown in
[6,7,12] as the complements of our model. In a nutshell, those models in [6,7,12]
provide us: the amount of information about secret keys a side-channel adversary
can obtain via measurement. Whereas, our model provides us: the (total) success
probability of an adversary to reveal the secret key using information from both
public communication channel and side-channel, given the mazimum amount of
information it can obtain via measurement.



Measuring Security of Symmetric Encryption Schemes 7

2 Preliminaries

Let X and Y be two correlated discrete random variables representing two cor-
related sources. Let X and Y be discrete sets which are countably infinite and
let X and Y take values from X and Y respectively. Now, consider a one-helper
system which consists of:

— two encoders: ¢ : X - M and ¢ : Y — L, and
— an estimator/decoder ¢ : M x £ — X.

Let consider the following system. Sources X € X and Y € Y are encoded sepa-
rately into #(X) € M and ¢(Y) € L respectively. Then, the estimator/decoder
generates an estimation X € X of X based on ¢(X) and ¢(Y). Let random variable
S denote ¢(Y). Note that we have the following Markov’s chain: X < Y < S.

Definition 1 (Success Decoding Probability). Let ¢ : X - M, ¢ : Y —
L be the encoders and y : M x L — X be the estimator/decoder in the system
described above (Fig. 2). We define the following.

Pe(¢, 0. ¥Ipxy) == Pr[Y($(X), o(Y)) = X],

where (X, Y) takes values from X XY according to a probability distribution pxy
which can be written as follows:

pxy = A{pxy (6 Y}y, yyexxy -

We define the maximum success decoding probability as follows.
Pe max(pxy) := max Pc(¢, ¢, ¥|pxy).
bo.¥

The following proposition is shown and proven in Oohama [10]. For the sake
of convenience, we rewrite the original proposition as follows.

Proposition 1 (Oohama [10]). Let (X,Y) take values from X XY according to
a probability distribution pxy. For any n > 0, the following holds.

Pe max(pxy) < psx {1Og IM| 2 log r]} +277. (1)

1
Px|s(X]S)

3 Ubpper-Bounds of Success Decoding Probability

Here we state our results on deriving upper-bounds of success decoding prob-
ability. Our results are derived based on Proposition 1. The first result is the
following proposition.
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Proposition 2. Let (X,Y) take values from X X Y according to a probability
distribution pxy. Forany ¢ : X = M, ¢ : Y = L, y : Mx L — X and any
n,v > 0, the following holds.

1 1
Pe(d. 0. ¥lpxy) < psx {lPXS(X|S) - px(X)| 2 M W}

1 _
+ px {px(X) > 277+v} + 277,

Based on Proposition 2, we derive Theorems 1 and 2.
Theorem 1. Let (X,Y) take values from X X Y according to a probability dis-
tribution pxy. For any ¢ : X - M, ¢ : Y — L, y MxL->X, v €
[log(IM]| + 1),log lﬁ), the following holds.

v M
Po(ds s ¥Ipxy) < 2P +f')

L Esx [|px1s(X1S) = px(X)|] ,

max
where pmax = max px(x).
xeX
From Theorem 1, we obtain the following corollary.

Corollary 1. Let (X,Y) take values from X X Y according to a probability dis-
tribution pxy. For any v € [log(|IM] + 1), log lﬁ), the following holds.

Pe(. .Y 1pxv) € 2P + IMI X Y |px(x) — pxis(xls)]. (2)

xeX
sel

where pmax = max px(x).
xeX

Theorem 2. Let (X,Y) take values from X X Y according to a probability dis-
tribution pxy. For any For any ¢ : X - M, ¢ : Y — L, y  MxL - X,
v € [log(IM] +1) + 2,log ﬁ), the following holds.

IL]

PC( s s | )< 2U+1 max T o
$. 0. ¥lpxy P @ M) o

x ) Ipsx(s.%) = ps(©)px@)]. (3)

xeX
sel
where pmax := max px(x).
xeX
By applying Pinsker’s inequality into the second term of Eq. (3) we obtain

as follows.

Corollary 2. Let (X,Y) take values from X X Y according to a probability dis-
tribution pxy. For any For any ¢ : X > M, 9o : Y - L, y : MxL - X,
v € [log(IM] + 1),log lﬁ), the following holds.

L]
P(¢, ¢, ety KL Ahxis), 4
(9. 0. ¥lpxy) P @~ IMD) po (X;S) (4)

where pmax = max px(x).
xeX
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Remark 1. Oohama [10] has derived a tighter upper-bound based on mutual
information. However, several claims in the proof of the corresponding theorem
have been left unproven.

4 Proof of the Main Results

In this section we will show the proof of theorems and corollaries presented in
the previous section.

4.1 Proof of Proposition 2

First, we can rewrite Eq. (1) in Proposition 1 as follows.

1
Pc max é 10 M z 10 _— + 2_’7
 max(Pxy) £ psx { g | M| gPX|S(X|S) r]}

1
< logIM|+np2log———} +2
PSX{ gIM|+1n ng|s(X|5)}

1
< 2T M| = —} + 277
psx : M| Px1s(X|S)

} +277, (5)

< >
< psx {PX|S(X|S) 2 M|

First, let us find the upper-bound of the probability psx {p)qs(XlS) > 2'7|1M|}
in Eq. (5).

sl
1 1 1
= x| (5092 g7z ) A\ 00 -ps1 > g1 - 7 )|

1 1 1
+psx {(PX|S(X|5) 2 W) /\ (PX(X) - pxis(X15) = on+v 91 |M|)}

Psx {PXS(X|S) 2

@ 1 o1 1
S Px |Px(X) > g+ pex (Pxis(XIS) —px(0 2 e = 5

S 1 1
+ psx 1 Px|s(X1S) = px(X) 2 M| 2

)
S px {PX(X) > 2,7%} +Psx {[sz(X|5) -px(X)| 2 5 |1M| - 2,7—1+U} . (6)

It is easy to see that the transformation (a) above holds based on the following
Lemma 1. The proof is shown in Appendix A.
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Lemma 1. For any random variable A € A, functions f: A - R,g: A - R,
and real numbers u,v € R, the followings holds.

pa{(f(A) 2 W) A (g(A) > v)} 2 pa{f(A) +g(A) > u+}. (7)

It is also easy to see that the transformation (b) above holds based on the
following Lemma 2. The proof is shown in Appendix B.

Lemma 2. For any random variable A € A, functions f : A — R, and a
positive u € R, the following holds.

pat{f(A) z u} = pa{lf(A) 2 u}.

This ends the proof of Proposition 2. O

4.2 Proof of Theorem 1

We prove Theorem 1 by continuing the proof of Proposition 2. Based on the
assumption that 2¥ = |[M| + 1, using Markov inequality on the second term of
Eq. (6), we have the followings.

1 1
{|PX|S(X|S) px(X)| 2 21 M| W}

< Esx [Jpx1s(X1S) = px(X)|]

2- ”(IMI 1-27)
|M|2q+v

= 2”——W|ESX [[px15(X1S) = px(X)]

(a)
< IMI2™Esx [|px1s(X1S) — px(X)|] . (8)

where the transformation (a) holds since 2¥ > IM| + 1.
Now, let us set 270 = p . Thus, for any x € X, it is impossible to have

px(x) > 2,,1“) Prax- Applymg this and Eq. (8) into Eq. (6), we can further
upper-bound Eq. (5) as follows.

IM

max

[[ox15(X1S) = px(X)[] - (9)

1
X|S) 2 ——— 277 £ 2Ypax
PSX{PXS( |)_2'7|M|}+ < 2%Pmax +

This ends the proof of Theorem 1. O
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4.3 Proof of Corollary 1

We proof Corollary 1 by continuing the proof of Theorem 1. We can rewrite the
second term of Eq. (9) as follows.

2o [lpwisX9) = pr 0] = 220 D pls.n) |ps(X15) - ()

max max Y Ses

MY (s ) s (X1S) — px(X)|

xeX,seL Fmax

<SIME DT Tpxis(xIS) - px (X))

x€X,seL

The transformation to the last inequality holds since p(s,x) = p(s|x)p(x)
P(x) £ pmax holds. This ends the proof of Corollary 1.

O A

4.4 Proof of Theorem 2

Similar to the proof of Theorem 1, we start from rewriting the second term in
Eq. (6) in the proof of Proposition 2.

1 1
poe{lps19)~px 0012 57 - 33|

1 1 1
= psx {(|Px|s(X|5) —px(X)| 2 M|~ 2r]+v) /\ (pS(S) 2 2n|£|)}

1 1 1
+psx{(IPX|s(X|5)—Px(X)| = Ml 2n+v) A (Ps(s) < 2v|1:|)}

@ 1 11
£ pox {sx(5.0 = px0ps15) 2 77 73~ 5

(10)

1
*“W@<mﬁ}

It is easy to see that the transformation (a) holds based on the following
Lemma 3. Note that |px|5(X|S) —pX(X)| 2 0 holds and since 2¥ = |M| + 1 holds,
W - 2,,—1+U 2 0 holds. The proof is shown in Appendix C.

Lemma 3. For any random variable A € A, functions f : A — Ryp,g : A —
Rxo, and real numbers u,v 2 0, the followings holds.

pa{f(A)g(A) 2 uv} 2 pa{(f(A) 2 u) A (9(A) 2 v)}. (11)

Now, let us focus on the first term in Eq. (10). Remind again that
[px1s(X1S) = px(X)| 2 0 holds and 777 = 55 2 0 holds thanks to 2 2 |M| + 1.
Thus, we can ply Markov’s inequality and obtain as follows.
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1 1 1
Psx {lPSX(&X) - px(X)ps(S)| 2 22'7—|-£| (m - 27)}
2T | M| | L
s B (psx(5.30 - px(Ops(O)). (12)
Now, let us set 27%? = ﬁ Thus, we obtain as follows.
IMIIL|
Eq. (12) =
© )= 5 S M)
X Esx {lpsx (S, X) — px(X)ps(S)|}
(@ |L]|
L — . S, X)— X)ps(S
S T M J;(p(s %) Ipsx(S. X) = px(X)ps(S)|
sel
®) | L]
L — X S, X) - X S)|. 13
S A ZX Ipsx (8. X) = px(X)ps(S)| (13)
sel

Transformation (a) holds since 2¥ 2 |M| + 1. And transformation (b) holds since
for all s, x, p(s,x) £ Pmax-

Now, let us focus on the second term of Eq. (10). First, let define the following
set.

1
B = {s 1 ps(s) < 2’7|£I}
Since B ¢ L, we obtain the followings.
1 3 |B| 1,
ps {PS(S) < m} = S;Z)S(s) < 2’I|_£| < 2_,7 =2 Pmax- (14)

Combining Eqs. (14) and (13) into Eq. (10) and apply it into Eq. (6), we obtain
the Eq. (3). This ends the proof of Theorem 2. ]

5 Application to Security Against On-the-Fly
Side-Channel Attacks

In this section, we show the application of our main results to the analysis of
security against on-the-fly side-channel key-recovery attacks. We also discuss the
intuitive meaning of the derived upper-bound of the success probability of the
adversary.

We let the decoder ¢ represent the decoder used by adversary A who launches
on-the-fly side-channel attacks. We let X represent the cryptographic secret key
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K, ¢ represent a cryptosystem and ¢ represent a channel which “leaks” the side-
information of the key to the adversary A. Thus, here S represents the ciphertext
C. The inputs to the cryptosystem are represented by Y. W.l.o.g., we assume that
Y contains the plaintext M and the secret key K. Note that Theorem 2 does not
assume any relation between X and Y. This means that Theorem 2 and all its
corollaries will still apply even when X and Y are correlated to each other. For
the sake of simplicity, we define pyg := pxy and let Y define the domain of
M]||K, where “a||b” represents the sequential concatenation of string a and string
b (Fig.3).

).<
l
AS)
95}
<y
<
'
<)

M|K—>| ¢ W£%>X
K—> ¢ / ﬂ&
=

Fig. 3. Application to on-the-fly side-channel adversary model

It should be noted that here we do not put any assumption on ¢ other than
¢ is a mapping from X onto M. The size of the image of the map ¢, i.e., |IM|,
represents the output of the best encoding scheme the adversary A can apply to
the raw physical data/signals it collects from the devices to convert them into
symbols A can process. Note that this formulation allows the case where the
adversary A uses stochastic encoding scheme.

Remark 2. In this paper we assume that the decoder ¢ used by adversary A is
deterministic. However, this does not limit our result to only deterministic adver-
sary, since the upper-bound of the correct probability of deterministic decoders
are also the upper-bound of the correct probability of stochastic ones.

We can rewrite the Corollary 2 to fit our scenario as the following corollary.

Corollary 3. Let (K, M||K) take values from X X Y according to a probability
distribution pyk. For any For any ¢ : K > M, ¢ : Y - L, y : Mx L > K,
v € [log(IM] + 1), log [ﬁ), the following holds.

£

@M V2In2 X I(K; (M, K)), ~ (15)

Po(, 0. ¥Ipmx) < 20+1Pmax +
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where pmax = nkla{%(pk(k). In particular, by setting v := log(|IM| + 1), we obtain
€

the following.

Pe(¢, @, ¥/ Ipm) < 20M + Dpmax + | LIPmax X Y2102 X I(K; (M, K)).  (16)

In order to understand the concrete meaning of Corollary 3, let us consider
the case where the secret keys are chosen according to uniform distribution, i.e.,
Pmax = 1/|X|. Hence, we can rewrite the Eq. (15) as follows.

M| +1 |L]

Pe(doo.¥lpux) < 25 +m«/21n2xI(K;¢(M,K>)
1 2IM|+1  |L]
= — + ———— + —=/2In2 x I(K; (M, K)). 17

In informal way, the above inequation says that the upper-bound of the
success probability of the adversary is the sum of several upper-bounds:

(1) The upper-bound of success probability of obtaining K via pure random
guess (brute force search) on the value of K, which is represented by the
term 1/]X].

(2) The upper-bound of success probability of correctly guessing/obtaining the
secret key based on the information obtained via side-channel which is rep-
resented by the term (2IM| + 1)/|X].

(3) The upper-bound of success probability of correctly guessing/the secret key
based on the ciphertexts obtained via public communication channel, rep-
resented by the term |£|/|X| X /2102 X I(K; p(M, K)).

Discussion. Recall that the size of | M| represents the maximum amount of
information the adversary A can get via side-channel. Equation (17) clearly
shows that the larger |[M] is, the larger the upper-bound of adversary’s success
probability is. In general, |M| must be smaller than |X|, as the adversary usu-
ally gets noisy data from the measurement. One can express (2|M]| + 1)/|X| as
1/(X|/2IM] + 1) = 1/O(|X|/IM]). We consider that it is interesting to see that
the term O(|X|/|M]|) appears here. Assume that each symbol in M represents a
subset of symbols in X such that the size of any subset is the same. This means
that when K is chosen according to the uniform distribution, the best strategy
that A can use to recover the secret key K from the result of measurement, i.e.,
$(K) € M, is simply to always pick one value of from |X|/| M| possible values
randomly according to uniform distribution. However, one may notice that our
upper-bound is actually larger than |[M|/|X], i.e., (2|M] + 1)/|X|. This means
that there might be another way to obtain a tighter upper-bound.

A similar argument can be applied also to the third term in Eq. (17), i.e.,
|L|/1X| x 4/2In2 X I(K; p(M, K)), which corresponds to the success probability of
A obtains the secret key K via the ciphertext ¢(M,K). It is interesting to see
that the mutual information I(K; (M, K)) appears here. Intuitively, this indicates
that if we can keep I(K; ¢(M, K)) small enough, then we can reduce the success
probability of adversary A.
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A Proof of Lemma 1
Let us define the followings.

W {1 1 g 2 w,
|0 otherwise.
1 if g(A) 2 v,

0 otherwise.

o HE

0 otherwise.

V(A) = {

Now, let us rewrite Eq. (11).
PA(W(A) = 1)
= pa{(W(A) = ) A (UA) = D) A (VA) = 1))
+pa {W(A) = ) A (U@ = D A (VA) = 1))
2 pa{(W(A) = ) A (UA) = D) A (VA) = 1)
= pa (U@ = DA V(A = D}

The last transformation is due to the fact that if f(A) = u+a and g(A) = v+f
hold for some a, f = 0, then automatically f(A)g(A) = (u+a)(v+ ) =2 uv+af +
av + Pu holds, since af, av, fu = 0. This ends the proof. O

B Proof of Lemma 2

Let us define the following set.
S={aeA: f(a) 20}
Thus, we have as follows.

pai{lf(A)] 2 u}
= pa{(lf(AI 2 u) A (A€ S)} +pal(f(A)] 2 u) A (A e A\S)}

(a)
2 pa{(f(A) z2u) A(A €S} +pa{(f(A) 2 u) A(Ae A\S)}
=pa{f(A) 2 u}.

The transformation (a) is due to the facts that:

— since u > 0, if A € A\S, it is impossible to have f(A) = u,
—and if A€ S, [f(A)| = f(A) by definition of S.

This ends the proof. O
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C Proof of Lemma 3
Let us define the followings.

1 if f(A)+g(A) > u+o,

0 otherwise.

W(A) = {

1 if f(A) 2 1 ifg(A
vy [ TF@ze 1 g > o
0 otherwise. 0 otherwise.

Now, let us rewrite Eq. (7).

PAW(A) = 1) = pa {(W(A) = 1) A (UA) = ) A (V(4) = 1)}
+pa{W) = DA (UA =D A V(A = D)}
2 pa{W(A) = DA (UA) = D A(VA) = D)
= pa{UA) = D A(V(A) = D}

The last transformation is due to the fact that if f(A) = u+a and g(A) = v+f
hold for some a 2 0 and f > 0, then automatically f(A)+g(A) =u+v+(a+pf) >
u + v holds. This ends the proof. m|
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Abstract. The insider threat is a significant security concern for both
organizations and government sectors. Traditional machine learning-
based insider threat detection approaches usually rely on domain focused
feature engineering, which is expensive and impractical. In this paper, we
propose an autoencoder-based approach aiming to automatically learn
the discriminative features of the insider behaviours, thus alleviating
security experts from tedious inspection tasks. Specifically, a Word2vec
model is trained with a corpus transformed from various security logs to
generate event representations. Instead of manually selecting Word2vec
model parameters, we develop an autoencoder-based “parameter tuner”
for the model to produce an optimal feature set. Then, the detection
is undertaken by examining the reconstruction error of an autoencoder
for each transformed event using the Carnegie Mellon University (CMU)
CERT Programs insider threat database. Experimental results demon-
strate that our proposed approach could achieve an extremely low false-
positive rate (FPR) with all malicious events identified.

Keywords: Insider threats - Data analytics - Deep autoencoder *
Cyber security

1 Introduction

Insider threats are caused by people who reside within an organisation, which
can result in irreparable damages and significant financial loss to the victim
organisation [25]. According to the 2018 Clearswift Insider Threat Index (CITI)
Annual Report [7], most security incidents are attributed to malicious insiders.
Thus, it is critical to develop effective and efficient means to protect organisations
from insider threats.
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Effective Insider threat detection can be challenging. Firstly, insiders are
granted privileged, having accesses behind security mechanisms, which causes
their malicious behaviours to be hard to detect. Insiders with direct organisa-
tional network access can help them obtain security policy knowledge. Therefore,
they can evade detection by purposely covering their malicious actions. Secondly,
modern IT infrastructure is becoming increasingly complex, generating a large
amount of audit data which often overwhelms the few malicious insider foot-
prints [24]. Furthermore, an insider attack may quietly persist for a long time,
during which each malicious action is taken intermittently, resulting in weaker
indicators of compromise (IoC). Hence, manual insider detection tasks can be
time-consuming, labor-intensive and ineffective.

The existing insider threat detection approaches mainly rely on the domain
knowledge provided by security experts [25]. The first type of approach is rule-
or signature-based, which encodes each known attack vector precisely as a pre-
determined rule. Any behaviour is labelled anomalous if it matches one or more
rule [17,26,28]. This approach is generally good at detecting known insider
attacks as long as proper domain knowledge is provided by security experts.
However, rule-based approaches fail to deal with unknown or previously unseen
insider attacks. The second approach uses statistical and machine learning based
techniques [26,31,36]. Compared with rule-based approaches, less domain knowl-
edge is required for statistical and machine learning approaches when extracting
features, and they are often capable of detecting unknown insider attacks. How-
ever, the statistical and machine learning-based methods are not suitable to
analyse multiple types of audit data when just one statistical or machine learn-
ing algorithm is applied. In this case, an additional mechanism may be required
to orchestrate the alerts generated from multiple sub-detectors, resulting in rela-
tively high deployment and engineering costs. More recently, deep learning algo-
rithms have been applied to detect malicious insiders [16,24,32] which, due to
the algorithms’ inherent ability to represent and learn features, can often con-
duct a one-off analysis of various audit data with almost no domain knowledge
involved.

Currently, deep learning based approaches tend to extract features from the
frequency of activities [16,24]. For example, in our previous work [24], we con-
catenated the hourly frequencies of various activity occurrences in a specific type
of security log into a feature vector that represents a user’s daily behaviour. In
that work, an autoencoder was trained with a feature set for each type of secu-
rity log. Reconstruction errors that measure the distance between an original
feature vector and the vector reconstructed from the trained autoencoder were
employed for identifying unusual feature vectors leading to potentially abnormal
behaviours. In total, there were four autoencoders trained using the http, file,
device and logon logs, respectively. The reconstructed errors resulting from dif-
ferent security logs were averaged over the number of users and a final decision
was made if a user generated a high averaged reconstruction error in any given
day. Obviously, the previous work did not taken full advantage of all the available
information of security log of different types. To overcome this, additional feature
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engineering tasks may be required to incorporate more feature sets, which come
from different types of security logs. For example, the approach proposed in [4]
extracted features based on insider attack scenarios, which introduces various
features derived from the scenarios. However, in this case, domain knowledge
becomes critical for providing information about insider attack scenarios, which
is not generally available in practical applications. As a result, in this paper, we
attempt to combine a Word2vec model with an autoencoder-based architecture
to remove the dependency of the domain knowledge [27]. That is, different types
of security logs are transformed into distributed representations of words (i.e.
word embedding) generated by the Word2vec model. As such, text information
coming from a variety of security logs can be utilized to form a more meaningful
context, possibly revealing clues of malicious behaviours. Hence, the feature sets
are generated by averaging the vectors of distributed representations from the
context of events. We then apply other similar autoencoder detector to perform
the detection.
The contributions of this paper are summarised as follows:

— A new insider threat detection approach is proposed, which can automatically
learn the features and optimise the model.

— Based on the Word2vec model, we can utilize the text information from mul-
tiple types of security logs, providing a richer base for the autoencoder to
learn from.

— Through the proposed approach, the final decision making does not need any
additional orchestration or scoring mechanisms, while achieving a low FPR
of less than 1%.

The rest of this paper is organised as follows: Sect.2 presents related lit-
erature. Next, the autoencoder based approach is detailed in Sect. 3. Section 4
presents the results from the numerical experiments, along with a comparative
study. Finally, Sect.5 concludes this paper.

2 Related Work

In this section, we review the existing insider threat detection approaches that
are closely related to our work. In general, these approaches can be roughly
categorised as signature-based and anomaly-based [17,26,28]. A signature-based
approach often establishes a set of signatures (rules) that describe the known
insider attack vectors to undertake the detection [17,26,28]. The anomaly-based
approaches detect insider threats from anomaly detection which usually rely on
statistical machine learning [5,9,16,21,22,26,30,35,37] or deep learning algo-
rithms [4,23,24,32].

Maloof et al. developed a system named ELICIT [26] to analyse information
events converted from low-level network traffic and relevant contextual infor-
mation. Several detectors were built with hand-coded rules and statistical algo-
rithms such as density estimation for detecting a range of specific scenarios.
Similarly, in the approach proposed by Nguyen et al. [28], two behavioural rule
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sets were generated using daily accesses to files and directories for each user
and each process, respectively. An alert is triggered once a process forking a
child or executing a program that is not on the authorised list, or a process’
execution that is largely unmatched with the known process trees. In addi-
tion, Hanley et al. presented an efficient rule-based approach for detecting data
exfiltration-related insider attacks as an adjunct to a security information and
event management (SIEM) platform, Splunk [17]. A number of searches are exe-
cuted across human resource records, email history and Active Directory (AD)
logs, to examine whether a user is breaking predefined rules such as transmit-
ting a large amount of data to recipients who are not on an authorised list.
All of these signature-based approaches can be effective against their targeted
malicious behaviours. However, the quality of the rules is essentially determined
by the domain knowledge provided by security experts. Furthermore, the major
limitation of signature-based approaches is that they are not able to deal with
unknown attacks with which the predefined rules do not comply.

The anomaly-based approaches detect insider threats by either modelling
the audit data with a statistical method or training a model with the extracted
features using a machine learning algorithm. A typical example is the Beehive
system [35], which obtains 15 features for a total of 35,000 hosts on a daily
basis from a wide range of security logs. Then, the PCA and k-means cluster-
ing algorithms are applied to undertake the detection. This approach largely
reduces the reliance on the domain knowledge, in which only a few security
policy based features that require domain knowledge. Furthermore, some deep
learning based approaches have been proposed [4,23,24,32], which require lit-
tle domain knowledge. In particular, both Tuor’s and Liu’s approaches [24,32]
leverage the frequency of activities to extract features from various security logs.
Tuor’s approach then implements insider threat detection by using a recurrent
neutral network (RNN), whereas Liu’s approach focuses on unsupervised learn-
ing in which a deep autoencoder is trained for detecting anomalous events by
examining the reconstruction error. Although there is little reliance on specific
domain knowledge, the deep learning based approaches extract features empiri-
cally and this may impact on the overall performance of the detector.

3 New Unsupervised Insider Detection Approach

This section details the proposed insider threat detection approach. As illus-
trated in Fig. 1, this approach comprises three major components: log2corpus,
feature extraction and insider threat detection. Firstly, the log2corpus component
transforms the security logs into a Word2vec trainable corpus following the ‘4W’
sentence template [23]. Such a corpus retains key information extracted from the
raw security logs and, no matter the type of the security log, the format is iden-
tical, providing a unified standard for generating corpus. This component is also
the key that enables the proposed approach works with various types of security
logs. The feature extraction process is still required in the proposed approach,
which is undertaken by the second component feature extraction. However, unlike
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Fig. 1. Flowchart of the proposed approach

conventional approaches that depend on domain knowledge, the feature extrac-
tion component takes advantage of the resulting distributed representation of
the words (i.e., the word embeddings) from the Word2vec model to construct
features from text. Then, an autoencoder model is trained with the feature set
for detecting malicious events. If any feature yields a large reconstruction error,
the corresponding event is labelled as suspicious. A user who is associated with
multiple suspicious events will be labelled as a malicious insider. The above
detection is realised with the insider threat detection component.

3.1 Transforming Security Logs into Corpus

In this paper, the audit data sources are the same as the ones mentioned in [24],
namely http, file, device and logon logs. These security logs are commonly
available in an organisation, which are important data for detecting malicious
insiders [8,10,23,25,31,35].

Although security logs exist in a text format, compared to natural languages,
they lack natural linguistic properties because: (1) paragraph and sentence struc-
tures do not explicitly exist in a security log, (2) the existence of a large number of
duplicate entries break the paragraph and sentence into inconsistent structures
which may not strictly follow the syntax, and (3) redundant attributes intro-
duce noise into a security log, undermining the lexical relations between words.
Thus, in order to ensure that the distributed representation equally reflects the
context of a word, we need to pre-process the security logs. We achieve this
using the concept of a ‘4W’ sentence template [23]. The template (see Table1)
is designed to extract key information from security logs and reconstruct the
linguistic properties. For example, given an event drawn from a http log:
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Table 1. The ‘4W’ sentence template

Template | Word(s) | Description
who user user’s unique ID
when date date extracted from timestamp
hour hour extracted from timestamp
where pPc computer’s unique ID, i.e. hostname
what activity | download, upload, copy, delete and etc.
content | separately defined

{W1B6-H3IT50UV-3446USEM},04/25/2011 06:29:31,
BMN3207,PC-9138,http://feedburn. com/Bobby_Robson
/dodgin/HFF_Arj_Vebafvqrfubyvgnlf1049160149.html, WWW Visit

we extract the information user =BMN3207, date=20110425, hour =6,
pc=PC-9138, activity = Visit and content =.html to populate the 4W sen-
tence template, resulting in the text = “BMN3207 20110425 6 PC-9138 Visit
.html”. Once events are transformed into text fragments for all the security logs,
they are combined into a corpus, such as

aav3669 2010-08-09 8 pc-3263 visit
worldstarhiphop .asp aav3669 2010-08-09
10 pc-3263 visit meetup .aspx aav3669
2010-08-09 11 pc-3263 visit newsmax
.aspx aav3669 2010-08-09 12 pc-3263
visit fbcdn .asp aav3669 2010-08-09

13 pc-3263 visit tigerdirect .htm

3.2 Feature Learning Through Word Embedding

As previously mentioned, the rule-based approach relies on domain knowledge
to characterise the behaviour of a malicious insider. Such a reliance not only
incurs expensive research and development cost, but also loses the ability to
detect unknown attacks. The statistical /machine learning approaches require less
domain knowledge. However, in some cases, domain knowledge is still required
to extract features that are related to particular behaviours. In contrast, current
deep learning based approaches often employ frequency-based features, which
requires little or no domain knowledge.

Particularly, the approach proposed by Tuor et al. [32] creates a feature vector
which is consisted of 408 activities over 24 h (e.g., daily) for one user. The vector
is then combined with another six categorical values, yielding a 414-dimensional
feature vector. In our previous work [24], the feature vector is constructed by
concatenating hourly counts of activities for each day. No domain knowledge is
required for extracting features in this case. However, the feature set seems to
be very empirical, and its effectiveness is not controllable in practice. Therefore,
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in this paper, we propose an automatic way to extract features. The features
are constructed via word embeddings obtained from Word2vec and the best
parameters of Word2vec are tuned by minimising the loss of an autoencoder.

The 4W sentence template is used to extracted several keywords in terms of
each of raw event, then combining each transformed event into a corpus feed-
ing into a Word2vec model. The trained word2vec model will produce a vector
representation with a fixed dimension for each keyword. This allows the seman-
tic meanings of words to be preserved in vector representations. When the word
vectors are generated according to each event, then averaged them as the feature
vector. In this case, the length of the feature vector is equal to the parameter
vector_size used for training the Word2vec model. Except for vector_size, train-
ing a Word2vec model also requires two parameters window and epoch which
specify the size of the neighbouring window and the maximal number of itera-
tions, respectively. For the autoencoder training, we employ the mean squared
error as the loss function to minimize. The parameter settings for the Word2vec
model is chosen during the autoencoder’s training. Naturally, the minimal loss
indicates that the trained autoencoder best fits the data and, therefore, resulting
in the optimal parameters settings for Word2vec model. The tested parameters
are detailed in Sect. 4.

3.3 Autoencoder-Based Insider Threat Detection

In this subsection, we introduce our approach for anomaly-based insider threat
detection. In terms of anomaly detection [3], a baseline model is firstly estab-
lished for representing users normal behaviours. Then, the baseline model will be
compared to a user’s behaviour model. Any significantly deviation in behaviour
will be labelled as anomalous. As introduced in the previous subsection, the
feature set is constructed by transforming raw security logs into identically for-
matted texts, training a Word2vec model, and then averaging word vectors for
each transformed event. Thus, each feature vector corresponds to a particular
behaviour by a user. An autoencoder is then trained with the feature set, where
the key assumption is that training data represents only normal behaviours.
Therefore, each feature vector can be reconstructed with a small error using the
trained autoencoder. While a user is generating many events across different
security logs, the detector will invoke the trained autoencoder to examine each
of the corresponding feature vectors associated with the user. The final decision
is made if a user has a number of suspicious feature vectors (events) that is
higher than a given threshold. The fundamental concepts of an autoencoder are
presented below.

The autoencoder is a neural network that learns in an unsupervised man-
ner. Typically, an optimal autoencoder model is trained by minimising the cost
function:

¢, = ar%rﬁin X — (o) X|J?
where ¢ and 1 represent the encoder and decoder respectively, and

¢o: X —F
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Yv:F— X

The simplest form of an encoder is composed of only one hidden neural network
layer which can be expressed as

z =0(Wx+Db)

where z,z € RP = F is an image referred to as a code or latent variable, o
is the activation function (e.g., rectified linear unit (ReLU), sigmoid and tanh
function), W is a weight maxtrix, b is a bias vector, and x,x € R? = X.
Wx + b is also called an affine transformation. Inversely, an encoder attempts
to reconstruct the original input x as x’, subject to the following expression

x' =o' (W'z +b')

where ¢/, W’ and b’ correspond to o, W and b but they may differ between
decoder and encoder. Based on the above equations, the cost function can be
rewritten as a reconstruction error, for example

£0x,x) = [x = X'|> = |x — o' (W'(o(Wx + b)) + b)|”

where the [2-norm (i.e., the squared error or FEuclidean distance) is adopted.
Other measures such as the Cosine distance, Mahalanobis Distance and
Kullback-Leibler (KL) divergence can also be used [19].

When constructing a multi-layer autoencoder, it increases the number of
hidden layers, which in theory can yield a better feature representation with
each hidden layer being scaled to a manageable magnitude. Namely, the encoder
will be extended as

P(x) = (¢(n) 0. ¢(k) o--- (;5(2) o ¢(1))x

where n represents the number of hidden layers and each ¢*) is of the following
form
21 = s (WHFx 4 b))

Similarly, the decoder can be written as

(z) = (1/,(") o-- .¢(k) o 1/,(2) ° w(l))z

where ¥(®) is aligned with
/() _ al(k)(wl(k)z + b/(k))

The loss of the autoencoder is a key metric for the proposed approach, such
that the parameters vector_size, window and epoch can be determined for train-
ing the Word2vec model. Once the autoencoder is trained with the feature set
resulting from the Word2vec model, insider threat detection can be undertaken.
As mentioned before, we assume that the training data is one-class (i.e., normal
events only). Theoretically, reconstructing a feature vector with the autoencoder
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should lead to only a small error, which is a measure of the distance between
an original vector and its reconstructed vector. As the autoencoder is a neu-
ral network, its architecture and parameters will impact the performance [15].
Accordingly, the following aspects need to be considered (1) the number of lay-
ers including input and output layers, (2) the number of hidden units for each
layer and the selection of the activation function, and (3) the construction of the
loss function. Section 4 will describe how the autoencode is constructed and its
parameters determined. Assuming that a reconstructed error is expressed as L,
the detection can be realised when

L(x,x") > threshold

where £(x,x’) is the reconstruction error between the original feature vector
x and its reconstructed vector x’ based on the autoencoder model. In prac-
tice, however, it is difficult to choose an appropriate threshold, especially when
the data is large. Alternatively, we apply the top-k recommendation algorithm
[12] to generate only the top-k anomalous feature vectors. In other words, the
detector calculates the reconstruction errors for all the feature vectors, sorts the
reconstruction errors in descending order, and reports only the top k ones.

In addition, we set the detection to be conducted on a weekly basis. That
is, once the security logs are collected for a given week, the detection process
starts using the text2corpus component mentioned in [23]. When the Word2vec
model and the autoencoder are trained with optimal parameters, it can detect
suspicious events among all security logs.

4 Numerical Experiments

Numerical experiments are undertaken with the Carnegie Mellon University
(CMU) CERT Program’s insider threat database v6.2 [14]. Training the corpus
with Word2vec is implemented with Gensim [29], and the autoencoder-based
detector is implemented using the Python deep learning library Keras [6] with
a Tensorflow [1] backend. The following subsections present the details of the
experimental dataset, the experiment setting and experimental evaluation.

4.1 Experimental Dataset

The CMU insider threat database was created by simulating a large-scale organ-
isation’s daily operations [14,20]. The database contains the daily activities of
4000 users across an organisation during one and a half years, which is approx-
imately 200 GB in size. There are three categories in the dataset, namely the
host data, network data and contextual data. These data allow the construction
of a security posture of the organisation’s intranet. Aside the psychometric and
decoy data which provide some contextual information, the rest of the data are
all security logs. These include http, device, file and logon logs. For generating
the database content, security experts designed and executed a range of insider
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Table 2. Ground truth of the experimental dataset for the malicious user ACM2278.
(N.B.: Date format is month/day/year hh:mm:ss.)

Week User Date Log type | PC

Week 1 ACM2278 | 08/18/2010 21:47:42 | logon | PC-8431

20100816-20100822 08/18/2010 22:59:20 | device | PC-8431
08/19/2010 01:34:19 | file PC-8431
08/19/2010 01:37:20 | file PC-8431
08/19/2010 01:38:10 | file PC-8431
08/19/2010 01:46:04 | file PC-8431

08/19/2010 05:23:05 | device PC-8431
08/19/2010 06:10:59 | logon PC-8431

08/19/2010 01:34:19 | http PC-8431
08/19/2010 01:37:20  http PC-8431
08/19/2010 01:38:10  http PC-8431
08/19/2010 01:46:04  http PC-8431
Week 2 ACM2278 | 08/24,/2010 01:02:58 | logon PC-8431
20100823-20100829 08/24/2010 03:24:16 | device | PC-8431
08,/24/2010 03:34:21 | file PC-8431
08,/24/2010 03:43:48 | file PC-8431
08,/24/2010 03:48:51 | file PC-8431

08/24/2010 04:15:32 | device | PC-8431
08/24/2010 04:20:39 | logon. | PC-8431

08/24/2010 03:34:21 | http PC-8431
08/24/2010 03:43:48 | hitp PC-8431
08/24/2010 03:48:51 | hitp PC-8431

attacks that represent various attacker intentions, targets and associated attack
vectors.

Processing the original 200 GB dataset needed an excessive amount of com-
puting resources to maintain the processing time at a manageable level (e.g., a
couple of hours). Therefore, to conduct the experiments, we chose two weeks of
data generated by 500 users. A malicious user ‘ACM2278’, who has undertaken
the most representative insider attacks during the two weeks selected, is among
the 500 users. Although in our experiments, we chose to conduct the detection on
a weekly basis owing to limited computational resources, the proposed approach
can be adapted to various time intervals as, for example, fortnightly or a daily.
Table 2 shows the ground truth of the experimental dataset for the malicious
user ACM2278. In total, there are twelve malicious events during the week from
16/Aug/2010 to 22/Aug/2010 and ten malicious events between 23/Aug/2010
to 29/Aug/2010.
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Table 3. Losses for different sets of parameters in the Word2vec model

Word2vec parameters Week 1’s Week 2’s
autoencoder loss | autoencoder loss
window: 5, epoch: 5, vector_size: 50 1.2197 1.2347
window: 5, epoch: 5, vector_size: 100 0.8771 1.0340
window: 5, epoch: 5, vector_size: 200 0.7739 0.8520
window: 5, epoch: 5, vector_size: 300 0.7474 0.7251
window: 5, epoch: 5, vector_size: 400 0.7204 0.7552
window: 5, epoch: 5, vector_size: 500 0.6826 0.6973
window: 5, epoch: 10, vector_size: 50 1.2716 1.3187
window: 5, epoch: 10, vector_size: 100 | 1.0010 1.0901
window: 5, epoch: 10, vector_size: 200 |0.7608 0.7508
window: 5, epoch: 10, vector_size: 300 |0.7107 0.7376
window: 5, epoch: 10, vector_size: 400 |0.7010 0.6973
window: 5, epoch: 10, vector_size: 500 | 0.7018 0.7142
window: 10, epoch: 5, vector_size: 50 1.1476 1.1302
window: 10, epoch: 5, vector_size: 100 | 0.7551 0.7999
window: 10, epoch: 5, vector_size: 200 | 0.7146 0.7287
window: 10, epoch: 5, vector_size: 300 |0.7068 0.7040
window: 10, epoch: 5, vector_size: 400 | 0.6965 0.7576
window: 10, epoch: 5, vector_size: 500 |0.7288 0.7133
window: 10, epoch: 10, vector_size: 50 | 0.9208 1.7029
window: 10, epoch: 10, vector_size: 100 | 0.7407 1.1105
window: 10, epoch: 10, vector_size: 200 | 0.7149 0.7976
window: 10, epoch: 10, vector_size: 300 | 0.7067 0.7497
window: 10, epoch: 10, vector_size: 400 | 0.6997 0.7296
window: 10, epoch: 10, vector_size: 500 | 0.7208 0.7414
window: 10, epoch: 20, vector_size: 50 | 1.0129 1.4001
window: 10, epoch: 20, vector_size: 100 | 0.8695 1.2004
window: 10, epoch: 20, vector_size: 200 | 0.7201 0.7207
window: 10, epoch: 20, vector_size: 300 | 0.6803 0.6822
window: 10, epoch: 20, vector_size: 400 | 0.7220 0.6822
window: 10, epoch: 20, vector_size: 500 | 0.6787 0.7139
window: 10, epoch: 30, vector_size: 100 | 0.6833 0.8882
window: 10, epoch: 40, vector_size: 100 | 0.8361 1.1759
window: 10, epoch: 30, vector_size: 300 | 0.7259 0.7992
window: 10, epoch: 40, vector_size: 300 | 0.7167 0.7197
window: 10, epoch: 30, vector_size: 400 | 0.6945 0.8569
window: 10, epoch: 40, vector_size: 400 | 0.6937 0.7418
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4.2 Experimental Setting

As previously mentioned, there are three parameters to be set when training
a Word2vec model, namely window size, epoch, vector_size. We select the skip-
gram model and hierarchical softmax as activation function, which previously
have been proven effective in dealing with security logs [23]. The autoencoder
architecture consists of three layers, which should be sufficiently large [13]. The
number of hidden units for the three layers are specified as ”eCt";*Si“, “eCtOZ*Size,
%”ize, respectively, where the number of each layer’s hidden units halves
the preceding layer’s number. The setting of the other parameters is the same
as used in our previous work [24]. Table 3 lists the losses for the different param-
eters used for training the Word2ec model. As seen in the table, for the 1st
week, the best autoencoder setting is achieved when ‘window =10, epoch =20
and vector_size = 500, which is consistent with the results from [23]. However,
for the 2nd week, the minimal loss occurs with ‘window = 10, epoch = 20 and vec-
tor_size = 300’. This difference suggests that the Word2vec’s parameters needs
to be tuned for different week’s data, rather than fix a constant set of parameters
empirically. On the other hand, it also suggests that the proposed approach is
flexible and adapts to variations in the insider threat data.

When the features have been generated using the optimal Word2vec model,
they are used as inputs for training the autoencoder. Subsequently, the detec-
tor will compute the reconstruction error for each feature vector based on the
trained autoencoder. In fact, reconstruction error is a distance metric between
the original feature vector and its reconstructed vector, which can be defined
with various distance metrics. In our experiments, we implement two of the
most commonly-used distance metrics: Euclidean distance and Kullback-Leibler
(KL) divergence.

4.3 Experimental Results

In the previous subsection, Table 3 summarised the sets of Word2vec’s parame-
ters and the corresponding losses obtained for the autoencoder for the two weeks
from 16/Aug/2010 to 22/Aug/2010 (Week 1) and 23/Aug/2010 to 29/Aug/2010
(Week 2). Firstly, for each experiment, we chose the two sets of parameters which
resulted in the smallest losses, in order to demonstrate the best performance for
the proposed approach. Secondly, two inferior sets of parameters which led to
relatively large losses were selected to undertake comparative experiment. This
will show that the performance is highly dependent on the parameters of the
Word2vec model. Table 4 shows the sets of parameters selected for the following
experiments, where the two ‘good’ and ‘bad’ sets of parameters were selected for
each week.
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Table 4. Selected parameters of the Word2vec model

Word2vec parameters Week 1’s Week 2’s
autoencoder loss | autoencoder loss

window: 10, epoch: 20, vector_size: 300 | 0.6803
window: 10, epoch: 20, vector_size: 500 | 0.6787
window: 5, epoch: 5, vector_size: 50 1.2197
window: 10, epoch: 40, vector_size: 100 | 0.8361

window: 10, epoch: 20, vector_size: 300 0.6822
window: 10, epoch: 20, vector_size: 400 0.6822
window: 5, epoch: 5, vector_size: 50 1.2347
window: 10, epoch: 30, vector_size: 100 0.8882
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Fig. 2. The ROC curve for Week 1 (16/Aug/2010 to 22/Aug/2010)

The autoencoders trained with the feature set resulted from the above four
sets of parameters are applied to detect the suspicious events. Figures 2(a) and
(b) present the RoC curves illustrating the results from ‘good’ and ‘bad’ sets of
parameters respectively for Week 1, where the Euclidean distance is employed
as the metric for reconstruction error. Figure 2(a) suggests that the proposed
approach can detect all malicious events (i.e., TPR=1.0) with FPRs as low as
0.59% and 0.41% with two sets of parameter settings, respectively. Meanwhile,
it demonstrates that when the other settings are the same, a larger value of vec-
tor_size yields better performance on the dataset. In contrast, as illustrated in
Fig.2(b), the FPRs are lifted up to 22.84% and 11.61% respectively for detect-
ing all malicious events, which are significantly worse than the former ones.
Figures3(a) and (b) present the RoC curves for the data from Week 2. They
have shown a similar result with the Week 1. Particularly, the ‘good’ parameters
of the Word2vec model can reach a TPR of 1 with FPRs of 0.67% and 0.72%,
respectively in Fig. 3(a). However, the other set of parameters result in the FPRs
of 23.22% and 11.20%, as shown in Fig. 3(b).
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Fig. 3. The ROC curve for Week 2 (23/Aug/2010 to 29/Aug/2010)

Figures4 and 5 present a comparison regarding the computed workload for
security analysts under the ‘good’ and ‘bad’ sets of parameter settings. According
to Fig. 4, security analysts need to investigate 25k to 50k events to identify the
malicious ones if the parameters are not properly selected. While in an ideal
case they only need to investigate less than 1.5k events. Figure5 illustrates the
results from the data of Week 2. Similar to the situation depicted in Week 1,
approximately 1.5k events need to be investigated when the parameter settings
of the Word2vec model and the autoencoder are both properly optimized.
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4.4 Results Analysis and Comparison

In this subsection, the proposed approach are compared with other existing stud-
ies. Since frequency of activities is a common concept adopted in feature extrac-
tion [2,11,16,18,24,33,34], we intend to compare our approach with a typical
approach that adopts frequency based feature sets. In the first set of comparative
experiments, we extracted the features based on the activity frequency, counting
how many activities happened in each hour. Then, we attempt to create the
feature set using different security logs. Figures 6 and 7 present the comparisons
for the data obtained from the two weeks, showing that the proposed approach
outperforms the remaining frequency-based approaches.

In practice, the FPR is an important metric for measuring the effectiveness
of the detection solutions. An approach that produces lower FPR can reduce
efforts for manual inspection, since the false positives usually need to be checked
by security analysts. The results show that our approach can achieve an FPR
of 0.67%, outperforming the frequency feature-based approach which has an
FPR of 3.16%. Similarly, in the data obtained from Week 2, both approaches
achieve similar AUC values. However, the FPR of our approach for detecting
all the malicious events is 0.59%, while the FPR is 3.20% for the frequency
feature-based one. It also demonstrates that utilizing multiple types of security
log obtain better performance than the approaches using only the individual
feature set.

We also compared our approach with the previous work [23]. We specify
the parameters (window = 10, epoch = 20, vector_size = 300) the same as [23] for
training the Word2vec model. Then, we tested a range of thresholds (i.e., 7),



Unsupervised Insider Detection Through Neural Feature Learning 33

1.0 /
0.8
g
©
o
goe
= —— Word2Vec (auc=0.998)
& 0.4 —— Mutiple types of logs (auc=0.975)
g —— Logon logs (auc=0.952)
= —— File logs (auc=0.928)
0.2 Device logs (auc=0.881)
—s— Http logs (auc=0.964)
0'%.0 0.2 0.4 0.6 0.8

False Positive Rate

1.0

Fig.6. The comparison with frequency-based feature extraction in Week 1
(16/Aug/2010-22/Aug/2010)
1.0 I-
0.8
[]
©
o
= —— Word2Vec (auc=0.999)
€04 —— Mutiple types of logs (auc=0.984)
g —=— Logon logs (auc=0.977)
= —— File logs (auc=0.906)
0.2 Device logs (auc=0.914)
—=— Http logs (auc=0.974)
%% 0.2 0.4 0.6 0.8 1.0
False Positive Rate
Fig.7. The comparison with frequency-based feature extraction in Week 2
(23/Aug/2010-29/Aug/2010)
Table 5. The comparison with manual model selection
Time period Cost for finding all malicious events
Automatic model tuning | Manual model tuning
7=03|7=05|7=07|7=09
20100816—-20100822 | 1583 N/A 656 863 961
20100823-20100829 | 966 N/A 517 866 1014
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recorded the results, and compared them with the result from our automatically
chosen Word2vec model. Table 5 details the comparison, where ‘cost’ is the met-
ric to find all malicious events. In other words, the cost indicates the total number
of events which need to be further investigated by security experts. The results
from Week 1 show that our method reported 1583 events as suspicious events
needed to be investigated, while [23] only output less than 1000 events (ranging
from 656 to 961 under different thresholds) which require further investigation.
However, if the threshold was 0.3, the method in [23] failed to detect all malicious
insider events. Similar results were achieved in Week 2. Although the manual
model tuning achieved better results with the some particular parameters, the
unstable outputs brought more risks to cause malicious events to be missed. For
example, choosing 0.3 as a threshold, the model missed the malicious events in
both weeks. Additionally, when the threshold tau was set to 0.9, the number of
further investigated events exceeded that in our approach (automatically tuned
parameters) in Week 2. Thus, the new approach provides better reliability.

5 Conclusion

In this paper, we propose an insider threat detection approach that applies an
autoencoder to facilitate the learning of features extracted using the Word2vec
model from multiple types of security logs. The proposed approach comprises of
automated feature extraction using Word2vec and insider threat detection using
an autoencoder. Experiments undertaken with the CMU insider threat database
demonstrate that the proposed approach can detect insider threats effectively
without using any domain knowledge. At the same time, comparing with the
existing work, this approach relies less on the manual selection of parameters,
and could result in a more reliable performance.
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Abstract. Searchable symmetric encryption (SSE) has been proposed
that enables the clients to outsource their private encrypted data onto the
cloud server and later the data can be searched with limited information
leakage. However, existing surveys have not covered most recent advances
on SSE technique. To fill the gap, we make a survey on state-of-the-art
representative SSE schemes in cloud environment. We mainly focus on
dynamic SSE schemes with forward and backward privacy, two vital secu-
rity elements to maintain query privacy during data update operations.
Specifically, we discuss about SSE protocols based on query expressive-
ness, including single keyword search, conjunctive keyword search, range
search, disjunctive keyword search and verifiable search. Finally, through
comparison on query expressiveness, security and efficiency, we demon-
strate the strengths and weaknesses of the existing SSE protocols.

Keywords: Cloud storage *+ Cloud security + Searchable symmetric
encryption - Forward privacy - Backward privacy

1 Introduction

Cloud computing becomes an ideal computing infrastructure to provide the
shared configurable computing resources. In cloud computing model, individ-
uals or enterprises can outsource their own data onto the cloud server and enjoy
the on-demand utilization cloud services, greatly cutting down the local storage
and computation cost. Since the data are remotely stored on the cloud server, the
data owners lose full control with their sensitive data. In order to protect data
privacy, the data owners choose to encrypt their data before uploading to the
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cloud. Unfortunately, the encryption mechanism hinder the high-quality appli-
cations such as keyword search. A trivial method is to download and decrypt all
the ciphertexts to execute the plaintext keyword search. However, this solution
tends to be inefficient because of the large amount of communication overhead.
How to realize secure and efficient keyword search over the encrypted database
becomes an urgent problem.

Searchable symmetric encryption (SSE) emerges as a promising crypto-
graphic tool that can achieve both privacy-preserving and searchability. Specifi-
cally, SSE allows data owners to encrypt their data and outsource the encrypted
database to the cloud server, later the cloud server can perform the search oper-
ations over the ciphertexts when receiving the search queries. The first practi-
cal SSE scheme was introduced by Song et al. [38], where sequential scanning
technique is adopted to achieve search operation. Soon afterward, several SSE
protocols (such as [8,11,16,27,31,33,37,41,46]) are proposed to enrich the query
expressiveness, as well as improving security and performance requirements.

Generally, the above solutions mainly consider the static database setting,
where the encrypted database cannot be modified once the encrypted database
has been built. In practice, the encrypted database requires updates, such as
insertion, modification and deletion. Therefore, dynamic SSE schemes are pro-
posed to support data update operations, such as schemes [7,22,43,61]. How-
ever, these dynamic SSE schemes are exposed to security issues. For instance,
inserting a new document might leak whether the document contains a keyword
that was previously searched. That’s to say, the adversary can inject a small
number of files to the server and analyze whether the search queries match the
injected files. Such a leakage can bring heavy impact on the client’s query pri-
vacy. To address the above issue, SSE protocols with forward and backward
privacy (see [1,4,6,19,34,39,40,47,49,62]) are proposed to against the privacy
threats when update happens.

In order to overview the existing SSE techniques, several comprehensive sur-
veys on SSE were proposed (such as [12,17,18,35,48,57]). For example, Wang
et al. [48] provided a survey on SSE protocols in terms of different functionalities
and analyzed these SSE approaches by efficiency and security comparison. Poh
et al. [35] presented a detailed overview on the structures, properties, efficiency
and security of state-of-the-art SSE schemes. However, these above surveys have
not analyzed most recent SSE schemes with enhanced security in dynamic set-
ting. To fill the research gap, we present a comprehensive review on several
meaningful SSE schemes with forward and backward privacy in cloud storage.
By comparing the functionality, security and efficiency, we point out the advan-
tages and disadvantages of the state-of-the-art SSE schemes.

1.1 Owur Contribution

In this article, we study several existing SSE schemes with forward and backward
privacy and classify these protocols based on different functionalities. The main
contribution can be summarised as follows:
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— We first give out a brief description for searchable symmetric encryption
(SSE) and then analyze the forward and backward privacy, two demanding
security features for dynamic SSE schemes.

— Several recent dynamic SSE schemes with forward and backward privacy for
single keyword search are analyzed. Then we extend the query functionalities
to conjunctive keyword search, range search and disjunctive keyword search.
Finally, SSE protocols with verifiable search are discussed.

— Comparisons of existing SSE schemes are presented, including the query
expressiveness, search efficiency and security, which outline the similarities
and differences of the representative SSE solutions.

1.2 Organization

The rest of the paper is organized as follows. In Sect. 2, we give out the back-
ground knowledge of SSE primitive. Section 3 analyzes the definition of forward
and backward privacy in dynamic SSE schemes. Section4 focuses on previous
works on single keyword search. In Sect.5, we discuss existing works on rich
queries, including conjunctive queries, range queries and disjunctive queries.
Section 6 presents the analysis and comparison on verifiable SSE constructions.
Finally, the conclusion and future work are given out in Sect. 7.

2 Searchable Symmetric Encryption

2.1 Architecture of SSE

An SSE scheme contains three entities: data owner, cloud server and data user.
The architecture of SSE is illustrated in Fig. 1.

— Data Owner. A data owner, the owner of the data, first uses his or her secret
key to encrypt the document into ciphertext for data privacy protection. In
order to search the data efficiently, the data owner also encrypts each keyword
to create an index. Then the data owner combines all the ciphertexts and
indexes to build an encrypted searchable database and uploads the encrypted
database to the cloud server. Later, if the data owner would like to share the
data with a group of users, he or she will send the secret keys via a secure
channel to the data users.

— Cloud Server. A cloud server offers storage and search operation on the
encrypted database. When receiving a search query from a data user, the
cloud server executes the search for the documents containing the particular
keyword by matching the encrypted index. Then the search results will send
back to the data user.

— Data User. A data user is an entity who has access to the outsourced data.
If the data user requires some documents containing a desired keyword, he
or she will use the secret key to generate a search query embedded with the
search keyword. Then the data user submits the query to the cloud server.
After receiving the search result from the cloud server, the data user can
decrypt the ciphertexts with the secret key and obtain the corresponding
documents.
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Fig. 1. Architecture of SSE

2.2 Definition of SSE

An SSE scheme includes a polynomial-time algorithm and an interactive protocol
as follows.

— Setup(1*, DB): Run by the data owner, the Setup algorithm inputs a secu-
rity parameter A\ and a database DB that is consisted of a list of document
identifiers and keywords, and outputs the secret key sk and an encrypted
database EDB. The data owner outsources EDB to the cloud server and
sends sk to the data user by a secure channel.

— Search(sk,q, EDB): The search protocol is run between the data user and
the cloud server by an interactive manner. The data user inputs the secret key
sk and the search query ¢ that contains the search keyword. The cloud server
inputs EDB to perform the search operations. At the end of the protocol,
the data user outputs the search result which matches the search query and
the cloud server outputs nothing.

2.3 Privacy Requirements of SSE

For security consideration, an SSE scheme should satisfy some properties to
guarantee the data privacy. Thus we classify the privacy requirements into five
main items: index privacy, document privacy, query privacy, search pattern pri-
vacy, access pattern privacy. These security requirements should be guaranteed
for SSE constructions, and the specific descriptions are shown in Table 1.
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Table 1. Privacy requirements and descriptions

Privacy requirement Description

Index privacy The index should not reveal any information of the
keyword to the cloud server or the adversary

Document privacy The confidentiality of the documents stored in the cloud
should be maintained

Query privacy The adversary cannot obtain any information about the
underlying keyword in the search query

Search pattern privacy | Any information should not be revealed about whether two
search results contain the same keyword

Access pattern privacy | The adversary should not be aware of any extra
information about underlying documents from the search
results

2.4 Security Models of SSE

To analyze the privacy requirements in SSE solutions, we discuss some major
security models in the literature. Song et al. [38] defined the security of the first
SSE scheme as indistinguishable against chosen plaintext attacks (IND-CPA),
that guarantee the server cannot obtain anything about the underlying plaintext
from the ciphertext.

To enhance the security of SSE, Goh [16] proposed the security model called
indistinguishable against chosen keyword attacks (IND-CKA), to prevent an
adversary from learning the contents of the document when given the encrypted
index. A slightly stronger security model named IND2-CKA was also introduced
by Goh, which makes the indexes from two documents in different size be indis-
tinguishable. Later, Curtmola et al. [11] introduced a non-adaptive IND-CKA1
model and an adaptive IND-CKA2 model, respectively. Both models have con-
sidered the security between the submitted query and the search results from
previous search operations.

3 Dynamic SSE

To meet the requirement of data dynamism, dynamic SSE was introduced [7,22]
that can achieve both search and update operations. However, extra leakage
information has been involved during the data addition and data deletion pro-
cess. For example, the adversary can analyze whether a newly added or deleted
document includes previously search keywords. One of the malicious attacks is
called file-injection attacks proposed by Zhang et al. [59], that can expose search
queries by inserting several target documents to the database. To settle the
above leakages, two security requirements, forward and backward privacy, were
first taken into account by Stefanov et al. [40].
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3.1 Forward Privacy of Dynamic SSE

Forward privacy was informally defined in scheme [40], which was focused on
the privacy preserving for the database and the previous search queries dur-
ing update process. To be specific, forward privacy is defined to ensure that
the database updating does not reveal any information about the newly added
documents that match the previous search tokens.

Suppose op denotes the update operation, ind denotes the identifier of the
document, and w denotes the keywords. Similar to schemes [4,60], the formal
definition of forward privacy is shown as follows:

Definition 1. An L-adaptively-secure dynamic SSE scheme is forward private if
the update leakage function Lypdate(q:) = (1, 0p;, ind;), where ¢; = (ind;, w;, op;)
18 an update query.

In the dynamic SSE protocols, if the forward privacy is not guaranteed, the
cloud server can maintain all the earlier search queries and verify whether these
queries match the update document. If the verification get through, the cloud
server learns that the newly added file contains the specific keyword embedded
in the search queries. Furthermore, with an file-injection attack, the cloud server
can obtain the relationship between the keyword and the search query, greatly
impacting the security of SSE applications. Therefore, forward privacy is quite
essential in dynamic SSE schemes, and various forward private SSE solutions
have been proposed.

3.2 Backward Privacy of Dynamic SSE

Backward privacy was first considered in [40] and Bost et al. [6] gave out the
formal definition for this new security notion. At a high level, backward privacy
protect the database privacy when updates happen during the search queries.
In a dynamic SSE scheme, backward privacy means that any information about
the file identifiers should not revealed from a search query when the document
is added before and deleted later.

More formally, backward privacy is categorised into three types: backward
privacy with insertion pattern, backward privacy with update pattern and
weak backward privacy. Let ¢; = (ind;,w;,op;) represents an update query,
TimeDB,,, represents the list of documents containing keyword w; at current
time, a,,, represents the number of times that inserted documents containing
w;, Updates,,, represents the list of time stamps for the updates on w;, and
DelHist,, represents the deletion history for w;. Similar to scheme [6], the
detailed definitions of backward privacy are shown as follows:

Definition 2. An L-adaptively-secure dynamic SSE scheme is backward pri-
vate with insertion pattern (Type I) if the update leakage function Luypdate(q;) =
(i,0p;), and the search leakage function Lgeareh(w;) = (TimeD DBy, ., ).
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Definition 3. An L-adaptively-secure dynamic SSE scheme is backward private
with update pattern (Type II) if the update leakage function Lypdate(q:) = (4, 0p;,
w;), and the search leakage function Lgeqren(w;) = (TimeDB,,, Updates,,).

Definition 4. An L-adaptively-secure dynamic SSE scheme is weak backward
private (Type III) if the update leakage function Lypdate(qi) = (i,0p;, w;), and
the search leakage function Lgeqren(w;) = (TimeDB,,, DelHist,,,).

For the above three levels of backward privacy, Type I is the strongest level
and most secure, while Type III is relatively weak and least secure. It is noticeable
that all these types can ensure the basic security requirement of preserving the
identifiers of the documents containing keyword w and that were deleted before
the search query for w.

4 SSE Schemes on Single Keyword Search

For SSE schemes with single keyword search, they can be categorised into two
types: SSE schemes on sequential scan and SSE schemes on secure index. Thus
several previous works have been proposed in [11,16,21,38]. However, when
update operations are required on the encrypted data, many traditional SSE
schemes are exposed to privacy threats. For example, the adversary injects some
new documents onto the encrypted database, thus obtaining privacy informa-
tion from the submitted query. This attack is also known as file-injection attack,
one of the most common security attacks that various existing dynamic SSE
protocols suffer from. To resist the above attack, Stefanov et al. [40] designed a
dynamic SSE protocol with forward privacy based on oblivious RAM (ORAM).
Bost [4] constructed a new forward private SSE scheme, called Xopos, that
achieves optimal computation complexity of search and update. The main tech-
nique is based on trapdoor permutation and the location of the newly inserted
file is unlinkable to the search token.

In 2017, Bost et al. [6] formally defined the notion of backward privacy and
gave out several SSE protocols satisfying forward privacy and different types of
backward privacy. Yoneyama et al. [54] proposed another dynamic SSE solution
with forward privacy, which tends to be secure against malicious server. Based
on the algebraic pseudo-random function (PRF), this solution can combine each
index and keyword with a tag, and then store the tag and the encrypted index
for update procedure.

Since the scheme [54] relied on public key cryptography and had I/O inef-
ficiency problem, Song et al. [39] presented two novel SSE solutions, named
FAST and FASTIO, realizing forward privacy with symmetric key primitives.
Specifically, their schemes utilize a classic data structure called singly linked list
and each update operation can be regarded as a node in the singly linked list.
With the current key and state, the server can calculate the previous state, but
cannot predict about future keys or states. Therefore, the forward privacy has
been maintained in their schemes. Sun et al. [42] proposed a single-keyword SSE
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Table 2. Comparison with existing SSE schemes with single keyword search

Schemes FS | BS Search efficiency Update efficiency

Kurosawa et al. [26] X | X O(d) O(u-d)

Stefanov et al. [40] V| x O(mm <a:,. ?;;ZQ(E\J[\;D ) O(u - log?(N))
2

Bost et al. [5] VvV | x O(min <a1: t:;g(]s;”) ) O(log?(N))

Bost [4] VAR O(aw) o(1)

Yoneyama et al. [54] VAR O(aw) o(1)

Bost et al. [6] (Fides) Vv | TypeIl | O(aw) O(1)

Bost et al. [6] (Janus) v | Type IIT | O(r + bw) O(1)

Song et al. [39] VAR O(aw) o(1)

Sun et al. [42] Vv | Type III | O(r + by) O(1)

Chamani et al. [9] (Orion) |/ |TypeI |O(r-log?(N)) O(log?(N))

Chamani et al. [9] (Horus) |+/ | Type III | O(r - log(bw) - log(N)) O(log?(N))

Amjad et al. [1] (Fort) Vv | TypeI | O(r+3> v, bw) O(log?(N))

Amjad et al. [1] (Bunker-B) | / | Type II | O(aw) O(1)

Zuo et al. [63] (FB-DSSE) |/ | Type I™ | O(aw) O(1)

scheme with forward and backward privacy by adopting symmetric puncturable
encryption, realizing both secure and efficient search over scalable database.

To optimize the search time in previous SSE solutions, Chamani et al. [9]
also constructed three new SSE protocols achieving three level of backward pri-
vacy. The oblivious map (OMAP), Path-ORAM and PRF are adopted in their
constructions to guarantee different kinds of backward privacy. Li et al. [28]
enhanced the security definition of forward privacy to “forward search privacy”,
and then designed an efficient SSE scheme based on hidden pointer technique,
satisfying with the new security requirement. Subsequently, a number of SSE
protocols (such as [1,5,10,34,42,49]) on single keyword search with forward and
backward privacy were designed, trying to seek out a better balance between
security property and search efficiency.

Recently, Zuo et al. [63] presented a novel dynamic SSE named FB-DSSE,
achieving both forward and backward privacy based on symmetric encryption
with homomorphic addition and bitmap index. Most importantly, this scheme
first defined Type I~ for backward privacy, a new type ensuring somewhat
stronger backward privacy that does not leak the insertion time of matching
files. And their scheme only costs constant interaction between the user and the
server, greatly saving communication overhead. By leveraging the data splitting
technique, FB-DSSE is extended to multi-block environment (named MB-FB-
DSSE), which is suitable and efficient for the large-scale data search and update
operations.

Table 2 demonstrates the comparison results of several existing representa-
tive SSE schemes with support for single keyword search. Note that, F'S is short
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for forward privacy; BS is short for backward privacy; d represents the number
of documents; u represents the number of updated keyword-document pairs; r
represents the size of the result; N represents the number of keyword-document
pairs; a,, represents the number of times for the queried keyword w that was
inserted to the database previously; b,, represents the number of deleted docu-
ments that containing keyword w.

5 SSE Schemes on Rich Queries

5.1 Conjunctive Queries

Conjunctive keyword search allows the client to query multiple keywords,
namely, the returned documents in the search results contain all these queried
keywords. This function can be achieved by trivially invoking single keyword
search for each queried keyword separately and calculate the intersection over
the search results. However, such a method may lead to inefficiency issues or
extra leakages.

In 2013, Cash et al. [8] put forward the first sublinear SSE scheme, called
Oblivious Cross-Tags (OXT), that achieves conjunctive keyword search and gen-
eral Boolean queries. Their solution finds out a tradeoff between efficiency and
security by defining the leakage functions. Then Cash et al. [7] implemented SSE
protocols in dynamic setting and their constructions show high efficiency when
dealing with large-scale database. Sun et al. [41] proposed a secure and efficient
multi-client SSE scheme supporting Boolean queries. Based on RSA function,
their proposed protocol realizes non-interaction between the data owner and the
client. Furthermore, the technique of attribute-based encryption is embedded
into their scheme to achieve fine-grained access control on the cloud data.

Lai et al. [27] constructed a new SSE protocol with support for conjunc-
tive queries, named Hidden Cross-tags (HXT), enhancing the privacy-preserving
while maintaining the search efficiency. By employing hidden vector encryption
and bloom filter, their protocol can prevent the keyword pair result pattern leak-
age during the conjunctive search procedure. So far, a variety of SSE solutions
with conjunctive queries were proposed, such as schemes [3,19,23,52,58].

5.2 Range Queries

Range query is another important search capability in SSE construction. An
SSE protocol with range queries can return all the documents or records
within the requested range, which is quite useful in practical cloud storage. For
example, A high school teacher would like to obtain all the records satisfying
80 < SCORE < 89 in the exam or the company plans to analyze the income
distribution within the range [5,000, 15,000]. Thus range query acts as a vital
role to achieve the above requests. In order to achieve high efficiency and less
leakage, various SSE schemes with range queries have been proposed.

Faber et al. [14] constructed an SSE protocol supporting for range queries,
which can be treated as functional extension of the OXT protocol [8]. Moreover,
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Table 3. Comparison with existing SSE schemes with rich queries

Schemes Dynamism | Query type | Security Index size | Search efficiency
Cash et al. [8] X Conjunctive | IND-CKA2 | O(d+n) | O(l)

Cash et al. [7] v Conjunctive | IND-CKA2 | O(d +n) | O(l)

Lai et al. [27] X Conjunctive | IND-CKA2 | O(d+n) | O(l)

Hu et al. [19] Vv Conjunctive | FS O(d+mn) |O(1)

Faber et al. [14] Vv Range IND-CKA2 | O(d+n) |O(l)

Zuo et al. [62] (Sec. 4.3) | / Range FS O(d+n) | O(aw)

Zuo et al. [62] (Sec. 4.4) | / Range BS O(d+mn) | O(aw)

Tahir et al. [44] X Disjunctive | IND-CKA2 | O(d - n) O(m - log(d))
Du et al. [13] Vv Disjunctive | FS Oo(d-t) O(d)

Wu et al. [51] (Sec. 5) X Disjunctive | IND-CKA2 | O(d - n) O(m - r-log(d))

their scheme can deal with scalable database as well as additional features like
data dynamism. Zuo et al. [62] built two dynamic SSE schemes with support for
range queries. The first scheme is based on a new designed binary tree and trap-
door permutation equipped with forward privacy to resist file-injection attacks.
While the second one adopts the Paillier encryption and can support backward
privacy with limited numbers of files. Both the proposed schemes with range
search are proved secure in the random oracle model. Other related schemes
(for instance, schemes [3,30,45,50,53,56]) also focused on the SSE with range
queries.

5.3 Disjunctive Queries

Disjunctive query is one form of Boolean query, returning search results that
contain at least one keyword among the requested query, which is different
to conjunctive query. Kim et al. [24] presented an SSE scheme based on fully
homomorphic encryption (FHE) with support for disjunctive queries. However,
their scheme only considers the efficiency, without any detailed security analy-
sis. Based on the probabilistic bucket-encrypting index structure, Du et al. [13]
designed a novel forward-private SSE solution on disjunctive queries. Their solu-
tion has well solved the trade-off issue between privacy and search efficiency.
Recently, Yuan et al. [55] investigated a secure multi-client conjunctive SSE
scheme and extended this scheme to support disjunctive query. Their construc-
tion is mainly based on a distributed index framework and allows parallel search
operations among numerous servers. Wu et al. [51] proposed an efficient and
secure SSE protocol on disjunctive queries, named VBT-2, which is the first
scheme enabling both single-round communication and sublinear search effi-
ciency. More research on disjunctive queries can be found in [8,13,20,44,58].
Table 3 compares the most recent SSE schemes with query expressiveness, in
terms of functionality, security and efficiency. Note that n represents the number
of keywords; [ represents the number of files containing w;; m represents the
number of terms in a conjunctive query; t represents the number of buckets.
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Table 4. Comparison with existing verifiable SSE schemes

Schemes Dynamism | Query type | Verifiablity Security Verify efficiency
Azraoui et al. [2] X Conjunctive | Public IND-CKA2 | O(m)
Sun et al. [43] Vv Conjunctive | Public/Private | UC-CKA2 | O(m +r)
Bost et al. [5] v Single Private FS O(r)
Yoneyama et al. [54] Vv Single Private FS O(r)
Wang et al. [46] X Conjunctive | Private IND-CKA2 | O(k)

Zhu et al. [61] Vv Boolean Private IND-CKA2 | O(log(n))
Miao et al. [31] X Conjunctive | Public/Private | IND-CKA2 | O(1)
Soleimanian et al. [37] | X Boolean Public IND-CKA2 | O(l - m)
Ogata et al. [33] X Single Private IND-CKA2 | O(r)
Zhang et al. [60] v Single Private FS O(r)

6 Verifiable SSE Schemes

In most SSE schemes, the cloud server is defined as semi-trusted, while in prac-
tice, the cloud server may be malicious and may return the incorrect or incom-
plete search results. Thus a verification mechanism is necessary to check the
search result and detect the potential misbehaviors. Verifiable keyword search
enables the client to verify the search results returned by the cloud server, includ-
ing correctness and completeness verification. The first verifiable SSE protocol
was proposed by Kurosawa and Ohtaki [25] and soon afterwards, they extended
their verifiable SSE to support dynamic operations in scheme [26]. However, both
schemes brought heavy cost on computation and storage aspects.

Sun et al. [43] investigated an efficient verifiable SSE scheme with support for
conjunctive keyword search and data dynamic. Relied on bilinear-map accumu-
lator and collision-resistant accumulation tree, the verification solution proposed
in their scheme can be either publicly or privately verifiable. Bost et al. [5] pro-
posed the first verifiable dynamic SSE with forward privacy based on verifiable
hash tables. This research also defines the lower bounds on the computational
complexity for search and update operations.

Later, Wang et al. [46] designed a verifiable SSE scheme with conjunctive
keyword search suited for large encrypted database. Their protocol is inspired
from the scheme [41] and employs bilinear-map accumulators to achieve the
search result verification, even when the search result is returned as empty.
However, their scheme has expensive computation cost since the bilinear pairings
are required. Besides, the verification process for the non-membership cannot be
completed in a batch method and needs to be calculated one by one, which
incurs heavy computation cost on the data user side.

Recently, Soleimanian et al. [37] proposed two publicly verifiable SSE schemes
for single and Boolean keyword search respectively. Their schemes achieve high
efficiency with less computational overhead by leveraging simple and fast cryp-
tographic components, such as pseudo-random functions and digital signatures.
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However, the communication complexity in the first scheme is linear to the num-
ber of documents, while the second scheme brings too much leakage to the cloud
server. Miao et al. [31] constructed two SSE protocols with verifiability based on
the enhanced vector commitment and bloom filter. The basic one can support
single keyword search while the extended one can support conjunctive keyword
search.

Later, Zhang et al. [60] presented another efficient verifiable SSE scheme with
forward privacy by introducing multiset hash functions, realizing correctness and
completeness verifiablity for the search result. What’s more, their scheme can
achieve optimized search and update efficiency compared with related schemes.
Several other proposed SSE solutions also support verifiability, such as [2,15,29,
32,33,36,54,61].

For better description, a comparison of verifiable SSE schemes is given in
Table 4. Note that, k represents the number of selected identifiers for verification
where k < [, since a sample checking method is adopted in [46].

7 Conclusion and Future Work

This paper first revisited the notion of SSE and then discussed two promis-
ing security properties of SSE schemes as forward and backward privacy. Then
various existing SSE protocols with different functions were discussed, includ-
ing single keyword search, conjunctive keyword search, range search, disjunctive
keyword search and verifiable search. As for the future work, we consider four
main directions as follows:

— As we know, most previous dynamic SSE schemes have not considered forward
or backward privacy. For existing SSE solutions, some can only achieve weak
backward privacy. Therefore, in the future, how to construct SSE protocols
with strong forward and backward privacy can be treated as one of the vital
research directions.

— Improving search performance is another direction for future work, especially
to deal with the search requests over large-scale cloud data.

— We seek for SSE approaches with support for various query functionalities,
such as ranked keyword search, fuzzy keyword search and similarity search
with forward and backward privacy.

— Applying forward or backward privacy requirement to other cryptographic
primitives can also be treated as one future direction to enhance the cloud
security one step further.
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Abstract. Network log files from different sources often need to be analyzed in
order to facilitate a more accurate assessment of the cyber threat severity. For
example, using command line tools, any log file can be reviewed only in isolation.
While using a log management system allows for searching across different log
files, the relationship(s) between different network activities may not be easy
to establish from the analysis of these different log files. We can use relational
databases to establish these relationships, for example using complex database
queries involving multiple join operations to link the tables. In recent years, there
has been a trend of using graph databases to manage data for semantic queries
(e.g. importing a fixed amount of log data for subsequent analysis). Hence, in this
paper, we propose a new approach to analyze network log files, by using the graph
database. Specifically, we posit the importance of constantly monitoring log files
for new entries for immediate processed and analysis, and their results imported
into the graph database. To facilitate the evaluation of our proposed approach, we
use the Zeek network security monitor system to produce log files from monitored
network traffic in real-time. We then explain how graph databases can be used to
analyze network log files in near-real time within a network security-monitoring
environment. Findings from our research demonstrate the utility of graph data in
analyzing log data.

Keywords: Network log analysis - Graph database - Real-time analysis -
Network security

1 Introduction

Network security monitoring (NSM) is one of several widely used approaches in infor-
mation security operation centers (SOC), where network traffic is monitored, logged
and analyzed in real-time in order to detect any kind of malicious behavior within the
network [1]. There is a broad range of network intrusion detection systems that can be
applied within a NSM environment, such as reputation-based detection systems (attempt
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to detect connections from a protected network to IP addresses and hosts on the Inter-
net that have shown malicious actions in the past). Another category is signature-based
detection systems (IDS) like Snort [11, 12] or Suricata [13], which analyze network pack-
ets for specific patterns [10]. A more sophisticated category is the security incident and
event management systems (SIEM), which allows for the correlation and aggregation of
detected events.

These different NSM categories require different extent of resources and have dif-
ferent capabilities [4]. For example, a signature-based IDS displays a limited amount of
data related to a particular alert message [10]. First, it stores the content and metadata of
the network traffic packet that led to the alert, as well as storing metadata of the rule trig-
gering the alert. Thus, while analyzing an alert, one can only determine the exact trigger.
It is clear that such an approach does not yield the necessary information required in
order to assess the severity of the threat and formulate an appropriate mitigation strategy.
A more comprehensive analysis is required, for example by analyzing log files created
by different networking components like web proxies, routers, and so on. A number of
commercial NSM systems also produce log files that may inform an investigation and/or
risk mitigation strategy. For example, the Zeek NSM system [14] (Zeek was formerly
known as Bro [7] and hereinafter referred to only as Zeek) produces various log files
of different Internet protocols. Since every log file includes different data, they need to
be examined separately. Thus, an analysis of the log files requires time and manpower
commitment, in order to better understand the context of the IDS alert. This necessitates
the design of system or tool to automate the connection of data from different log files.
We posit the importance of a graph database in such a context. Specifically, converting
log data into nodes and relationships of a graph database could give different insights
on how the data interrelates. We also note that graph databases have been utilized in
many different areas, ranging from social network analysis to routing analysis to prod-
uct recommendation in electronic and mobile commerce to medical research, and so
forth [9].

Therefore, in this paper we examine the feasibility of modeling and using a graph
database for performing log file analysis within an NSM environment in real-time. In
a NSM environment, creating log files is an ongoing process. For example, whenever
an event occurs on the network, a log record is created by some devices or systems.
Therefore, one has to constantly monitor for new log data and to process any new log
data immediately. Due to the volume, variety, and velocity of data in such log files and
other relevant information, real-time collection and analysis of log files is challenging,
in practice. Specifically, in this paper we focus on the following challenge:

1. How do we integrate information from heterogeneous information sources to facil-
itate the identification of relationships between various network traffic entities in a
real-time logging NSM environment?

Hence, in this paper we demonstrate how we can use a data graph to semantically
represent log file data correctly. Then, we present a method to transfer log data into
a graph database in a real-time NSM environment. We show that using a set (or sets)
of queries, we can retrieve information from the modelled data graph to facilitate the
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analysis and validation of a particular event at a glance, and/or find network traffic
anomalies (potential indicator(s) for a network intrusion).

The rest of this paper is structured as follows. Section 2 reviews related work in the
literature. We describe and evaluate our proposed approach in Sects. 3 and 4, respectively.
Finally, Sect. 5 concludes this research.

2 Related Work

Although graph databases have been studied and applied in different disciplines [9], there
have been limited attempts to utilize graph databases for network analysis. Schindler
[15], for example, proposed an approach based on graph databases to analyze log data
for detecting advanced persistent threat attacks. Specifically, he used graph databases
to model cyber-attacks based on the kill chain model [16] and analyze log data using
support vector machine (SVM) techniques. Djanali et al. [17] used graph clustering
to create IDS rules from HTTP logs. Neise [4] has a similar approach for detecting
network intrusions, based on data graph-based log file analysis. The author extracted
and transformed data from various log files created by Zeek and stored them in a Neo4j
graph database, focusing only on the analysis of previously gathered packet captures.
The author also emphasized on the importance of near real-time analysis.

Unlike these aforementioned approaches, we focus on the usage of network traffic
data, such as those processed by Zeek, in a real-time NSM environment, as we argue
that using previously gathered packet captures that can only display network traffic
of a small and limited timeframe is not as useful in understanding the threat landscape.
Rather, we monitor log files for new entries, and any new detected entry will be extracted,
transformed and stored into the graph database in near real-time. We also note that the
data graph model used by Neise [4] does not appear to be sufficiently detailed. The use
of only one node per log entry may be sufficient for an overall consideration, but it is
too generic if one wants to have a more detailed insight into the relationship between
different entities. In other words, the graph’s potential in representing interdependencies
between entities is not maximized. In our work, a separate data graph model is proposed
for each Zeek log file used. Those data graph models are then connected with each other
where possible to bring the necessary depth into relationship details.

3 Proposed Approach

In this section, we will explain how log files are prepared prior to describing our approach
of modelling network log files using graph databases.

3.1 Log File Preparation

As a use case, we will focus on the usage of the conn.log, the dns.log, and the http.log
created by Zeek. However, in practice our proposed approach can be used on any log
files. As explained earlier, log files have to be monitored for new data entries that need
to be processed.
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3.1.1 Monitoring the Logs

The monitoring of the log files has to ensure that no log data entry will remain undetected
and log rotation is handled properly. The usage of the Linux built-in command tail with
the option “—F” is one of several ways to monitor log files. The tail command displays, by
default, the last ten lines of a file. Using the option “F” causes the tail to output attached
data as the log file grows. It also tracks the observed file by its name by periodically
opening the file to verify if it has been deleted and re-created. Any log rotation will be
handled by this behavior.

3.1.2 Parsing and Importing Logs

Every new recognized log data will be converted into a Python dictionary for further
processing. This log data dictionary will then be used as parameter for a function that
creates nodes and relationships from the extracted log data to model a data graph and
import it into a Neo4;j graph database [5]. Using the third-party Python library Py2neo2
[8], the nodes and relationships that build the graph will be created. Afterwards, the
graph data will be imported into Neo4j. We also need to consider the following features
in log files when creating the data graphs:

e Timestamp from each log record needs to be converted and stored in human-readable
format, split into date and time.

e Value of conn.log’s conn_state value needs to be converted and stored in human-
readable format.

e Value of conn.log’s history value needs to be converted and stored in human-readable-
format.

o If the dns.log’s answers value contains more than one value, it will be split into IP
addresses and/or host domains. Each will be later assigned to a separate node.

e The referrer value from the http.log will also be connected with the corresponding
URI node, as well as the Referrer node from that referring connection graph.

3.2 Log File Modelling for conn.log

The conn.log file is used for tracking and logging of general information regarding
TCP, UDP and ICMP traffic. The logged information can be interpreted using flow
semantics, with information about the involved host computers and further metadata of
the connection. The following represents a full record of Zeek’s conn.log file. The red
numbers are used for referencing to equivalent fields (Fig. 1).

11481941838.417565 ~C2qCzf4]6MLIRnwF9e ~172.16.2.96 64812 224.0.0.252 °5355 udp

Zans  “.101830 1054 119 1250 13 5o 1®sna 72 110
193 205 21 (empey.

Fig. 1. Example of a record of conn.log (Color figure online)

More details on these fields are described in Appendix A. The evaluation of the
information that can be derived from Zeek’s conn.log to identify entities and relationships
resulted in the following proposed graph model (Fig. 2).
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Fig. 2. Graph data model for conn.log: An example

The proposed conn.log graph consists of two different entity types that are repre-
sented by three nodes. The nodes are labeled as connection or IP. The “Connection”
node represents the connection itself and contains most of the connection’s metadata.
An “IP” node represents the source host as well as the destination host computer, and
contains the relevant IP address as a single property (Table 1).

Table 1. Nodes and their properties of conn.log graph data model

Name of node | Property name

Connection | ts, duration, uid, service, proto, orig_bytes, resp_bytes, orig_ip_bytes,
resp_ip_bytes, tunnel_parents, missed_bytes, local_orig, local_resp, orig_pkts,
resp_pkts, conn_state, history

IP Ip

The nodes are interconnected by two different relationships. The “IP” representing
the source host has a relationship “STARTS_CONNECTION” with the “Connection”.

This relationship is directed from the IP node to the Connection node and contains
the source port of the connection as a property. The “Connection” node has a relationship
“CONNECTS_TO” with the “IP” node representing the destination host. This relation-
ship contains the destination host’s port as a property and is directed from the Connection
node to the IP node (Table 2).

Table 2. Relationships of conn.log graph data model

Relationship Property Relationship from
->to

STARTS_CONNECTION | port IP -> Connection

CONNECTS_TO port Connection -> IP
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3.3 Log File Modeling for dns.log

Zeek writes all identified DNS traffic to the dns.log file. The logged information includes
the timestamp of a DNS query, the IP addresses as well as the ports and protocol used,
the queried domain, the answer to the query, and further metadata of the query. The
following represents a record of the dns.log file (Fig. 3).

11481942844.665111 2CzoGu82MOOtQs2Kv4a©172.16.2.96 452794°172162.1  ©53  Zudp
826543 20144302 Ogooglecom 1 12canTERNET 131 a4 159

16NOERROR 17F 18 F 19 T 2OT 210 = 216.58.202.14235.000000 24 F

Fig. 3. Example of a record of dns.log

More details on these fields are described in Appendix B. The evaluation of a dns.log
entry identified three different entity types to use as nodes. The fact that a log record in
the conn.log, which is identified to be a DNS connection (the conn.log’s “service” key
has “dns” as value in it) usually has the same unique identifier like the corresponding
dns.log’s record, provides an opportunity to link both graphs together. Therefore, a fourth
entity type could be identified. The identified entities are labelled as follows (i) DNS;
(i1) IP; (iii) Host; (iv) Connection.

Modelling a data graph using these entities resulted in the following proposed graph
(Fig. 4).

RESOLVED_TO

RESOLVED_TO

HAS_DNS_RESPONSE @

HAS_DNS_REQUEST

CONTAINS

Fig. 4. Graph data model for dns.log

A “DNS” node that represents the DNS connection itself and contains most of the
metadata of this connection. Similar to the conn.log data graph, two “IP” nodes represent
a host computer and store the IP addresses in a single property. Additionally, an “IP”
node will also be created for any IP address inside the query answer. A “Host” node
represents a domain name containing it as a single property. In the graph, one “Host”
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will represent the queried Internet domain name. For any possible domain name from
the query answer, an additional “Host” node will be created. The “Connection” node
will represent the connection from the conn.log data graph that has the same “uid” value
as the “DNS”. In this way, the dns.log data graph is linked to the corresponding conn.log
data graph.

The dns.log data graph interconnects the nodes via not less than six relationships.

The corresponding “Connection” node has a directed connection to the “DNS” node
using the relationship “CONTAINS”. The “IP” node representing the source host of the
connection has a relationship “HAS_DNS_REQUEST” directed to the “DNS” node.

Both, the “IP” node and the “DNS” node have a propertyless relationship
“HAS_QUERY” directed to the “Host” node that represents the queried domain. The
“IP” node that represents the response host of this connection has a propertyless rela-
tionship directed to the “DNS” node that is named “HAS_DNS_RESPONSE”. The
last relationship in this graph is named “RESOLVED_TQO”. This is used to connect the
“DNS” node with the “Host” or “IP” nodes resulting from the DNS query answer and has
the corresponding time-to-live value as a property. It is also used to connect the “Host”
node of the queried host with the “Host” or “IP” nodes from the DNS query answer and
has the timestamp of the connection as a property (Tables 3 and 4).

This way, the graph can be easily queried for the time a host has been resolved to a
specific IP address or another domain.

Table 3. Nodes and their properties of dns.log graph data model

Name of node | Property Name

DNS ts, trans_id, uid, rtt, proto, qtype, qtypye_name,
qclass, qclass_name, aa, tc, rd, ra, z

1P ip

Host host

Table 4. Relationships of dns.log graph data model

Relationship Property Relationship from
-> to
HAS_QUERY - DNS -> Host
- IP -> Host
RESOLVED_TO ttl DNS -> Host
ttl DNS -> IP
ts Host -> Host
ts Host -> IP
CONTAINS - Connection ->
DNS
HAS_DNS_REQUEST |- IP -> DNS
HAS_DNS_RESPONSE | — IP -> DNS
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3.4 Log File Modelling for http.log

Zeek writes HTTP request and response pairs and all relevant metadata together to a
single record to the http.log file. The following represents an exemplary record of the
http.log file (Fig. 5).

11481941849.586397 2 CeXruB4EHUes3ZpLEg 7172.16.2.96 449157 5187.33.238.74 680 4

8 9 10 11 12 13 1 15
GET ~www.msftncsi.com /nesitxt - 1.1 Microsoft NCSI % 14

16)99 T7gg 18. 19, 20021 22 23 24 25 26

27[-'3gzej2YMBnmnVl6p<328- 29text/plain

Fig. 5. Example of a record of http.log

More details on these fields are described in Appendix C. On the basis of the given
information, the evaluation of the http.log data resulted in a proposed data graph that
includes seven different entity types represented by not less than eight nodes (Fig. 6).

Referrer

HAS_REFERRER

HAS_REFERRER

2
&
<y

W
RESPONDS
P

/,é.b

REQUESTS

CONTAINS

@

Fig. 6. Graph data model for http.log

A “HTTP” node represents the HTTP connection itself and includes most of the
metadata of the connection.

Equally to the aforementioned graphs, the “IP” nodes represent host computers
and contain the IP address as their single property. Similarly, to the DNS graph, the
“Connection” node represents the connection from the conn.log data graph that has
the same uid value as the “HTTP” node. In this way, the http.log data graph can be
linked together with the corresponding conn.log data graph. The “Host” node represents
the requested domain name. The “Uri” node represents the Uri from the http.log. The
“Referrer” node represents the http.log’s referrer value. The user agent value from the
http.log is represented by the “UserAgent”.
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The http.log data graph interconnects the nodes by using nine different relationships
labels. All relationships used in this graph do not contain any property. Most relationships
are labelled straightforward to indicate the end node. Some eponymous relationships
are used to connect different nodes. For instance, the relationship “NEXT” is used to
represent temporal order for both, “Referrer” nodes and “HTTP” nodes. The temporal
order for “HTTP” nodes represents the trans_depth value of the log file and thus indicates
the pipelined depth into the connection of the complete request/response transaction.
Connecting “Referrer” nodes in a temporal order gives the opportunity to reproduce the
sequence of referrers. The following table shows the used relationship of the http.log
graph and their direction (Table 5).

Table 5. Relationships of http.log graph data model

Relationship Relationship from -> to
CONTAINS Connection -> HTTP

HAS_USERAGENT | HTTP -> UserAgent
IP -> UserAgent

HAS_HOST HTTP -> Host
HAS_URI HTTP -> Uri
Host -> Uri

HAS_REFERRER | HTTP -> Referrer
Uri -> Referrer

Uri -> Uri
IS_REFERRER Host -> Referrer

Uri -> Referrer
REQUESTS IP -> HTTP
RESPONDS IP -> HTTP
NEXT HTTP -> HTTP

Referrer -> Referrer

3.5 Indexes and Constraints

Neo4j is capable of index-free adjacency. Nevertheless, it features indexing to find start
points for graph traversals quicker. Furthermore, Neo4j helps enforcing data integrity
with the use of constraints that can be applied to nodes as well as to relationships.
Unique property constraints ensure that property values are unique for all nodes with a
given label. The use of constraints automatically creates an index on the given node and
property [15].

In the proposed graph data model, unique constraints will be used for most of the
nodes. The uniqueness assures that only one node will always represent the same entity.
The following table shows the constraints that are used to guarantee unique nodes based
on the corresponding property (Table 6).
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Table 6. Constraints used for uniqueness

Node Unique property
Connection | uid

P ip

Host host

UserAgent | useragent

Referrer referrer

In addition to the constraints, three indexes will be used for the proposed graph data
model.

Since DNS and HTTP connections can have multiple log entries and thus multiple
nodes with the same uid, using a constraint for uniqueness for these nodes would result
in errors. These can be prevented by only using indexes on the uid of these nodes. An Uri
node is expected to belong to just one host. If there is an identical URI (e.g. index.html)
belonging to another host, it also shall be represented by another node. For this reason,
the usage of a unique constraint for Uri nodes was abandoned and an index on the Uri
was created instead.

4 Evaluation Setup and Findings

We simulate the traffic of a network that could be monitored to evaluate the utility of
our proposed approach described in Sect. 3.

The evaluations were performed using a virtual machine using Oracle VirtualBox,
Version 5.0.40. The virtual machine was set up with the following specifics:

e Ubuntu Server 16.04.2 LTS, 2 CPU’s, 10 GB RAM, Zeek version 2.5-76, Neo4j
version 3.2, and a network adapter for internal network.

e The host computer to the virtual machine was a Lenovo ThinkPad T530 with Intel
Core i7 CPU, 16 GB RAM and Ubuntu 16.04 LTS as operating system

To simulate network traffic, several packet capture files were replayed in real-time,
by using the Linux tool tcpreplay. Tcpreplay replays the traffic of a given packet capture
file by sending its content packet-by-packet over a given network interface in the stored
time interval. Zeek then monitored this simulated network traffic.

4.1 Importing Log Data

Various packet capture files were used for simulating network traffic to test the created
Python scripts. These capture files included the pcap files of week 1 of the 1999 DARPA
Intrusion Detection Evaluation Data Set (DARPA) [2] and the maccdc2012_00000.pcap
[6] from the 2012 Mid-Atlantic Collegiate Cyber Defense Competition (MACCDC) [3].
The MACCDC capture was used to allow us to compare the output with the results of the
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prior work from Neise [4]. The DARPA files include network traffic of a 24 h/day. Thus,
replaying these files also took 24 h. While replaying the DARPA packet capture files,
no issue with processing speed was detected, which implies the potential of (near) real-
time analysis. Every file was also replayed using 4x the speed. Even with the multiplied
replay speed, no issue could be detected and this suggested the possibility of having
(near) real-time analysis.

Although a short delay (approximately up to 2—3 min) between data logging and
ingesting it into Neo4j could be observed a couple of times, the delay was always
quickly caught up to as soon as network traffic decreased.

The replay of the MACCDC file revealed the limitations of how we imported data
into the graph database. In this file, 8,635,943 packets with 935,501,635 bytes were sent
in almost 71 min over the network. After replaying this file, it occurred that only about
130.000 out of almost 4.000.000 graphs were processed and stored in Neo4j. Almost
all 15,000 DNS graphs were processed. About 18,000 of nearly 76,000 HTTP graphs
(around 42%) were processed and only a little more that 97,000 out of almost 3,900,000.
Connection graphs (around 2.5%) were created. A near-real time analysis of the HTTP
graphs and Connection graphs was not feasible with this result. Only the DNS graphs
could be analyzed almost in real-time. After a number of tests replaying with different
speed settings, it could be validated that importing the data was too slow in this case.
The final outcome was that processing the log files from the MACCDC file and writing
the data to Neo4j took almost 40 h. Thus, to evaluate the speed of writing data into the
graph database, the following experiments were performed.

To assure a uniform flow of log data, DARPA’s “outside.tcpdump” of week 1’s Friday
was analyzed with Zeek prior the experiments. The resulted log files were used as the
experiment’s baseline. The number of log entries per log file is shown in Table 7.

Table 7. Number of log entries

Log file | Number of log entries
conn.log | 39931
dns.log 6843
http.log | 59398

To import the log files’ data, the code of the particular Python scripts used had to be
changed. Instead of monitoring the log files for new entries using the Linux command
tail, the files were imported completely and read line by line to be processed.

The experiments were performed with different storage sizes of the database to
find out how the writing performance relates to the number of nodes and relationships
in the graph database. The expectation was that there should be no real measurable
decrease of performance with a growing database. Therefore, after completing the replay
of DARPA’s week 1 files, the changed Python scripts were started for ten minutes to
process the above mentioned prepared log files. During the process, the number of
created Connection nodes, DNS nodes, and HTTP nodes was then queried every 60 s.
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These nodes indicate the number of processed log entries from the given log file. By
calculating the average number of created nodes, the writing speed for every given log
file could by assessed realistically. These numbers were also compared to numbers taken
randomly during the normal monitoring process and could be confirmed as valid values.

The experiments revealed that the conn.py script created 1620 Connection nodes per
minute on average. The number of nodes and relationships already stored in the database
had no significant effect on the writing performance. The dns.py script created usually
between 600 and 700 DNS nodes per minute with 639 nodes on average. The http.py
script created 267 HTTP nodes on average.

Here, a significant decrease in performance was demonstrable in relation to the
number of nodes and relationships in the database. With a load of 289,000 nodes and
1,489,000 relationships, the http.py script created 336 HTTP nodes on average. After
day 5 of the DARPA files and with 1,553,000 nodes and 7,555,000 relationships already
stored in the database, only 200 HTTP nodes were created on average (Fig. 7).

—+— Connection Nodes {Avg/Min) ~4—DNS Nodes (Avg/Min) HTTP Nodes(Avg/Min)
1800 1709,7
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Rel.: 1.489 Mio Rel.: 3.056 Mio Rel.: 4.673 Mio Rel.: 6.409 Mio Rel.: 7.555 Mio

Fig. 7. Average numbers of created nodes

The constant numbers in created Connection nodes result from the size of the created
graph with only three nodes and two relationships. The lower but overall constant number
of DNS nodes result from the higher number of created nodes and relationships compared
to the conn.log graph on the one hand. On the other hand, a dns.log graph is imported in
four small transactions instead of one complete transaction in order to prevent transient
errors. The same holds true for the way the http.py script writes a HTTP graph to the
database. The even lower numbers of created HTTP nodes result from the complexity
of the graph data model. Not only has the graph to be created for the given log data.
It also queries the database for a Host node and its associated Uri node to create the
IS_REFERRER and HAS_REFERRER relationships. The significant loss of writing
performance is most likely connected with the growing number of http.log graphs in
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conjunction with the number of nodes per graph and their complex interconnections
among each other.

The disk memory that was used for storing the data is negligible as expected. After
replaying the DARPA files, the database comprised 1,553,000 nodes, 7,555,000 relation-
ships, and more than 7,500,000 properties. This number of data required about 795 MB
of disk space, which is more than 3.5 times the disk space of 216 MB that Zeek’s created
log files used.

Issues While Importing Data: Using an index for the uri value in Uri nodes may raised
an error. This happened when the value of an URI was longer than 32,766 bytes, which
is the maximum supported length of an indexed property value in Neo4j. Since a length
of more than 32,766 bytes is not a normal length for an URI, it should be considered
how to handle this issue.

Ly

Fig. 8. Interconnected graph data model

The approach for monitoring and processing the different log files was to handle
the files separately. Every log file should be processed on its own to ensure a modular
structure, where data graphs can be added or removed at will. Thus, there was no iden-
tified requirement to create a new file or database that would collect the output of every
log file and that also had to be monitored. The major advantage seen in this approach
was the opportunity to add or remove log files at will without further changes to any
code. However, monitoring and processing the log files separately means that there are
multiple processes trying to insert data into Neo4j at the same time. Since Neo4 J is
using an ACID consistency model to ensure that data is safe and consistently stored, two
operations cannot be processed on the same node at the same time. Hence, whenever
two transactions tried to use the same node, the latter transaction raised a TransientError
due to a locked client that blocked the execution of that transaction. This behavior was
noted at random times without any apparent pattern and independently of the database’s
size. In other tests, the error was not raised at all, neither using a new database nor a
heavily populated one. Therefore, to counter the problem and to shorten the time needed
to perform transactions, the import of dns.log and http.log data was split up into smaller
transactions.
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4.2 Querying the Database

Having a populated graph database, the graphs can now be analyzed. Figure 8 shows
Neo4;j’s graphic representation of the data graph’s schema. The analysis took place while
replaying and monitoring DARPA’s Week’s 1 Thursday files with a speed multiplier of
four. The following queries were executed, while the database was populated with about
1,055,000 nodes, 5,439,000 relationships and 8,435,000 property entries.

4.2.1 Querying the Connection Graph

The following query finds the hosts of the network that are responsible for the highest
number of recorded outgoing connections so far:

MATCH (i:IP)-[sc:STARTS_CONNECTION]-> (c:Connection)
RETURN i.ip as host, count(sc) as total_connections ORDER BY
total_connections DESC

The above query found 45 different hosts with their corresponding number of out-

going connections in 1,847 ms. The results of the query are shown below (Table 8),
truncated to the top three results for brevity.

Table 8. Results of query for total number of connections

“host” “total_connections”
“172.16.112.100” | 39988
“172.16.117.52” | 22924
“172.16.115.87” | 18864

The above query only returns the number of outbound connections. To find out if
the hosts with the most connections also produce the highest volume of outgoing traffic,
the query only needs to be slightly modified to the following:

MATCH (1:IP)-[sc:STARTS_CONNECTION]-> (c:Connection)
RETURN i.1ip as host,

sum(toInteger (c.orig_ip_bytes)) as sent_bytes

ORDER BY sent_bytes DESC

As expected, the query found 45 hosts with their corresponding number of sent_bytes.
The following results were returned in 3,181 ms (Table 9). Again, the results are truncated
for brevity.

A comparison of both query results demonstrates that the number of outgoing con-
nections and the number of bytes sent by a host do not necessarily correlate. In fact, the
host that has by far the highest volume of sent bytes has only 1,052 outgoing connections.
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Table 9. Results of query for total number of sent bytes

“host” “total_connections”
“172.16.112.100” | 39988
“172.16.117.52” | 22924
“172.16.115.87” | 18864

4.2.2 Querying the DNS Graph

The following query searches for the top domains queried for a given day (here: 26th
July 2017):

MATCH (d:DNS{date: “2017-07-26"})-[hg:HAS_QUERY]-> (h:Host)
RETURN DISTINCT h.host as dns_query, COUNT (hg) AS total ORDER
BY total DESC

With the usage of additional human readable date and time in the graph, writing
queries is easier for an analyst since it is unnecessary to either calculate or convert the
original timestamps first. The query above found 2,469 records and returned the results
after 849 ms.

Knowing which domains have been resolved to IP addresses in the past is a valuable
opportunity to reduce the time needed for validating IDS alerts. The following query
searches the graph for domains that have been resolved to the given IP address.

MATCH(i:IP{ip: “206.132.25.37"}) <-[:RESOLVED_TO]-(h:Host)
RETURN h.host

The query was completed after 4 ms and showed the only result “discuss.
washingtonpost.com”.

Querying the HTTP Graph: One strength of graph database is - without any doubt - the
representation of social networks. Finding the friend of a friend’s friend is an easy task
for a graph database. This strength can be figuratively used to reproduce the reason how
or why a user called a specific website by examining which domain was the referrer and
who was the referrer of the referrer and so on. The following query searches the graph
for paths of referrers beginning with the website http://www.usatoday.com/sports/sfront.
htm as first referrer. Then, it splits the path into every single node and returns the next
referring domain.

MATCH p=(ref:Referrer)-[:HAS REFERRER*]->(r:Referrer
WHERE ref.referrer= “http://www.usatoday.com/sports/sfront.htm” AND r.referrer="-"
UNWIND nodes (p) as refs

RETURN DISTINCT refs.referrer


http://discuss.washingtonpost.com
http://www.usatoday.com/sports/sfront.htm
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The results of the query were returned in 5 ms and revealed a path of four entries.

4.3 Using the Graph Database for IDS Alert Validation

As stated in the introduction, an IDS alert only shows data concerning the network
packet that triggered the alarm. Thus, we have implemented a small experimental web
application called BroNeo, to provide a quick overview of the situation that led to the
alarm and to expedite the alert validation. BroNeo uses five parameters; the IP addresses
and ports of the source and destination hosts and the timestamp of the IDS alert that is to
be examined. These parameters are sufficient for querying the graph database to provide
the necessary information about what has happened. BroNeo provides the information
gathered from the corresponding conn.log, which is extended by aggregations concerning
the given hosts. These aggregations include each host’s number of incoming and outgoing
connections as well as their total number of sent and received bytes. To assess the situation
even better and quickly recognize which domain belongs to the IP addresses, the graph
model allows for showing of all domains whose IP address have been resolved.

MATCH (1:IP {ip:{sourceip}}) < -[:RESOLVED_TO]- (host:Host)
WITH host

OPTIONAL MATCH (host)-[:RESOLVED_TO]-> (alias:Host)

RETURN collect(distinct host.host) + collect(distinct
alias.host) as source_host

BroNeo additionally can provide the full HTTP Request/Response stream of the
connection in chronological order. The following query searches for the needed data
and part of its output is shown in Fig. 9.

MATCH (orig:IP {ip:{sip}})-[sc:STARTS_CONNECTION {port:{spt}}] -> (c:Connection)-
[ct:CONNECTS_TO {port:{dpt}}] ->(resp:IP {ip:{dip}})

WITH c

OPTIONAL MATCH (c)-[:CONTAINS]->(http)

WITH http

OPTIONAL MATCH (uri:Uri)<—[:HASiURI]—(http)-[:HASiHOST] ->(host:Host), (http) -

[:HAS_REFERRER]->(ref:Referrer),

(ua) <-[:HAS_USERAGENT] - (http)

RETURN http, ua.user_agent as user_agent, host.host AS host, uri.uri AS Uri, ref.referrer AS
referrer

ORDER BY http.trans_depth
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HTTP Protocol Analysis

1:28:57.404615
GET www.bing.com/

Result: .

HTTP Content: 0 Bytes sent, 148772 Bytes received.

MIME-Type: text/ntml|

User Agent: Mozilla/5.0 (Windows NT 10.0; Win64; x64) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/42.0.2311.135
Safari/537.36 Edge/12.10240

Referrer: None

GET wwwi.bing.com/s/a/hpc20.png

Result: 200 O

HTTP Content: 0 Bytes sent, 6327 Bytes received,

MIME-Type: image/png

User Agent: Mozilla/5.0 (Windows NT 10.0; Win64; x64) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/42.0.2311.135
Safari/537.36 Edge/12.10240

Referrer: http://www.bing.com/

GET www.bing.com/fd/Is/I?7IG=09A0813517954E1FB7868028208788DB&Type=Event. CPT&DATA={"pp' 2 -
1,"BC":-1,"SE":-1,"TC":-1,"H":74,"BP":140,"CT":159,"IL":3},"ad"{-1,-1.897,543,897,543,0] }&P= SERP&DA—COA&MN SERP

Fig. 9. BroNeo — Displayed data of HTTP protocol analysis

5 Conclusion and Future Work

In this paper, we demonstrated the potential of using a graph database for log file analysis
in a NSM environment in near-real time. There are, however, a number of areas that our
proposed approach can be improved. For example, our developed code was sufficient
in the monitoring of a network with 45 users, but its utility in a larger scale, real-world
network has not been evaluated. For example, to be able to monitor larger networks,
the developed code needs to be optimized. Different approaches of monitoring and
processing the log files or importing the data into the graph database in near real-time
should also be examined.

From a log file analysis point of view, using a graph database allows any log data
to be easily displayed, for example related data from different log files could be found
with simple queries, and the sequence of referrers could be found with a single, simple
query. Through this, a malicious cyber activity can be easily reconstructed, for example
how a host computer was led to a website that automatically downloaded malware (in
a drive-by download). With the knowledge of this path, the graph database could then
be simply queried for other hosts that are linked to the same path or at least parts of the
same path. This also helps to reduce the time required to analyze such cases.

While using graph databases to analyze log file opens up new possibilities to gain
different insights into correlation of log data, there is a need to extend our work to include
different log files into the graph database. Zeek, for instance, creates many more log files
that are definitely of investigative and forensic interest. Examples include Zeek’s ssh.log,
ssl.log, and files.log (the latter log stores the MDS and SHA1 value of every file seen in
the network). Values from the additional log files could be checked automatically with
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services like Virustotal.com, and their results could then be integrated into the graph.
The integration of third-party tools should also be part of future research.

Since this paper utilized only a single instance of Neo4j, the performance of clustering
multiple instances of Neo4j could be explored further. This could be examined in direct
connection with the question of how to integrate the output of several Zeek sensors that
are monitoring different networks into one graph database.

Although the graph data model for the http.log is modelled semantically correct, its
design provides a level of complexity that is not necessarily needed. For example, the
relationship between two Uri nodes that represents one as the referrer of the other and the
relationships that identify a host as well as an Uri as a referrer need to be re-examined.
The absence of these relationships could have a positive impact on the performance of
writing data into the database.

Appendix

A. cnn.log [5]

(1) ts: Timestamp that represents the time when the first packet of the connection
occurred,

(2) uid: Unique Identifier (UID) for the connection,

(3) id.orig_h: IP address of source host,

(4) id.orig_p: Source port,

(5) 1id.resp_h: IP address of destination host,

(6) id.resp_p: Destination port,

(7) proto: Transport layer protocol,

(8) service: Identification of an application protocol,

(9) duration: Duration of the connection in seconds,

(10) orig_bytes: Number of payload bytes the originator sent,

(11) resp_bytes: Number of payload bytes the responder sent,

(12) conn_state: Summary of the connection state. 3

(13) local_orig: Connection is originated locally

(14) local_resp: Connection is responded locally

(15) missed_bytes: Indicates the number of missed bytes and represents packet loss

(16) history: State history of connections.4

(17) orig_pkts: Number of packets that the originator sent,

(18) orig_ip_bytes: Number of IP level bytes that the originator sent (this is taken from
the IP total length header field),

(19) resp_pkts: Number of packets that the responder sent,

(20) resp_ip_bytes: Number of IP level bytes that the responder sent,

(21) tunnel_parents: If this connection was over a recognized tunnel, this indicated
UID values for any encapsulating parent connection used over the lifetime of this
inner connection.
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B. dns.log [5]

(D

ts: Timestamp that represents the earliest time at which the DNS protocol message
over the associated connection is observed,

(2) uid: UID of the connection over which DNS messages are being transferred,

(3) id.orig_h: IP address of source host,

(4) id.orig_p: Source port,

(5) id_resp_h: IP address of destination host,

(6) id.resp_p: Destination port,

(7) proto: Transport layer protocol,

(8) trans_id: A 16-bit identifier that is assigned by the program that generated the
DNS query and that is also used in responses to match up replies to outstanding
queries,

(9) rtt: Round trip time for the query response, indicating the delay between the
moment that the request was seen until the answer has started,

(10) query: Domain name that is the subject of the DNS query,

(11) qclass: QCLASS value specifying the class of the query,

(12) gclass_name: Descriptive name for the class of the query,

(13) qtype: QTYPE value specifying the type of the query,

(14) qtype_name: Descriptive name for the type of the query,

(15) rcode: Response Code value in DNS response messages,

(16) rcode_name: Descriptive name for the response code value,

(17) AA: Authoritative Answer bit for response messages,

(18) TC: Truncation bit that specifies whether the message was truncated,

(19) RD: Recursion Desired bit that indicates in a request message whether the client
wants recursive service for this query,

(20) RA: Recursion Available bit that indicates in a response message that the server
supports recursive queries,

(21) Z: A reserved field that is usually “0” in queries and responses,

(22) answers: Set of resolved IP addresses and domains in the query answer,

(23) TTLs: shows the caching intervals of the associated resources described in the
query answer,

(24) rejected: Rejected bit indicated whether the server rejected the DNS query.

C. http.log [5]

(1) ts: Timestamp for when the request happened

(2) uid: UID for the connection,

(3) id.orig_h: IP address of source host,

(4) id.orig_p: Source port,

(5) id.resp_h: IP address of destination host,

(6) 1id.resp_p: Destination port,

(7) trans_depth: Number representing the pipelined depth into the connection of this
request/response transaction,

(8) method: Method used in the HTTP request (i.e. GET, POST, etc.),
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(©))
(10)
1)
12)
13)
(14)

5)

(16)
A7)
(18)
19)
(20)

2n
(22)
(23)
(24)
(25)
(26)
@7
(28)
(29)
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host: HTTP Host header value,

uri: URI used in the request,

referrer: HTTP “referer” header,

version: Version portion of the HTTP request,

user_agent: HTTP User-Agent header value,

request_body_len: Uncompressed content size of the data transferred from the
client in bytes,

response_body_len: Uncompressed content size of the data transferred from the
server in bytes,

status_code: HTTP status code returned by the server,

status_msg: Human-readable HTTP status message,

info_code: Reply code returned by the server,

info_msg: Human-readable reply message,

tags: Tags that are a set of indicators of various attributes discovered and related
to a particular request/response pair.

username: HTTP Basic Authentication user name (if found),

password: HTTP Basic Authentication password (if found),

proxied: All of the headers that may indicate if the request was proxied,
orig_fuids: List of unique file IDs6 in the request,

orig_filenames: List of filenames in the request,

orig_mime_types: MIME types for request objects,

resp_fuids: List of FUIDs in the response,

resp_filenames: List of filenames in the response,

resp_mime_types: MIME types for response objects.
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Abstract. The world has seen an influx of connected devices through
both smart devices and smart cities, paving the path forward for the
Internet of Things (IoT). These emerging intelligent infrastructures and
applications based on IoT can be beneficial to users only if essential pri-
vate and secure features are assured. However, with constrained devices
being the norm in IoT, security and privacy are often minimized. In
this paper, we first categorize various existing privacy-enhancing tech-
nologies (PETs) and assessment of their suitability for privacy-requiring
services within IoT. We also categorize potential privacy risks, threats,
and leakages related to various IoT use cases. Furthermore, we propose
a simple novel privacy-preserving framework based on a set of suitable
privacy-enhancing technologies in order to maintain security and pri-
vacy within IoT services. Our study can serve as a baseline of privacy-
by-design strategies applicable to IoT based services, with a particular
focus on smart things, such as safety equipment.

Keywords: Authentication - Cryptography - Evaluation -
Identification - Internet of Things - Privacy - Privacy-enhancing
technologies - Security - Safety

1 Introduction

Emerging Intelligent Infrastructures (II) that interconnect various IoT applica-
tions and services are meant to provide convenience to people, open new benefits
to society, and benefit our environment. There are many IoT applications and
use cases that are either already implemented or are in varying research stages
heading towards potential implementation. The general overview of IoT envi-
ronments and applicable scenarios are depicted in Fig. 1.
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Fig. 1. The IoT environment and application areas.

Nevertheless, connected objects, sensors and digital systems around people’s
lives form a large intelligent network that can serve as a medium for the leak-
age of personal data [27,61,63]. It is essential during the design and application
stages of intelligent networks to include privacy protection into incoming infras-
tructures and IoT applications. Engineers, practitioners, and researchers can
develop various privacy protection principles, technologies or Privacy by Design
(PbD) strategies. PbD is a term for a multifaceted concept which involves various
technological and organizational components, implementing privacy, and data
protection principles. In [18], Hoepman proposes eight privacy design strategies,
divided into 2 categories, namely data-oriented (1-4) and process-oriented (5-8).
The strategies are briefly described as follows:

1. Minimize: processed personal data should be constrained to the minimal
amount.

2. Hide: personal data and their interrelationships (linkability) should be pro-

tected or not public.

Separate: personal data should be processed in a distributed way.

4. Aggregate (Abstract): limit as much as possible the detail in which personal
data is processed, aggregating data in the highest level.

5. Inform: data subjects should be informed whenever their personal data is
processed.

6. Control: data subjects should be provided control over the processing of
their personal data.

7. Enforce: processing personal data should be committed in a privacy-friendly
way, and should be adequately enforced.

8. Demonstrate: the system should able to demonstrate compliance with the
privacy policy and any applicable legal requirements.

©w
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Many PbD strategies can be solved by privacy protection techniques called
Privacy-Enhancing Technologies (PETs). PETs are based on the principles of data
minimization, anonymization, pseudonymization, and data protection that allow
users to protect their privacy and their personally identifiable information (PII).

The European Union Agency for Network and Information Security (ENISA)
has been active in PETs for many years by collaborating closely with privacy
experts from academia and industry. ENISA defines PETs as the broader range
of technologies that are designed for supporting privacy and data protection.
The ENISA report given in [8] provides a fundamental inventory of the existing
approaches and privacy design strategies and the technical building blocks of
various degree of maturity from research and development in general ICT. The
report [8] distinguishes the following basic privacy techniques:

Authentication (e.g. privacy features of authentication protocols);
Attribute-based credentials;
Secure private communications;
Communications anonymity and pseudonymity;
Privacy in databases:

o Respondent privacy: statistical disclosure control;

o Owner privacy: privacy-preserving data mining;

o User privacy: private information retrieval;
Storage privacy;
Privacy-preserving computations;
Transparency-enhancing techniques;
Intervenability-enhancing techniques.

In this paper, we focus on privacy-preserving techniques that can be deployed
in IoT based services.

1.1 Privacy in Standards and Regulations

Privacy protection is already an important part of EU regulations and interna-
tional standards. In 2011, the ISO organization released the ISO/TIEC 29100:2011
Privacy Framework Standard that aims at the protection of PII from the begin-
ning of data collection, data usage, data storage to final data destruction. The
standard presents 11 principles:

—_

consent and choice

purpose legitimacy and specification
collection limitation

data minimization

use, retention, and disclosure limitation
accuracy and quality

openness, transparency, and notice
individual participation and access
accountability

information security

privacy compliance

N A B ol

— =
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The general data protection regulation (GDPR) replaced the Data Protection
Directive 95/46/EC in 2018 [57]. The GDPR covers most basic data security and
privacy principles by Article 5 that includes lawfulness, fairness, transparency,
purpose limitation, data minimization, accuracy, storage limitation, integrity and
confidentiality, and accountability. In addition, the GDPR is stricter in various
privacy aspects such as consent, right to be forgotten and privacy (and data
protection) by design and by default that is mentioned in Article 25. Hence,
privacy-preserving IoT applications and services are required also by the above-
mentioned regulations.

1.2 Privacy in IoT Applications and Communication Model

In general, a common IoT communication model consists of several entities such
as users, service providers, and third parties. It is also defined by several pro-
cesses, such as data sensing, interaction, collection, and presentation. Ziegeldorf
et al. present an IoT model with 4 different IoT entities [64]. Those entities are
smart things (IoT sensors, actuators), services (backends), subjects (humans who
receive data and/or produce/send data), and infrastructures (including network
sub-entities based communication technologies). They also introduce 5 different
IoT data flows: interaction, presentation, collection, dissemination and processing.
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Fig. 2. The IoT communication model and privacy breaches.

Figure 2 depicts our view of an IoT model and potential privacy breaches that
are marked with eye icons. The human interaction with proximity and vicinity
ToT smart things (sensors, interfaces) may lead to several privacy threats and
leakages that have to be mitigated. The list of privacy issues is presented in
detail in Sect. 4.
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In this paper, we aim at privacy-required IoT applications and privacy issues
in IoT. We also provide an assessment of technical-based PETs in various IoT
applications. Based on the results of our categorization and assessment, we pro-
pose a novel general framework that should address potential privacy leakages
and threats within data processes in various IoT scenarios. Our framework
enhances traditional privacy-preserving models (e.g. Hoepman’s eight privacy
design strategies [18]) by concrete steps and privacy-preserving technical coun-
termeasures suited for private and secure IoT services.

The rest of the paper is organized as follows. In Sect. 2 we describe the state-
of-the-art. We follow this in Sect. 3 by exploring specific use cases of IoT where
users have or may experience privacy issues. Section 4 presents privacy issues in
TIoT. Next, in Sect. 5 we deal with the categorization and assessment of PETSs in
IoT. Section 6 presents our proposal of a general privacy-preserving framework
for ToT. Lastly, we give some concluding remarks in Sect. 7.

2 State of the Art

There are plenty of interesting studies and survey papers focusing on security
and privacy in IoT [23,29,41,42 48]. Furthermore, there are surveys and study
papers that focus solely on privacy in IoT. Some examples are given in [6,22,25,
36,44,45].

Seliem et al. review existing research and propose solutions to rising privacy
concerns from a multiple viewpoint to identify the risks and mitigations in [44].
The authors provide an evaluation of privacy issues and concerns in IoT systems
due to resource constraints. They also describe IoT solutions that embrace a
variety of privacy concerns such as identification, tracking, monitoring, and pro-
filing. Sen et al. deal with differences between privacy and security in [45]. The
authors present 11 general approaches and techniques that are being used to
fulfill privacy requirements. Nevertheless, their analysis and classification mod-
els are not very deep. Vasilomanolakis et al. provide comparative analysis of
four IoT architectures. Those are IoT-A, BeTaa$S, OpenIoT, and IoT@Work [55].
The authors compare the general security requirements and four privacy features
(data privacy, anonymity, pseudonymity, unlinkability) of the IoT architectures.
The paper concludes stating that IoT-A and IoT@Work provide some privacy
protection but privacy and identity management requirements should be bal-
anced. Furthermore, Li et al. review the state-of-the-art principles of privacy
laws as well as the architectures for IoT and the representative PETs [22]. The
authors demonstrate how privacy legislation maps to privacy principles which in
turn drive the design of privacy-enhancing technologies. The authors consider 4
layers such as the perception layer (data sensing), networking layer (data trans-
action), middleware layer (data storage and processing) and application layer
(data presentation and usage), and they classify and analyze PETs by these lay-
ers. In [6], Cha et al. survey 120 papers focusing on the solutions of PETs in IoT.
Authors classify PETs in IoT into 7 research domains:
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Control Over Data

Enforcement

Anonymization or Pseudonymization
Personal Data Protection
Anonymous Authorization

Partial Data Disclosure

Holistic Privacy Preservation

Furthermore, the authors conduct 15 privacy principles from GDPR and
IS0/IEC 29100:2011, and link the principles with PETs papers and present some
future directions of advanced technologies. The classification of 120 privacy-
oriented IoT papers shows that 28% of papers are dedicated to building and
home automation, 13% for e-healthcare, 13% for smart cities, 9% for wearables,
8% for automotive, 2% smart manufacturing and 27% are general oriented. In
our study, we categorize and present concrete privacy-required IoT applications
in Sect. 3.

The above noted surveys provide comprehensive literature reviews about the
PETs including several classifications but there are a lack of basic guidelines for
a privacy-by-design implementation of privacy-requiring IoT applications and
concrete PETs recommendations.

3 Privacy-Requiring IoT Applications and Use Cases

With the new conveniences promised by IoT comes new privacy and security vul-
nerabilities. In an area where often times the devices involved are constrained
and as such do not have the capabilities of running high powered security pro-
tection, we see definitive vulnerabilities. In this section, we will explore some
specific use cases of IoT where users have or may experience privacy issues in no
particular order.

In late 2015, two security researchers were able to show that over 68,000
medical device systems were exposed online, and that 12,000 of them belonged
to one healthcare organization [35]. The major concern with this discovery was
that these devices were connected to the Internet through computers running
very old versions of Windows XP, a version of the OS which is known to have
lots of exploitable vulnerabilities. This version of Windows although dated is
still to this day part of many legacy systems worldwide, adding to the future
privacy threats to IoT devices connected to such systems. These devices were
discovered by using Shodan, a search engine that can find IoT devices online that
are connected to the internet. These are easy to hack via brute-force attacks and
using hard-coded logins. During their research, the two experts found anesthesia
equipment, cardiology devices, nuclear medical systems, infusion systems, pace-
makers, magnetic resonance imaging (MRI) scanners, and other devices all via
simple Shodan queries. Although not yet ever reported, there is a chance that
hackers gaining access to medical devices may change settings to these devices
which could cause physical harm to someone connected to such a device.
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For smart home IoT, one well documented attack is the Fingerprint and
Timing based Snooping (FATS) attack presented by Srinivasan et al. in [50]. The
FATS attack involves activity detection, room classification, sensor classification,
and activity recognition from Wi-Fi traffic metadata from a sensor network
deployed in the home the precursor to today’s smart home IoT devices. The
FATS attack relies on wireless network traffic instead of observations from a
last-mile Internet service provider or other adversary located on a Wide Area
Network (WAN). The FATS attack demonstrates that traffic analysis attacks in the
style of FATS are as effective for the current generation of consumer IoT devices
as they were for sensor networks ten years ago.

In another significant real-world attack, a recent article in Forbes magazine
highlighted research by Noam Rotem and Ran Locar at vpnMentor, who exposed
a Chinese company called Orvibo, which runs an IoT management platform.
They showed that their database was easily accessible through direct connection
to it, exposing openly user logs which contained 2 billion records including user
passwords, account reset codes, payment information and even some “smart”
camera recorded conversations. Below is a list of data that was available through
this ground-breaking breach.

Email addresses
Passwords

Account reset codes
Precise Geolocation
IP Address
Username (ID)
Family name

This specific breach pinpoints the type of data can be available through
unsecured IoT devices or networks.

Consider another IoT use case involving assisted living, were we consider
senior citizens who appreciate living independently as summarized in [16]. In
this scenario, a number of unobtrusive sensors screen their vital signs and deliver
information to the cloud for fast access by family members and third parties
such as doctors, and health care providers. There are two levels of privacy issues
here, one dealing with senior citizen medical information and the other with
their personal data. Combining IoT devices for monitoring vitals and storage
mechanisms like cloud storage can present a new domain of issues trying to
integrate constrained devices (IoT) with the unconstrained (cloud storage).

Important social challenges stem from the necessity to adapt Smart City
services to the specific characteristics of every user [60]. A service deployed in
a Smart City may have many configurations options, depending on user expec-
tations and preferences; the knowledge of these preferences usually means the
success or failure of a service. In order to adapt a service to the specific user’s
preferences, it is necessary to know them, and this is basically done based on a
characterization of that specific user. Nevertheless, a complete characterization
of user preferences and behavior can be considered as a personal threat, so the
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great societal challenge for this, and for any service requiring user characteri-
zation, is to assure user’s privacy and security. Thus, in order to achieve user
consent, trust in, and acceptance of Smart Cities, integration of security and
privacy preserving mechanisms must be a key concern of future research. The
overall priority must be to establish user confidence in the upcoming technolo-
gies, as otherwise users will hesitate to accept the services provided by Smart
Cities.

In the near future autonomous vehicles will be commonplace [21,59]. In the
meantime, the development of Internet of Vehicles (IoV) is ongoing where a
myriad of sensors, devices and controllers are attached to vehicles in an effort to
allow for autonomous control. It is quite significant to design a privacy mecha-
nism which ensures that collection of IoV Big Data is trusted and not tampered
with. There is a huge risk of fraudulent messages injected by a malicious vehi-
cle that could easily endanger the whole traffic system(s) or could potentially
employ the entire network to pursue any dangerous activity for its own wicked
benefits.

Finally, in [49], Solanas et al. discuss the notions of Smart Health (s-Health),
as the synergy between mobile health and smart cities. Although s-Health might
help to mitigate many health related issues, its ability to gather unprecedented
amounts of information could endanger the privacy of citizens. In the context
of s-Health, the information gathered is often rather personal. From the data,
it would be possible to infer citizens’ habits, their social status, and even their
religion. All these variables are very sensitive, and when they are combined with
health information, the result is even more delicate. This s-Health scenarios are
also very related to smart safety systems where protective equipment (such as
helmets, glasses or hazmat suites) is being monitored and traced.

We summarize our findings listing areas of IoT, some concrete applications,
and the privacy concerns in Table 1. The privacy concerns used match the list
from [13], where Finn et al. identify 7 privacy concerns, defined as follows:

e Privacy of person: encompasses the right to keep body functions and body
characteristics private.

e Privacy of behaviour and action: this concept includes sensitive issues
such as sexual preferences and habits, political activities and religious prac-
tices.

e Privacy of communication: aims to avoid the interception of communica-
tions, including mail interception, the use of bugs, directional microphones,
telephone or wireless communication interception or recording and access to
e-mail messages.

e Privacy of data and image: includes concerns about making sure that
individuals’ data is not automatically available.

e Privacy of thoughts and feelings. People have a right not to share their
thoughts or feelings.

e Privacy of location and space: individuals have the right to move about
in public or semi-public space without being identified.

e Privacy of association: says that people have a right to associate with
whomever they wish, without being monitored.
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Table 1. IoT areas with the example of applications and privacy concerns [13]

IoT area Application Privacy concerns

Healthcare IoT Geniatech, Cycore|Data, person

Internet of underwater things |WFS Tech Communication

Smart home Orvibo Data, location

Smart cities Cisco Communication, location data
IoT blockchain implementations|Helium Personal, data

Internet of vehicles RideLogic Action, image

4 Categorization of Privacy Issues: Threats, Leakages
and Attacks in an IoT Environment

In this section, we categorize privacy issues and present brief descriptions, poten-
tial prevention approaches and compromised IoT areas. Security attacks and
privacy threats in IoT have been analyzed in various studies [2,6,33,64]. Lopez
et al. detect 3 IoT privacy problems: user privacy, content privacy and context
privacy [25]. Furthermore, there have been seven privacy threat categories for
ToT given in [6,64]. Our analysis presents 12 privacy issues divided into 3 classes:

e privacy threats: this class represents the weaknesses and flaws of IoT services
and systems that could be misused by other system entities and/or lead to
leakages and attacks,

e privacy leakages: this class represents more serious problems and flaws that
can directly breach user privacy and/or can be misused by passive and active
attackers,

e privacy attacks: this class represents issues that are intentionally performed
by passive and active attackers in order to break user privacy and misuse the
observed information for criminal activities.

We categorize general privacy protection and prevention approaches as fol-
lows:

e Data minimization: limiting data collection to only necessary information.

e Data anonymization: encrypting, modifying or removing personal information
in such a way that the data can no longer be used to identify a natural person.

e Data security: the process of protecting data from unauthorized access and
data corruption.

e Data control: monitoring and controlling the data by defining policies.

e Jdentity management: policies and technologies for ensuring that the proper
users have access to technology resources.

e Secure communication: communication protocol that allow people sharing
information with the appropriate confidentiality, source authentication, and
data integrity protection.

o User awareness/informed consent transparency: users give their consents
about data usage and they are aware which data are processed.
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In Table?2, we describe privacy issues, general prevention approaches and
link the issues with target IoT area and services. To be noted, that some more
complex attacks can be performed by the combination of several privacy leakages
and threats.

5 Categorization of Privacy-Enhancing Technologies
for Internet of Things

In this section, we present and categorize privacy-enhancing technologies. We
focus on PETs that can be

implemented in devices,

used as applications (user side),

applied in networks,

applied in data storage, cloud and back-end servers.

PETs may provide these basic privacy features:

e (P1) anonymity: user is not identifiable as the source of data (user is indis-
tinguishable).

e (P2) pseudonymity: user is identifiable only to system parties (issuers), trades
off between anonymity and accountability.

o (P3) unlinkability: actions of the same user cannot be linked together, and
all sessions are mutually unlinkable.

o (P4) untracebility: user’s credentials and/or actions cannot be tracked by
system parties (issuers).

e (P5) revocation: a dedicated system party is able to remove person or its
credential from the system.

e (P6) data privacy: stored and/or released information do not expose undesired
properties, e.g. identities, user’s vital data etc.

Further, PETs combine privacy features with common security features such as:

e (S1) data confidentiality: sensitive data are protected against eavesdropping
and exposing by encryption techniques.

(S2)data authenticity and integrity: data are protected against their lost or
modification by the unauthorized entities.

(S3) authentication: proof that a connection is established with an authenti-
cated entity or access to services is granted only to authenticated entity.
(S4) non-repudiation: proof that a data is signed by a certain entity (entity
cannot deny this action).

(S5) accountability: a user should have specific responsibilities.

As above, privacy (P1-P6) and security (S1-S5) features are only basic and
common. Table3 presents PETs categorized into 6 processes (data authenticity,
user authentication, communication, computation/data processing, data storing
and data dissemination), and provides a brief description of PETs, their privacy
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Table 2. Categorization of Privacy Threats, Leakages, Attacks with Prevention
Approaches and Affected IoT Areas

Privacy issue Description Prevention approaches |IoT areas

(threat/

leakage/ attack)

Data Unaware and/or Data minimization, All IoT areas with data

over-collection
threat

superabundant collection of
personal data

data anonymization

collection

Linkage threat

Disclosing unexpected results
by different systems can lead
to linkage of personal data by
data correlation

Data minimization,
data anonymization,
user
awareness/informed
consent transparency

All ToT areas with data
collection and
dissemination

Identification Associating a user identity Data anonymization, |All IoT areas with data
threat with personal data, e.g., name, |identity management, |collection and
address, gender, physical data security dissemination
signatures (voice, face)
Lifecycle Leaking personal data from Data control, identity |Smart cities, smart
transitions devices and systems in their management, data homes, IoV
leakage lifecycle that are not under security

their control or by changing
the ownership of smart things

Privacy-violating
interactions and

Conveying and presenting
private information through a

Data anonymization,
user

Health care, smart
cities

presentation public medium (voice, video awareness/informed
leakage screens) that leads to consent transparency

disclosure of user private

information to an Unwanted

audience
Localization Undesirable determining of a |Data anonymization, |Health care, IoV, smart
leakage person’s location by Global data control cities

Positioning System (GPS)

coordinates, IP addresses,

latency, or cell phone location
Behavioral Undesirable determining and |Data anonymization, |loV, smart cities, smart
leakage recording a person’s behavior |data control homes, smart grid

through space and time

Tracking attack

Attackers can determine and
record a person’s movement
through time and space (based
on localization or behavioral
leakages and user
identification), e.g., data
exploitation by criminals for
robberies/kidnapping

Data anonymization,
data minimsization,
data control

IoV, smart cities, smart
homes

Profiling attack

Attackers can compile and
analyze information about
users in order to infer their
personal interests by
correlation With their profiles
and data, e.g. exposing a
target’s life pattern, unsolicited
personalized e-commerce,
blackmailing

Data minimization,
data anonymization

Health care, smart
cities, IoV, smart grid

(continued)
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Table 2. (continued)

Privacy issue
(threat/
leakage/ attack)

Description

Prevention approaches

IoT areas

Inventory attack

Attackers can send various
query requests to the object
and analyze the related

Data control, identity
management, data
security

Health care, IoV, smart
industry, IoT device
exchanging

responses in order to collect
Special interests of users, e.g.,
unauthorized detection of
health issues, burglaries,
industrial espionage

All ToT areas with data
collection and
dissemination

Attackers can observe and
eavesdrop communication in
order to directly get private
information and/or notification
about a user’s presence, i.e.
detection some encrypted
communications

Data security, secure
communication

Eavesdropping
Attack

Attackers can steal user
identity (credentials) and
misuse his/her services, and/or
harm his/her reputation

IoV, smart cities,
healthcare, smart
industry

Data security, identity
management

Identity-theft
Attack

and security features and standards and/or examples of references for existed
IoT implementations or the PET’s consideration in IoT. Mentioned technologies
may conduct and represent many various schemes that have different properties.
Furthermore, this analysis for simplicity does not involve advanced and special
features, e.g. malleability, no framing, transparency, and intervenability, which
can be found in the special variants of PET schemes.

In addition, it is assumed that well-established techniques already provide
principally native features such as soundness, correctness, unforgeability, com-
pleteness etc. Suitable and matured PETs for IoT applications are integrated into
our proposed framework in the following Sect. 6.

6 Privacy-Preserving Framework for Internet of Things

In this section, we propose a general privacy-preserving framework for an IoT
communication model. Our proposed novel framework is mainly based on gen-
eral security and privacy requirements of IoT applications and potential privacy
issues in IoT based services. The general concept of the proposed framework
is depicted in Fig.3. The framework contains 4 initial processes, 6 privacy-
preserving data procedures, and 4 general post-processes. The privacy preserving
data procedures are mainly focused on embedding the PETs in IoT services (e.g.
access control in smart cities/smart buildings, IoV data exchanging etc.). These
framework processes can be applied linearly in time. Furthermore, we recom-
mend suitable types of PETs in order to solve concrete privacy-issues in each
detected area and aspect in the general IoT model.
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Table 3. Categorization of Technical-based Privacy-enhancing Technologies and IoT-
related References

Process

Technology name

Description

Privacy and
security
features

Standards
and/or the
examples of
IoT-related
references

Data
authenticity

Blind Signatures (BS)

Group Signatures (GS)

Ring Signatures (RS)

BS enable signers to disguise
the content of a signed
message

GS offers privacy-preserving
properties for signers who sign
the messages on behalf of the
group

RS offers similar
privacy-preserving properties
as GS. It is computationally
infeasible to determine which
group members’ keys were
used to produce the signature

P3-P4, P6,
S2, S4

P2-P5,
S2-S4

P2-P5,
S2-S4

[ISO/IEC
18370], [34,58]

[ISO/TEC
20008],
[10,12,15,31]

[9,11,54]

User
authentication

Attribute-Based
Credentials (ABC)

Anonymous and
Pseudonymous
Authentication
(A&PA)

ABC enable entities (users) to
anonymously or
pseudo-anonymously prove the
possession of various personal
attributes in order to get
access to services. The
solutions are often based on
anonymous credentials and
zero-knowledge protocols

A&PA enable entities (users)
to anonymously or
pseudo-anonymously
authenticate in ICT systems.
The authentication protocols
have specific privacy features.

P2-P6,
S2-S5

P1-P4, S3

ISO/IEC 27551
[1,4,37,46]

[ISO/IEC
20009],

[ISO/IEC
29191], [7]

Communication

Onion Routing (0R)

Encrypted
Communication (EC)

Mix-networks
(MixNets)

Proxies and Crowds

(P& C)

Anonymous networks like Tor
rely on passing through
multiple nodes with a layer of
encryption added at each node
EC enables basic privacy
protection of transmitted data
against external observers.
Methods are usually based on
basic encryption, DTLS, VPNs,
PGP, email encryption and so
on

MixNets transport data via
multiple relays with certain
delays and cover traffic to
mask statistical leaks that
could trace messages

P& C approaches use
intermediaries (proxy servers)
in order to hide data senders.
‘With Crowds a user is join a
crowd and uses services
anonymously

P1, P3, P4,
S1, S2

P6, S1-54

P2

P1, P2

[3,17]

[39], [30]

[51]

[43]

(continued)
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Table 3. (continued)

Process

Technology name

Description

Privacy and
security
features

Standards
and/or the
examples of
IoT-related
references

Computation

Homomorphic
Encryption (HE)

Polymorphic
Encryption and
Pseudonymisation
(PE& P)
Multiparty
Computations (MC)

Searchable
Encryption (SE)

Attribute-Based
Encryption (ABE)

HE allows the performing of
selected operations on
encrypted data

PE& P provides the security
and privacy infrastructure for
big data analytics

MC enables several parties to
jointly compute a function
over their inputs, while at the
same time keeping these
inputs private

SE allows the performing of
predefined searches on
encrypted data located on
untrusted third party without
the need to decrypt

ABE is public-key encryption
techniques in which user’s
secret key and the ciphertext
are dependent upon attributes.
The attributes can be
represented by geographic
location, user’s age and
account level (premium,
standard, basic) in case of
streaming services. Only a
user with specific attributes
can decrypt the ciphertext

P6, S1, S2

P2, P6, S1

P6, S5

P6, S1, S2

P6, S1, S2,
S5

[28,47]

[56]

[32,52]

[26]

[19,38]

Data Storing

Statistical Disclosure
Control (SDC)

Data Splitting (DS)

SDC techniques include tabular
data protection, queryable
database protection,
microdata protection, etc. The
goal is storing data (i.e., data
set, data base or tabular) that
preserve their statistical
validity while protecting the
privacy of each data subject
DS means partitioning a data
set into fragments in such a
way that the fragment
considered in isolation is no
longer sensitive. Each
fragment is then stored in a
different site

P6, S5

P6

[24,62]

[20]

Data
Dissemination

Differential Privacy
(oP)

Syntactic
Anonymization
Techniques (SAT)

DP releases information that
contains nothing about an
individual while contains
useful information about a
population

SAT merges general techniques
to remove, suppress or
generalize identifying
information from data (images,
text, voice, video, etc.), the
de-identification methods
(such as k-anonymity) under
low-privacy requirements and
location privacy methods by
obfuscation and cloaking

P6

P1, P2, P6

[40]

[40,53]
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Fig. 3. The proposed privacy-preserving framework for IoT environment.

Before employing concrete PETs into an IoT application, initial Privacy-by-

Design strategies and procedures must be set and performed in order to be in
line with privacy standards and principles, i.e., ISO/IEC 29100:2011, [18,57].
The initial processes of the framework are defined as follows:

e System Definition: Define data flaws and data procedures for the concrete

ToT application/system.

Privacy Analysis: Analyze the privacy breaches and issues in the concrete
ToT application/system.

Data Definition: Define concrete datasets, user’s vital and sensitive data
that should be protected and set limitation.

Legal Definition: Set and ensure purpose legitimacy, consents and informa-
tion strategies in according to regulations and laws.

Then, the technical processes should be set and ensured by employing PETs

in these 6 privacy-preserving data procedures:

1.

Privacy-preserving Information Collection: The collection of data
including some user-specific parameters (user location, user consumption,
etc.) should ensure user privacy and data authenticity. Employing anony-
mous/ pseudonymous digital signatures such as digital group signatures (GS)
should provide data authenticity, non-repudiation and also hide users as
sources of data in the group of members. This approach provides k-anonymity
where £ is the number of all members. The implementation of short (few KBs)
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group signatures (e.g. [10,12,31]) that need several asymmetric cryptographic
operations could be feasible in IoT using small devices (i.e. mobiles, micro-
controllers).

Privacy-preserving User Authentication: The privacy of users who
access IoT services should be protected by privacy-preserving user authen-
tication. ABC seems as very promising approach due to the support of vari-
ous security and privacy features. Moreover, some efficient ABC schemes (e.g.
[5,14,46]) are also suitable for constrained devices (e.g. existed smartcard
implementation) that is point to the readiness of ABC for IoT. In case of smart
safety systems, the user identification should be also based on PETs/ABC
schemes and the verification of safety equipment can be done anonymously.
Privacy-preserving Communication: Collected and sensed data from
vicinity and personal smart things should be securely transferred via a net-
work infrastructure to a service area. Therefore, the communication should
be protected by standard encryption techniques suitable for IoT and hetero-
geneous networks (e.g. DTLS, wolfSSL). In case of uploading or exchanging
sensitive and anonymous user data, the communication relations should be
protected by privacy-preserving communication techniques based on onion
routing, MixNets or broadcasting in order to provide source privacy, i.e. hide
source IP address. Recently, the paper [3] has utilized the Tor Network for
TIoT. Moreover, anonymous digital signatures and GS can be used to ensure
data authenticity and integrity without leaking the identity of a sender.
Privacy-preserving Computation: The back-end servers of IoT services
or cloud infrastructures should perform privacy-preserving data processing.
For privacy-preserving computation, there are many possible techniques and
privacy-preserving options, such as HE, SW, ABE, MC, and PE&P. Using tech-
niques such as homomorphic encryption is possible to perform some data
analysis and keep data private for owners. Nonetheless, HE and SE methods
could be less applicable to performance-constrained client nodes (see results
in [47]). Therefore, these heavy computation operations should be performed
at powerful back-end servers or clouds. On the other hand, fine-grained access
control on encrypted outsourced data can be realized by ABE schemes. The
work [19] shows the results of ABE on small devices with promising efficiency
in terms of processing time and energy consumption.

Privacy-preserving Data Storing: A service area should store only nec-
essary data in a privacy-preserving way. There are several SDC techniques
(microdata protection, etc.) that enable users to store data and protect their
privacy. These approaches lead to data minimization. Also, the data should
be secured by standard methods (e.g. storage encryption). The implementa-
tion of SDC techniques should not be problematic on most IoT platforms and
storages but data minimization should be done in a reasonable way without
losing the important data for an analysis.

Privacy-preserving Data Dissemination: The results of data processing
that are disseminated and presented back to users or to third parties should
not contain any vital and/or private information about concrete users. The
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combination of presentation rules and data minimization strategies should be
employed in order to keep user privacy.

After embedding PETs into data procedures, post-processes for sustainability
and general management must be followed:

e Evaluation: The final application/service should be evaluated whether PETs
and technical processes mitigate privacy and security issues.

e Control: The functionality of concrete privacy-preserving data procedures
should be constantly controlled.

e Monitoring: The data visibility and transparency in the system should be
ensured.

e Compliance: The compliance with the current regulations and laws should
be checked, and the system should be able to demonstrate this.

7 Conclusion

This paper focuses on privacy protection in Intelligent Infrastructures and IoT
applications. In this work, we detected privacy-requiring IoT applications, and
analyzed and categorized various privacy issues and privacy-enhancing technolo-
gies from the perspective of IoT. Based on the analyzed privacy breaches in IoT
and privacy-enhancing technologies divided into 6 categories, a general frame-
work was proposed that consists of 8 general processes and 6 technical privacy-
preserving procedures. The presented framework should serve as a guideline
for establishing privacy-preserving IoT applications and systems in line with
privacy-by-design concepts. The particular applications that will benefit from
the framework the most are identification systems, access control systems, smart
safety systems, smart-grids and health care.
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Abstract. This work attempts to use the innate manufacturing defects
in hardware components as identification characteristics for mobile
phones. Different components of mobile phones related to I/O opera-
tions, such as sensors, were assessed for suitability. From this process,
efforts were focused on using both the phone’s speaker and microphone
in combination to generate samples containing hardware defects which
could then be classified. In our approach, a known audio was played using
a cellphone’s speakers and recorded using the same device’s speaker, cre-
ating an audio sample. Multiple different groups of samples were taken to
test the impact of certain variables on the sample accuracy. The collected
samples then had their frequency responses extracted and classified. Dif-
ferent classifiers were used to classify samples with some configurations of
classifiers and sample groups achieving over 99.9% accuracy. The results
presented in this paper indicate that the manufacturing defects in speak-
ers and microphones could potentially be used for the purposes of device
identification.

Keywords: Mobile devices - Authentication + Fingerprinting -
Speaker - Microphone - Naive Bayes -+ Random Forest - Sequential
minimal optimisation

1 Introduction

Mobile phones are common personal devices that are ubiquitous with modern life
and tend to be carried everywhere by their owner. Their commonality in daily life
has given rise to their use in identification schemes such as payment authorisation
[14] and other important activities. Yet, they have seen limited use in activities
that require a high level of security, such as access control systems. One reason
for their rarity in these areas is due to the risk posed by a remote attacker
being able to extract and duplicate the software credentials from such a highly
connected device. Software based solutions to this problem are inherently risky
due to mobile phones having a large attack surface where a single exploit chain
could allow an attacker to compromise a device and gain access to a controlled
area. In this scenario, a hardware based authentication credential could allow
mobile phones to be used for access control while remaining inaccessible to a
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remote attacker that has gained access to the device. This research focuses on
finding the physical layer characteristics of a device that could meet this goal
and be used to accurately identify a device as part of an access control system.

2 Background

The characteristics used for identification, including for access control, generally
fall into three groups. These are known as authentication factors and can be
summarised as: something a user has; something that a user knows; or something
that a user is [13]. These factors form the basis for the existing techniques and
systems that are used in access control. Card readers test what someone has,
passwords prompts and pin pads test what someone knows, and biometric readers
test what someone is. When an access control system is setup it can use one or
more of these factors.

Mobile phones are used by over two thirds of the world’s population [11] and
tend to be used as an analogue for their user as they are generally only used
by one person. Our fundamental premise is that they can be used as one of
the factors of authentication. For mobile phones to be useful in access control
they need to have benefits and risks equivalent to current methods. Since the
mobile phone would be a test of what the user has; it is directly comparable to
swipe cards and similarly styled access tokens. One of the main benefits of these
tokens is that when properly configured, they require an attacker to obtain near
physical access to the card to successfully attack it [12]. The networked design of
smartphones makes this characteristic difficult to replicate using current methods
and consequently discourages the use of software based credentials as they could
be stolen by a remote attacker and cloned onto an unauthorised device.

One way to get around these issues is to use the physical hardware of the
device to generate valid authentication credentials. While an attacker could
potentially remotely clone software, they would have difficulty remotely pro-
filing, and then replicating, the hardware characteristics. A successful way to
bypass this issue is through the use of Hardware Security Modules (HSM) which
store the sensitive authentication credentials in a way that prevents their dupli-
cation from software. While useful, HSMs add cost to each phone they are built
into and cheaper devices are unlikely to include them. Further to this, attacks
against HSMs are possible, meaning it may still be possible to clone data from
them.

3 Literature Review

While there are many parts to a mobile phone, only certain components are
useful for generating a fingerprint. These broadly fall into two main categories:
sensors, and radio transceivers. In this context, sensors are mobile components
which gather information from the surrounding environment and digitise it for
use by the device, and radio transceivers are components that use radio frequen-
cies to wirelessly interact with other devices or the environment. Mobile phones
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today support a number of sensors such as accelerometer, gyroscope, magne-
tometer, GPS etc.. An extensive list of the sensors generally found on Android
devices can be found in [9]. Common radio transceivers on mobile phones sup-
port radio communication standards such as Bluetooth, IEEE 802.11, NFC, etc..
For a component to be useful for fingerprinting it needs to:

— Interact with the physical world by either having externally measurable out-
puts or by recording information from the environment.

— Be common in devices so the fingerprinting technique is broadly applicable.

— Have minimal reliance on other hardware components for generating output
or recording information.

Both sensors and radio transceivers generally meet this criteria however, sen-
sors are the focus for this work. Sensors are strong candidates for identifiable
physical characteristics as, by definition, they interact with the device’s environ-
ment and tend to meet the other criteria listed above. In addition to this they are
often cheaply produced and contain tiny discrepancies which prevent them from
capturing a perfect recording of their environment. These discrepancies may be
unique between components in certain conditions and can potentially be used
for fingerprinting.

In [5], the accelerometer was shown to be accessible to web applications
through javascript without triggering permission requests, thus allowing for
remote fingerprinting of a device. This work involved continuously polling the
accelerometer while the device was in a stationary position. After enough values
had been obtained, the device will be turned over to finish polling and finally
the fingerprint will be calculated. Their results found that they were able to
uniquely identify 8.3% of 3600 devices just from the collected accelerometer
readings, which rose to 53% when the accelerometer readings were paired with
User-Agent strings. [15] also fingerprints the accelerometer but does so by using
the vibration feature of the device to provide a known stimulus and improve
the accuracy of the fingerprint. The system was able to achieve 99% accuracy
when presented with data from a known device. [17] looks at how the accelerom-
eter can be used as a second factor. In this experiment, the system is trained
by gathering accelerometer readings while the device is vibrating for predefined
amounts of time. Work done in [5,15] and [17] showed that the accelerometer
could be used as a fingerprinting mechanism to differentiate between a large sam-
ple size of devices. The ubiquity of gyroscopes in mobile phones makes them a
potential source for identification characteristics too. However as pointed out in
[5] the gyroscope requires constant angular velocity rotation at different speeds
to perform fingerprinting, which is difficult even in lab conditions. Despite this
challenge, [16] looked specifically at using the gyroscope to fingerprint a device.
This method involved measuring the output of the gyroscope while the phone
was vibrating with a known pattern for 10s. From this data, the author tested
various classification methods and was able to obtain an identification accuracy
of 87.5%. In [4], the magnetometer was used for fingerprinting. The authors
designed a low cost system which allowed them to stimulate the magnetometer.
[3] also looked at fingerprinting a device using a similar technique. Their focus
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was on testing how portable the fingerprint was when different sound cards were
used. GPS fingerprinting has phased in and out of viability as the technology
behind it has changed. It has recently been shown to be a viable fingerprinting
method in certain applications but is not useful for access control due to the
technology being inaccurate when indoors.

A thorough summary of techniques using camera that are applicable to
mobile phones has been collected by the authors of [2]. Fingerprinting a cam-
era is equivalent to image source identification and normally involves interaction
from a user to generate and transfer an image on request. However, our opinion
is that this level of interaction is undesirable for an access control system.

3.1 Audio Component Fingerprinting

In a similar fashion to the previous sections, both the microphone and speaker
systems of a device are subject to minor hardware discrepancies which affect
their performance in measurable ways.

Authors in [6] generated 65 distinct tones spread out across the range of
frequencies that are commonly supported by speaker systems. By playing these
tones through a speaker, the resulting sounds could then be measured to look for
frequencies that had a distorted amplitude, otherwise known as the frequency
response. An ideal speaker should have a flat frequency response across the
majority of the frequencies it supports meaning this ideal can be used as a
baseline when playing a known audio file. The classification method had over 80%
accuracy when tested using speakers in a range of devices. The work in, [5] also
looked at fingerprinting using the speaker and microphone on a phone. For these
tests they played a range of frequencies through the phone’s speaker then used
the phone’s microphone to record the result. This combination meant that the
resulting data represented the combined distortions from both the microphone
and speaker. The authors found that they were able to use the data from this
process to identify devices in the vast majority of instances. They also found
that the surface the phone was resting on and the audio characteristics of the
environment around the phone impacted the successful classification of a known
device. Since using both the speaker and microphone on a device creates a closed
loop system, no external hardware is needed for data collection, making the
method flexible and opens up a range of applications for the technique. In our
work we use the same setup as in [5] to illustrate that the microphone and the
speaker system can be used for authentication with a high degree of accuracy.

4 Hypothesis and Approach

To summarize, our hypothesis is that individual components in a device con-
tain benign manufacturing variances that are observable in their output and are
unique to each device. Further, these variances can be measured and used for
device authentication.
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Specifically, we aim to capture audio characteristics from the device by play-
ing a known sound through the device’s speaker and simultaneously recording
the played sound through the device’s microphone. Audio characteristics such as
the frequency response are then extracted from the recording and classified. If
there are any observable defects in the samples it is hoped that they are unique
to the device, reliable, and suitably complex to allow for the originating device
to be identified from a pool of known devices.

There are three main stages in our approach. First, the data is gathered in
a controlled manner that prevents the inclusion of unwanted variables. Second,
the collected data is processed to extract the audio characteristics and stored
in a format that is compatible with the classifier. Finally, the processed data is
classified to determine if the extracted characteristics are useful for identification.
Figure 1 shows a high level view of this process.

( Start Data Collection )

’—{ Play Soirce File ]

[ Remove Sample j [ Record%Sample ]
( Transfer %H Device )

Is sample

valid?

no

yes

[ Extract Frequency Response ]

Y

[ Filter using Frequency Window ]
¥

[ Classify Sample ]

Fig. 1. Overview of the approach

5 Testing Conditions and Considerations

The following conditions were used to ensure that all samples met a common
standard and the tests had the greatest chance of success. Where possible vari-
ables were controlled or eliminated from the testing process.

5.1 Source Audio Files

The source files are used to define the baseline testing conditions of each test.
Some parts of these files are constants across all tests while others change based
on the current test. The constants in all samples are:
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— File type - All source files used the wav file format.

— Sampling rate - All source files had a sample rate of 44.1 kHz. 44.1 kHz
was chosen as it allows for all desired frequencies to be captured.

— Audio Prefix and Suffix - 0.5 s of silence was added to the start and end
of each source file to ensure that that start and end of the desired frequency
range is recorded properly.

Test data was collected by modifying the following parts of the audio files:

— Frequency range - Each source file contained frequencies across a given
range. The ranges spanned from as low as 1 kHz to the entire tested range.
The total frequency range used across all source files was 0.2 kHz—20kHz.
However, the lower bound of 400 Hz was used for the majority of tests.

— Frequency stepping - The interval between frequency steps across the
tested frequency range. A step of 50 could result in the following sequence:
100 Hz 150 Hz 200 Hz.

— Play time - The length of time in seconds that each frequency is played.

— File length - Not explicitly set, but varies based on the other factors.

— File Size - Not explicitly set, but varies based on the other factors.

Each source file was generated using audacity V2.0.5. The files were generated
from a clean project, had 0.5s of silence added and then each frequency was
manually added through the “Tone Generator” tool with the Sine waveform and
an amplitude of 0.8. After adding all of the frequencies in the range 0.5s of
silence was added to the end of the file and then exported with the type “WAV
(Microsoft) signed 16 bit PCM”.

5.2 Data Collection

The data collection process involved using a custom Android application loaded
onto each of the 20 devices we used to record samples. 19 of the devices were
mobile phones while 1 was a tablet. 15 out of the 20 devices were different
models and 5 were the same make and model (LG Nexus 5). Measures were
taken to ensure that the samples were all collected under similar conditions. Once
collected the samples were manually inspected to ensure the collection process
hadn’t resulted in any malformations. Any malformed samples were discarded
and replaced with new samples from the same device. For each of the main tests
20 samples were taken from each device.

5.3 App Process

The Android application ensured that the data collection process could be
tightly controlled and meet the requirements without introducing unexpected
behaviours. The application would simultaneously play a source file through
the device’s speaker and record the sample via the device’s microphone. Once
the source file had finished playing the recording stopped and saved the cap-
tured audio to the device’s file system. This process was repeated until enough
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samples had been collected from a source file and then moved on to the next
source file. Where possible the collected sample audio files were saved with the
same attributes as the source files to prevent the loss or distortion of the audio
characteristics. The following attributes were matched:

— File type - Samples were also stored in the wav file format.
— Sampling rate - 44.1 kHz was also used in the microphone output.
— Audio encoding - The audio encoding of the samples was also 16 bit PCM.

5.4 Manual Review of Samples

Each file was manually inspected to check for malformations such as recording
issues or external interference on the samples. For this, the raw amplitude was
plotted against the length of the file and visualised as a graph. Visualising the
data like this allowed for a quick inspection process that highlighted any anoma-
lous dips or spikes in audio volume that characterised a malformed or otherwise
undesirable sample. In an effort to reduce the bias of this process, the sample’s
frequency response was not extracted for inspection. This type of inspection is
inherently subjective but some guidelines were followed. A file was excluded if
it contained any of the following features:

— Large, one off spikes not present in other samples.

A sizeable difference in length to the source file.

— Missing sections of the sample as seen in Fig. 2

High levels of sound during the silent prefix or suffix.

ol
B

Fig. 2. The top middle sample is missing a section of the sample and would be excluded
by the manual inspection process. The rest of the samples are valid.

6 Data Processing

The raw samples from the devices were processed to extract the audio charac-
teristics and converted to a format that could be read by the classifier.
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6.1 Frequency Extraction Using FFT

After reading the sample into memory, the script would run the entire sam-
ple through a Fast Fourier Transform (fft) to extract the frequency compo-
nents present in the sample. After experimenting with the Rectangle, Blackman,
Hamming, and Hanning windows, the Rectangle window was chosen because it
doesn’t distort the frequencies represented. Due to their nature, other windows
flattened the frequency responses near the start and end of the range. The fft
used was from the NumPy package [7] and specifically designed for real input [8].
This implementation of the fft outputs complex values which are then converted
to absolute values using the in-built python function abs(x).

6.2 Frequency Filtering

After the frequencies were extracted from the sample the results were filtered.
The filtering process takes a list of frequencies in the source file and looks for
frequencies that are within a set number of Hz of any of the known frequencies.
For example, with a frequency window of 1 Hz and the known frequencies 100 Hz
and 200 Hz the filter would output all values within the ranges 99 Hz—101 Hz and
199 Hz—201 Hz. The rest of the values would be removed. The filtering windows
used were: [None, 0.5 Hz, 1 Hz, 5 Hz, 10 Hz, 20 Hz).

6.3 Writing to ARFF Files and Training Samples

After filtering the frequencies, the data was written to the appropriate arff file
using the liac-arff (V2.3.1) [1] package. During this process, the Python script
also split the samples into training and testing files. We initially used 5 training
samples and 15 testing samples but we later changed this to iterate over every
option from 3-10 training samples with the remaining used for testing.

The files used for training or testing were randomly chosen. Once chosen the
samples kept their designation (training or testing) across all filtering windows.
Each iteration to split the training data operated independently meaning that
the random selection of samples for training and testing was not carried over,
i.e. For the same device and experiment, a different selection of samples would
be used for 3 training samples and 4 training samples within a test.

6.4 Classification

After the data had been processed it was fed into the classifiers. We verified that
all expected files had been generated by the processor before continuing. The
software WEKA [10] was used for classification. WEKA was used since it sup-
ports a wide range of machine learning algorithms. For a classifier to be useful it
needed to be able to classify a distinct class (the device) given the data provided
(the extracted frequencies). Out of the many classifiers that WEKA offers, it was
decided to use Naive Bayes (nb), Random Forest (rf), and Sequential Minimal
Optimization (smo). The default settings in WEKA were used for the classifiers
and could likely be improved with further research.
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7 Data Collection

We collected three different groups of data for classification. We began by col-
lecting data for the original targeted frequency ranges, then for the ultrasound
frequency range and then collected data for iteration testing. These are explained
below in the section.

7.1 Targeted Frequency Range Tests

This data was collected to test the classification accuracy given a range of con-
trolled variants. The source files were chosen so that most of them covered a
frequency range of around 2kHz and the total frequency range across the files
was 400 Hz-10 kHz. The frequency step for these tests was fixed at 50 Hz. In an
effort to find a lower bound that would result in low classification accuracy, the
length of time each frequency was played varied between 0.1s, 0.2s, and 0.5s
depending on the test. Finally, a set of tests that covered the entire 400 Hz—
10 kHz range were also included. While the size of these tests made classification
difficult, it was thought that the larger frequency range could result in a unique,
composite characteristic for identification. In total there were 18 tests with 20
samples being collected from each of the 20 devices for each test.

7.2 Ultrasonic Frequency Tests

We then collected data for experimentation in the ultrasound frequency (uf)
range. These tests followed a similar testing process to the Targeted Frequency
Range Tests but focused on the 18 kHz—20 kHz frequency range. The uf is prefer-
able for several reasons. From a technical perspective the uf may be easier to
isolate from background noise than frequencies in the audible spectrum, and
from a usability standpoint it is preferable to use frequencies that won’t annoy
the user. To further improve usability the 0.5 s play time was removed from this
stage, leaving only the shorter times and an even shorter 1 kHz frequency range
was used for some tests. These changes resulted in tests that were only around
3 s in length, including the 1 s of silence at the start and end of the file. In total
6 tests were collected during this stage.

Dirty tests of the ultrasonic source files were added alongside the standard
test environment in order to assess the performance of these tests in a more
realistic environment. Dirty testing involved conducting the same Ultrasonic
Frequency Tests in the same room and environment, but with added background
noise. Background noise was simulated by the author talking, playing music,
opening and closing doors, eating, and interacting with other objects.

7.3 Iteration Testing

Finally, we focused on trying to improve the classification rates for devices that
likely share similar audio characteristics. It was hypothesised that devices of the
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same make and model would contain the same audio components and be more
difficult to identify than devices of different makes and models. This hypothesis
was supported by some of the early results and was feared to worsen when
extrapolated out to larger sets of devices of the same make and model. One
suggestion for countering this was that repeatedly playing a sample through the
device it originated from would strengthen the audio characteristics and improve
the classification accuracy of similar devices. This is the basis of iteration testing.
For these tests a smaller set of devices was used. Instead of all of the devices
available, only the 5 LG Nexus 5 devices were used for this stage. Each device
had new samples collected from a curated set of tests in addition to the samples
gathered from standard testing of the devices. These initial samples formed the
first iteration. The samples from the first iteration were then used as source files
and played again through the corresponding device, forming the second iteration.
This was repeated until the fifth iteration had been collected from each device.
As with the other tests, 20 samples were collected from each device for each test.
Each sample was then iterated over, resulting in 20 final output samples.
Results from this section are discussed later.

8 Results

The processing and classification stages generated a large amount of data points
with over 21000 individual results. In this section we present the results of our
experiments. Unless stated otherwise, the grouping used is of the standard tests.

The classification performance shown in Fig. 3 was extremely good with all
three classification algorithms able to achieve over 93% accuracy in the standard
tests. The dirty and iteration tests performed objectively worse than the stan-
dard tests, however, their degraded performance was conditional and could be
brought back up near the results obtained through standard testing.

Directly comparing the classification algorithms showed that rf and smo
performed the best with neither algorithm dropping below 99% classification
accuracy. nb performed worse, dropping as low as 93.29% accuracy but still
obtaining over 98% accuracy with 8 samples.
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Fig. 3. Comparison of classification algorithms during standard testing.
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Fig. 4. Comparison of Classification Algorithms at different frequency windows using
8 training samples. A filtering window of 0 Hz represents no filtering.

The best classification accuracy was achieved by rf with 9 training samples
where only 22 out of 36954 samples were misclassified, giving a 99.94% classifi-
cation accuracy. nb with 3 training samples performed the worst where 3834 out
of 57114 samples were misclassified for 93.29% classification accuracy.

These results indicate that across a large frequency range the audio com-
ponents definitely impart characteristics on their output that can be used for
identification.

Observed Trends in Classification Performance: The results from the stan-
dard tests showed some interesting trends. One such trend is observable in the
classification accuracy for each frequency window, as shown in Fig. 4.

We can see how the classification algorithms perform when given various
amounts of data. It can be seen that, rf performed the best out of all three but
also showed that it is accurate with both very tight filtering windows (0.5 Hz) and
unfiltered data. The high classification accuracy across this spectrum suggests
that internally, 7f is identifying the device characteristics to implicitly filter out
the background noise. smo also performed well but showed that it needed a wider
filtering window (5Hz) to achieve the same level of accuracy as rf but could
maintain high levels of accuracy after that point. nb performed the worst and
the results suggested that accuracy drops off with both too much and too little
data. Being able to achieve a high level of accuracy with small filtering windows
makes these techniques much less intensive as a 0.5 Hz windows can result in a
few hundred data points being fed into a classifier instead of thousands.

Figure 5 shows the accuracy of nb when classifying unfiltered samples where
the only difference is how long each frequency is played for. Playing each fre-
quency for a longer amount of time results in a larger sample file which contains
more data points after the frequencies have been extracted using the fft. The
implication of this is that nb has difficulty identifying the component’s charac-
teristics and gives disproportionate weight to background noise.

We can also see how the different classification accuracies are impacted by
the number of training samples. Both rf and smo saw a gradual improvement
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Fig. 5. Naive Bayes classification accuracy in samples vs different frequency play times.

in accuracy with more samples, both algorithms were able to achieve over 99%
accuracy with just 3 training samples as seen in Fig. 3. This is significant as only
using 3 samples for training provides very little information to build profiles
of the devices and requires the classifier to classify 17 unknown samples from
each device. Both algorithms had a clear increase in classification accuracy at 4
samples with no or only minor improvements as the number of training samples
increased further. Unlike the other algorithms, nb showed large improvements
as the number of training samples increased and seemed to be continuing that
trend, suggesting that with enough training samples it may be possible for nb
to achieve similar levels of accuracy to the other algorithms.

Classification Performance with Dirty Samples: While the results from
the standard tests were positive, they utilised samples that were recorded in
highly desirable, and likely unrealistic, conditions. The dirty tests were captured
in an environment that was more indicative of real-world conditions. The results
from the dirty tests however were also very positive. Figure6 shows how the
classification algorithms performed when presented with this data.

=
(=
(=)

—0— Naive Bayes

i —A— Random Forest

Classification Accuracy

—@— Sequential Minimal Optimisation

3 4 5 6 7 8 9 10

Number of Training Samples

Fig. 6. Comparison of classification algorithms using data from dirty tests
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The results from the dirty tests matched many of the trends from the stan-
dard tests with rf performing the best out of the classification algorithms and
the results improving with more training samples. Unlike the standard tests, the
dirty tests proved to be a challenge for smo which performed closer to nb than
to rf. smo also showed a similar tendency for gradual improvements in classifi-
cation accuracy as more training samples were added, but had higher volatility.
rf performed the best and maintained at least 2% greater classification accuracy
over the other classification algorithms at any given number of training samples.
The trend of rf having higher accuracy with more training samples was more
distinct and along with nb, maintained a trend that suggested that with greater
than 10 training samples the accuracy could be further improved. This reduced
accuracy was expected as some of the devices were unable to operate in the uf
range where the dirty testing was performed. These devices then effectively had
a frequency response of 0 after filtering had been applied and were indistinguish-
able from each other. Newer devices were more likely to properly support the uf
range suggesting that this accuracy may improve as devices improve.

Classification Performance with Similar Devices: Two hypotheses were
posed during this research. First, a pool of devices of the same make and model
would be more difficult to classify than a pool of disparate devices. Second, the
distortions in samples could be increased by replaying the captured sample back
through the device. We tested both of these hypotheses by applying the iterative
tests to a pool of 5 LG Nexus 5 devices. Figures7 and 8 show the aggregate
classification accuracy from each iteration using 8 and 3 training samples.
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Fig. 7. Comparison of classification accuracy at each iteration using 8 training samples

Both Figs. 7 and 8 start off with very high classification accuracy that reduces
with each iteration, suggesting that both of the presented hypotheses are wrong,
but these results aren’t quite as damning as they first seem. The reported results
were aggregated from the results of a given number of iterations meaning that
any poor performances could drastically reduce the aggregate accuracy. In this
case it was noted that high numbers of training samples reduced the classification
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Fig. 8. Comparison of classification accuracy at each iteration using 3 training samples

accuracy, possibly due to the defect characteristics being similar. Additionally,
we found that most of the misclassifications occurred in the inaudible frequency
range and each iteration of the samples drastically reduced the classification
accuracy for these tests, dragging down each iteration’s average.

To work around these points, the aggregation was rerun using results from
3 training samples and the tests involving the inaudible frequency range were
excluded. This resulted in the data shown in Fig. 9. We can see that while classi-
fication accuracy is still high at the first iteration, there is still room for improve-
ment and applying multiple iterations to the sample was able to do exactly that
in some cases. nb benefited the most from the iterative process with a positive
trend in accuracy. The other classification algorithms had either minor or no
improvement in accuracy over the iterations.
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Fig. 9. Iteration Sample Accuracy - Using 3 training samples and excluding tests that
include frequencies in the inaudible frequency range.

On the whole, the iterative testing was inconclusive. Aspects of the results
were promising but a larger pool of devices is needed to prove or disprove either
hypothesis. It’s also likely that the LG Nexus 5 devices are poor candidates for
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this type of test due to their audio characteristics as they contain very high
frequency responses, very low frequency responses, and unexpected distortions.
While they’re valid device candidates, their behaviour could be more repre-
sentative of an edge case than a typical device. Their abnormal behaviour is
exemplified by how these devices handled the inaudible spectrum.

Performance of Classification on Unfiltered Samples: The LG Nexus 5
devices had a very weak frequency response in the inaudible frequency range.
Frequencies in this range were poorly represented and thus quickly lost during
the iterations until minimal discernible audio characteristics remained near the
original target frequencies. Instead, distortions were added at other frequencies.
This lack of features near the original frequencies resulted in poor classification
accuracy for samples that were filtered using a frequency window but moderate
- high classification accuracy when the samples were unfiltered. Figure 10 shows
the classification accuracy at each frequency window using data collected from
5th iteration tests in the inaudible frequency range.
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Fig. 10. Classification algorithms at different filtering windows for 5th iteration tests
in the inaudible frequency range. A filtering window of 0 Hz represents no filtering.

9 Conclusion

Our hypothesis was that physical hardware components contain tiny manufac-
turing variations that could be used for authentication in mobile phones. We
used a combination of a speaker and a microphone for testing this and our
results as outlined in this paper look promising. We used three different classi-
fiers for testing the hypothesis. The results show that all classifiers were able to
achieve high levels of accuracy when trying to identify samples from a known
pool of devices, however rf worked better in most cases than the other two. In
some configurations, classification of samples taken from a pool of 20 devices
was over 99.9% accurate. It was also found that certain types of tests may be
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able to accurately identify devices of the same make and model or perform well
given a level of background noise.

While the results are encouraging, in future we would work with a larger

pool of devices on further research challenges such as using a mixed frequency
sample such as a music file for authentication, testing on more devices of the
same make and model and reducing the total end to end time to make this a
viable authentication factor on a mobile phone.
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Abstract. As an open source public blockchain with the capabilities
of running smart contract, Ethereum provides decentralized Ethernet
virtual machines to handle peer-to-peer contracts through its dedicated
cryptocurrency Ether. And as the second largest blockchain, the amount
of transaction data in Ethereum grows fast. Analysis of these data can
help researchers better understand Ethereum and find attackers among
the users. However, the analysis of Ethereum data at the present stage
is mostly based on the statistical characteristics of Ethereum nodes and
lacks analysis of the transaction behavior between them. In this paper,
we apply machine learning in Ethereum analysis for the first time and
cluster users and smart contract into groups by using transaction infor-
mation in existing blocks. The clustering results are analyzed by using
the identity information of the available Ethereum users and smart con-
tracts. Based on the clustering results, we propose a new way of user
identity discrimination and malicious user detection.

Keywords: Blockchain - Ethereum - Network embedding

1 Introduction

As the second largest blockchain platform, Ethereum [1] has had a market
value of nearly 20 billion since its inception in 2015. Different from traditional
blockchain like Bitcoin [2], Ethereum is an emerging blockchain platform in
which users can create smart contracts. This feature makes the data structure of
Ethereum more complicated compared with other blockchains. A smart contract
is a contract implemented in code that can be executed automatically after its
creation [3]. In Ethereum, transactions between users are mainly done through
direct Ether trading and invocation to smart contracts.

In previous Ethereum studies, researchers focused on the statistical charac-
teristics of Ethereum nodes and lacks analysis of the trading behavior between
them [4]. Therefore, based on the work of predecessors, this study focuses on
the cluster of Ethereum nodes and analysis of the clustering result. Specifically,
the Ether trading between users and users in Ethereum, the creation of smart
contracts and the invocation of smart contracts were studied. The clustering
algorithm of machine learning was applied for the first time in Ethereum data
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analysis. Based on the clustering results of experiment, we propose a new way
of user identity discrimination and malicious user detection.

There are two types of accounts in Ethereum, external owned accounts
(EOAs) and smart contract accounts. The EOAs represent the Ethereum users
in the form of a hash value, and the smart contract accounts represent smart
contracts in Ethereum. In this paper, we mainly foucs on three types of transac-
tion relationships between EOAs and smart contract accounts, including Ether
transactions between external owned accounts, smart contract creation between
external owned accounts and smart contract account, and smart contract invo-
cation between external owned accounts and smart contract accounts. The two
different accounts types and three different transaction relationship types form
the heterogeneous network of Ethereum.

For the feasibility of the experiment, we only used part of Ethereum trans-
action data due to huge amount of them. Among these data, we filter the three
transaction types and two account types which form a Ethereum heterogeneous
network. We learn about the eigenvector representation of the account nodes in
Ethereum based on the heterogeneous network. And clustering algorithms are
used to cluster the nodes eigenvector representation into groups. In the analysis
of the clustering results, we got some interesting observations and findings. For
example, the clustering results shows that the nodes in Ethereum have obvious
clustering trend and there are some clusters led by nodes with known identities.
By collecting the identity information about nodes in Ethereum, we can pre-
dict the identity of the clusters to which these nodes belong including exchange
market and attackers. Moreover, we propose a new way of user identity discrim-
ination and malicious user detection based on the clustering results. Although
there are some methods for malicious user detection, they are only applicable
to those nodes with large degree. In this paper, our new method use the nodes
with known identities to predict the identity of other nodes in the clustering
results. On generality, our method could be more adapted to the specificity of
Ethereum.

The main contributions of this paper are as follows:

— In our research, this paper applies clustering algorithm in the analysis of
Ethereum for the first time. We collect and filter the transactions from
Ethereum blocks and cluster the accounts nodes included in them.

— We use node embedding algorithm to calculate the eigenvector representation
for the external owned account nodes and smart contract account nodes in
the Ethereum. Based on the eigenvector, we cluster those nodes into groups
and visualize the clustering results.

— We obtain some new observations by the analysis of clustering result which
makes us have a better understanding of Ethereum.

— We propose a new way of malicious user detection based on the clustering
result and the nodes whose identities is already known.

The rest of paper is organized as follows. In Sect.2 we introduce the back-
ground of our paper, including Ethereum and the machine learning algorithm
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we used. In Sect. 3, we introduce our system model. In Sect. 4, we analyze the
clustering results and propose a new way of user identity discrimination and
malicious user detection. We conclude the paper in Sect. 5.

2 Background

Ethereum is the second largest blockchain and has a market value of nearly 20
billion since its inception. And it has its own cryptocurrency Ether which can be
traded or used to pay for smart contract operations. Different from traditional
blockchain with currency trading as the main function, users in Ethereum can
develop more complex functions by developing smart contracts. These smart
contracts run according to the established code, and can be called by users
in Ethereum after deployment [5]. Meanwhile, user have to pay some fees to
perform the operation when calling smart contracts. There some research of user
relationships in Bitcoin [6-9], but they are not suitable for the case of Ethereum
due to the difference in structure.

2.1 Accounts and Transactions

The accounts in Ethereum has two types, external owned accounts (EOAs) and
smart contract accounts.

External owned accounts represent accounts that belongs to external owner
of Ethereum, and each external owned account has its own Ether balance. The
owner of the external owned account can transfer information from his or her
external owned account by creating and signing a transaction. If the owner’s
external balance is sufficient to cover the cost of the transaction, the transac-
tion is valid. Then the originator account will deduct the corresponding Ether
amount, and the recipient account will receive the amount. In addition to direct
Ether trading between external owned accounts, Ether can also be traded by
calling a smart contract and the transaction deduction is determined by the
code written in advance within the smart contract.

The smart contract account represents the smart contract deployed in
Ethereum which controlled by the code written in advance. Each smart con-
tract account stores the hash value of the smart contract code. In the case of a
invocation, the smart contract account receives a transaction message and acti-
vate the smart contract code stored in it, which allows it to read and write to the
internal storage or send other messages such as creating another smart contract.

The various activities of Ethereum’s external owned and smart contract
accounts are realized through transactions which are packaged into blocks and
then broadcast to the entire Ethereum network. A transaction is a message that
is sent from one account to another. Transactions can contain binary data called
payload and Ether coins. If the target account contains code, the code will exe-
cute, and payload is the input data. If the target account is a zero account, the
transaction will create a new smart contract. And each transaction in Ethereum
contains the sender’s signature, the recipient and the number of Ethers sent.
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At the same time, based on different transaction types, Ethereum’s transaction
information also contains several other types, such as gas, gasprice and other
optional data items used as smart contract execution fees.

Due to the features of blockchain, different activities in Ethereum will form
transactions such as Ether trading transactions, smart contract creation and
smart contract invocation. At the same time, these transactions are packaged
into blocks and spread throughout the Ethereum network.

Ether Call
@ Trading
Create

Fig. 1. Three transaction types in Ethereum

As shown in Fig.1, we mainly focus three different trading relationships
between external owned accounts and smart contract accounts:

— Direct Ether trading transactions between EOAs.

— One EOA creates a smart contract account. The external owned account
firstly writes the code of the smart contract, and uploads the smart contract
to the Ethereum by paying a certain amount of Ether.

— One EOA calls a smart contract account. Once a smart contract account
is uploaded to the Ethereum, the users in the Ethereum can call the smart
contract and realize the trading activity through the code logic in it.

In Ethereum, the Ether transaction may be done by calling a smart contract.
In this case, we treat it as both smart contract invocation and Ether trading
transaction in this paper.

2.2 Method of Node Embedding

In Ethereum, there are two different accounts types and three different transac-
tion relationship types between them which form a heterogeneous network. SO
in this paper, we learn from Metapath2vec [10] as the eigenvector representation
learning method.

In the previous application, Metapath2vec mainly solved the problem of
learning the eigenvector representation of scholars and conferences in the aca-
demic network. The main idea of Metapath2vec is to use the meta-path to guide
the random walk [11] acquisition path in the academic network and learn these
paths. Suppose there are three different nodes in the academic network, schol-
ars, papers and venues. Meanwhile there are two different relationships papers
written by authors and these papers are published on venues. The idea of Meta-
path2vec is to guide the way of random walks through a meta-path, A-P-C-P-A.
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OO~~~

Fig. 2. Meta-Path in academic networks

As shown in Fig. 2, in the academic network we first select an author A and
then randomly walk to a paper P written by the author A and the venue V
which the paper published at. Then randomly walk to another paper P which
published at this conference and the author A of the paper. By analogy, a path
of author-paper-venue is formed. This Meta-Path guides random walks in the
academic network, forming many different paths that preserve the concept of
“word context”. After that, each path obtained by random walk is considered
as a sentence, the node is considered as a word and the adjacent nodes in the
path are regarded as contexts. Then these paths are learned by using the skip-
gram model [12]. In this way, the eigenvector representation of the nodes in
the academic network can be obtained. There are two different nodes and three
different relationships in the Ethereum network which is similar to academic
networks. In this paper, we learn the eigenvector representation of the nodes in
Ethereum with reference to the idea of Metapath2vec.

3 System Model

Data Collection
* Blocks

« Transactions
* Accounts

H * Node embedding E * Clustering result

* Node clustering » Malicious user
detection

Fig. 3. Our system model with three phases

As shown in Fig. 3, our model can be divided into three phases: Data Collection,
Clustering and Analysis. Data Collection collects the block data we used. Clus-
tering part contains Node Embedding and Node Clustering. Node Emmbedding
learns the eigenvector representation of the nodes in Ethereum. Node Clustering
presents the clustering results and visualize [13] them. The Analysis part will
analyze the clustering results and give some new opinions.

3.1 Data Collection

The dataset of Ethereum blocks we used is from previous works of others [4]. We
choose the first 10 millions of transactions and detect the three main activities,
Ether trading, smart contract creation and smart contract invocation included
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in them. At the same time, in order to ensure the validity of the analysis, we
only pay attention to the transactions confirmed in the Ethereum block, and do
not consider the transactions that failed for various reasons.

Among the transactions in the block, the types of transactions we need are
only Ether trading, smart contract creation and smart contract invocation. In
order to extract the required transaction types from the block data, we observed
that the three behavior patterns in the transaction are related to the main
trading activities we are concerned with.

— The Create behavior corresponds to the creation of a smart contract.

— The Call behavior corresponds to the invocation of a smart contract.

— When the number of Ethers in the transaction is greater than 0, the two
accounts in transaction have made a Ether trading.

By detecting these three behaviors in the transaction, we filter out the three
types of transactions and classify them. At the same time, we exclude four types
of transactions that are unrelated to the three main activities. One is that the
transaction between external owned accounts but the number of Ether traded
is 0. The second is the transaction in which the number of gas in the smart
contract that supports the contract is 0, which means the smart contract cannot
run. The third type is the Ether trading transaction between accounts which
fail for various reasons. The fourth is a transaction that fails when an external
owned account creates a smart contract account.

By eliminating invalid transactions and classifying and counting the selected
transactions, the Table 1 is obtained.

Table 1. Number of transactions

Transaction type Number
Ether trading transaction | 8913083

Smart contract creation 119347

Smart contract invocation | 1924918

As can be seen from Table 1, the number of Ether trading transactions is
8,913,083. The proportion of Ether trading transactions in Ethereum exceeds
the sum of smart contract creation and smart contract invocation. It can be
known that ether trading occupy the vast majority of transactions in Ethereum.
At the same time, the smart contract creation is the least of the three types of
transactions and only has a number of 119,347. Therefore, in the analysis part,
we will pay more attention to the type of Ether trading transaction in Ethereum.

The number of accounts we get from the selected transactions are shown in
Table 2. Based on the transactions data, we obtained 406,774 external owned
account addresses and 119,347 smart contract account addresses, a total of
526,121 account addresses. There are more account addresses in Ethereum, but
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Table 2. Number of accounts

Account type Number
External owned account | 406774
Smart contract account | 119347
Total 526121

we only consider the account addresses obtained from the transactions. In other
word, for other external owned accounts in Ethereum that have never made any
Ether trading transactions, smart contract creation and smart contract invoca-
tion, we do not consider them in our analysis. It can be seen that the number
smart contract account is as same as the number of transactions of smart con-
tract creation. At the same time, we observed that there are a few external owned
accounts which included in many transactions have play a very important role in
the trading of Ethereum. Therefore, we will give more weight to these important
nodes in the node emmbedding part.

3.2 Node Embedding

Before node clustering, we need to learn the eigenvector representation of the
nodes in Ethereum. In the network we built, there are two types of nodes exter-
nal owned accounts and smart contract accounts. And there are three types of
relationships between the two types of nodes, Ether trading transactions between
external owned accounts, smart contract creation and smart contract invocation
between external owned accounts and smart contract accounts. In order to learn
the eigenvector representation of the nodes in the Ethereum network, we have
improved the idea based on Metapath2vec.

An important problem when learning the eigenvectors of nodes in network
is how to transform the structure of network into the form which skip-gram
model can handle. To solve this problem, Metapath2vec capture the semantic
and structural correlations between different types of nodes by using meta-path-
based random walks to generate paths.

In our experiments, we used the idea of improved Metapath2vec by using a
mixed meta-path to guide the generation of random paths. Since external owned
accounts is the main body of Ethereum, we consider the following scenarios
such as both two external owend accounts have Ether trading transactions with
another account, or both external owned accounts have called a same smart
contract or an external owned account have called a smart contract created by
another external account. In these cases, we believe that these accounts may
belong to the same category or have similarities. So we use the following mixed
meta-path to guide the process of random walks to generate paths and use these
paths to learn the eigenvector representation of the nodes.

As shown in Fig. 4, external owned accounts are expressed by node U, smart
contract accounts are expressed by SC and the transactions are represented by a



Ethereum Analysis via Node Clustering 121

Fig. 4. Meta-path in Ethereum

line between nodes. In order to generate a path, we first select an external owned
account node u! and then randomly walk to an external owned account node
u2 or smart contract account node sc! that has had a transaction relationship
with it. After that, it randomly walk to another external owned account node
u8 which has a transaction relationship with the node obtained before. Then
through this node, it continues to find a next external owned account node or
smart contract account node. And so on, then it can walk randomly to get a
fixed length path, which saves the context of the account nodes in the Ethereum
network.

ether ether

create call trading trading
d24109 2a899d BB79d0

Fig. 5. A sample path in Ethereum

Figure5 shows part of a sample path generated by randomly walk, actual
accounts are represented by the node with the first six digits of their account
addresses. In this path, d24f09, 2a899d, BB79d0 and 5Fe69C represent four exter-
nal owned account nodes, and 07bf5F represents a smart contract account node.
The lines between them represent the different types of relationships including
contract creation, contract invocation and Ether trading. 2a899d calls smart
contract account 07bf5F which is created by d24f09, so we can think that these
two nodes d24f09 and 2a899d are closely related. At the same time, 2a899d and
5Fe69C may have a close relationship because they both have Ether trading with
BB79d0.

In order to save the relationship between nodes in Ethereum network as
much as possible by random walks, the specific settings of our experiment are
as follows:

— Set the path length of the random walk to 100 during the random walk.
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— Calculate the degree the nodes in Ethereum. For each node with a degree
greater than 30, the number of paths that are randomly moved from this
node as starting point is set to 300. For other nodes, the path with those
node as starting point is set to 100.

— Set the eigenvector representation dimension of the nodes to 128.

In Sect. 3.1, we found that there are a small number of nodes with large acces-
sibility have a very important influence on Ethereum. So we set more random
paths which start from nodes with larger degrees. In the course of the exper-
iment, we get millions of paths by randomly walk which save the information
in Ethereum network. Then we input those paths into the skip-gram model for
training and get the eigenvector representation of each node in 128 dimensions.
We visualize and cluster the eigenvectors of these nodes and then analysis the
clustering result.

3.3 Node Clustering

For the analysis of the node eigenvectors obtained by node embedding, we first
reduce their dimensions and visualize them. T-distributed stochastic neighbor
embedding abbreviated as TSNE is a machine learning algorithm used for dimen-
sional reduction. And it is a nonlinear dimensionality reduction algorithm, which
is very suitable for high-dimensional data dimensionality reduction to 2D or 3D
for visualization.

First, we use the PCA dimensionality reduction algorithm [14] to initialize the
eigenvector representation of the nodes, and then use the TSNE algorithm [15] to
reduce dimension of the initialization result. After a period of training, the eigen-
vector representation of the nodes are reduced from 128 dimensions to 3 dimen-
sions. Then we visualize the eigenvector of nodes after the dimension reduction.

In Fig. 6, each blue point represents an external owned account node or a
smart contract account node in Ethereum. And the nodes in the figure are rep-
resented by three-dimensional vectors. It can be seen from the figure that after
the dimensional reduction by the TSNE dimensionality reduction algorithm, the
eigenvectors of the nodes show obvious clustering trends, and the boundaries
between the clusters are also obvious. Based on the eigenvectors after dimension
reduction, we cluster the nodes in Ethereum.

Since we have a large number of nodes and no fixed number of clusters, we
have adopted the Birch algorithm that works better on larger data sets in the
clustering of nodes. The Birch algorithm is an algorithm based on hierarchical
clustering. It adopts a tree structure to perform fast clustering and has a good
effect on large data sets. The clustering algorithm shows great results on our
dataset.

Some important parameters of the Birch are as follows:

— threshold: we set the value to 0.6

branching_factor: due to the large number of nodes, we set it to 100
— n_clusters: with no prior knowledge, we set it to None
compute_labels: the default is True
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Fig. 7. Clustering result (Color figure online)

As shown in Fig.7, we visualize the 3-dimension eigenvector of nodes in
Ethereum. In Fig. 7, each colored point represents an external owned account
node or a smart contract account node in Ethereum. And we distinguish the
nodes in different clusters with different colors. There are many different clusters
in the clustering result. In the Analysis Section, we will analyze the clustering
results of the nodes and give our opinions.

4 Analysis

4.1 Nodes with Known Identity

Access to users’ real identities in Ethereum is extremely difficult because users
in Ethereum only need hash strings of addresses to make transactions. However,
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in the Ethereum tag function, users can choose to disclose their identities. In
Ethereum, a small number of financial trading accounts has disclosed their iden-
tities in their tags. At the same time, some accounts were identified as attackers
by Ethereum users or some previous papers due to malicious behavior. In addi-
tion, some real-life social groups will also open their Ethereum addresses on social
media networks for use in fundraising and other purposes. Through these chan-
nels, we can get a small amount of identity information about external owned
accounts and smart contract accounts in Ethereum.

Since the Ethereum account address is too long, we only list the shortest of
their first six digits in the table to represent their address. Some of the accounts
with known identities are shown in Table 3.

Table 3. Accounts with known identities

Account addr | Account identity Account type Organization
70faa2 Exchange market External owned account | ShapeShift
209c47 Exchange market Smart contract Poloniex
fab227 Exchange market Smart contract Kraken
aalabe Security contract Smart contract ReplaySafe
1c39ba Exchange market Smart contract ShapesShift
€94b04 Exchange market Smart contract Bittrex
9e6316 Exchange market External owned account | ShapeShift
96£fc4b Exchange market External owned account | Changelly
9bcb07 Exchange market Smart contract ShapeShift
b42b20 Exchange market Smart contract Poloniex
42da8a Exchange market External owned account | YUNBI
7¢2021 Attacker Smart contract /

3898d7 Attacker External owned account | /

8b3b3b Attacker External owned account | /

29dfaa Attacker External owned account | /

bb9bc2 Fundraising organization | Smart contract DAO
a74476 Exchange market Smart contract Golem

In Table 3, the first column represents the abbreviation of account addresses
and the second column represents the known identity of the account address
including exchange market, attacker and so on. The third column in the table
represents the account type, including external owned account and smart con-
tract account. The fourth column indicates the real organization to which the
account address belongs.

As can be seen from the table, the nodes with known identities are mostly
exchange markets which play important roles for Ethereum transactions, or
attacker account addresses that are harmful to Ethereum. The accessibility of
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these nodes is generally high, and their identity information will be an important
reference for the analysis in clustering results.

4.2 Clustering Result Analysis

In Sect.3, we clustered the nodes vectors. Since the number of nodes in our
experiment is more than 500,000, the number of clusters in the clustering result
is also large. For effective analysis, we selected the top ten clusters for analysis.

Table 4. Some known accounts

Cluster ID | Number of nodes
4 14710
12 14060
29 13798
24 13597
15 13431
19 13173
9 12794
10 12215
3 11521
17 9047

In Table 4, There are some of these clusters containing nodes with known
identities:

— Among the known identity nodes, there are four account addresses 70faa2,
1¢39ba, 9e6316, and 9bcb07 who belong to the cluster 4. In Table 3, all four
account addresses belong to the exchange market organization ShapeShift.
And it can be speculated that the nodes in the cluster are mostly related to
the exchange market ShapeShift.

— Similarly, it can be speculated that cluster 12 is dominated by another
exchange market, Poloniex. Account addresses b42b20 and 209c¢47 are both
in this cluster, and they belong to exchange market Poloniex according to
Table 3.

— At the same time, we observed that two of the four known attackers, 3898d7
and 29dfaa belong to cluster 17. It can be speculated that the nodes in this
cluster may be related to malicious attack nodes.

Among the clusters of clustering results, we find that several well-known
exchange markets are the core of several large clusters. At the same time, we
also found a cluster that is suspected to be related to malicious users. Among
the four attacker-related account addresses of known identities, two account
addresses of attackers exist in this cluster. Based on this cluster, we propose a
new way for malicious user detection.
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4.3 Malicious User Detection

There are already some works in malicious user analysis [16] in blockchain. How-
ever, the complexity of Ethereum structure makes these methods inadequate. We
propose a more extensive and convenient malicious user detection strategy for
Ethereum based on our experimental results.

In Table 3, we list four nodes associated with the attackers, and two of them
3878d7 and 29dfaa are in a same cluster. In the previous Ethereum activities,
due to the large number of spam smart contracts creation (these smart contracts
are usually similar in code and rarely have been called since their creation),
the two nodes were identified as malicious users who manufacture junk smart
contracts to consume the storage space of Ethereum. Base on the nodes with
known identities, we propose a strategie for the detection of malicious users in
Ethereum.

Our malicious user detection method is based on the vector space distance
of the nodes. Based on the clustering results, the main steps are as follows:

— Given the known malicious users al and a2 and their cluster T.

— Mark the two nodes as malicious nodes, and then calculate the distance of
all the nodes in the cluster T from al and a2 respectively.

— Select the n points closest to al to form N1 and the n points closest to a2
to form N2. The intersection of the two sets is taken, and the nodes in the
intersection are marked as potentially malicious users.

— Find out all the marked potentially malicious users to form set A. Then do
the same for every two node in A.

— The method will iterate t times to mark possible malicious users in the cluster.

In the actual analysis, we mark the two known nodes 3988d7 and 29dfaa in
cluster 17 as malicious user nodes. At the same time, set n to 200 and iterate the
entire detection strategy twice. By analysis of the nodes included in the obtained
potentially malicious users set A, we find a node 40525a has similar malicious
user behavior.

Part of the transactions of the external owned account 40525a is shown in
Fig. 8. We look up all the transactions made by the node account 40525a in
Ethereum and find that the node currently creates 2,504 smart contracts. We
detected the smart contract created by the account and found that the smart
contract code created by it is same. It proves that the node is not a developer
of smart contracts but a malicious user node like the previous two external
owned account nodes who consumes Ethereum’s storage space by creating a large
number of identical and unattended smart contract. Since the frequency and
number of smart contracts created by this node is not as obvious as the previous
two smart contracts, the node has not been identified as an attacker by the
Ethereum Community Forum or other papers about Ethereum. But according
to our analysis, this node has a great possibility of being a malicious user.

In this way, we can quickly find potential attackers without having to check
the accounts in the entire Ethereum.
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From To Value [Txn Fee]
0x40525ac2fe3befe... out Contract Creation 0 Ether
0x40525ac2fe3befe... out Contract Creation 0 Ether 0.00586
0x40525ac2fe3befe... out Contract Creatior 0 Ether 0.00586
0x40525ac2fe3befe... out Contract Creation 0 Ether 0.00586
0x40525ac2fe3befe... out Contract Creation 0 Ether 0.00586
0x40525ac2fe3befe... our [ Oxdfdce5547129c55. 0 Ether 00200000145
0x40525ac2fe3befe... out [ 0xd8509212d1464d 0 Ether 00290000145
0x40525ac2fe3befe... out Contract Creation 0 Ether 0.00586
0x40525ac2fe3befe. our [ 0xd8509212d1464d 0 Ether 00290000145
0x40525ac2fe3befe. our [ 0x1e621321e99f3d6 0 Ether
0x40525ac2fe3befe... our @ 0xd8509212d1464d 0 Ether 00290000145
0x40525ac2fe3befe... our [ 0x8428ce12atbbaa. 0 Ether 0028668154334
0x40525ac2fe3befe... out Contract Creation 0 Ether 0.00586
0x40525ac2fe3befe... our [ 0x1e621321e99f3d6 0 Ether
0x40525ac2fe3befe... out Contract Creation 0 Ether 0.0086
0x40525ac2fe3befe... out B Oxdfdce5547129¢55. 0 Ether 00200000145
0x40525ac2fe3befe... out B Oxdfdce5547129¢55. 0 Ether

Fig. 8. Suspected malicious behavior

5 Related Work

In recent years, there are some studies in Ethereum Analysis. Researchers have
adopted different methods such as graph analysis and complex networks model-
ing framework.

Chen et al. conducted the first systematic study on Ethereum [4]. They
applied graph analysis to characterize the three main activities on Ethereum,
Ether transaction, smart contract creation and smart contracts invocation. They
devised a new way to collect the transaction data and construct three graph from
the data to make analysis. In their next work, they designed a systematic data
exploration framework with high-fidelity for Ethereum [17].

Ferretti et al. employed the modeling techniques of the complex network in
Ethereum analysis [18]. They represented the flow of transactions happened in
the blockchain as a network, where nodes are the Ethereum accounts. It has
been observed that the wider the network, the greater the likelihood of a hub in
the network, which means that some nodes in the blockchain are more mobile.
It also can be seen how the use of blockchains changes over time.

6 Conclusion

In this paper, we analyze the behavior of users in Ethereum by using the method
of node embedding and node clustering. We filter out the transactions and



128 H. Sun et al.

addresses of accounts related to the three transaction types from Ethereum
blocks. Then we construct the Ethereum network to learn the eigenvectors of
the account nodes based on the filtered data. And we cluster the eigenvectors of
the account nodes in Ethereum. The clustering result is analyzed and draw some
new opinions. At the same time, it also proves the clusterability of account nodes
in Ethereum. We propose a malicious user detection method based on clustering
results and the nodes with known identities. In the future work, we will continue
the research and detect potential malicious users through our method and verify
them.
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Abstract. The classical related-key attack (RKA) model fails to cap-
ture some real world systems that introduce related secret keys by design.
In some blockchain applications, public keys are generated in a way
that the corresponding secret keys are additively related. The difference
between two secret keys are known to some third parties. In this paper,
we propose the Strong Known Related-Key Attack (Strong KRKA) model
to capture this scenario.

ECDSA has long been considered to be inferior to Schnorr signature
in terms of security, in sprite of its popularity in the standardization
and real world usage. In this paper we show that Schnorr signature
is not secure in the Strong KRKA model. In contrast, the security of
ECDSA in the Strong KRKA model can be reduced to the unforgeabil-
ity of ECDSA under chosen message attack. This theoretical result gives
a different view of the relative security level of ECDSA and Schnorr,
since ECDSA was developed in 1992.

Keywords: Related-key attack - ECDSA - Schnorr signature -
Blockchain

1 Introduction

The related-key attack (RKA) model captures real world attacks like tampering
or fault injection attack. For the case of public key cryptosystem [1], it considers
the security of encryption or signature with respect to a single public key. The
encryption or verification algorithms is run by taking the original public key as
the input. The RKA model mainly considers the attacks happened during the
run time of the decryption or signing algorithms.

In this paper, we consider the case that related secret key is deliberately
introduced to public key cryptosystem during the design phase. In this case,
a pair of related secret keys correspond to a pair of related public keys. The
relationship between secret keys is known to the adversary. As a result, the
security of encryption or signature has to be considered with respect to multiple
public keys. Looking ahead, we will introduce a new security model to capture
this kind of public key cryptosystem. This security model is inspired by the non-
hardened key derivation in Bitcoin Improvement Protocol (BIP) 32 and Bitcoin’s
stealth address.
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BIP 32 Non-hardened Key Derivation. BIP 32 describes hierarchical deter-
ministic wallet (HD wallet). A child key can be derived from a parent key. Sup-
pose the parent secret key is x¢ and the parent public key is X = g*°. There is
also a chain code for the parent key cq, which is a 32 bytes extended information
about the key. Then to derive a non-hardened child key with index ¢, it computes

S = HMAC — SHA512,, (Xol|i),

where ¢ is used as the key of the hash function. Denote sy, as the first 32 bytes
of S and sgi as the last 32 bytes of S. The child secret key =1 = x¢ + sz, the
child public key X7 = Xj - ¢°% and the child chain code is ¢; = sg.

The problem of using the standard Schnorr signature with BIP 32 non-
hardened child key is that a signature from Xy can be computed from a sig-
nature of X (or vice versa). Note that the computation of sz, does not include
secret key. If the chain code ¢y and the child index ¢ is known, the adversary can
compute sy. If (R, z) is a valid Schnorr signature for Xy (such that g* = RX(),
then (R, z + ¢sr) is also a valid signature for Xi:

gz+csL _ RX(():gcsL _ Rgc(xo+8L) — ]{){4137

where ¢ = H(R,m) for some message m. On the other hand, there is no known
attack for ECDSA in this setting.

Bitcoin’s stealth address also has a similar structure of related secret key.
However, the related secret key is generated by two parties in a transaction.
Details of stealth address will be discussed in Sect. 6.2. We will show the potential
problem of using Schnorr signature with BIP 118 in Sect. 6.3.

1.1 Modelling Related-Key by Design

In our previous example, related-key in BIP 32 is used for digital signatures. For
the ease of presentation, we mainly focus on the related-key of digital signature in
this paper. In the classical RKA security model for signature [1], the adversary
wins the security game if he can output a valid signature with respect to a
challenge public key pk. The adversary can query the signing oracle on a message
m and a function ¢ of the secret key sk (e.g., ask for a signature signed by
o(sk) = sk + A, where A is a constant chosen by the adversary).

Result 1: Strong Known RKA Model Captures Real Attack in
Blockchain. In this paper, we require the following changes to the RKA security
model:

1. Assume that the public key is computed from the secret key by a one-way
function 7, i.e., pk = 7 (1, sk), A is the security parameter. Then the signing
oracle on a message m; and a function ¢; returns a valid signature o; signed
by ¢(sk;); and a related public key pk; = 7 (1", ¢(sk;)). The adversary wins
by outputting a valid signature with respect to any pk;. This variant is called
the Strong RKA security in [1].
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Table 1. Difference between security models in this paper.

(Chosen) Related Key Attack | Known Related Key Attack
Single public key RKA [1] KRKA
Multiple public keys | Strong RKA [1] Strong KRKA

2. The related-key function ¢ is only known by the adversary but not chosen
by the adversary. It is similar to the difference between the chosen message
attack and the known message attack in digital signature. We call this variant
as Known RKA (KRKA) security.

By combining the Strong RKA with Known RKA model, the Strong KRKA
captures the security of signatures signed by secret keys derived by BIP 32. It is
because (1) the adversary can ask for valid signatures signed by different parent
and child keys and will try to forge any one of the corresponding public keys
(Strong RKA), and (2) the adversary only knows that the parent and child keys
are differed by s; which is the output of a hash function, but the adversary
cannot set sy, to arbitrary value (KRKA).

Since there are two modifications to the classical RKA security model, we
have 4 possible security models, as shown in Table 1. Interestingly, it is mention
in [1] that there is no known application-relevant attack by the Strong RKA
model. In this paper, we give a concrete example that a combination of Strong
RKA model and KRKA model is useful to capture the security of BIP 32 non-
hardened key derivation (and stealth address). BIP 32 is widely used as HD
wallet for Bitcoin as well as other cryptocurrencies, such as Ethereum.

1.2 ECDSA and Schnorr Signature in Strong KRKA Model

Our new Strong KRKA model gives us a rather suprising result on the security
of ECDSA and Schnorr signature. In short, we show that Schnorr signature is
not secure in the Strong KRKA model. On the other hand, we can reduce the
Strong KRKA security of ECDSA to the existential unforgeability against chosen
message attack (EUF-CMA) of ECDSA.

There are many discussion about whether Schnorr signature or ECDSA is a
better digital signature scheme in practice. The EUF-CMA of Schnorr signature
is well-understood for years [10]. On the other hand, ECDSA is known to be
malleable: if (s,t) is a ECDSA signature on a message m, then (—s,t), is also
a valid signature on m. Therefore ECDSA is not strongly unforgeable against
chosen message attack (SUF-CMA). The ECDSA malleability is one of the causes
of transaction malleability in the Bitcoin system, and a number of related attacks
are found [4]. Comparatively, Schnorr signature is SUF-CMA secure [8].

Many people considers that Schnorr signature is more secure than (or at least
as secure as) ECDSA. The only issue hindering the use of Schnorr signature is the
patent problem. Since the expiry of the patent in 2008, there are calls to change
ECDSA to Schnorr signature in various systems. For example, some developers
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and researchers suggest to use Schnorr signature to replace ECDSA in Bitcoin.
The Schnorr signature also allows batch verification and can be easily converted
to multi-signatures or threshold signatures. The ETSI specification [5] mentioned
a number of advantages of using (EC-)Schnorr over ECDSA, including simpler
signing algorithm, easier implementation of hash function, and Schnorr’s security
in the random oracle model. The Schnorr signature has no identified technical
drawback compared to ECDSA in [5].

Result 2: Schnorr Signature is Not as Secure as ECDSA in the Strong
Known RKA Model. It is commonly believed that Schnorr signature is more
secure than ECDSA. For example, Schnorr signature is strongly unforgeable [8]
but ECDSA is not. For Schnorr signature, the EUF-CMA is reduced to the
discrete logarithm (DL) problem in the random oracle model [10]. The EUF-
CMA security of ECDSA is reduced to the DL problem in the generic group
model [2,3,12], or in the bijective random oracle model [6].

It is known that both Schnorr signature and ECDSA are not EUF-CMA
secure in the RKA model (known as the EUF-CM-RKA security) [9]. In this
paper, we will show that the Strong Known RKA model is just enough to dif-
ferentiate between Schnorr signature and ECDSA. We will demonstrate that
Schnorr signature is not EUF-CM-sKRKA secure. Other the other hand, ECDSA
does not have the same weakness. In fact, we are able to show that (EC)DSA is
EUF-CM-sKRKA secure in the random oracle model if (EC)DSA is EUF-CMA
secure. To the best of the authors’ knowledge, it is the first proof that (EC)DSA
is potentially more secure than Schnorr signature in a model which is weaker
than some well-established security model.

2 Backgrounds

Schnorr signature, DSA and ECDSA are the most well-known discrete logarithm
(DL)-based digital signature schemes. DSA and ECDSA are commonly used in
various standards even though no rigorous security proofs were given when these
standards are set. On the other hand, the security of the Schnorr signature is
well-known under the random oracle model [10]. However, the Schnorr signature
remained patented until 2008 and hence its usage is relatively limited in the
industry [5].

Schnorr Signature [11]. In a group G of prime order ¢ with generator g, a
signing key x coincides with exponent, a verification key X = ¢”, a signature on
a message m is (c, s), where:

c=H(¢",m), s=r+cx modgq,

r is a random element randomly chosen from the exponent space and H is a
collision resistant hash function that maps into the exponent space. Verification
works by firstly recovering ¢g" = ¢°/X¢ and then checking if ¢ = H(g", m).

(EC)DSA. DSA was firstly specified by NIST. ECDSA was proposed in 1992 in
response to the NIST request. Both DSA and ECDSA use an extra conversion
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Table 2. Comparing ECDSA and Schnorr signature. ROM stands for random oracle
model and BRO stands for bijective random oracle model.

EUF-CMA MU-EUF-CMA |SUF-CMA EUF-CM-RKA EUF-CM-sKRKA
Schnorr |,/ (ROM [10]) / (ROM ([8]) v/ (ROM [8]) | x [9] X (this paper)
signature
ECDSA |,/ (BRO [6]/ / (generic group | X X [9] / (reduce to
generic group model [7]) EUF-CMA in
model [2,3,12]) ROM, this paper)

function f to map group elements into the exponent space Z,. An (EC)DSA
signature on a message m is (s,t), where:

t=f(¢"), s=(H(m)+zt)/r mod q.

Verification works by firstly recovering ¢" = (g™ X*)'/* and then checking
if t = f(g"). For DSA defined in a prime-order subgroup of the multiplicative
group of some prime field GF(p), the conversion function f is define as A — (A4
mod p) mod ¢g. For ECDSA, it is defined on elliptic curves over some finite field
F = GF(p") and its group elements are points (z,y) € F x F. The conversion
function f for ECDSA is the mapping A — A.x mod g, where A.x denotes the
encoding of the xz-coordinate of A as an integer.

ECDSA vs Schnorr signature is shown in Table 2. For Schnorr signature, the
existential unforgeability against chosen message attack (EUF-CMA) is reduced
to the DL problem in the random oracle model [10]. The formal security of
ECDSA is less studied than that of Schnorr signature. The EUF-CMA security
of ECDSA is reduced to the DL problem in the generic group model [2,3,12], or
in the bijective random oracle model [6].

The security of Schnorr signature in the multi-user setting is shown in [8].
The multi-user EUF-CMA security (MU-EUF-CMA) of ECDSA is shown in [7]
using the generic group model.

3 Preliminaries

3.1 Notations

For a finite set A, we use the symbol a <5 A as the random sampling according
to the uniform distribution. We also use «—4 for assignments from randomized
algorithms and « for deterministic algorithms. For any function F': A — B, we
write Dom(F) as the domain of F and Rng(F') as the range of F.

Let G be a cyclic group of prime order ¢, with generator g. Suppose x < Z7.
The discrete logarithm (DL) assumption is that given (g, ¢*), no probabilistic
polynomial time algorithm can output x.
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3.2 Signature Schemes
A signature scheme consists of three algorithms:

— KeyGen: On input a security parameter 1%, it outputs a signing key sk and a
verification key pk.

— Sign: On input a signing key sk and a message m, it outputs a signature o or
the failure indicator L.

— Verify: On input a verification key pk, a message m and a signature o, it
outputs 1 for acceptance or 0 for rejection.

A signature scheme is correct if for all (sk, pk) «, KeyGen(1*) and all m in
the message space, Verify(pk, m, Sign(sk, m)) = 1.

Unforgeability. The existential unforgeability under chosen message (EUF-
CMA) game is defined in Algorithm 1. The game is executed with an adversary
A by running INIT first and its output are the inputs to A. Next, the Sign
oracle queries of A are answered by the corresponding procedures. Finally, A
calls FIN and terminates. Whenever the stop command is invoked, its argument
is considered as the output of the game. We define the advantage of an adversary
in the Game as the probability that the game outputs 1.

Algorithm 1. Game EUF-CMA.

1 Procedure INiT(1*): 9 Procedure FIN(m™,o"):

2 (sk, pk) —s KeyGen(1*); 10 if m* € L then

3 L «— 0; 11 L stop with 0;

4 | return pk; 12 if Verify(pk,m*,0*) = 0 then
5 Procedure SIGN(m;): 13 L stop with 0;

6 o s Sign(sk,mi); 14 stop with 1;

7 L—LuU{m)};

8 | return o;:

Definition 1. A signature scheme is (t,qs,€)-secure under the EUF-CMA if
there is no adversary running in time t, with qs queries to the signing oracle,
has advantage larger than e.

4 RKA Security Model

The related-key attack (RKA) model is intended to capture real world attacks
like tampering or fault injection attack. For example, an adversary manipulates
a hardware-stored secret key by electromagnetic radiation and obtains the sig-
nature signed by the manipulated secret key.
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4.1 RKA and Strong RKA Models

RKA is formalized as a security game that also allows an adversary to obtain
signatures for modified keys. Denote the secret key space as S. Thus, an adver-
sary is allowed to query related-key deriving (RKD) functions ¢; : S — S as well
as messages to the signing oracle. We say that @ is a class of RKD functions. For
example, denote 1 = {¢;(z) =z +b; : b; € S}, * = {¢i(x) = v *a; : a; € S}
and @ = {¢;(x) = a;z + b; : a;,b; € S}.

¢-EUF-CM-RKA. [1] We recall existential unforgeability under chosen mes-

sage and (chosen) RKA defined by RKD function class @. This security model
of @-EUF-CM-RKA is formalized by Algorithm 2.

Algorithm 2. Game ¢-EUF-CM-RKA.

1 Procedure INIT(1%): 10 Procedure FIN(m™,o"):
| Same as EUF-CMA; 11 | Same as EUF-CMA;

N

Procedure SIGN(m;, ¢;):
if ¢; ¢ {PU identity map} then
L return L

if ¢; is identity map then
L L —LU{m;};

3
4
5
6 | 0i s Sign(¢i(sk),m.);
7
8
9 return o;:

P-EUF-CM-sRKA. [1] Bellare et al. extends the RKA security for separable
signature. Separable signature means that for any (sk,pk) « KeyGen(1*), there
exists a deterministic algorithm 7 such that pk’ < 7(1*,sk) and the distribu-
tion of pk is indistinguishable to pk’. This security model of $-EUF-CM-sRKA
(Strong RKA) is formalized by Algorithm 3. The difference with the standard
RKA model is highlighted.

Definition 2. A signature scheme is (t,qs,¢€)-secure under the ®-EUF-CM-
RKA (resp. D-EUF-CM-sRKA) if there is no adversary running in time t, with
qs queries to the signing oracle, has advantage larger than € in Game @-EUF-
CM-RKA (resp. »-EUF-CM-sRKA).

4.2 (Strong) Known-RKA Security

We give the new security model of existential unforgeability under chosen mes-
sage and known RKA defined by RKD function class @. Recall the difference
between the known message attack (KMA) and CMA for signature is that the
adversary only knows the message-signature pairs in KMA, while the adversary
is able to specify the message for the signing oracle in CMA. In the new known
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Algorithm 3. Game ¢-EUF-CM-sRKA.

1 Procedure INIT(1*): 10 Procedure FIN(i*,m*,0") :

2 | Same as EUF-CMA; 11 | if (pkj-,m*) EL then

3 Procedure SIGN(m;, ¢;): 12 L stop with 0;

4 if ¢; ¢ {PU identity map} then

5 L return L; 13 if Verify(pk;«,m*,0") =0 then
6 —— Sign(cﬁi(sk),mi); 14 L stop with 0;

. ol < T(l)‘,dn(sk)) : 15 stop with 1;

8 L — LU {(pk;,m:)} ;

9 return (pk,, o) ;

RKA model, the adversary only knows the RKD functions that he can query for
the signing oracle (yet the adversary can still choose the message). It is weaker
than the classical RKA model, in which the adversary can set the RKD functions
to any function in @.

This security model of -EUF-CM-KRKA is formalized by Algorithm 4. The
difference with the standard RKA model is highlighted.

Algorithm 4. Game ¢-EUF-CM-KRKA.

1 Procedure INIT(1%): 10 Procedure SIGN(m;, j ):
2 (sk, pk) —s KeyGen(1?); 11 if j¢1[0,¢s] then

3 L @;. ; 12 L return L;

4 ¢o « identity map ; 13 o1 s Sign(y (sK), ma);
5 S~ {¢o} ; 14 | if j =0 then

6 for j < 1toqs do 15 L L —Lu{m};

e ¢j —s D ; 6 | return o;;

8 L S—Su{¢;}: 17 Procedure FIN(m™,o"):

18 L Same as EUF-CMA;
9 return pk, S :

Finally, we give the combined security model of Strong Known RKA model
formalized by Algorithm 5. The difference with the standard RKA model is
highlighted.

Definition 3. A signature scheme is (t,qs,€)-secure under the ®-EUF-CM-
KRKA (resp. ®-EUF-CM-sKRKA) if there is no adversary running in time
t, with qs queries to the signing oracle, has advantage larger than € in Game
$-EUF-CM-KRKA (resp. &-EUF-CM-sKRKA ).
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Algorithm 5. Game ¢-EUF-CM-sKRKA.

1 Procedure INIT(1*): 10 Procedure SIGN(m;, j ):
AN
2 Ek, pg) s KeyGen(1%); 11 | if j¢[0,qs] then
3 - 12 L return _L;
4 identit; ;
¢o — identity map ; 18 | o s Sign(d;(sk), ma);
S .
5| B {do); 14 | pk e T(1, 5(sK)
6 for j <« 1togs do
15 L — LU {(pk;,m:)} ;
7 bj —s P
16 return (pk,, o) ;
8 S —Su{¢;}; L (Bl 2:)
. return pk, S ; 17 Procedure FIN(i*,m*,0") :

- 18 if (pk;«,m*) € L then
19 L stop with 0;
20 if Verify(pk;«,m*,0*) =0 then
21 L stop with 0;
22 | stop with 1;

4.3 Relationship Between Models

We summarize the relationship between different security models in Table 3 with
EUF-CMA. We also include the strong unforgeability (SUF-CMF) and multi-
user security (MU-EUF-CMA) for completeness.

According to the definition of the security models, it is obvious that the
RKA model is stronger than KRKA model (chosen relation vs. known relation).
Similarly, the Strong RKA model is stronger than Strong KRKA model.

On the other hand, the Strong RKA model is stronger than the RKA model
(forgery on multiple public keys vs. forgery on a single public key). Similarly,
the Strong KRKA model is stronger than KRKA model.

There is no straightforward relationship between the RKA model and the
Strong KRKA model. Tt is known that ECDSA is not RKA secure [9]. In the
next section, we will show that ECDSA is secure in the Strong KRKA model if
ECDSA is EUF-CMA secure. We leave the relationship between the RKA model
and the Strong KRKA model as an interesting open problem.

Table 3. Relationship between different security models. Model A = Model B means
that Model A is weaker than Model B. Model A — Model B means that there exists
a scheme secure in Model A but not secure in Model B. The grey box indicates the
major work of this paper.

EUF-CM-sRKA <= EUF-CM-sKRKA MU-EUF-CMA

4
EUF-CM-RKA <= EUF-CM-KRKA <= EUF-CMA =— SUF-CMA
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5 Security of Schnorr Signature and ECDSA

It is known that both Schnorr signature and DSA are not secure in the @3-
EUF-CM-RKA model [9]. It is straightforward to see that ECDSA is also not
secure in the @*-EUF-CM-RKA model. In this section, we show that (EC)DSA
is secure against our Strong Known RKA Model, but Schnorr signature is not.
Therefore, it gives an important separation between the security between these
two schemes.

5.1 Insecurity of Schnorr Signature in (Strong) KRKA Model

We show that the Schnorr signature scheme is not Known RKA secure with
respect to additive functions by providing a simple and efficient attack. This
additive relation between secret keys is realistic in the real world, such as BIP
32. In later section, we will also show that by using stealth address in Bitcoin,
multiple secret keys of the same user are related additively.

According to the security model, an adversary A is given 41, . .., d, such that
@i(sk) = sk+9; for i € [1,n]. Then A queries the RKA signing oracle with input
(m*, ¢1) for some random message m*. The oracle returns the signature (z,c)
such that:

R:gzg_c(5k+5l), c= H(R, m*)

Then A returns (z — ¢dy,c¢) as an forgery for the message m*. Hence Schnorr
signature scheme is not Known RKA secure. By similar argument, we can see
that Schnorr signature is not Strong KRKA secure.

5.2 Security of (EC)DSA in Strong KRKA Model

We first show that the @*f-EUF-CM-sKRKA security of (EC)DSA can be
reduced to the EUF-CMA security, under the ROM model. The KRKA security
of (EC)DSA follows from the Strong KRKA security.

Security of »*f-EUF-CM-sKRKA. We prove that (EC)DSA is secure in the
P EUF-CM-sKRKA model. The class of additive RKD functions & captures
the case that the secret keys are linearly related, e.g., ¢(sk) = a - sk + b for
some a,b € Z,. Therefore, the #*T-EUF-CM-sKRKA model already captures
the attacks in the T-EUF-CM-sKRKA model.

The proof differs from the proof of EUF-CMA in [6] in a few ways. Firstly,
the simulation of the signing oracle is modified to capture the signature with
respect to the class of RKD functions . Secondly, the extraction of secret key
in the proof of EUF-CMA in [6] uses the simulation transcript of a past signing
oracle query, and it requires the collision resistant property of the hash func-
tion H. However, the same argument no longer holds if the past signing oracle
query includes RKD functions. The collision resistant property is not enough.
We discover that the security can be shown alternatively if we use the random
oracle model for H. As a result, we also have to add the relevant simulation of
the random oracle model and make sure that it is consistent with the rest of the
proof.
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Algorithm 6. Game 0 is the $*-EUF-CM-sKRKA for (EC)DSA, in the
random oracle model.

1 Procedure INIT: 28 Procedure RO(m):
2 pick H : {0,1}* — Zg; 29 L return H(m);
8 T s Lg; X — g% so Procedure FIN(:*,m*, (s*,t*)):
4 L« @i X 0 31 if (pk;«,m*) € L then
5 ap «— 1,bg < 0; ; .
;i S0H {(ao?bo)}; 32 L stop with 0;
. for j — 1 to gs do 33 if s* =0 or t* =0 then
s ¢j(z) == ajz +bj —s ot 34 L stop with 0;
) S —SU{(aj,b;)}; 35 h* — H(m*);
10 return X, S; 36 U* « gh" (X gt )" /7 i* €0, qs]
. if U* =1 th
11 Procedure SIGN(m;, j): > ! " ’t}fg-
12 ri s Lq; Ry «— g™ 38 L stop wi ’
13 | if R; =1 then so | R*— (UMY
14 L return L; 40 if t* # f(R*) then
is t: — f(Ry); a1 L stop with 0;
1 1)
16 if t;, =0 then az | stop with 1;

17 L return L;

18 hi — H(m;);
19 sk «— ajz+bj // j€0,qs]

20 pk; — g™i;

21 u; < hi + skit;

22 if u; = 0 then

23 L return L;

24 Si — Ui /T3

25 O < (Si,ti);

20 | L LU{(pks,mi)};
27 return (pk,. o;);

Theorem 1. Let A be an adversary that (1,qs,€)-breaks the ®*T-EUF-CM-
sKRKA security of (EC)DSA, with qu random oracle queries. Then, there

exists an adversary Acma that (ToMma, gs, ecma )-breaks the EUF-CMA security
of (EC)DSA, where:

qsqH )

€ < (gs +1)(ecma + , Toma =T + O0(gs)Te,

where T. is the time of exponentiation in G.

Proof. The security is shown by a game-hopping proof. We define Adv 4, (1)
as the advantage of the adversary A in Game 4, with security parameter A. We
omit the security parameter for simplicity.

— Game 0 in Algorithm 6 gives the complete EUF-CM-sKRKA for (EC)DSA.
The random oracle is provided by RO. Therefore, € = Adv 4, .

— Game 1 in Algorithm 7 is modified from Game 0 that the hash function H
is now replaced by sampling. By the random oracle model, we have Adv 4, =
Advy,.
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Algorithm 7. Game 1 is the same as Game 0 except the Procedure INIT
and RO (highlighted in gray box).

1 Procedure INIT: 11 Procedure RO(m):
2 HC —0; . o
. . if (m,h) € H® then
3 T s Lgi X g% L return h;
4 L « 0; )
5 | a0« 1,bp < 0; h —s Zq\Rng(H®);
6 | S« {(ao,bo)}; HO — H° U{(m,h)};
7 for j — 1 to ¢s do 12
8 ¢j(x) = az + bj —s P
turn h;
0 L S — S U{(a,b)}; oL
| return X,S;

Jun
(=]

— Finally, Algorithm 8 shows how to build an adversary Acya to break the
EUF-CMA security of (EC)DSA, by running as the challenger of Game 1
and making use of the output from A;. Acya uses the output of INIToma
from its challenger (of the EUF-CMA security) to simulate the challenger
of Game 1 in line 9. This change is indistinguishable to A;. The SIGN pro-
cedure in Algorithm 8 is simulated by using the signing oracle output from
the challenger of the EUF-CMA security. Finally, the validation of the out-
put from A; is same as except line 38, 39 and 51. We want to show that
Advy, < (g5 + ]‘)(AdV-ACMA + qsq1/q)-

We can see that the signing oracle output is correct by running the verification
of (s;,;) against the related key pk;:

gh =g ©i (Xa]gj)si =g % (Xa]g]) +a;
W——{IJ*HW N ("’j*bj_’ljbj*,)ti+(lj*H(m,i) o bt
=g m (X% =g (X g

H(m)) H(m}) t ,

=g (Xaj*gbj*)ﬁzg 7 X/?:gr.

Then we have f(g") = f(¢") = t' = t;. Hence (s;,;) is a valid signature
with respect to pk;.

When A; outputs a valid forgery (i*,m*, (s*,t*)), line 51 of Algorithm 8 is
reached if i* = j*. It happens with probability q51+1. By the checking of line
40, m* was not queried to SIGNcMma in line 15. If m*™ was also not queried to
SIGNcMA in line 20, then Acya wins by line 51.

We now show that m* was not queried to SIGNcyma in line 20. Observe that
in line 19, m/ is randomly chosen from the message space and it is not given
to the A;j. Ay can only calculate H(m}) as in line 21. By the random oracle
model, A4; cannot find some m, and use it as m* with probability more than
%. Therefore, we have Adv 4, < (gs + 1)(ecma + 9591 /9)-
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Algorithm 8. The construction of adversary Acma against EUF-CMA,
using the adversary 4; for Game 1. (Interaction with the challenger of
EUF-CMA is highlighted in the gray box).

1 Procedure INIT(1*): 31 Procedure RO(m):
2 HO — 0, L« 0; 32 if (m,h) € H° then
3 75 —s [0, qs]; 33 L return h;
4 ag «— 1,b0 — 07 34 h — Zq\Rng(Ho),
5 | S {(ao,bo)}; 35 | HO — HOU{(m,h)};
6 for j — 1 to ¢s do 36 roturn he e
7 ¢;(x) = ajz + b —s P - ’
8 S — SU{(a;,b;)}; 37 Procedure FIN(i*,m", (s*,t")):
\ 38 if ¥ #£ j* then
9 X' — INntTema (17) 5 39 L stop with 0;
10 X — (X/gfbj*)l/aj*; // pk;. = pkj* —x’
11| return X, S; 40 | if (pk;.,m") € L then
12 Procedure SIGN(m;, j): 41 L stop with 0;
18 | if j =77 then 42 | if s* =0 ort* =0 then
14 pk; — X' 43 L stop with 0;
15 0; < SIGNcMma (M) ; 44 h* — H(m");
16 else 45 Ut — g Xt
17 isNewH « false; 46 U =1 the171
18 while, isNewH = false do a7 L stop with 0
19 my s M; U )1/ *
/ ’ ’ 48 R* — * s ;
20 (8,t) = SieNoma(ma) s 45 | i 4 £ £(R*) then
21 hi — 50 L stop with 0;
(a]‘*bjfaj j*)ti+aj*H(mi)'
aj " 51 run FIiNcma (m”™, (s*,t7));
22 if (-,h;) ¢ H° then L
23 HC — HP U{(m},hi)};
24 isNewH « true;
25 ti — t,;
26 Si — sa/a:,
J
27 pk; «— X% g%
28 | Oi < (Sz‘,ti);
29 | L —LuU{(pk;,mi)};
30 | return (pk,. o;):

To conclude, we have € < (g5 + 1)(ecma + ¢s¢r/q)- Finally, the running time is
dominated by O(gs) exponentiation in the signing oracle queries. O

The security of (EC)DSA under the EUF-CMA attack can be reduced to
the DL problem in the bijective random oracle model [6] or in the generic group
model [2,3,12].
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6 Strong KRKA Attack in the Bitcoin System

The Strong KRKA security model not only captures the tampering attack, it
can also be used to capture the security of some variants in Bitcoin system, such
as BIP 32 non-hardened key derivation and stealth address. Combining with the
result of the previous section, ECDSA is secure with the use of these Bitcoin
variants, while the standard Schnorr signature is not secure.

6.1 BIP 32 Non-hardened Key Derivation

BIP 32 describes how a hierarchical deterministic wallet (HD wallet) generate
keys from a single seed. We have described how non-hardened secret keys are
derived in Sect. 1 according to BIP 32. Every parent secret key is linearly related
to its child secret key by design. Therefore, all non-hardened secret keys derived
in BIP 32 are linearly related. Note that the adversary can only know the differ-
ence between secret keys, but he cannot set it to arbitrary value by the security
of the HMAC-SHA512 function.

BIP 32 standardizes the key generation process in HD wallet and it does
not consider what message to be signed with these keys. Strong KRKA attack
is dangerous in the setting that the message to be signed is not related to the
signer public key/address.

6.2 Stealth Address

The idea of stealth address was firstly proposed in a Bitcoin forum!. It allows
the recipient to remain anonymous, even after sharing his stealth address. The
most common version of stealth address was proposed by CryptoNote in 20132.
Stealth address was implemented for Bitcoin and is widely used as a cornerstone
to many anonymous cryptocurrencies, such as Monero.

The stealth address is described as follows. Suppose that the recipient Bob
has a long term secret key (a,b) € Z2 and public key (A = g%, B = ¢*) € G*.
The sender Alice picks a random number r «, Z, and puts R = g¢" in the
transaction. The one-time recipient address is (the hash of) Y = A - gt (B,
where H' : G — Z, is a collision resistant hash function. Bob can use b (which
is known as the viewing key) to check if he is the intended recipient of the
transaction with (R,Y’) by checking if Y = A - gH'(B") Bob’s one-time secret
key corresponding to Y is a + H(R?).

Related-Key Attack for Stealth Address. If Alice sends some Bitcoin to
Bob in two different transactions, then Bob’s one-time secret keys are y; =
a+ H(R}) and yo = a + H(RY) respectively. Therefore, y; and yo are linearly
related: § = y; — y2 = H(R%) — H(RS). If the Bitcoin system uses the Schnorr
signature, there is potential attack when Bob uses ys to output (z,c¢) for a

! https://bitcointalk.org/index.php?topic=5965.0.
2 CryptoNote v 2.0 Whitepaper. https://cryptonote.org/whitepaper.pdf.
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message m. In this case, Alice with the knowledge of 6 = H(B™)— H(B"), can
output a signature (2’ = z + ¢4, ¢) for the same message m. We can see that it
is a valid signature for Yi:

’

g =g = (RY3)- g = Rg™ = RYY, c¢=H(R,m).

This attack can be launched simply by the knowledge of the difference § of the
two secret keys. This attack is captured in the Strong KRKA model, by signing
oracle queries with the addition function.

Note that for the case of stealth address, the adversary can only know the
difference ¢, but he cannot set ¢ to arbitrary value since 6 = H(B™) — H(B").
He cannot find such r; and ro satisfying this relation, assuming the pseudo-
randomness of the output of H. Therefore, the attack is precisely captured by
the Strong KRKA model, but not the classical RKA model.

We have shown that ECDSA is secure in the Strong KRKA model for affine
functions. Therefore, ECDSA is not affected by the use of stealth address. There
is potential threat of using stealth address with standard Schnorr signature.

6.3 BIP 118 SIGHASH _NOINPUT

We note that in the normal use case of Bitcoin transaction with BIP 32
key/stealth address, the signer’s address (=hash of his public key) is included in
the message. The Strong KRKA attack on the standard Schnorr signature does
not apply to this use case. However, we cannot guarantee what message will be
signed in the future update of the Bitcoin protocol.

BIP 118 is useful for building Lightning Network channels to increase the
scalability of Bitcoin system and to enable micropayment over Bitcoin. In par-
ticular, a new signing flag SIGHASH _NOINPUT is proposed, such that the sig-
nature does not commit to any of the inputs. All fields related to the input
address/sequence/outpoint are replaced with string of 0s. Therefore, using stan-
dard Schnorr signature with BIP 32 non-hardened key/stealth address and BIP
118 SIGHASH_NOINPUT are insecure.

7 Conclusion

In this paper, we showed that, for the first time, ECDSA is potentially more
secure than the standard Schnorr signature in the Strong Known RKA model.
The Strong Known RKA model captures the attack on BIP 32 and stealth
address in Bitcoin and other cryptocurrencies. Therefore if Schnorr signature
or other DL-type signatures (including multi-signatures, aggregate signatures,
threshold signatures, etc.) are proposed in the blockchain system, it is highly
recommended to evaluate their Strong Known RKA security.
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Abstract. Cyber resiliency has been a very challenging engineering
research. There have been several case studies done to assess cyber
resiliency of enterprise business application through application of attack
graphs. The challenge of automation lies in extracting from a general
business enterprise system, the distinct layers like asset layer, service
layer, business process task layer etc., so that the task dependencies
together with formal vulnerability specification can be integrated to
arrive at attack graphs. In this paper, we develop a model for threat anal-
ysis of an enterprise from a set of given vulnerabilities in various layers of
the business process. Starting from the business process model (BPMN)
of the given enterprise, we first obtain its’ task dependency graph, we
obtain the hierarchical dependency graph consisting of asset-, service-
and business process-layer. From the graphical dependency graph and
the vulnerability specifications we obtain a logical specification of vul-
nerability /threat propagation for deriving multi step multi stage attacks
using MulVAL (MulVAL: http://people.cs.ksu.edu/xou/argus/software/
mulval.).

The attack graph generated from MulVAL, is imported into the graph-
ical DB, Neo4J so that an online/real-time flexible analysis of vulnerabil-
ity /threat propagation can be done. We further demonstrate how with
additional inputs, it is possible to realize risk analysis of the system.
Thus, our integrated model has made threat analysis both re-configurable
and scalable. We illustrate the application of our approach to enterprise
systems and the power of graphical modeling for the analysis of threat
assessments of business enterprise applications. This in turn allows the
use of various mitigation techniques for controlling the propagation of
threats/vulnerabilities.

Keywords: BPMN - Attack and dependence graph + Vulnerabilities -
Threat assessment

1 Introduction

Threat is an unavoidable evil which persists and grows exponentially with the
increase in easy reach of computing base for the common man. The security of
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the new age network in which information flows at wire speed is an important
demand for service providers and administrators for handling ever evolving con-
flicts against adversaries. Due deliberations to address the security issues with
respect to particular software, vulnerability, and application in isolation is in
vogue since several years. Today an attacker can infiltrate a well guarded net-
work through multi-step, multistage attacks. The attacker can use numerous
vulnerabilities present at various stages as a stepping stone to the next level.
A hierarchical and proactive threat mitigation and vigilance is an indispensable
demand.

Several approaches have been proposed for analyzing attacks using various
concepts like logic trees [11,12], cyber threat trees [3,10], fault trees [6], attack
trees [15] etc. Abstractly, an attack tree is essentially an AND-OR tree. The name
attack tree was first proposed by Salter et al. [14]. Attack trees cover a complete
canvas of tree-based notions used for threat modelling, Weiss [18] and Amoroso
[3] have proposed tree based approaches to analyze security of systems. Threat
modelling using attack graphs is explored in [13]. Schneier [15,16], articulates the
use of Attack trees to model and analyze threats in digital platforms. Further,
several metrics to quantify attack paths or resources required for the attacker
have been explored in [17]; metrics are usually based on probability, CVSS or
dependency etc. One of the broad guidelines in security is that the system should
be built such that the ROI does not payoff for adversaries. Various techniques to
understand and classify high impact paths have also been suggested and attack
trees [15,17] stands out as the best bet for attack modelling for modern multistep
and multistage vulnerable systems.

The root of the attack tree is in essence the node that abstracts the main
security threat that the attacker would try to reach. From the root, the tree is
branched out to child nodes that depict sub-attacks. The branching is carried
out till attacks cannot be further broken down into sub-attacks. The branching
may be an “AND” or an “OR” branch. Last level child nodes that cannot further
be broken down are called leaf (Fact) nodes. Keinzle and Wulf [2] have covered
a wide spectrum of modelling using attack trees. Several researchers have envis-
aged various templates and patterns of generating and applying the attack tree
concept [4,5,15,17].

Several attack graph software applications are available both free and com-
mercial. One of the most widely available tool is: MulVAL (Multihost Multistage
Vulnerability Analysis) [11]. MulVAL is a Datalog based modeling language for
various elements in vulnerability analysis like bug specification, configuration
description, reasoning rules, operating-system permissions and privilege model,
etc. In a sense, the formal Datalog specification leverages existing vulnerability-
database and scanning tools by expressing their output in Datalog. Once such
a specification is captured by the user, the attack graph generation corresponds
to executing the Datalog program. Usage of MulVAL for threat assessment has
been explored in [1,4,11,17].

A recent manual case study [4] illustrates derivation of risk assessment
through interconnected attack graphs and entity dependency graphs. The
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authors demonstrate the use of additional rules specific to application for threat
assessment and further arrive at an impact assessment of an application based on
CVSS scores pertaining to vulnerability of the application as envisaged by NIST.
The main aim of our paper is to provide a computational framework, where
threat analysis/risk assessment can be interactively analyzed through visualiza-
tion and cypher queries using graphical databases like Neo4J.

In [1], a mathematical analysis has been explored through a case study for
impact assessment by a probabilistic modelling of the attack graph impact on
the dependency graph.

In this paper, we describe an integrated computational model and a frame-
work for vulnerabilities/risk analysis by building attack tress using nuances of
task graph, dependency graph, logical analysis of vulnerabilities, probabilis-
tic analysis and graphical database. We start from the BPMN model of the
given enterprise application, generating task dependencies, from which a logi-
cal propagation of vulnerabilities is realized through MulVAL after generation
of interaction rules among the tasks and the vulnerabilities in the system. The
attack graph generated by MulVAL is pipelined to a graph DB, Neo4J for real-
time/flexible analysis of attacks as well as risk analysis. Threat analysis/risk
assessment can be flexibly analyzed through visualization and cypher queries on
NeodJ. We illustrate various aspects of the model and the framework. In sum-
mary, our computational framework leads to a security knowledge base that can
be effectively used by security experts and system administrators to enhance the
quality and cost of enterprise network security management.

Rest of the paper is organized as follows: Sect. 2 provides a brief background
for business models (BPMN), vulnerability specifications (CVSS), attack graph
generation system (MulVAL) and graphic DB (Neo4J); it also describes a run-
ning example used for illustration in the sequel. Section 3 describes our approach
of arriving at task dependencies, consolidated input generation for MulVAL for
attack graph generation. Section4 discusses how the attack graph generated by
the MulVAL is exported to a graphical DB, Neo4J for realizing a spectrum of
threat assessments via Cypher queries. The paper concludes with Sect. 5.

2 Background

In this section, we provide a brief overview of various concepts and tools in our
approach like BPMN, CVSS, MulVAL and Neo4j. We further describe a running
example used for illustration.

2.1 Business Model Architecture and BPMN

Any business process is dependent on various sub modules that can be analyzed
as sub layers known as abstraction layers. The main layers are: Asset layer,
Service layer and Business Process task layer. Asset layer mainly deals with
disks and hardware that support the business process. Service layer consists of
services like database services, web servers, application servers that run several
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services like shopping service, booking service, payment service, RBAC services.
At the top, the business process layer would list all the tasks that make the
complete business process.

The dependency graph is to be derived based on the overall logic of inter-
dependence among all layers. It is evident that a service at service layer may
depend on more functions in addition to those provided by the Asset layer. At the
business process layer, one task may depend on other task/tasks for completion
of the process.

One of well-known notations for business process modelling is the BPMN
model [9]. It clearly portrays the understanding of all players, flow of proce-
dures, options available, interactions among different entities of the application
etc. We use BPMN for modelling for business enterprises for extracting vari-
ous task dependencies and for mapping the logical architecture to the physical
architecture.

2.2 Common Vulnerability Scoring System (CVSS)

This is an open framework that has unique standardized scoring system. This
acts as a benchmark and is useful for any organization. It has three groups:
Base, Temporal and Environmental. The numerical score is between 0—10. These
scores are provided by National Vulnerability Database (NVD). The score indi-
cates the usefulness of that vulnerability to the attacker in terms of its ease
of exploit-ability and the impact it is going to have on integrity, availability
and confidentiality. More the value, the better it is for the attacker. So a good
attacker would look for high value vulnerabilities in the system.

Base: The constant basic characteristics of a vulnerability
Temporal: The characteristics that change on time but not on environment
Environment: Characteristics that are specific to particular environment

We use CVSS to derive an assessment of vulnerability propagation.

2.3 MulVAL [11]

MulVAL stands for “Multi-host, Multi-stage Vulnerability Analysis Language”.
It is a software research tool, providing a framework for modeling the interaction
of software bugs with system and network configurations. MulVAL uses Data-
log as its modeling language. For a proper assessment, the Datalog specification
should capture host configuration, network configuration, principals, vulnerabil-
ity, task definition, access controls etc.

Interaction Rules: The reasoning engine consists of a collection of Datalog rules
that captures the operating system behavior and the interaction of various com-
ponents in the network. These are rules defining how and what paths are available
to the attacker in multistage and multi path attack. It starts with what would
be the final occurrence that is followed by all those that aid in achieving these.
It forms the logical specification by which MulVAL generates the attack graph
correspondingly. For details, the reader is referred to [11]. We use MulVAL for
generating attack trees.
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2.4 Graph DB - Neo4j

The ease of storage and modelling the business model to assess threat impact in
real time that can scale is an important factor for the use of graph DB Neo4j.
It depicts connected as well as semi structured data using graphs. It allows
us to retrieve any information from models by using Cypher Queries. Cypher
Query Language (CQL) is available to do any transactions on the database. No
complex joins are required for information retrieval. Some of the different clauses
in Cypher queries are:-

Read Clauses: [MATCH, WHERE, START, LOAD CSV]

Write Clauses: [CREATE, MERGE, SET, DELETE, REMOVE, FOREACH,
CREATE, UNIQUE]

General Clauses: [RETURN, ORDER BY, LIMIT, SKIP, WITH, UNWIND,
UNION, CALL)

For further details, the reader is referred to [7,8]. We use Neo4j for flexible
real-time analysis of attack graphs.

2.5 Running Example

Here, we describe a business application that will be used for illustration in the
sequel. BPMN model for our running example is shown in Fig.1 along with
functions of various tasks given below:

Assignment
completed

Payment

Fig. 1. BPMN model for business process under consideration

Task T'1: Search for options (start of the application)
Task T2: Selecting an option
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Task T3: Prompt for signing in or signing up
Task T4: If signed in, place order as a member
Task T5: If not signed in, place order as a guest
Task T6: Payment done via UPI, Net Banking, debit/credit card
Task T'7: Prompt payment confirmation message

Vulnerabilities in Our Running Example. For illustration, we assume that
our payment gateway has five vulnerabilities. The detailed attributes along with

its impact score (Base Score) etc., is shown in Table 1.

HW /SW Architecture. For the running example, we use the HW/SW archi-

Table 1. Vulnerability information

Vulnerability CVSS score | Exploited result
CVE-2016-9962 |6.4 Container escape
CVE-2016-3697 | 7.8 Privilege escalation
CVE-2018-15514 | 8.8 Privilege escalation
CVE-2018-2844 | 8.8 Virtual machine escape
CVE-2016-0777 |6.5 Privilege escalation

tecture as shown in Fig. 2.

J Web Service 1 ‘ ‘ Web Service 2 ‘
o Workstation 2
Hypervisor 1 Docker 2
Root __. Root
— N _ﬁ‘fﬁi—/”\‘ " Desktop  pe=szTC access}..
) 5] Container 2
( Ui Lt T e \\ _______ ™| Reservation related Service
- Workstation 1 \\
Docker 1 \ )
Root
\ access
Container 1 ! -
‘ Authentication Service i |Workstation 3
Hypervisor 2 I Docker 3
‘ Container 4 ‘ [
Payment related Service H
e \ - Container 3
VM3 Database Service

Fig. 2. Software architecture for the model under consideration
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3 Modelling Threat Assessment of Business Applications:
Our Approach

Given the logical and physical architectures of the business enterprise appli-
cation, a major step in assessing is to arrive at a possible attack graph that
depicts the way attacks/vulnerabilities can propagate resulting in attacks. In
this section, we describe how the dependencies of various tasks along with vul-
nerabilities are integrated to generate an input with which the attack graph is
generated by MulVAL that provides a basis for tracing out possible propagation
of attacks/vulnerabilities in the business enterprise.

3.1 Generation of Attack Graphs

This is one of the complex tasks that involves the generation of a graphical model
that will show dependencies among various tasks and services taking into account
the deployed HW/SW configuration along with their possible vulnerabilities.
Such a graphical model enables us to arrive at possible propagation/exploitation
of the expected vulnerabilities.

Step 1: Derivation of task flow graph and task dependency tree: The
task graph for the BPMN depicted in Fig. 1 is shown in Fig. 3. To trace possible
attack/threat propagation in the system, we first extract possible logical depen-
dencies of the tasks. For instance, from the task graph, we can observe that
after initiation of the business process, T1 is executed followed by T2 and T3
in sequence. After T3, there are two options with the attacker either to login-if-
member else continue as-guest. If logged-in, then the sequence of the path is T4
followed by T6 and then go to T7 to confirm after doing the necessary payment,
or if he chooses to do as a guest, then he goes to T5 and T6 in sequence and
then to T7 to confirm. This dependency is extracted as a tree with AND/OR
nodes. The task flow dependency tree automatically extracted by our tool from
the BPMN is shown in Fig.4; in the figure, the choice is indicated by “T_OR”;
in a general BPMN, we could also have “AND” nodes in the flow. From the task
dependency tree, we can infer possible ways in which an insider/outsider can
become an attacker based on the threat perception.

This step is completely automated; it is also interactive so that the user can
remove those dependencies that he is not interested in.

T1 —> T2 T7

N
N

Fig. 3. Task flow graph
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Fig. 4. Logical task dependency tree

Step 2a: Derive Asset, Service, Business layer and their dependency
graph: Having derived the logical dependencies, we need to map the dependen-
cies to physical system architecture over which the business enterprise will be
deployed. For the running example, let us assume that the system architecture
available for deployment is as shown in Fig. 2. From the task flow graph and task
dependency trees, we need to arrive at the physical network architecture for each
of the tasks with details of hardware/software along with their respective vul-
nerabilities. The mapping is to be done by the actual system designed for the
task. From the logical/physical architectures shown in Figs. 4 and 2 respectively,
we obtain an integrated representation of the asset layer, service layer and the
business process layer for the business application and the dependencies. For
the running example, such a hierarchical layer is depicted in Fig.5; one can
observe that T1(Business Process Layer) is dependent on webl(Service layer)
that is hosted on VM1 running in Hypervisorl(Asset Layer). The graph depicts
all possible dependencies.

Step 2b: Generation of input configuration File for MulVAL: From the
dependencies, we can extract the information needed for MulVAL. The input
(input.P) file for analysis to MulVAL contains attackerLocated()- the starting
point of the attack, attackerGoal() is the final goal of the attack; the fact nodes
capture the dependencies in the business application model. Needless to say, the
precision of the output depends on the precision of the input. Thus, the Datalog
input to MulVAL should be as precise as possible. Various information captured
in the input is detailed below. The Fact Nodes are generated from the hierarchical
graph (which already depicts all possible dependencies). This is augmented with
the knowledge of the impact of vulnerabilities based on the users’ knowledge;
the latter is classified into (1) derived nodes — user with the knowledge declares
an inference from a set of fact nodes based on the impact of vulnerabilities, and
(2) interaction rules: capture the impact of the vulnerabilities and its flow based
on the dependencies. These are illustrated below.

1. Fact Nodes: This is the classic MulVAL input that extracts the relations
among system components deployed, network information, access controls,
vulnerabilities, tasks and their logical dependencies of the system (essentially
the hierarchical dependencies derived in the previous step) in the Datalog
style. For the running example, this is depicted in Fig.5. The information
is captured as Datalog facts. Additional fact nodes may need to be added
by the administrator to depict the complete business transaction flow. In the
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Fig. 5. Dependency graph among all three layers

running example, the following node needs to be added as it provides the flow

of

dependency from end-to-end:
nodelmpact(business_process, flow, t1, t2, t3, t_or, t6, t7).

For the running example, part of initial standard input (input.P) generated
for MulVAL is shown in Fig. 6. The interpretation of rules are given below:

(a)

attackGoal(nodeImpact(business_process)):
nodeImpact(business_process) is the derived node for which it is assumed
that if an attacker for the given enterprise business application with the
deployed architecture with all the known vulnerabilities, access rights
and actual deployment configuration can reach this node. The attacker
would be able to reach this node through a combination of a subset of
these facts. The goal can be changed to any node to check for anticipated
vulnerability to any desired depth in the network and can be used to
harden and curb any information loss or compromise the system.
iaasHostInfo(iaas, hypervisor, kvind, kvim),
deploymentInfo(dockerl, workstationl, dockerd, docker)

These are fact nodes (leaf Nodes) that describe the actual deployment of
software and hardware used to accomplish the business mission. These
are the basic building facts that can be checked if the faulty deployment
is assisting the attacker to reach the attack goal.
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/*attackGoal (execCode(_, _)).*/
attackGoal (nodeImpact (business_process)).

attackerxLocated(internet) .

/* iaas */
iaasHostInfo(iaas, hypervisorl, kvmd, kvm).
iaasHostInfo(iaas, hypervisor2, kvmd, kvm).

iaasGuestiInfo(iaas, vml, hypervisorl, kvmd, kvm).
iaasGuestiInfo(iaas, vm2, hypervisor2, kvmd, kvm).
iaasGuestiInfo(iaas, vm3, hypervisor2, kvmd, kvm).

/* docker */

deploymentInfo (dockerl, workstationl, dockerd, docker).
deploymentInfo (docker2, workstation2, dockerd, docker).
deploymentInfo (docker3, workstation3, dockexrd, docker).

containerInfo (dockerl, container3, workstationl, dockerd, docker).
containerInfo (docker2, container4, workstation2, dockerd, docker).
containerInfo (dockexr3, container2, workstation3, dockerd, docker).
containerInfo (docker3, containerl, workstation3, dockerd, docker).

Fig. 6. Input.P for MulVAL for the application

40: hacl (internet, desktop, sshProtocol, sshPort) :1 | | 40: attackerLocated (internet) :1 Fact Node

39: RULE 6 (direct network access): 0 Rule Node
Derived Node

38: netAccess(desktop, sshProtocol,sshPort):0

Fig. 7. An attack tree illustration via derived node

2. Derived Nodes: Using a set of fact nodes, the user can describe inference of
attack/vulnerability propagation. Several derived rules need to be introduced
using the fact nodes indicating the possible inference by the user. Figure7
illustrates the way a derived node is arrived at.

3. Rule Nodes: Create all possible rules (meant in the Datalog sense; rules are
numbered) over and above the default/standard rule nodes, as it captures the
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way the attack/vulnerability gets propagated down the goal. This requires a

thorough understanding of rules/nodes, processes, and tasks and their depen-

dencies as well as an understanding of hardware/software architecture. Such
an introduction is illustrated below:

(a) execCode(Containers, root):

It indicates that the attacker has got root privilege on Container3 and can
execute any arbitrary code.

(b) wulEzists(workstation2, ‘CVE-2016-9962°, dockerd, localExploit, vmEsca-

lation):
It indicates that above mentioned vulnerability(defined by CVE id whose
details can be obtained from NIST website) is present in workstation2
through dockerd daemon which can be locally exploited giving raise to
vmEscalation.

(¢) containerInfo(docker3, container3, workstation3, dockerd, docker):

It indicates that container3 is in docker3 which is in workstation3.

(d) deploymentinfo(docker3, workstation3, dockerd, docker):

It indicates that dockerd daemon running docker3 is running in worksta-
tion3.

(e) From the above, the following rule is introduced.
interaction_rule((execCode(workstation3,docker):-
vulExists(workstations, ‘CVE-2016-9962°, dockerd, localExploit, vmEsca-
lation),
containerInfo(docker3, container3, workstation3, dockerd, docker),
deploymentInfo(docker3, workstation3, dockerd, docker),
execCode(container3,root)),
rule_desc(’Container Escalation’,0.4)).

Step 3: Interaction rules for MulVAL: Having generated the dependencies
of hardware/software on the service components in the service layer which in
turn impacts the business layer, we need to come up with rules that define
propagation of vulnerabilities resulting in attacks at the service layer or the
business layer. This consists of two steps:

1.

Map the known vulnerability/attack to the applicable nodes of dependency
graph. This is done by extracting the known hardware/software vulnerabili-
ties (these could be obtained through global databases like CVSS and other
vulnerability databases) in the physical/logical architecture after appropriate
probing/mapping of the software; further, vulnerabilities could be classified
as possible or imposible based on underlying access controls enforced in the
system.

Once the possible vulnerabilities are assigned to the appropriate nodes of the
dependency graph, we need to extrac