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Abstract. This article tackles the problem of multi-person 3D human
pose estimation based on monocular image sequence in a three-step
framework: (1) we detect 2D human skeletons in each frame across the
image sequence; (2) we track each person through the image sequence
and identify the sequence of 2D skeletons for each person; (3) we recon-
struct the 3D human skeleton for each person from the detected 2D
human joints, by using prelearned base poses and considering the tempo-
ral smoothness. We evaluate our framework on the Human3.6M dataset
and the multi-person image sequence captured by ourselves. The quanti-
tative results on the Human3.6M dataset and the qualitative results on
our constructed test data demonstrate the effectiveness of our proposed
method.

Keywords: 3D human pose estimation · 2D human pose estimation ·
Human tracking

1 Introduction

With the rapid development of visual action recognition, 3D human skeleton
reconstruction in a single image and image sequences has attracted plenty of
attention in recent years. Compared with 2D human skeleton, 3D human skeleton
generally leads to better performance of action recognition, due to the rotation
invariance of 3D human skeleton. Several works have been done for action recog-
nition based on 3D human skeleton. For example, the work in [17] explored Lie
group theory to represent dynamics of the 3D human skeletons. Following [17],
Lie group theory is combined with a deep network architecture to learn more
representative features in [6]. The work [8] and [9] proposed to use CNN and
LSTM to extract the spatio-temporal feature from 3D human skeleton.

Although action recognition based on 3D human skeleton has achieved great
success, collecting 3D human skeletons with wearable devices is very expensive
and sometimes not accurate. An alternative way is to reconstruct 3D human
skeleton from 2D human skeleton because 2D human skeletons are more accessi-
ble. However, the reconstruction of 3D human skeleton from 2D human skeleton
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Fig. 1. Framework overview: (1) We first estimate the 2D pose in each frame using
Regional Multi-person Pose Estimation (RMPE). (2) Then, we track each person using
Discriminative Scale Space Tracker (DSST). (3) Finally, we reconstruct 3D human pose
from estimated 2D human pose for each person in each frame.

is a very difficult task, because one 2D pose may correspond to multiple 3D
poses with different camera parameters. To address this problem, some recent
works [18,21] alternately update the 3D pose and camera parameters, yielding
the estimated camera parameters and the corresponding 3D pose.

Nevertheless, 2D human skeletons could also be unavailable in the real world.
In this case, our goal is to reconstruct 3D human skeleton from monocular image
sequence, in which we need to initially estimate the 2D human skeletons based on
the image sequence. Moreover, multiple persons may appear simultaneously in
one image sequence, so we need to separate the sequence of 2D human skeletons
belonging to different persons. Therefore, the design of an integrated framework
remains an open and challenging problem.

In this paper, we propose a multi-person 3D pose estimation framework based
on monocular image sequences, which integrates a 2D human pose estimator, a
human tracker, and a 3D reconstruction method based on the estimated 2D
human pose. Specifically, we first detect 2D human skeletons by locating 2D
human joints in each frame across the image sequence using Regional Multi-
person Pose Estimation (RMPE) [5]. Then, we track each person through the
image sequence and identify the sequence of 2D skeletons for each person by
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using Discriminative Scale Space Tracker (DSST) [4]. Finally, we reconstruct 3D
human skeletons from detected 2D skeletons by using prelearned base poses and
considering the temporal smoothness. Our framework is illustrated in Fig. 1.

Our experiments are conducted on the single-person Human3.6M dataset
and multi-person image sequence collected by ourselves. The results on the
Human3.6M dataset demonstrate that the proposed method outperforms the
current state-of-art methods. Besides, the estimated 3D human pose in multi-
person image sequence shows the advantage of our proposed framework in a
qualitative fashion.

2 Related Work

In this section, we will discuss the related works on 3D human pose estimation
based on single image or image sequence.

2.1 3D Human Pose Estimation Based on Single Image

Most papers on 3D pose estimation assume that 3D poses can be represented by
a linear combination of a set of base poses, and learn the combination coefficients
of bases poses. Some works [13,15] require manually labeled 2D joint locations
as input while other works [14,19,20] only require a single image as input. For
the works only requiring a single image, they either jointly estimate the 2D pose
and the 3D pose [14], or initially estimate the 2D pose followed by 3D pose
reconstruction [20]. However, all the above works focus on a single image while
our framework focuses on image sequence.

2.2 3D Human Pose Estimation Based on Image Sequence

There also exist some works [18,21] using monocular image sequence as input.
Compared with those works based on a single image, they exploit the relation
between neighboring frames in the image sequence. For instance, Wandt et al.
[18] make a strong periodic assumption on 3D human poses for periodic motion
(e.g., walking and running), and use the variances of all bone lengths as a reg-
ularizer for non-periodic motion. Zhou et al. [21] applied the discrete temporal
derivative operator to make the 3D human poses across the sequences smoother.
However, all these approaches only deal with single-person image sequence while
our framework can handle the multi-person image sequence.

3 Our Framework

Our framework consists of three steps. In the first step, we adopt the Regional
Multi-person Pose Estimation (RMPE) [5] to obtain the 2D joint locations in
each frame across the image sequence, given the fact that RMPE has shown excel-
lent performance for multi-person 2D pose estimation. In the second step, with
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the detected 2D human skeletons in each frame, we use the Discriminative Scale
Space Tracker (DSST) [4] to identify the sequence of bounding boxes belonging
to each person, leading to a sequence of 2D human skeletons belonging to each
person. The reason of choosing DSST tracker can be explained as follows. In
the real world, people may move towards different directions, closer to or farther
from the camera, resulting in different scales of person in different frames. Thus,
we adopt the DSST, which is robust with various scales, to track each person.
In the third step, for 3D human pose estimation, we use a 3D human skeleton
reconstruction algorithm, which takes a sequence of 2D poses of each person as
input and output a sequence of 3D poses for each person.

3.1 Representation of 3D Poses Using Base Poses

We use Yt ∈ R
3×a to denote the 3D pose in t-th frame with a being the number

of joints. Following [2,13], to regulate reconstructed 3D pose, we assume that
3D pose can be represented as a linear combination of the K base poses Qk ∈
R

3×a, k = 1, 2...K:

Yt =
K∑

k=1

(wkt × Qk), (1)

where wkt is the coefficient corresponding to the k-th base pose for the t-th frame.
We learn K (K = 64 in our experiments) base poses from the motion capture
dataset, following the method used in [2,13]. The learned base poses form an
overcomplete dictionary, which means that the number of the base poses is large
and the combination coefficients of a given 3D pose are sparse.

3.2 3D Pose Reconstruction Based on a Sequence of 2D Poses

Given a 3D pose of the t-th frame Yt and camera parameters, we can obtain the
corresponding 2D pose Xt ∈ R

2×a. In particular, with the camera parameters
including the projection matrix Mt ∈ R

2×3 and translation vector Tt ∈ R
2, the

3D pose Yt can be projected to the 2D pose Xt as follows,

Xt = Mt × Yt + Tt1T , (2)

where 1 is an a-dim column vector. However, the equation in (2) only holds in
ideal cases. Considering the representation error of 3D poses Yt based on the
linear combination of based poses, we tolerate the projection error to a certain
degree and aim to minimize the following projection error:

P (W,M,T) =
1
2
‖Xt − Mt × Yt − Tt1T ‖2F , (3)

where Frobenius norm is used to calculate the projection error, X (resp., W, M,
and T) is the collection of Xt (resp., Wt, Mt, and Tt).

Considering that for the neighboring frames in the sequence, their cam-
era parameter M and representation coefficient of base poses W should vary
smoothly.
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Table 1. Quantitative comparison with state-of-the-art results on Human3.6M dataset.
We report the mean per joint errors (mm) of the test subjects S9 and S11.

3D (mm)

LinKDE [7] 162.14
Tekin et al. [16] 125.28
Ours 119.76

We impose first-order temporal smoothness regularizer ‖∇tW‖2F (resp.,
M‖2F ) on W (resp., M), in which ∇t stands for the derivative on temporal
factor. Moreover, the representation coefficient of 3D poses W should be sparse
according to the analysis in Sect. 3.1, so we add a L1 norm ‖W‖1 to ensure the
sparsity of W. To this end, we collect the penalty terms as follows,

R(W,M) = α‖W‖1 + β‖∇tW‖2F + γ‖∇tM‖2F , (4)

in which α, β, and γ are trade-off parameters and empirically fixed as 0.1, 5, and
0.5 respectively in our experiments.

By combining (3) and (4), we reach our final formulation:

min
W,M,T

P (W,M,T) + R(W,M). (5)

By solving (5), we can obtain Wt and recover Yt based on (2).

3.3 Optimization

The problem in (5) can be solved using block coordinate descent, which means
alternatively updating one variable while fixing other variables.

Update the Representation Coefficients W: The subproblem w.r.t. W can
be written as

min
W

P (W,M,T) + α‖W‖1 + β‖∇tW‖2F , (6)

which can be solved via accelerated proximal gradient (APG) [11]. Since this
problem is convex, the global minimum can be guaranteed.

Update the Rotation Matrix M: The subproblem w.r.t. M can be written
as

min
M

P (W,M,T) + γ‖∇tM‖2F , (7)

which is a manifold optimization problem and can be solved via the matlab
toolbox Manopt following [3].

Update the Translation Matrix T: The subproblem w.r.t. T can be written
as

Tt = 1T

(
Xt − Mt

K∑

k=1

(wkt × Qk)

)
, (8)
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which computes the average of rows in Xt − Mt

∑K
k=1(wkt × Qk).

We alternatingly update three variables until the objective function in (5) con-
verges. In each step, the objective function is non-increasing, so the convergence
of this algorithm is ensured. Besides, considering the impact of initialization on
our solution, we opt for the initialization method proposed in [1], which proves
to be very effective.

4 Experimental Results

In this section, we first demonstrate the superiority of our framework on a
recently published single-person dataset Human3.6M, because there is no avail-
able multi-person 3D pose estimation dataset based on image sequence as far
as we are concerned. Then, we collect multi-person image sequences and com-
pare our framework with the state-of-the-art methods in a qualitative fashion
by showing the reconstructed 3D skeletons of two persons, which again verifies
the effectiveness of our framework.

4.1 Implementation Details

In our framework, for 2D human pose estimation, we use Regional Multi-person
Pose Estimation (RMPE) [5] as the 2D human pose estimator to locate 16 2D
human joints for each person, in which the stacked hourglass network struc-
ture [12] is adopted. For human tracking, we use Discriminative Scale Space
Tracker (DSST) [4] with two correlation filers composed of one 1-dim scale
filer and one 2-dim translation filter, in which Fast Fourier Transform (FFT)
is applied to significantly improve the tracking efficiency. To initiate the track-
ing process, we employ VGG-based Single Shot Detector (SSD) [10] to detect the
persons in the first frame of each image sequence, and then increase the detected
human proposals by 30% both at length and width to ensure the intactness of
each detected person. For 3D human skeleton reconstruction from a sequence
of 2D human skeletons, we impose the periodic assumption [18] to ensure the
smooth transition between neighboring frames across the sequence.

4.2 Evaluation on the Human3.6M Dataset

The Human3.6M dataset contains 11 subjects performing 17 actions, such as
walking, smoking, and eating. All the videos are captured by a MoCap system
from 4 different viewpoints in a controlled environment, in which each video has
only one person. Accurate 2D human skeletons are also provided for all videos.
The frame rate is downsampled from 50 fps to 10 fps. We use two subjects (S9,
S11) to evaluate different methods and other subjects to learn K base poses
following previous work.
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Fig. 2. The comparison results of one running person within 10 frames.

In this experiment, we compare our framework with two state-of-the-art base-
lines on the evaluation set S9 and S11 of all the aspects. The first baseline
[7] is based on the single frame regression. It is provided with the Hman3.6M
dataset. The second baseline [16] explores motion information from consecutive
frames in short image sequences. The results are summarized in Table 1, which
demonstrates that our framework outperforms other methods on the large-scale
Human3.6M dataset, which shows the effectiveness of integrating 2D human pose
estimator and sequential 3D human skeleton reconstruction into our framework.
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Fig. 3. We select 10 frames of two persons in our captured multi-person image sequence
to show the comparative results. In both Figs. 3 and 2, the first row is the original image
sequences with 2D human pose estimator and human tracking. The second row is the
reconstruction result of RMPE+DSST+[18]. The third row is the reconstruction result
of RMPE+DSST+[13]. The fourth row is the reconstruction result of our proposed
framework.

4.3 Evaluation on Multi-person Image Sequence

To the best of our knowledge, there is no available multi-person 3D pose esti-
mation dataset based on image sequence. Hence, we sample 10 frames for each
person from one captured video clip with two persons and 91 frames and evaluate
our framework on this multi-person image sequence. We compare our framework
with two baseline methods [13,18], in which the former method reconstructs the
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3D human skeleton from monocular image sequences with the periodic assump-
tion and the latter method estimates the 3D human poses from single images.
By combining these two methods with our used 2D human pose estimator (i.e.,
RMPE) and tracker (i.e., DSST), we can also obtain the multi-person 3D human
skeletons from the image sequence. The selected images with tracking and 2D
pose detector and the comparative results are showed in Figs. 3 and 2.

The comparative results of one walking person are illustrated in Fig. 3. In the
second row, we can observe that the results obtained by [18] fails to reconstruct
the 3D skeletons corresponding to hand raising during walking, and the recon-
structed skeletons rarely move. In the third row, we can see that the results
obtained by [13] contain some strange poses like the 6th and the 9th frame.
Our reconstruction results are shown in the last row, in which the 3D skeletons
corresponding to hand raising bear a strong resemblance to the original image
sequences and the transition between neighboring frames is smoother compared
with the other two methods.

The comparative results of one running person are illustrated in Fig. 2. In
the second row, we can observe that the results obtained by [18] always use the
wrong legs and the motion is a little dramatic. In the third row, it can be seen
that the results obtained by [13] contain sharp changes and strange poses. For
example, the angle of the left knee is unrealistic in the 9th frame on the 3rd row.
In contrast, as shown in the last row, our framework can achieve both smooth
and realistic 3D human skeletons.

5 Conclusion

In this paper, we have proposed a multi-person 3D pose estimation framework
based on monocular image sequences. Our proposed framework has integrated a
2D human pose estimator, a human tracker, and 3D human skeleton reconstruc-
tion in a coherent and effective manner. According to the quantitative compari-
son on the recently published large-scale dataset Human3.6M and the qualitative
analyses on our captured multi-person image sequence, our framework achieve
better results than state-of-the-art baseline methods, which clearly demonstrate
the validness of our proposed framework.
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