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Abstract. Deep Learning is a popular and promising technique for classifica-
tion problems. This paper proposes the use of fuzzy deep learning to improve the
classification capability when dealing with overlapped data. Most of the research
focuses on classification and uses traditional truth and false criteria. However, in
reality, a data item may belong to different classes at different degrees. There-
fore, the degree of belonging of each data item to a class needs to be considered
for classification purposes in some cases. When a data item belongs to different
classes with different degrees, then there exists an overlap between the classes.
For this reason, this paper proposes a Fuzzy Deep Neural Network based on
Fuzzy C-means clustering, fuzzy membership grades and Deep Neural Networks
to address the over-lapping issue focused on binary classes and multi-classes. The
proposed method converts the original attribute values to relevant cluster centres
using the proposed Fuzzy Deep Neural Network. It then trains them with the orig-
inal output class values. Thereafter, the test data is checked with the Fuzzy Deep
Neural Network model for its performance. Using three popular datasets in over-
lapped and fuzzy data literature, the method presented in this paper outperforms
the other methods compared in this study, which are Deep Neural Networks and
Fuzzy classification.

Keywords: Classification - Deep learning - Fuzzy - Fuzzy C-means clustering -
Overlapped data

1 Introduction

Class overlap occurs when data with similar characteristics appear in the feature space
with different degree of belongings [1]. In ideal situations, the feature space should be
well separated, and one should be able to identify the class it belongs to. However, this
is not the case because real-world data may have overlapping regions which makes it
hard for a traditional classifier to classify them into different classes [2] or distinguish
between the different classes [3]. Recently, Deep Neural Network (DNN) technique has
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become popular in solving classification tasks. However, the work done is minimal on
handling overlapped data. Therefore, in this paper, we propose an approach to handle
overlapped data, which is different from most of the related literature (see Sect. 2).

When a data item belongs to two or more clusters, it is said to be overlapped, and
its degree of belonging can be identified through Fuzzy C-means clustering [4]. This is
something that hard clustering techniques are not able to address [5]. Therefore, when
overlapped data is clustered, it may belong to two or more clusters [6]. Each data item
will have a membership to every cluster it belongs to. In our approach, we identify the
features which will have an overlapping behaviour and address them separately. The
features which are non-categorical will be fuzzified, and the relevant cluster centre will
be identified for the training of the DNN along with the categorical features. DNN was
selected as the classifier because of its proven efficiency in recent years [7, 8] due to
its multiple processing layers which will allow systems to abstract more and learn a
representation of data better than with shallow networks [9]. Therefore, in order to deal
with the class overlapping issue, in our study, we propose a Fuzzy Deep Neural Network
(FuzzyDNN) based on Fuzzy C-means clustering, fuzzy membership grades, and DNN
(Deep Neural Network).

The performance of our proposed method is validated using three datasets, Heart,
Wisconsin and Wavform from UCI data repository that is commonly used in overlapped
data and fuzzy literature [3, 10] with the use of the accuracy metric. In order to demon-
strate the proposed method, we compare our results with two other classifiers, which are
a DNN and a fuzzy classifier.

This paper is organized as follows. Section 2 gives an overview of related work
carried out by other researchers related to fuzzy deep learning and overlapped data
classification. Section 3 presents the novel FuzzyDNN model. In Sect. 4, the experimental
setup, datasets and the results of our study are presented and analyzed. The final section
concludes the paper.

2 Related Work

Deep Neural Networks (DNN) have shown excellent results across different domains,
including but not limited to pharmacological science [11], emotion predictions [12],
speech enhancement [13] and medical [14]. The excellent results of DNN across these
different domains are the reason that we have selected DNN as the classifier along with
the fuzzy approach in our study. However, the DNN has problems handling the overlap
uncertainties appears in some datasets [15]. On the other hand, fuzzy sets can be used to
represent the uncertainties and impreciseness of data [16]. This is addressed by assigning
a membership grade ranging from O to 1 for each object (or data item) to the different
sets or clusters [16, 17]. The fuzzy concept has been widely used in domains ranging
from manufacturing [17] to the medical field [18] and network security [19]. In the
following section, we briefly discuss some of the related work on Fuzzy Deep Learning
on overlapped data and clustering.

In recent years, few studies have been carried out by combining the fuzzy concept
with deep learning. The work of [20-25] and [26] have successfully used the fuzzy
concept in different formats with deep learning. Most of the work mentioned have used



Fuzzy Deep Neural Network for Classification of Overlapped Data 635

fuzzy concept in order to improve the representational ability of the classifiers as well
as to ensure the interpretability of the whole system. However, only the work of [15]
concentrates on handling overlapped data with the use of fuzzy logic concept and DNN.
In [15], the fuzzy C-means is used to handle the overlapping uncertainties by imple-
menting fuzzy inference rules, apply them on the previously clustered data and generate
corresponding membership values. Thus their method required the steps of implement-
ing fuzzy inference rules which in some cases could be difficult and complex than our
proposed method.

In order to address the overlapping issue in classification, there are various methods
adopted by researchers. The work in [27] introduces a novel method based on Fuzzy
Adaptive Resonance Theory (ART) which can be used for clustering. However, this
work is only applicable to unsupervised learning, whereas our work concentrates on
supervised learning. The work of [3, 28, 29] and [30] have concentrated more on the
imbalanced data set with overlapped data, and therefore, the focus is different from our
work. Therefore, in order to handle the overlapping issue in classification, in our work,
the fuzzy and deep learning concepts are combined with the use of Fuzzy C-means
clustering, fuzzy membership grades, and a DNN. With the adoption of deep learning,
we expect the system to learn a better representation of data [9] and with the use of the
fuzzy approach that it will address the overlapping problem [15].

3 Proposed FuzzyDNN Model

The proposed FuzzyDNN comprises of three main phases. The first phase is the fuzzi-
fication of each attribute by clustering and identifying the membership grade for each
input attribute. The second phase is the identification of the new input attribute values
by using different a-cuts and cluster centre identification. The third phase is the learn-
ing phase with the use of a DNN with the cluster centres as the input to the DNN. The
description of each phase is given below, and the overall proposed method, if the attribute
values were only non-categorical values, are shown in Fig. 1. All the phases presented
in this proposed model are applicable only for training the model; therefore, only for the
training dataset.

3.1 Phase 1:- Fuzzification of Each Attribute

In this phase, the attributes which are not categorical are given a fuzzy value. By doing
so, we are trying to solve the overlapping issue of non-categorical features. Here the
non-categorical features will be fuzzified in order to check their belongings to each class
and thereby identifying the degree of overlapping. This process is explained under step 1
of this phase. In this paper, we refer to this as fuzzification. Each attribute of the dataset
is clustered with the use of Fuzzy C-Means clustering. The reason for the selection of
this clustering method is its capability of identifying the membership grade for each
cluster [4]. The three steps of the first phase are given below in detail.

Step 1. Use Fuzzy C-means to cluster each attribute in the training dataset with con-
tinuous values. Here we used three clusters for all three (3) datasets. Experiments were
also carried out with different numbers of clusters, but we got the best result from three
(3) clusters. The attributes with categorical values were not clustered.
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Fig. 1. The proposed FuzzyDNN method

Step 2. Identify the degree of membership of each attribute value to each cluster. By
doing so, an attribute will have three (3) membership values relevant to the three (3)
clusters it belongs to.

Step 3. When forming the new training dataset, the descending order of the member-
ship grade to each attribute was taken into consideration. Here, for each attribute value
considered, the membership grades with the highest values are used to form the new
record of data. Then after the first set is formed the second-highest membership grades
are considered to form the next set of records. Therefore, after forming the whole dataset,
the number of records is increased by the number of clusters. For example, in our exper-
iments for Heart, Wisconsin and Waveform datasets, the number of records increased by
three (3) as we used three (3) clusters for each attribute. Thereafter, for all the attributes
that were not fuzzified (because of the categorical nature of the attributes), then their
original values were used in forming the new dataset. When forming the new input
dataset, the original values of the labels will be used as they are not fuzzified.

Phase 1 is explained using the matrix format below: -
Assuming there are n input records (patterns) and k number of attributes for each
record (each pattern) in the dataset. The input space and the output space can be
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represented in a matrix form as X and Y, respectively.

X11 X12 X13 «vv vn- X1k

X21 X22 X23 «vn n.. X2k
X = x31x32 X33 ...... X3k (D)

Xnl Xn2 Xn3 o v v.. Xnk

and,
Y=y1y»ys...m )
Therefore,

Vi = Xil Xi2 Xi3.eno.. Xik 3

where i is a record of the dataset.

The Fuzzy C-Means clustering will consider each column at a time for clustering of
matrix X, which is an attribute value of the dataset. Therefore, Fuzzy C-Means clustering
will be performed on each column of the X matrix, and the membership grade relevant
to each cluster along with the input attributes will form the new matrix W; that is:

[ i1 (i) o (i) o (xiz) e i1 (xik)
m12(xi1) m12(xi2) pi2(xi3) ...... w12 (xik)
w13 (xi1) m13(xi2) miz(xi2) ... ... w13 (xik)
W — 21 (xi1) m21(xi2) 21 (xi3) ... ... 21 (Xik) @)
" w22 (xi1) m22(xi2) pmoa(xi3) ... ... w22 (Xik)
w23 (xi1) ma3(xi1) mo3(xir) ... w22 (Xik)
| n3(Xi1) a3 (Xi2) 3 (xig) ... ... n3 (Xik) |

where w;; is the fuzzy membership grade. Therefore, for example, 17 is the fuzzy
membership grade for the 1st attribute for the 2nd cluster which belongs to the 1%
record of the original dataset. Now the X matrix is converted into W which also can be
represented as

Where W; is the memberships grade details of the record i.
For example, the W will represent the membership grades of the 1% record when
three (3) clusters are used.

m11(xin) pir(x2) i (xs) ... 11 (xik)
Wi = | pi2(xin) pi2(xi2) pi2(xiz) ... ... m12(xik) (6)
m13(xi1) p13(xi2) w13 (xs) ... m13(xik)
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The final step of this phase is to combine all the W; to form the inputs of the dataset,
which is explained under Step 3 of phase 1.

3.2 Phase 2:- Identification of the New Attribute Values

This phase is only applicable to the input attributes that were given a fuzzy value.
Identification of the new input attribute values is achieved by identifying the cluster
centre and a-cut assignment to the fuzzified input attributes. Below are the three steps
required for phase 2.

Step 1. Identify the best a-cut for each dataset and apply it in order to address the
overlapping.

Step 2. If the membership degree is less than the identified a-cut value, then that fuzzified
attribute is discarded from the newly formed training dataset.

Step 3. Identify the associated cluster centre for each attribute.

Phase 2 is explained in detail below: -
A threshold for W, is then identified considering the dataset. Here the threshold
value is fuzzy a-cut performed on W,;:

Wo ={u € U/pir = a} (N

where U is the universe of discourse, u;; is the membership grade, which takes the
values between in interval [0, 1] and o takes values in the interval [0, 1] [31]. After
applying the fuzzy a-cut for W,,, the number of rows of W, will be reduced according
to the fuzzy a-cut value. The reason is that if the membership value of any item is less
than the a-cut value, then the relevant record is discarded from the dataset. By doing
so, we expect our proposed method will respond differently to different fuzziness that
is available on the dataset.

Finally, for each element of W,,, the cluster centre for each cluster is assigned instead
of the membership grade values. So, if n is the number of records the cluster centre matrix
would be,

=[] (8)

Therefore, for an example in the case where no records were discarded from W,
meaning o = 0, then the cluster centre matrix C; would be:

Ci1Ci2Ci3...Crk
Cr1 Cpp Co3 ... Oy
Ci=|C31C3C33...C3 &)

Where k is the number of attributes and j is the number of clusters.
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Phase 3:- Training of the DNN Using the New Input Attributes

The input for the DNN will be the output of the 2"d Phase. The fuzzified input dataset
will then be fed to the DNN, and the DNN will learn according to the new cluster centre
values (assigned to the continuous attributes) and the original data for the non-continuous
attributes which are also known as categorical attributes.

4 Experimental Procedure and Evaluation of Results

4.1 Experimental Procedure

In our study, we used the Heart, Wisconsin and Waveform datasets from the UCI repos-
itory [32]. All three datasets are popular in overlapped and fuzzy data literature and
are used for performance evaluation in recent studies such as in [3, 10, 33, 34]. In our
study, the dataset was divided into 5-folds for each experiment, and the average of the
5 experiments is used for evaluation. For both datasets, 80% was used for training, and
the rest was used for testing. The Heart dataset consists of 13 attributes, and out of
those 13 attributes, only 5 attributes were fuzzified by the FuzzyDNN as the others were
categorical values. The Wisconsin dataset contains 9 attributes, and for the FuzzyDNN
all 9 attributes were fuzzified. Waveform dataset contained 21 attributes as all of them
are non-categorical, and we fuzzified all attributes according to the proposed method.

The DNN architecture was decided by trial and error, considering the number of
input attributes to the model. The DNN architecture and the relevant details are given in
Table 1.

Table 1. DNN architecture and relevant details

Dataset Number of hidden | Type | Number of hidden | Number of epoch | Batch size
layers nodes

Heart 4 Binary | 20, 20, 20, 20 500 100

Wisconsin | 4 Binary | 50, 100, 100, 40 1500 100

Waveform | 3 Multi | 20, 10, 50 500 1

The activation function used in the nodes of the hidden layers are Rectified Linear
Unit (relu) as recommended by many studies [35], and the nodes of the last layer use
the sigmoid activation function for the Heart and Wisconsin datasets as they are binary
classification problems [36]. The activation function used for the Waveform dataset is
relu for the hidden layers and softmax for output layer as the classification task is a
multi-class classification problem [36]. The DNN model used the loss function binary
cross entropy and used a batch size of 100 for the binary classes and for the Waveform
class used a sparse_categorical_crossentropy function while the batch size was 1 for each
training phase. Dropout technique [37], which is a popular regularization technique, is
used to avoid overfitting when training our model. Table 2 presents the classification
performance in terms of accuracy of the trained FuzzyDNN model, DNN and fuzzy
classification for the Heart, Wisconsin and Waveform datasets.
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4.2 Evaluation of Result

As shown in Table 2, the FuzzyDNN model outperforms the other approaches in terms
of accuracy for the Heart, Wisconsin and Waveform datasets. FuzzyDNN improves the
classification accuracy by 8.89%, 0.88% and 1.24% for the Heart, Wisconsin and Wave-
form datasets, respectively, when compared with DNN and by 9.63%, 2.48%, 3.57%
when compared with Fuzzy Classification. The FuzzyDNN achieved higher accuracy in
all cases as it was able to address the overlapped data issue separately for each attribute
and use that knowledge to train the data.

Table 2. The best accuracies of the Heart, Wisconsin, and Waveform datasets

Dataset Best a-cut | FuzzyDNN | DNN | Fuzzy classification

Heart 0.05 0.8407 0.7518 | 0.7444
Wisconsin | 0.01 0.9739 0.9651 | 0.9491
Waveform | 0.05 0.8332 0.8208 | 0.7975

It can be observed from the results provided in Table 2 that the use of FuzzyDNN
model provides better results for the three datasets considered. Here as mentioned earlier,
the threshold value is the a-cut value applied to the fuzzy set identified by the clustering.
According to the fuzzy theory, low a-cut values means lesser overlapping between
classes. Therefore, the threshold value selected for the a-cut is important for accurate
classification.

As we wanted to investigate the most suitable threshold value for each dataset, we
carried out experiments for different threshold values, which in our model are the a-cut
values. Tables 3, 4 and 5 show the accuracy of the classification task for the Heart,
Wisconsin and Waveform datasets, respectively, with the application of different o-cut
values. As shown in Tables 3, 4 and 5 by choosing the appropriate a-cut value according
to the dataset, we can adjust how much overlap is handled by the proposed model.

Table 3. The accuracy of the Heart dataset for different threshold values

Threshold value | Number of training data | Accuracy

0.05 229 0.8407
0.1 222 0.8111
0.2 218 0.8148

0.3 216 0.7888
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Table 4. The accuracy of the Wisconsin dataset for different threshold values

Threshold value | Number of training data | Fuzzy DNN
0.01 554 0.9739
0.05 545 0.9710
0.1 545 0.9681
0.2 545 0.9710

Table S. The accuracy of the Waveform dataset for different threshold values

Threshold value | Number of training data | Fuzzy DNN
0.05 4001 0.8332
0.1 4000 0.8204
0.2 4000 0.8208
0.3 4000 0.8202

5 Conclusion

In this work, we proposed a novel method to handle overlap between classes using
fuzzy concept with the use of a DNN, Fuzzy C-means clustering and fuzzy membership
grades. The features or the attributes that had continuous values were fuzzified by first
clustering them using Fuzzy C-means clustering and identifying a membership grade
for each attribute to the cluster it belongs to. After the identification of the membership
values, according to the dataset, fuzzy a-cut was used to select the data which has more
belongings or higher membership. Thereafter, this information was used to assign new
values to the attribute values, which are the cluster centre of each cluster in order to
handle the overlap. This approach was shown to improve deep learning performance
in terms of the performance metric, accuracy and thereby improve the accuracy of the
classifier. After carrying out experiments on three popular datasets in overlapped and
fuzzy literature, our proposed FuzzyDNN approach was shown to perform better than
the DNN classifier and a traditional fuzzy classifier.
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