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Preface

This volume contains a collection of revised selected full-text papers presented at the
22nd International Conference on Distributed Computer and Communication Networks
(DCCN 2019), held in Moscow, Russia, September 23–27, 2019.

DCCN 2019 is an IEEE (Region 8 + Russia Section) technically cosponsored
international conference. It is a continuation of traditional international conferences
of the DCCN series, which took place in Sofia, Bulgaria (1995, 2005, 2006, 2008,
2009, 2014); Tel Aviv, Israel (1996, 1997, 1999, 2001); and Moscow, Russia (1998,
2000, 2003, 2007, 2010, 2011, 2013, 2015, 2016, 2017, 2018) in the last 22 years. The
main idea of the conference is to provide a platform and forum for researchers and
developers from academia and industry from various countries working in the area
of theory and applications of distributed computer and communication networks,
mathematical modeling, methods of control, and optimization of distributed systems,
by offering them a unique opportunity to share their views as well as discuss the
perspective developments and pursue collaboration in this area. The content of this
volume is related to the following subjects:

1. Communication networks algorithms and protocols
2. Wireless and mobile networks
3. Computer and telecommunication networks control and management
4. Performance analysis, QoS/QoE evaluation, and network efficiency
5. Analytical modeling and simulation of communication systems
6. Evolution of wireless networks toward 5G
7. Internet of Things and Fog Computing
8. Cloud computing, distributed and parallel systems
9. Probabilistic and statistical models in information systems

10. Queuing theory and reliability theory applications
11. High-altitude telecommunications platforms
12. Security in infocommunication systems

The DCCN 2019 conference gathered 174 submissions from authors from 26 dif-
ferent countries. From these, 132 high quality papers in English were accepted and
presented during the conference. The current volume contains 52 extended mostly
application-oriented papers which were recommended by session chairs and selected
by the Program Committee for the Springer post-proceedings.

All the papers selected for the post-proceedings volume are given in the form
presented by the authors. These papers are of interest to everyone working in the field
of computer and communication networks.



We thank all the authors for their interest in DCCN, the members of the Program
Committee for their contributions, and the reviewers for their peer-reviewing efforts.

September 2019 Vladimir Vishnevskiy
Konstantin Samouylov

vi Preface
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Modeling of a Two-Way Communication
System with a Special Searching

for Customers

Attila Kuki(B), Tamás Bérczes, János Sztrik, and Ádám Tóth

Faculty of Informatics, University of Debrecen, Debrecen, Hungary
{kuki.attila,berczes.tamas,sztrik.janos,

toth.adam}@inf.unideb.hu

Abstract. In this paper a special system with two-way communica-
tion is modelled by a finite and an infinite sources queueing system
with retrial. The system is unreliable, the server may subject to ran-
dom breakdowns. Customers from the finite source are the first order or
regular customers, while the customers from the infinite source are the
second order or the invited customers. The novelty of this paper is to
investigate and model this unreliable system with different idle and busy
breakdown intensity and different service rates for first and second order
customers. In case of a busy server for first order customers, they can
retry their requests. In case of an idle server, the second order customers
are called for service. The effect of the breakdown and repair intensi-
ties are also investigated. The system balance equations are formulated,
and the steady state probabilities can be obtained. Here the MOSEL-2
tool is used for these calculations. By the help of these probabilities the
common performance measures are calculated and displayed.

Keywords: Retrial queues · Two-way communication · Unreliable
system · Searching for customers

1 Introduction

Queueing theory has been investigated since decades for modeling of various
problems of computer science, telecommunication systems, etc. As the com-
plexity of the considered systems has been increased rapidly, developing new
approaches of queueing models were necessary. Mainly the telephone switching
centers motivated a new model. It was the retrial queueing systems. In case of
busy lines or operators, the incoming call is not lost, but it is redirected to a
virtual waiting facility, to the orbit, and it can retry the call again. These types
of models were investigated by Falin, Templeton, Artalejo and more authors
[3,4,10,13,14,21]. Real-life situations require, that in the models the customers
generate their calls or request from a finite number of population. These demands
lead to study the finite source models [3,12]. Furthermore, the considered real-
life systems are unfortunately unreliable, that is the server or other parts of the
c© Springer Nature Switzerland AG 2019
V. M. Vishnevskiy et al. (Eds.): DCCN 2019, CCIS 1141, pp. 3–14, 2019.
https://doi.org/10.1007/978-3-030-36625-4_1
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systems can lose their efficiency or may breakdown. These types of unreliable
systems were investigated e.g. in [9,22,23,25].

An other new general model was developed for not to lose the customers,
who are not able or not disposed to wait the service (in the queue or in the
orbit). Demands based on real applications were the motivation for developing
the two-way communication systems. The key assumption is, that the idle server
makes an outgoing call for the customers. One of the first paper on the retrial
queueing system with two-way communication was presented by Falin [11]. So
far several authors have investigated this type of models [7,8,15–17,19,20].

In business and economic application fields (e.g. trade and IT companies)
where the agent can promote their new services, products, discounts, etc. it is
very important to increase the performance and the utilization of the core facility
(server) of the system. See, e.g. in [1,2,6,14,18,24].

This paper deals with a special case of searching for the customers, and in the
background an unreliable server with breakdowns and repairs is supposed. Two
types of sources are considered. The organization has a finite number of goodwill
customers. They are the first order customers, making primary calls towards the
organization (server). These clients are served according to the common retrial
queueing discipline. The idle periods of the server is utilized for making outgo-
ing calls towards the customers in the second, infinite source. The clients in this
infinite source (second order customers) will contact the organization with some
special interest. In case of a busy server (meanwhile another regular customer
arrived), this special second order customer is treated as a non-preemptive pri-
ority client. In this model there is no distinction made between the service times
for the two types of calls. The server is non-reliable, it is subject to random
breakdowns. Different cases for busy time breakdown and repair is considered.
The remaining parts of this work contain the followings. In Sect. 2 the model
definition, the underlying Markovian process with 2 dimensions and the applied
parameters are described. In Sect. 3 the steady-state probabilities are considered,
and some performance measures (utilization, response times, etc.) are provided
by the help of MOSEL-2 tool. At the end of the paper the results are summarized
in a Conclusion.

2 Description of the Model

The considered system is modelled by a finite and infinite source retrial queueing
system with a single server. The functionality of the model is displayed on Fig. 1.

The model has two sources. The first one is finite, the number of customers is
N . They are the first order customers. These customers generate a job towards
the server with an exponentially distributed inter-request time. The generation
rate of a single first order customer is λ1. If the server is idle, the service starts
immediately. After the service, the job goes back to the source. The service time
is again exponentially distributed with parameter μ1. When the server is busy,
the job is transferred to the orbit. The maximum size of the orbit is N . From
the orbit the jobs after a random (exponential, with parameter ν) time keep
retrying their request to the server until they are served.
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Fig. 1. The system model

The system has an infinite number of sources, as well. They are the second
order customers. The idle server makes a call towards this infinite source, and
the jobs in the source generate a request. The distribution of the inter-generation
times are exponential, with parameter λ2. Here λ2 is the generation rate from
the infinite source. In case, when the server is idle at the time of arrival of a
second order customer, the service starts immediately. The service times are
exponentially distributed with parameter of μ2. When a second order customer
finds the server busy, several working modes can be considered.

– The second order job is transferred back to the infinite source,
– The second order job takes place in a priority buffer. When the server becomes

idle, the service of this job will start.

In this model the single server is an unreliable server, it may subject to
breakdown. When the server is up, it will breakdown after a random time with
exponentially distribution. The breakdown intensities are γ0 for the idle server
and γ1 for the busy server. In case of a breakdown, a repair process starts
immediately. The repair time is exponentially distributed with parameter γ2.
When a first order customer finds the server down, it will be transferred to the
orbit. A second order customer also may arrive. The idle server makes a call for
the customers, and during the request generation time (with parameter λ2) a
breakdown might occur. In this situation different cases can be investigated.

– The second order job is transferred back to the infinite source,
– The second order job takes place in a priority buffer. When the server becomes

up, the service of this job will start.

The server may breakdown in a busy state, as well. A first order or a second
order customer is under service at the time of breakdown. The first order cus-
tomers can be transferred to the orbit or to the source, or the jobs may remain at
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the server. The service will continue after the repair. The second order customers
also may remain at the server or may sent back to the infinite source.

Let us denote O(t) and S(t) the number of requests in the orbit and the state
of the server at a given time point of t.

Let us define the state of the server by S(t), that is

S(t) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0, when the server is idle
1, when the server is busy

with a first order customer
2, when the server is busy

with a second order customer
3, when the server is down.

It is easy to see, that the maximum size of the orbit is N . From here, the state
space representation of the Markovian-process (S(t), O(t)) can be described as a
set of {0, 1, 2, 3}× {0, 1, 2, ..., N} elements. Although, the system has an infinite
source, the maximum number of the customers in the system is (N + 1) (N in
the orbit and one second order customer under service), there is no stability
problems regarding the system. The state space is finite.

All of the times, time intervals considered in the model, are exponentially
distributed and totally independent from each other.

Let us consider the non-buffered model, when a second order customer under
service is sent back to the source in case of breakdown. For this case the system
balance equations for the steady-state system probabilities can be formulated as
follows:

pi,j = lim
t→∞ P (S(t) = i, O(t) = j),

i = 0, 1, 2, 3 and j = 0, 1, ..N

[(N − j)λ1 + λ2 + jν + γ0] p0,j = μ1p1,j + μ2p2,j + γ2p3,j

[(N − j − 1)λ1 + μ1 + γ1] p1,j
= (N − j)λ1p0,j + (j + 1)νp0,j+1

[(N − j)λ1 + μ2 + γ1] p2,j = λ2p0,j

[(N − j)λ1 + γ2] p3,j = γ0p0,j + γ1p1,j−1 + γ1p2,j

with p1,−1 = p0,N+1 = 0.
Similarly, consider the case in the non-buffered model, when a first order

customer under service remains at the server in case of breakdown. The second
order customer is sent back to the source. Because the exponentially distributed
service time, the restarted or the continued services have the same characteris-
tics. For this case the system balance equations for the steady-state probabilities
can be formulated as follows:
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pi,j = lim
t→∞ P (S(t) = i, O(t) = j),

i = 0, 1, 2, 3 and j = 0, 1, ..N

[(N − j)λ1 + λ2 + jν + γ0] p0,j = μ1p1,j + μ2p2,j + γ2p3,j

[(N − j − 1)λ1 + μ1 + γ1] p1,j
= (N − j)λ1p0,j + (j + 1)νp0,j+1

[(N − j)λ1 + μ2 + γ1] p2,j = λ2p0,j

[(N − j)λ1] p3,j = γ0p0,j + γ1p1,j + γ1p2,j

with p0,N+1 = 0.
The system balance equations for the steady-state system probabilities in the

other cases can be obtained by similar way.
Solving manually these balance equations is rather difficult. There exist sev-

eral effective tools performing the background calculations. In this paper the
MOSEL-2 tool was used. When the steady-state probabilities are calculated,
this tool provides the well known performance characteristics. These measures
are obtained using the following formulas.

– Utilization 1

U1 =
N∑

o=0

p1,o

– Utilization 2

U2 =
N∑

o=0

p2,o

– Average number of jobs in the orbit

O =
3∑

s=0

N∑

o=0

ops,o

– Average number of active primary users

M = N − O − U1

– Average generation rate of primary users

λ1 = λ1M

– Mean time spent in orbit by using Little-formula

W =
O

λ1
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3 Numerical Results

The most important goal of these types of stochastic systems is to obtain the
performance measures and system characteristics. Usually the throughput, uti-
lization, response times, waiting times, queue length are considered. Here the
utilization and waiting time in the orbit are focused.

Table 1. Numerical values of model parameters

Case studies

No. N λ1 λ2 μ ν γ0 γ1 γ2

Fig. 2 100 x-axes 2 3 0.05 0.01 0.01 1

Fig. 3 100 x-axes 2 3 0.05 0.1 0.01 1

Fig. 4 100 x-axes 2 3 0.05 0.01, 0.1 0.01, 0.1 1

Fig. 5 100 x-axes 2 3 0.05 0.01, 0.1 0.01, 0.1 1

Fig. 6 100 x-axes 2 3 0.05 0.01 0.01 1

Fig. 7 100 x-axes 2 3 0.05 0.1 0.1 1

Fig. 8 100 0.2 2 3 0.05 x-axes x-axes 1

Fig. 9 100 0.2 2 3 0.05 x-axes x-axes 1

Fig. 10 100 0.2 2 3 0.05 0.1 0.1 x-axes

There exist several methods to calculate the system measures. Solving
directly the balance equations is rather difficult in most cases. Effective soft-
ware tools can be used to get the steady-state system probabilities. From these
probabilities the performance measures can be computed directly or by the help
of the considered tool. In this paper the MOSEL-2 tool is used. This is not a
simulation tool. The system equations are build up and solved by one of the util-
ities developed for MOSEL-2. Here the SPNP (Stochastic Petri Net Program) is
used (see in [5]). The following figures illustrates the most interesting numerical
results. The numerical values of the applied parameters in the model are listed
in Table 1. Most figure compares to different cases:

– In case of busy state breakdown, the first order and second order customers
are interrupted. The first order customers are sent back to the orbit, the
second order customers are sent back to the source. On figure these cases are
denoted with blue lines dotted by diamonds.

– The service of both types of customers are interrupted. The customers are left
at the server. After the repair their service will continue or restart. Because of
the exponentially distributed service time, this difference - restart or continue
- has no effect to the system characteristics. On figure these cases are denoted
with orange lines dotted by squares.
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Fig. 2. Mean waiting time vs. λ1 (Color figure online)

Fig. 3. Mean waiting time vs. λ1 (Color figure online)

Fig. 4. Mean waiting time vs. λ1 (Color figure online)
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On Fig. 2 the running parameter (values of x-axes) is the first order generation
rate λ1. The failure rate is small for this figure. There are not so significant
differences between lines. The waiting time of the ‘leave the system’ case is
greater, because the first order jobs goes to the orbit and they have to try again.

Figure 3 displays the same situation with ten times greater failure rate, which
will cause a much more significant deviance between the cases. The interruption
is more frequent and the first order customer are sent back to the orbit more
frequently, which results higher waiting times. The two considered failure rates
are compared on Figs. 4 and 5 for ‘Continue’ and for ‘Leave the system’ scenarios,
respectively. The expected results can be seen, the waiting times are higher for
greater values of failure rates.

Fig. 5. Mean waiting time vs. λ1 (Color figure online)

Figure 6 shows the utilization in function of the first order generation rate.
The failure rate here is small, so the differences between the two scenarios are
also small. The utilization is greater for the ‘Continue’ case, because after the
repair the server state will be busy, immediately. While for the other scenario the
server will be idle, and an exponential retrial, first or second order generation will
take place. For Fig. 7 the parameters are the same, but the Failure rate, which
is again ten times greater than on the Fig. 6. Consequently, the differences in
utilization are more significant.



Modeling of a Two-Way Communication System 11

Fig. 6. Utilization vs. λ1 (Color figure online)

Fig. 7. Utilization vs. λ1 (Color figure online)

On Figs. 8 and 9 the failure rate, γ0 and γ1 is the running parameter. The
two parameters move together. On Fig. 8 the mean waiting time is considered.
Here the parameter is modified in wider range than on Figs. 2 and 3, but the
tendencies are the same. The higher the failure rate is, the higher the waiting
times are. Additionally, waiting times for ‘Leave the system’ scenario is higher,
as well.

On Fig. 9 the failure rate, γ0 (and γ1 with the same way) is the running
parameter. With higher failure rate the utilization will decrease, and comparing
the two scenarios, utilization is higher for the ‘Continue’ scenario.

Figure 10 investigates the effect of repair rate. Since the repair rate and the
average repair time are reciprocal values, higher repair rate means shorter repair
time. According this, it can be seen, that for higher repair rate the waiting times
will decrease. Comparing the two cases, ‘Leave the system’ has greater waiting
times.
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Fig. 8. Mean waiting time vs. γ0 and γ1 (Color figure online)

Fig. 9. Utilization vs. γ0 and γ1 (Color figure online)

Fig. 10. Mean waiting time vs. γ2 (Color figure online)
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4 Conclusion

In the present paper a special two-way communication system was investigated.
First order customers come from a finite source, while in case of an idle server,
second order customers are able to reach the system via a direct call. Different
cases can be considered. For simplicity, the service rates for the first and the
second order customers were supposed to be different. Similarly, different failure
rates are considered for idle server and busy server.

The main focus was to compare the ‘Continue’ and the ‘Leave the system’
scenarios. Based on the results displayed on the figures above, it can be stated,
that the system performance (in waiting times and utilization) is better for the
‘Continue’ case. For the results, the buffered case of the second order customers
was considered. It is closer to the real life situation. When a customer is called
for service from the outside world, and in the meantime the server becomes busy,
give the chance for the called customer to be served.
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by the Austrian-Hungarian Bilateral Cooperation in Science and Technology project
2017-2.2.4-TeT-AT-2017-00010.

The research work of Attila Kuki and Tamás Bérczes was supported by the con-
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Abstract. One of the important and universal characteristics of the net-
work performance for both a user and a network owner is the probability
of the network service availability at any time. To obtain an accurate
estimate of the probability of a particular network service availability in
the class of binary stochastic models, effective methods of structure func-
tion decomposition are used. The paper discusses the issues of obtaining
accurate estimates of the probability of network service availability for
arbitrary pairs of network nodes. Lower bound and upper bound esti-
mates for the probability of network service availability are constructed
for large dimension networks with a complex structure.

Keywords: Binary stochastic model · Availability of network
services · Alternating renewal process · Boolean algebra · Isomorphism
of properties and classes algebra

1 Introduction

Over recent decades, problems of network structures reliability belong to the
priority areas of research in the reliability theory.

Formally, the communication network is interpreted as a weighted graph
without loops. The graph can be both unoriented and oriented. Elements of the
graph are weighted by weight parameters. Weight values are usually assigned to
the edges, assuming that the nodes are absolutely reliable. Weights can be also
assigned to nodes.

For networks with renewal, the role of weight parameters is played by the fac-
tors of network elements availability. Failures of elements are caused by technical
problems and external influences.

For practice, it is important to know that any pair of network subscribers can
get a connection despite the failure of the elements (network service availability).

The availability of a network service means the ability to provide communi-
cation for any user at any time.
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A few formal definitions of the availability of network services are given below:

1. The network has the (s-t) availability property at time t, if there is at least
one simple path from node s to node t.

2. The network has the property of full availability at time t, if there is at least
one simple path for any pair of network nodes.

3. The network has the property of full availability at time t, if there is at least
one network spanning tree.

4. The network has the property of full availability at time t, if at least one
available element exists in each of the cutting sets of the network.

Of course, the definitions (2–4) are equivalent, but they represent the struc-
ture of the connectivity property of a network in different ways.

The probability of network service availability allows to objectively define
which of the compared networks is better suited to its purpose. Monitoring of
this characteristic makes it possible to make timely necessary adjustments to
the operation and development of the network.

The task of assessing the network service availability belongs to the class of
so-called “computationally hard” problems of combinatorial logic of properties
and classes. For this reason, it is not always possible to obtain an accurate
estimate of the availability of a network service for very large networks, and
upper bound and lower bound estimates are used instead of it.

Availability of networks can be characterized by assessment methodologies
[1] such as Reliability Block Diagram (RBD), Fault Tree Analysis (FTA) [2] and
so on.

Typical algorithms for computing network availability include the state enu-
meration method [3], sum of disjoint products method [4], factorization method
[5], minimal cuts method [6] and cellular automata [7,8].

In this paper formalization of the problem of assessing the probability of
network service availability in the form suitable for machine implementation is
based on the isomorphism of the Boolean properties algebra (predicates) and
the corresponding Boolean classes algebra. The predicate of the network service
availability is represented by the corresponding structure function.

We consider the problem of estimating the stationary probability of a pair
network connection. It is important to note that the concept of the network
(s-t) connectivity is closely related to transport flow tasks. The stationary prob-
ability of the network (s-t) connectivity can be considered as one of the upper
bound estimates for the stationary probability of a full network connectivity [9].
The stationary probability of a full network connectivity can be considered as a
guaranteed lower bound for the probability of connectivity of any pairs of nodes.

2 Binary Stochastic System Model

1. Let C = {1, 2, . . . , n} be an indexed finite set of the system elements.
The number |C| is called the order of the system.
Binarity means that the elements and the whole system take values in the set
B2 = {1, 2}.
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The evolution of the i-th element in time is modeled by the corresponding
alternating renewal process xi(t), i = 1, 2, . . . , n.

xi(t) = {1, if at the moment t i-th element is operable
0, otherwise

}.

We need some results of the renewal theory in a convenient interpretation.
For the i-th element, the probability to be in an accessible state at time t is
called the non-stationary availability factor and is denoted by

P{xi(t) = 1} = Pi(t), i = 1, 2, . . . , n.

As t increases, the nonstationary availability factor tends to a constant value -
the stationary availability factor of the i-th element. Its value is defined as
the ratio of the average length of the availability interval of the i-th element
to the average length of the cycle of the i-th alternating process:

lim
t→∞ P{xi(t) = 1} =

M [θxi
]

M [θxi
] + M [ξxi

]
= Pi, i = 1, 2, . . . , n.

2. Let the vector of the elements state

X(t) = (x1(t), x2(t), . . . , xn(t))

uniquely determine the state of the system. The corresponding function (two-
valued predicate) is called the structure function of the system:

ϕ(x1(t), . . . , xn(t)) = {1, if at the time t the system is operable
0, otherwise

}.

Formally, the role of a truth (false) set can be performed by any function of
the logic algebra, with the exception of function-constants.
Most systems have the monotonicity property, so we consider only the case
when the structure function ϕ(x1(t), . . . , xn(t)) is monotone.

3. Deterministic properties of structure functions are as follows:
(a)

n∧

i=1

xi ≤ ϕs(x1(t), . . . , xn(t)) ≤
n∨

i=1

xi

(all variables are significant).
(b) Reservation scale theorem:

ϕs(x1 ∨ x̃1, x2 ∨ x̃2, . . . , xn ∨ x̃n) ≥ ϕs(x1, x2, . . . , xn) ∨ ϕs(x̃1, x̃2, . . . , x̃n),

ϕs(x1 ∧ x̃1, x2 ∧ x̃2, . . . , xn ∧ x̃n) ≤ ϕs(x1, x2, . . . , xn) ∧ ϕs(x̃1, x̃2, . . . , x̃n).

(c) Any monotone structure function is uniquely representable in the follow-
ing form:

∨

I

fi(x1, . . . , xn) ≡ ϕs(x1, . . . , xn) ≡
∧

J

ψd
j (x1, . . . , xn),
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where:
I = {f1(x1, . . . , xn), . . . , fm(x1, . . . , xn)} - full set of first implicants of

the function ϕs(x1, . . . , xn),
J = {ψ1(x1, . . . , xn), . . . , ψr(x1, . . . , xn)} - full set of first implicants of
the function ϕd

s(x1, . . . , xn).

ϕd
s(x1, . . . , xn) = ϕ̄(x̄1, . . . , x̄n).

ψd
s (x1, . . . , xn) = ψ̄(x̄1, . . . , x̄n).

From property (c) and the properties of two dual automorphisms

H : U → U |∀Q ∈ U,H(Q) = Q̄,

D : U → U |∀Q ∈ U,D(Q) = Qd

we obtain immediate results:
∨

J

ψj(x1, . . . , xn) ≡ ϕd
s(x1, . . . , xn) ≡

∧

I

fd
i (x1, . . . , xn), (1)

∨

J

ψj(x̄1, . . . , x̄n) ≡ ϕ̄s(x1, . . . , xn) ≡
∧

I

fd
i (x̄1, . . . , x̄n), (2)

∨

I

fi(x̄1, . . . , x̄n) ≡ ϕ̄d
s(x1, . . . , xn) ≡

∧

J

ψd
j (x̄1, . . . , x̄n), (3)

∨

I1⊂I

fi(x1, . . . , xn) < ϕs(x1, . . . , xn) <
∧

J1⊂J

ψd
j (x1, . . . , xn), (4)

∨

J1⊂J

ψj(x̄1, . . . , x̄n) < ϕ̄s(x1, . . . , xn) <
∧

I1⊂I

fd
i (x̄1, . . . , x̄n). (5)

Using these properties makes it possible to construct all possible lower bounds
and upper bounds estimates for the network connectivity probability. It is suffi-
cient to use Boolean lattice inequalities from properties (4) and (5).

The axioms of Boolean algebra are consistent with the laws of intuitive logic
for sets, propositions, and object properties (predicates).

The process of system functioning is a discrete-continuous process of random
walk along a Boolean vector lattice. The time of transition from this state to the
neighboring state is neglected.

As a characteristic of system functioning quality, we consider the probability
of the network service availability

P{ϕ(x1, . . . , xn) = 1}.

The formalization of the problem of estimating the stationary probability of
pair connectivity in the form suitable for machine implementation is based on
the isomorphism of Boolean algebra of functions representing properties

UΦ = 〈x1, x2, . . . , xn;∧;∨;̄ 〉
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and the corresponding Boolean class algebra

UK = 〈P (Bn
2 );∩;∪; ′〉,

where:

{x1, . . . , xn} - generators of Boolean algebra of functions;
Bn

2 - Boolean vector lattice (vector space of network elements);
|Bn

2 | = 2n; dim(Bn
2 ) = n.

3 Problem Formulation

Given:

G(Y,X) - network structure;
Y = {y1, . . . , yl} - set of network nodes;
X = {x1, . . . , xn} - set of network channels;
s, t ∈ Y - two arbitrary vertices of the network;
θxi

- random time intervals of availability of the i-th network channel;
ξxi

- random time intervals of unavailability of the i-th network channel;
pi - factor of stationary availability of the i-th channel of the network:

pi =
M [θxi

]
M [θxi

] + M [ξxi
]
, p̄i = 1 − pi = qi.

For the sake of simplicity, we will consider all nodes to be absolutely reliable.
Assumptions:

1. Dependence between random variables {θxi
} and {ξxi

}, i = 1, . . . , n, can be
neglected.

∃M [θxi
] < ∞ and ∃M [ξxi

] < ∞.

2. The vector of the network elements state uniquely determines the (s-t)-
connectivity ((s-t)-availability) of the network.

3. The network is viewed as a renewable system with fully available renewal.
4. For a given mode of information load on the network (small, medium, large),

a stationary mode is set up.
5. The network status relatively to ϕs,t-accessibility (unavailability) is deter-

mined by the resource state of its elements at a given load on the network.

Required to find the stationary probability of the network (s-t)-connectivity:

P{ϕs,t(x1, . . . , xn) = 1}.

To solve the problem, the following algorithms are proposed:

– algorithm for finding all shortest (s-t)-paths of the network;
– algorithm for finding all minimal (s-t)-cuts of the network;
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– algorithm for orthogonalization of the connectedness function in its most
compact representation.

As a result of orthogonalization, we obtain a computational scheme for esti-
mating the probability of (s-t)-connection, which is minimal from the point of
view of the computational complexity.

By assigning values pi to variables xi in the orthogonalized minimal disjunc-
tive normal form (MDNF)

ϕs,t(x1, . . . , xn) = 1,

and qi to variables with negations x̄i, we get the representation of the (s-t)-
connection probability as a function of the availability of the network elements.

4 Algorithm for Finding the Representation
of (s-t)-Connection Relation on a Graph G(Y,X)

A formal representation of (s-t)-connection relation (s, t ∈ Y ):

ϕs,t(x1, . . . , xn) =
∨

{fi}∈I

(
∧

ki∈{fi}
xki

),

where {fi} is a list of indices of the variables forming a simple (s-t)-path (the
minimal carrier of the connectedness property).

I = {{f1}, {f2}, . . . , {fm}} - complete list of all (s-t)-paths.
Let us consider an example of algorithms for finding (s-t)-paths and (s-t)-cuts

in the network graph (see Fig. 1).

Fig. 1. Graph G(Y,X).



Accurate and Interval Estimates of the Probability 21

4.1 Algorithm for Finding Network (s-t)-Paths

Input information: the logical adjacency matrix of the graph MG (see Fig. 2).

Nv = 4 - number of vertices;
Y = {y1, . . . , yl} = {y1, y2, y3, y4} - set of vertices;
Na = 5 - number of arcs;
X = {x1, . . . , xn} = {x1, x2, x3, x4, x5} - set of arcs.

Find: (s-t)-paths from y1 to y4 (s = y1, t = y4).

Fig. 2. Adjacency matrix for graph G(Y,X).

1. If the value of (s, t)-element in the logical adjacency matrix MG is not equal
0, then there is a path of length 1 from vertex s to vertex t, we store it into
memory. In this example, (y1, y4) = 0. Thus, paths of length 1 do not exist.

2. Iterations start with N = 1, where N is an iteration variable.
y
(1)
s equals to the s-th row of the matrix MG.

3. We multiply (logically) row y
(N)
s by MG and get a new row.

4. If the number of iterations N is less than the number of vertices minus one
(Nv − 1), then go to step 3, otherwise - the end of the algorithm.

For our example first iterations are as follows.
We multiply row y

(1)
s by MG:

(0 1 3 0)

⎛

⎜⎜⎝

0 1 3 0
1 0 5 2
3 5 0 4
0 2 4 0

⎞

⎟⎟⎠ = (0; 3 ∧ 5; 1 ∧ 5; (1 ∧ 2) ∨ (3 ∧ 4)).

The result is stored in row y
(2)
s . Further, we analyze the value of the t-th

element of y
(2)
s .

In our case, it is (1 ∧ 2) ∨ (3 ∧ 4) - two shortest paths of length 2.
The value of the t-th element of y

(2)
s equals zero:

y(2)
s = (0; 3 ∧ 5; 1 ∧ 5; 0).
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Output information:
For this example, 4 shortest paths were found

ϕ14(x1, x2, x3, x4, x5) = (x1 ∧ x2) ∨ (x3 ∧ x4) ∨ (x1 ∧ x4 ∧ x5) ∨ (x2 ∧ x3 ∧ x5).

List of (s-t)-paths:

{f1} = {1, 2}; {f2} = {3, 4}; {f3} = {1, 4, 5}; {f4} = {2, 3, 5}.

4.2 Algorithm for Finding (s-t)-Cuts of the Network in General
Case

Input information:
MDNF representation ϕs,t(x1, . . . , xn).
Find: (s-t)-cuts of network.
The algorithm consists in finding the dual function

ϕd
s,t(x1, . . . , xn)

for ϕs,t(x1, . . . , xn), represented in MDNF.
The indices of the variables forming the first implicants of the dual function

ϕd
s,t(x1, . . . , xn) are minimal (s-t)-cuts.

ϕd
s(x1, . . . , xn) = ϕ̄(x̄1, . . . , x̄n).

J = {{ψ1}, {ψ2}, . . . {ψr} - a complete list of all (s-t)-cuts,
where {ψj} - j-th (s-t)-cut, j = 1, . . . , r.

For the given graph G(Y,X) in Fig. 1 it is necessary to find a dual function
ϕd

y1,y4
(x1, . . . , x5) and to represent it in the minimal conjunctive normal form

(MCNF). Using the result of the previous problem, we obtain a complete list of
(s-t)-cuts:

ϕd
y1,y4

(x1, . . . , x5) = (x1 ∨ x2) ∧ (x3 ∨ x4) ∧ (x1 ∨ x4 ∨ x5) ∧ (x2 ∨ x3 ∨ x5)
= (x1 ∨ x2x4 ∨ x2x5) ∧ (x3 ∧ x2x4 ∨ x4x5) = x2x4 ∨ x1x3 ∨ x1x4x5 ∨ x2x3x5

ϕy1,y4(x1, . . . , x5) = ϕdd
y1,y4

(x1, . . . , x5)
=

∧

{ψj}∈J

(
∨

rj∈{ψj}
xrj

).

List of (s-t)-cuts:

{ψ1} = {2, 4}; {ψ2} = {1, 3} {ψ3} = {1, 4, 5}; {ψ4} = {2, 3, 5}.

4.3 Algorithm for Orthogonalization of the Connectedness Function
in General Case

Input information: MDNF (MCNF) representation

ϕs,t(x1, . . . , xn)

and
ϕd

s,t(x1, . . . , xn).

Find: Orthogonal MDNF (MCNF) ϕs,t and ϕd
s,t.
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1. Choose one of the representations

ϕs,t(x1, . . . , xn)

or
ϕd

s,t(x1, . . . , xn),

which contains the minimal number of characters (the most compact). The
selected representation is orthogonalized.

2. The generalized De Morgan formula is applied to the chosen function: for
function ϕs,t(x1, . . . , xn) represented in MDNF:

ϕs,t(x1, . . . , xn) = f1 ∨ · · · ∨ fm = f1 + f̄1f2 + f̄1f̄2f3 + · · · + f̄1 . . . f̄m−1fm,

where: fi - i-th network (s-t)-path; m - the number of network (s-t)-paths.

You can also apply the generalized De Morgan formula for orthogonalization
of the MCNF representation:

ϕs,t(x1, . . . , xn) = fd
1 ∧ · · · ∧ fd

m = fd
1 − fd

1 f̄d
2 − fd

1 fd
2 f̄d

3 − · · · − fd
1 . . . fd

m−1f̄
d
m.

For a function ϕd
s,t(x1, . . . , xn), presented in MDNF:

ϕd
s,t(x1, . . . , xn) = ψ1 ∨ · · · ∨ ψr = ψ1 + ψ̄1ψ2 + ψ̄1ψ̄2ψ3 + · · · + ψ̄1 . . . ψ̄r−1ψr,

where:

ψi - i-th (s-t)-cut of the network;
r - the number of (s-t)-cuts.

5 Estimation of (s-t)-Connection Probability
of Communication Network

Task definition: we have the communication network and nodes s and t (see
Fig. 3).

Fig. 3. Graph of network.
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For each channel, an availability factor is

pi = 0.8, i = 1, . . . , 12.

Required to find:

1. List of all shortest (s-t)-paths.
2. List of all shortest (s-t)-cuts.
3. Orthogonal representation form.
4. The probability of the (s-t)-connection.

To solve this problem it is necessary to construct a matrix of logical adjacency
for a given graph structure (see Fig. 4).

Fig. 4. Matrix of logical adjacency.

The adjacency matrix is the input for a corresponding computer program,
which we have used to find paths and cuts. We obtain the following result
(Tables 1 and 2).

Table 1. List of (s-t)-paths.

|{fi}| = 3 |{fi}| = 4 |{fi}| = 5

{1, 5, 11} {1, 4, 8, 12} {1, 4, 8, 9, 11}
{1, 6, 12} {1, 5, 10, 12} {2, 3, 5, 10, 12}
{2, 8, 12} {1, 6, 9, 11} {2, 3, 6, 9, 11}

{2, 3, 5, 11} {2, 5, 7, 8, 11}
{2, 3, 6, 12}
{2, 8, 9, 11}
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Table 2. List of (s-t)-cut sets.

|{ψj}| = 2 |{ψj | = 3} |{ψj}| = 4 |{ψj}| = 5

{1, 2} {1, 3, 8} {2, 4, 5, 6} {1, 3, 7, 9, 12}
{11, 12} {5, 6, 8} {6, 8, 10, 11} {2, 4, 6, 10, 11}

{5, 9, 12}

For orthogonalization we choose a function

ϕd
s,t(x1, . . . , x12),

since the representation
L(ϕd

s,t(x1, . . . , x12))

is simpler than
L(ϕs,t(x1, . . . , x12)).

The calculation formula:

h(p1, . . . , p12) = 1 − q1q2 − (1 − q1q2)q11q12
−p2(1 − q11q12)q1q3q8

−(1 − q11q12)(1 − q1q2 − p2q1q3)q5q6q8
−p1p5p8p12q2q4q6q10q11
−p2p5p8p11q1q3q7q9q12

−p11(1 − q1q2 − p2q1q3q8
−(1 − q1q2 − p2q1q3)q6q8)q5q9q12

−p1p8(1 − q11q12 − p11q9q12)q2q4q5q6
−p5p12(1 − q1q2 − p2q1q3)q6q8q10q11.

(6)

To find the probability of (s-t)-connectivity, we substitute the values of avail-
ability factors in formula received (6).

Finally, the probability of (s-t)-connectivity:

h(p1, . . . , p12) = 0,9003.

To assess and analyze the probability of availability of network services in
large-scale networks, one can use known lower and upper bound estimates. These
estimates can be constructed on the basis of the deterministic properties of the
monotonic structures.

6 Conclusion

The approach for estimating the probability of (s-t)-accessibility is proposed. It
is based on the isomorphism of properties algebra and classes algebra, also some
order considerations.

The idea is also suitable for estimating the probability of full connectivity of
large-dimensional communication networks.
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The found probability of pairing and full connectivity allows you to analyze
the availability properties with changing network load.

For a comparative analysis of the network structures reliability it is necessary
to be able to calculate the probabilities of their full connectivity. The structure
with higher probability is more preferable.

In the case of excessively large network dimension, when an accurate estimate
is impossible, lower and upper bound estimates are constructed formally using
inequalities (4), (5). The error in the estimate is determined by the difference
between the boundary estimates (upper and lower).

This approach is suitable for future scientific search:

– to solve problems of designing networks with specified properties;
– to estimate an average time, when a network is steady and a service is avail-

able;
– to assess the importance of network elements [10].

The importance of an element shows the degree of its influencing the network
availability ratio when providing a network service.
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Abstract. 5G/IMT-2020 networks have to provide new technical
requirements for realizing new services such as Tactile Internet, med-
ical services and others. 5G infrastructure will be based on Software-
Defined networking and Network Function Virtualization for providing
new quality level. In general, a significant number of the available Inter-
net services and applications require exact value of network parameters
such as latency, jitter, RTT and bandwidth. The SDN-based technologies
should be able to control and manage dynamic QoS for different new ser-
vices, which are a time constraint. For this reason, SDN-controller, like
the main element of network infrastructure, must be stable and pro-
tected from external different threats. There are many works were on
this task. Most of these works are goaled on stress tests of hardware
and software parts, also one of the de-facto tests for each controllers is -
generating OpenFlow “packetin” message from special traffic generator.
Nevertheless, in “life mode” controller can be loaded differently, for exam-
ple, uneven service load. We cannot build in advance various theoretical
models of the controller load. In this regards, there is a need to develop
a new approach for monitoring and prediction algorithm for build pre-
dicted models of OpenFlow activities. Also, this algorithm has to be
independent of the hardware features of the controller and another tech-
nical integration peculiarities. In this paper proposed a novel approach
for SDN load prediction based on artificial intelligence algorithms and
totally monitoring of OpenFlow channels activities. Also in this paper,
the possibility justification for predicting the load on hardware part, with
the help of OpenFlow thread analytics was given.
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1 Introduction

By 2020 it is expected to begin a new era of mobile communication system with
great and efficient capabilities by announcing the fifth generation of mobile com-
munication systems (5G) [1]. 5G networks are expected to offer the opportunity
to launch, efficiently and cost-effectively, numerous new services thus, creating
an ecosystem for technical and business innovation. There are some challenges
associated with the design and realization of the 5G cellular system introduced
in details in [1–3]. One of these challenges is the ultra-low latency required for
the 5G system, which is of order of 1 ms [4]. However, it is worth noting that 5G
networks it’ not only new technologies and infrastructure approaches for cellular
network part.

Moreover, for time constraint’s IMT-2020 services we have to provide new
quality requirements level. Latency sensitive services (e.g., Tactile Internet, Med-
ical networks, real-time IoT applications, streaming video, autonomous driving,
and machine-to-machine communication) are of wide interest [2]. Such services
promise to improve the quality of life in many fields of human society [5]. For
the time being, the traffic generated by smart devices becomes a significant part
of Internet [6]. Potentially, SDN-based technologies 5G will be used in Internet
community for managing all types of services and therefore, SDN is to be tasked
to manage these kinds of demands as well. In general, a significant number of
the available Internet services and applications require exact value of network
parameters such as latency, jitter, RTT and bandwidth [7]. The SDN-based
technologies should be able to control and manage dynamic network quality
parameters for different time constraint applications [8].

To implement the high quality requirements, it is necessary to ensure the
stability of 5g/IMT-2020 control systems. One of these systems is the con-
troller of software-defined networks. During the development of the concept of
software-defined networks, a lot of research work has been carried out (including
companies already implementing SDN solutions) on various solutions testing, in
particular-stress tests. In most cases, the purpose of research is to find the limit
of the controller’s operation on parallel-served threads, evaluate the advantages
of one controller architecture over another, find the fastest controller, the most
functional, etc. Thus, knowledge of the workload of the controller allows you to
assess the performance of the network as a whole. Given this fact, predicting
the behavior of a software-configured network controller is one of the primary
tasks [9].

One of the approaches to this task is to develop a special application for
the operating system on which the SDN controller is deployed. This application
asks the system for the values of the hardware parameters (CPU, RAM, ROM,
Cores activities, system flows and etc.) [10]. The values of the requested hard-
ware parameters can be transferred further to the analytical system. However,
this approach has several disadvantages such as: dependence on the hardware,
type and version of the operating system. Including increases the likelihood of
the controller failing due to incorrect operation of this application with the con-
troller’s operating system.
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Considering the above fact, it is required to analyze and develop a new app-
roach in analytics and forecasting the load on the controller of a software-defined
network. This article proposes a new approach to monitoring and predictive ana-
lytics of the load on the controller, based on analytics of only the total service
flows from the switches to the SDN controller. This approach will solve the prob-
lem of dependence on the hardware and also the operating system on which the
controller of the SDN is deployed. Considering the particularities of the obtained
statistical data, the analysis of existing mathematical methods for forecasting
data was carried out, a multiparametric analysis was also conducted, the result
of which shows the dependence of the activity of service flows and the load on
the controller’s hardware. In the process, a server for monitoring and predic-
tive analysis of flows in a software-configured network was also developed. The
obtained results confirm the feasibility of the proposed method for predicting
the load of the SDN controller in 5G/IMT-2020 communication networks.

2 Justification. Multiparametric Analyse

Part 1. Investigated Model. General Architecture

At the moment, there are many works aimed at the research and development
of various methods of testing the controller, including stress testing. As noted
above, this paper discusses the possibility of implementing monitoring of the
hardware load of the controller using monitoring and intelligent analytics from
a group of service flows – OpenFlow. To check the efficiency of the proposed
approach, a model software-defined network with a running Video-on-Demand
service at the data Plane level was used.

Analytical (hereinafter - the network application), part of which is the mod-
ule for predicting the activity of service flows OpenFlow, was developed in
the Python programming language as a WEB server operating on the basis
of the MVC model. This server runs on top of the Northbound API controller
and orchestrator model network lab. As a controller of the SDN network, this
model network uses – OpenDaylight Beryllium SR4, as an Orchestrator of the
infrastructure – OpenStack [11]. The Data Plane level is based on the Mikrotik
switches with OpenFlow Protocol support [12]. The general architecture of the
segment is shown in Fig. 1. It is worth noting that the figure also shows, in addi-
tion to the main elements of the model infrastructure [6], the objects of study
and their parameters.

To form the data Sets, the application sent requests every second to the
controller of the software-configured network. After that, the process of filtering
the resulting OpenFlow tables occurred in such a way as to further transfer
the values of the OpenFlow service flows to the processing. The next step, the
obtained Data Set was processed to form a Data Set to build analytical models,
the calculation of which is given below in the article.

Based on the data analyzing, displayed in two global parts of the table:
Match Field and Actions, we can concluded that they can compose a meta-
model of threads. The reduced structure of the switch flow table is shown in
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Fig. 1. General architecture

Fig. 1. One of the important features of this data is that, based on the “Byte
Count” and “Packet Count” counters, it is impossible to accurately determine
the exact packet length in the flow. Since at one time the counters can be equal
to: “Byte Count” - 1500, “Packet Count” - 3. Accordingly, it is not possible to
determine the exact length of each packet registered in the stream over a period
of time based on this data: δT = 1 [s].

It is also worth noting that the counters display the total value of the [«Byte
Count», «Packet Count»] parameters. However, in addition to these counters,
in Flow Table there is another parameter «Time Stamp», which allows you to
estimate at each time instantaneous value [ByteCount-delta] and [PacketCount-
delta]. Thus, for an arbitrary period of time ΔT, having counts of values [Byte
Count], [Packet Count], [TimeStamp] it is possible to make a Data Set with
an established data structure, where each count displays the instantaneous
value [ByteCount-delta] and [PacketCount-delta]. Counts of values [Byte Count],
[Packet Count], [TimeStamp] – are formed by every second requests to the SDN
controller through the RESTful API program interface. The structure formed
on the basis of the DataSet-RQ queries with “raw” data (1) and the formula (2)
of its conversion to the required DataSet-ML format with instantaneous values
(3) are given below.

If, PacketCount-delta – PC-delta, ByteCount-delta – BC-delta, a
TimeStamp-deltas – TS = 1 [sec.] = const, then:

DataSetRQ =

⎡
⎢⎢⎢⎢⎣

[TimeStamp] [ByteCount] [PacketCount]
TimeStamp11 ByteCount12 PacketCount13
TimeStamp21 ByteCount22 PacketCount23

... ... ...
T imeStampN1 ByteCountN2 PacketCountN3

⎤
⎥⎥⎥⎥⎦

(1)

{
BCdeltaN2 = ByteCountN2 − ByteCount(N−1)2, if N ≥ 1
PCdeltaN2 = PacketCountN2 − PacketCount(N−1)2, if N ≥ 1

(2)
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DataSetML =

⎡
⎢⎢⎢⎢⎣

[TimeStamp] [ByteCount] [PacketCount]
TS BCdelta12 PCdelta13

TS BCdelta22 PCdelta23

... ... ...
TS BCdeltaN2 PCdeltaN3

⎤
⎥⎥⎥⎥⎦

(3)

In so doing, the calculation of the total values of the parameters for a specified
period of time is made by the following formulas (4, 5):

ByteCount�T =
N=ΔT/TS∑

N=1

BCdeltaN2 (4)

PacketCount�T =
N=ΔT/TS∑

N=1

PCdeltaN2 (5)

Part 2. Justification. Multiparametric Analyze

The primary requirement was to check the existence of a relationship between
the activity of OpenFlow flows and the change in the load of the hardware of
the software-configured network controller. Figure 2 shows the structure of the
experimental stand.

Fig. 2. Experimental stand

To test the dependence between the activity of the OpenFlow service flows
and the hardware load on the SDN controller, two applications were developed
«OS App» and «Analytical Application». «OS App» - is a server application
for the Linux operating system on which the opendaylight SDN controller is
deployed. This application requests the values of the hardware load parame-
ters («CPU Value», «RAM Value») from the operating system. Values of the
requested metrics are available through the REST API of this application to
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third-party applications over the network. «Analytical Application» - this appli-
cation is also developed as a server, but already running on top of the Northern
controller interface (REST API). The application also requests parameter values
from the «OS App» through its API over the network, and eventually generates
a Data Set of synchronized parameters to evaluate from the dependency.

To assess the dependence between the parameters, after analyzing the exist-
ing mathematical methods, it was proposed to use multiparameter correlation
analysis. To carry out the analysis, a series of data is determined for compar-
ison and a multidimensional data matrix (X) is formed, which is subsequently
reduced to a typical (U). The rows of such matrix (not given) correspond to the
results of registration of all observed parameters of objects (OpenFlow stream
and SDN-controller hardware) in one experiment, and the columns contain the
results of observations of one parameter (factor) in all experiments. To deter-
mine the series, we denote the number of parameters by m, where (m > 1), and
the number of observations by n. In the matrix, the element xij corresponds to
the value of the j parameter in the i observation. In this case, it is allowed to
have empty values of some elements, for example, due to omissions in the regis-
tration of parameter values. In the context of this research project – parameters
are recorded every second. However, in a multivariate analysis, it is desirable to
eliminate missing values. To do this, there are two approaches: striking out the
corresponding rows of the matrix or entering the average values instead of the
missing ones. In this article, the input data series are subjected to normalization
before the direct correlation analysis based on the mechanism of entering the
average values instead of the missing ones. Further methods of matrix X pro-
cessing are based on the following assumption: if the object of study is subjected
to a new survey and a different data matrix is obtained, then after its process-
ing using the same methods, results close to the results of the first matrix will
be obtained. This assumption is based on the statistical hypothesis of matrix
formation.

Thus, the object of study in multidimensional analysis is a multidimensional
random variable represented by a finite volume sample. It is also worth noting
that the parameters characterizing the object of study have a different phys-
ical meaning, and the data matrix changes significantly if the scales in which
the selected parameters are measured change. Accordingly, the data matrix is
reduced to a standard form, that is, the values of the parameters are standard-
ized (option). As noted above, the standardized matrix will be denoted by U.
The matrix X, according to a number of parameters, constructed on the basis
of the DataSet-ML matrix, is as follows:

X =

⎡
⎢⎢⎢⎢⎣

ByteCount PacketCount CPU RAM
x11 x12 x13 x14

x21 x22 x23 x24

x31 x32 x33 x34

xi1 xi2 xi3 xi4

⎤
⎥⎥⎥⎥⎦

(6)

The transformation of the matrix X, formed from the data of the selected
parameters (1) to the standardized matrix U, is as follows: For each studied
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parameter j = 1, 2, ..., 4 weighted estimates are calculated using the following
formula

uij =
xij − μ(xj)

δ(xj)
, where i = 1, 2, ..., n; j = 1, 2, ..., 4; (7)

The formula (2) uses the following two parameters, namely the mathematical
expectation μ(xj) and the variance δ(xj), which are calculated by the following
formulas:

μ(xj) =
1
n

×
n∑

i=1

xij (8)

μ(xj) = δ2(xj) =
1
n

×
n∑

i=1

(xij − μ(xj))2 (9)

Thus, calculating the elements “Uij” is composed of a matrix U, which
becomes the subsequent object of processing. The impact of general factors,
the presence of objective laws in the behavior of the studied objects lead only
to the appearance of the so-called static dependence. Static called dependence,
in which a change in one of the values entails a change in the distribution of
others, and these values are known to take some values with certain probabili-
ties. There is also a special case of static dependence, which is more suitable for
the model considered in this article, namely the correlation dependence, which
in turn characterizes the relationship between the values of some random vari-
ables with the average value of others. It is worth noting that the correlation
dependence usually describes a causal relationship between the values of the
used parameters of the analyzed analytical model. The correlation dependence
is determined by various parameters, among which the most common are the
indicators characterizing the relationship of two random variables (pair indica-
tors): the correlation moment, the correlation coefficient. The estimation of the
correlation moment (co variance coefficient) of the two variants xj and xk is
calculated from the initial matrix X:

ξjk =
1
n

×
n∑

i−1

(xij − μ1(xk)) (10)

The co variance coefficient ρ-jk of normalized random variables is called the
correlation coefficient and its estimate is calculated by the following formula:

Pjk =
1
n

×
1∑
n

UijUik (11)

It is worth noting that the correlation coefficient does not depend on the val-
ues of random variables, but on their variations, so if the value of the magnitude
increases by an order of magnitude, then the coefficient will not change. so, the
value of the correlation coefficient lies within from −1 to +1. If the random vari-
ables Uj and Uk are independent, then the coefficient ρjk is necessarily equal to
zero, but the converse is incorrectly. The correlation coefficient ρjk characterizes
the importance of the linear relationship between random variables (parameters):
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where ρjk = 1, the values of uij and uik are fully coincide, i.e. the values of
the parameters take the same values. In other words, there is a functional
dependence, that is, knowing the value of one parameter, you can clearly
specify the value of another parameter;
where ρjk = −1, the values of uij and uik take opposite values. And in this
case there is also a functional dependence;
where ρjk = 0, the values of uij and uik practically are unrelated by a linear
relation. However, in this case, does not mean the absence of any other (for
example, non-linear) connections between the parameters;
where |ρjk| > 0, |ρjk| < 1, there is no single-valued linear relation of uij and
uik. And the less the absolute value of the correlation coefficient, the less the
values of one parameter can predict the value of another.

The so-called functional dependence was mentioned above, which essentially
reflects the relation of the considered quantity with one or many other quanti-
ties, if this quantity depends only on this set of factors. However, in this case it is
necessary to take into account the fact that functional relations are more math-
ematical abstractions, as in real situations there is an infinitely large number
of properties of the object and the external environment that affect each other.
Therefore, speaking about the possible functional dependence, it is necessary to
take into account the fact that the selected number of parameters, on which the
direct correlation analysis is limited. In so doing, a number of parameters are
determined in each specific practical task, for example, as in the current research
work, the justified in this article the number of parameters selected for analysis
is only limited to four.

Thus, in this task (the study of the relation between the activity of service
flows and the load of the SDN controller), the Analytical Application calculates
the following indicators.

We adopt the following conventions: ByteCount – BtCt;

PacketCount – PcCt;
CPU value – Cpu;
RAM value – Ram;

ξ(1×4)x =
[
BtCt|PcCt BtCp|Cpu BtCp|Ram PcCt|Ram

ξ1x1 ξ1x2 ξ1x3 ξ1x4

]
(12)

ρ(1×4)U =
[
BtCt|PcCt BtCp|Cpu BtCp|Ram PcCt|Ram

ρ1x1 ρ1x2 ρ1x3 ρ1x4

]
(13)

In matrices (10, 12) the first line shows the attitude of the parameters
between which the corresponding indicator is calculated (correlation moment or
coefficient).

Part 2. Neural Network

Today, artificial neural network is widely used to solve various problems in real
life. Such tasks as speech recognition, text recognition, predicting complex mod-
els are now more solved with the help of neural networks, achieving high results.
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At the moment, there is a large variety of neural networks. This problem uses
a neural network to predict the load. The architecture of the developed neural
network is shown in Fig. 3. The data stream is fed to the input layer of neu-
rons (placeholders) from the formed DataSet-ML. Placeholders are connected to
the first layer of the neural network by a fully connected structure. The output
is two neurons that generate a series of predicted values. The Neural network
receives a fixed length data entry, so the data is divided into 200-line segments
or 10 s. Activity tags are converted to the unitary code. Data is divided into
training and practice sets in the ratio of 8:2. The network model contains 4 fully
connected layers, each of which contains 10 hidden nodes. The hyperparameters
of learning: Optimizer:Adam.

Number of epochs: 20
Number of samples per iteration: 1024
Learning speed: 0.0025

Fig. 3. Architecture of neural network

3 Test Results

As already shown above, in this article the practical tests of the proposed method
of monitoring and forecasting the load on the controller of software-configured
network is divided into two stages. The first step is to conduct a study to confirm
the established hypothesis about the direct impact of the activity of the Open-
Flow service message flow on the controller and, accordingly, on its hardware.
The second part of the practical tests, with the obtained positive results of the
first part, is the development and training of a neural network for monitoring
and forecasting the activity of OpenFlow service flows.

For practical tests, a stand was assembled, the structure and description of
which are given in paragraph 2.1 of this article. Soft was developed to calculate
indicators for the dependence between the studied parameters. This software
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first generates a Data Set, the structure of which is displayed in paragraph 2.2
of this article, and then calculates the corresponding indicators ξX and ρU .

However, as already noted in justifying the choice of this mathematical
method, the correlation moment has a certain feature, the correlation moment
has a certain feature, namely, it depends on the units of measurement of inde-
pendent quantities, which does not fully assess the level of correlation of the
two quantities. For this, the original matrix is reduced to the form normalized
by the formulas specified above. On the basis of this matrix, a point graph was
also built for the distribution of weighted estimates relative to each other. The
resulting graph was based on a sample of 100 values from the total Data Set and
is displayed in Fig. 4.

Fig. 4. Scatter plot of weighted estimates

On each of the subgraphs is displayed in the form of signatures corresponding
data series of the matrix, the distribution of which are given. To assess the full
level of correlation of the studied values, the correlation coefficient is calculated.

To analyze the data obtained, we turn to the properties of the coefficient
of correlation coefficient, which were displayed in paragraph 4.2 of this article.
All obtained values of the correlation coefficients satisfy the following property
|ρjk| > 0, |ρjk| < 1. On the basis of this property it is possible to draw the
following conclusion: there is a relation between the studied parameters, while
the more value of the correlation coefficient, the more it is possible to predict
the value of another parameter. From the obtained values in this paper we are
interested in the values of the correlation coefficient between BtCt|Cpu and
PcCt|Ram, equal to 0,89 and 0,92 respectively. The values of these indicators
allow us to conclude that there is a relationship between the OpenFlow service
flow and the hardware load of the SDN controller. In this case, there is no explicit
linear relationship between them. However, it should be noted that the values
of the correlation coefficient between the PcCt|Ram indicators are close to the
value 1, which allows us to conclude that the proposed method of monitoring and
forecasting the load on the controller can work effectively. And accordingly, to
assess the operation of the controller to a certain extent, it is sufficient to build
a predictive analytical model of OpenFlow flows, where the total PacketCount
of a group of flows is a predictable parameter. Also, to visualize the obtained
indicators, a bar chart was built, which displays the corresponding values of the
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correlation coefficients of the pairs of the studied values. The diagram is shown
in Fig. 5.

For the second part of the practical tests, the stand has been upgraded with
regarding to the first part of the practical tests. The structure of the stand and
its description was given above. The second part of the tests was to train the
developed neural network, the architecture and parameters of which are given
in the second paragraph of this article. According to the obtained DataSet-
ML a scatter plot values was constructed. The diagram shown in Fig. 6. In this
diagram, it is visually possible to select several areas (clusters) of the distribution
points, in the area of which corresponding the average value of the packet length
in the flow prevails.

Fig. 5. Bar graph of the obtained correlation coefficients

Fig. 6. Scatter plot of DataSet values

During neural network training (estimation of neural network prediction
accuracy), During the neural network training (assessing the accuracy of the neu-
ral network prediction), the MSE parameter - Mean Square Error was observed
as a performance evaluation parameter. The change in the MSE parameter value
is shown in Fig. 7.

Figure 7 shows two graphs. The red dashed line shows the change of the MSE
parameter when the network is running on the training DataSet, the green line
shows the change of the MSE parameter on the working (real) Data Set. The
graph shows that the selected architecture and parameters of the neural network
are optimal for generating load prediction. Ultimately also, in the process of
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neural network training, the process of its training for the formation of forecasts
was monitored. For clarity of the process, a graph of real and predicted values of
the neural network was constructed. Figure 8 shows some screenshots of training
the neural network to show the progress. In each of the areas shown in Fig. 8,
there are two graphs showing real and predicted values, respectively, blue and
green graphs. The left graph on the first line with the caption (Epoch 0, Batch
0) displays the real and first forecast. The graph shows that the predicted values
are very different from the real ones. That is, the green graph is much lower
than the main one – the blue graph. The right graph on the first line with the
caption (Epoch 0, Batch 50) shows the next forecast of the neural network after
the first one. The graph shows (green) that now the predicted values exceed the
real ones, while the graph is overstated.

Fig. 7. Mean square error (Color figure online)

The bottom two graphs, with captions (Epoch 19, Batch 250), (Epoch 19,
Batch 300) show the last steps of network training. According to the graphs, it
is clear that the neural network has learned and now can correctly predict the
activity of OpenFlow service flows in a real software-configured network. It can
be seen that in the last (lower right graph), the real graph coincides with the
predicted.

Fig. 8. Neural learning process. Real and predicted OpenFlow activity (Color figure
online)
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After the neural network has learned, the program saves the state of its archi-
tecture and parameters so that it is possible to load its state from another software
module of the «Analytical Application» server. Further, the software module that
loaded the state of the neural network generates predictive data on the data test
that the neural network receives on the input neurons (placeholders).

4 Conclusion

This article proposed an intelligent monitoring method for one of the control
systems in 5G/IMT-2020 communication networks, namely the controller of a
software-configured network. The intelligence of the method and, accordingly, the
uniqueness lies in the ability to predict the load on the controller of a software-
configured network based only on the use of activity data from OpenFlow service
flows. The results obtained allow us to summarize that it is possible to realize
the forecast of the load on the controller’s hardware can be implemented in the
form of a network application that analyzes remotely the activity of incoming
OpenFlow flows. Accordingly, the problem is solved depending on the type of
controller hardware, including the operating system on which the controller is
deployed.

Also, it is worth noting that this application (monitoring method) can be
used not only for the purpose of predicting the load on the controller, but also
for the tasks of managing flows in the network on the Data Plane. For example,
another network application (or another service) has the possibility to request
the controller’s load values from a given application and take it into account in
the decision-making process to manage flows at the DataPlane level.

In future works, which will be based on this work, it is planned to implement
the work of this application in real time, including the output of the predicted
Analytics in the WEB-interface of the developed server. Also, implement internal
programming interfaces so that other applications that perform data Plane level
monitoring tasks can comprehensively assess the development of a software-
defined network as a unified system. The formation of such a complex system
will allow a more balanced decision to be made on the management and scaling
of a software-configured network. Thus, by closing various issues of monitoring
and management, it is possible to arrive at a common, intelligent core of the
network, which will be adapt and changed for the corresponding traffic. Taking
into account the features of Smart Services traffic and strict quality criteria for
their implementation, only a smart, intelligent network can provide them and at
the same time provide a high guarantee of infrastructure operation.
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Abstract. ZigBee based Wireless Sensor Networks (WSNs) are a reli-
able and adaptive solution for environment level monitoring. In this
paper, we use QoS technique for energy optimization of the existing Zig-
Bee communication protocol. The proposed new method and algorithm
uses a combination of the embedded in the ZigBee wireless nodes Link
Quality Indicator (LQI) and Received Signal Strength Indicator (RSSI)
as critical parameters. The proposed algorithm is specifically tailored
to be a stateless, localized algorithm with minimal control overhead. A
real wireless node transmission experiments and analysis are provided to
validate our claims.

Keywords: WSN · ZigBee · LQI · RSSI · Power optimization ·
Energy efficiency · 802.15.4

1 Introduction

The Wireless sensor networks - WSNs are one of the most important technologies
in the 21st of Century. They are an essential part of today’s life due to their wide
range of applications. The WSNs are used mainly for IoT and industrial applica-
tions such as factory automation and control, environmental monitoring, etc.

These type of applications have a relatively low data rate but high demand
for Quality of Service (QoS) in terms of reliability and timeliness along with
energy efficiency. The WSN’s lifetime depends mainly on the level of the sensor
nodes’ energy consumption.

One possible way to save energy is the management of the transmission power
of the sensor node in the function of the inter-node distance and the RF link
quality. The energy management can be realized by the embedded communica-
tion protocol and/or by a custom design software algorithm.
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The typical WSN is built by a large number of battery-powered multi-
functional wireless sensor nodes. The proper communication protocol related to
the specific needs of an industrial or IoT based WSN is critical for the reliability
of the sensor network.

One of the possible implementations of WSNs is based on the IEEE 802.15.4
technical standard families. The IEEE 802.15.4 based standards define physical,
and media access MAC/PHY layers on low-speed wireless networks. They are
supported by the IEEE 802.15 Task Force and were defined in 2003 and later
extended till 802.15.4v in 2017. The 802.15.4 standard family is the basis for
ZigBee, 6LowPan, ISA100.11a, WirelessHart, and MiWi communication proto-
cols, each of which is an upgrade of the standard and builds layers that are not
defined by 802.15.4 [1,2].

ZigBee Protocol. The ZigBee protocol was created and ratified by ZigBee
Alliance companies. This communication protocol is designed to provide easy-
to-use secure and reliable wireless architecture. The ZigBee protocol is based
on the MAC/PHY layers of the IEEE 802.15.4 standard and operates in unli-
censed radio bands, including 2.4 GHz, 900 MHz, and 868 MHz radio frequencies
[3,4]. The protocol allows touch devices to communicate in a variety of network
topologies (star, tree, a cluster tree, and mesh) and allows the design of devices
with the autonomy of up to 2–3 years without a battery change.

The main advantages of the ZigBee protocol include:

– allows to build a scalable WSNs with fast and straightforward sensor nodes
add/remove functionality;

– allows a programmable long duty cycle low power consumption;
– relatively low latency;
– Direct Sequence Spread Spectrum (DSSS) [5];
– supports up to 65,000 nodes per network;
– 128-bit AES packet encryption with built-in avoidance procedure packet col-

lisions.

The IEEE 802.15.4 standard defines a wireless communications mechanism
characterized by low data rate and low power consumption supporting only star
topologies and peer-to-peer. Technically, the IEEE 802.15.4 standard mainly
focuses on the development of PHY and MAC layers that are primarily suited
for wireless communication rather than for building large-scale networks [6–9].

The ZigBee Specification was created in 2004 by the ZigBee Alliance to define
specifications for building large wireless networks upgrading the existing IEEE
802.15.4 standard that specifies only PHY and MAC layers suitable for rela-
tively small networking such as LR-WPAN (Low Rate - Wireless Personal Area
Network) [10–13]. As an 802.15.4 standard extension, the ZigBee specification
defines a stack consisting of network and security layer (NWK).

Mesh Topology. The mesh topology has a similar tree structure but is con-
siderably more flexible. With this topology, all sensor devices have the right to
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Fig. 1. ZigBee mesh topology

communicate with each other without the need to send a message first to the
ZigBee coordinator device (Fig. 1).

For example, if device J has to send a message to device K, the possible
routes may be J → I → L → K or J → M → K or J → I → M → N → K or
J → I → L → N → K and so on. If a device fails and a route fails, the message
may reach its endpoint on alternative routes [8].

2 Related Works

Several QoS based protocols have been proposed in the literature for power opti-
mization in battery powered WSNs. In [14], the authors propose a comparative
analysis and a new algorithm for transmission power adjustment based on RSSI
measurements. In [15] is proposed a couple of power control mechanisms based
on Signal Noise Ratio (SNR) estimation - the multiplicative-increase additive-
decrease power control (MIAD-PC), and the packet error rate power control
(PER-PC). In [16] a new QoS and Energy Aware Cooperative Routing Protocol
is proposed. The protocol is based on RSSI and node energy consumption in
a competitive context (RSSI/energy-CC). In [17] a transmission power control
(ATCP) is proposed to achieve energy efficiency and improve the communica-
tion between neighbor sensor nodes. The main disadvantage of the proposed
mechanism is that the ATCP uses only RSSI to calculate the level of the link
quality.

In general, most of the power optimization techniques presented in the liter-
ature use RSSI or PRR based calculations as a QoS metric based on the IEEE
802.15.4 standard. However, in the case of a high level of RF noise and RF inter-
ference from neighbor WSNs, the RSSI parameter is not a viable indicator to
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fully determine the QoS. Other disadvantages of [14–17] were that the proposed
protocols and algorithms were evaluated by using only a simulation.

3 QoS Based Method for ZigBee Energy Optimization

3.1 Problem Definition

The approach of using the RSSI as the only parameter for power transmission
optimization of a sensor node is not reliable in many cases. The main goal of the
RSS indication is to measure the received RF power in a selected radio channel.

The problem is that the RSSI can not make a differentiation between the
signal level of the useful radio link data and the level of the RF noise with
the same frequency in the channel. Therefore, the new generation of the sensor
devices and their transmission modules have an embedded RF Link Quality
Indication (LQI) functionality. LQI is an estimate of “how easily a received
signal can be demodulated by accumulating the magnitude of the error between
ideal constellations and the received signal over the 64 symbols immediately
following the sync word” [4].

3.2 Problem Solving

The proposed QoS method for energy optimized inter-node communication uses
a combination of the embedded in the sensor devices Link Quality Indicator
(LQI) and Received Signal Strength Indicator (RSSI). The LQI and RSSI are a
standard option for 802.15.4 and ZigBee compatible RF front-ends (RF trans-
mitting modules). The proposed procedure and method of the QoS based sensor
node energy optimization inter-node is similar to procedures in 802.15.4 related
Radio Channel Assessment and Active scanning procedures.

Energy Detection ED (Energy Detection). The energy detection function
enables the system to determine the energy level of specific channels. Each radio
signal available in the frequency range of the selected channel increases its energy
level. The primary task of this feature is to find all potential interfering sources.

Active and Passive Scan. In 802.15.4 standard and in the related ZigBee
stack the active and passive scan functions are designed to help the system to
detect the presence of similar wireless networks in the area. During the process
of initialization of a ZigBee based WSN, it must perform at least one active scan.

The proposed method uses the active scanning function of the ZigBee com-
patible sensor node in the WSN and sends a special beacon request including
a QoS request and Personal Operating Space (POS) code and which is used
for the sensor nodes synchronization. After that, the sensor node analyzes the
received answers (beacon frames), including the LQI and RSSI parameters of
the neighbor nodes in the RF transmission range. The diagram on Fig. 2 shows
a typical procedure for QoS based inter-node communication.
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Fig. 2. QoS beacon scanning

The transmit/receive beacon procedure of LQI and RSSI related data from
the sensor nodes in the transmission range is repeated after a fixed time intervals.
The average data values of the neighbor sensor node LQI (QLQI) and RSSI
QRSSI parameters, which belongs to the specified sensor node RF link are the
basis for a calculation of the inter-node QoS parameter QQos.

QiQoS = AQiRSS + BQiLQ (1)
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Where:

QLQ - represents the average value of the received LQI;
QRSS - represents the average value of the received RSSI;
i - represents the number of nodes in the transmission range;
A and B are weight coefficients related to the expected level of QoS.

The Fig. 3 below represents the QoS based procedure for sensor inter-node
communication and power optimization.

Fig. 3. RF link QoS assessment algorithm
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3.3 RSSI and LQI Monitoring Levels

In the TI CC2531 chip the LQI value is an unsigned 8-bit integer ranging from
0x00 to 0xFF (or 0xF0 in stacks released prior to Z-stack 3.0.2), with the maxi-
mum value representing the best possible link quality. The relationship between
LQI and the “link weight” for purposes of routing support in the stack is such
that LQI values of 0x55 map to the lowest costs of 3, while LQIs below 0x55
represent links with high error rates, so the worst-case cost of 7 is assigned. In
our case the real measured LQI value of 0x55 represents approximately 70%
reliability of receiving the packet intact. It is important to note that in the TI
CC2531 chip the LQI measurement is based on the chip error rate of the every
packet which is received from the neighbor sensor node of the inbound route.

Therefore it provides a link quality information specific to the current link
connection and depends how the neighboring device transmits the current packet
to the local device. This LQI data is used to determine the connectivity level
between neighboring sensor nodes and to select parent devices when joining the
ZigBee network.

The RSSI value in TI CC2531 RF front-end hardware is a signed 8-bit integer
with values from approximately −100 to +127, with each value representing the
energy level (in dBm) at the radio’s receiver. It is important to be noted that
the RSSI measurement is based on the peak (maximum) energy level detected
by the radio receiver on the current frequency over the first 8 symbol periods
(about 128µs) of the current packet being received. That signal energy at a given
frequency which in our case is 2.405 GHz equal to channel 11 can come from any
transmitter/interferer on that frequency, whether it is another nearby node on
the same network, a device from a different ZigBee coordinator on the same
channel, or a non-ZigBee, non-802.15.4 interferer, such as a WiFi transmitter or
microwave with big harmonics for example.

The measured RSSI level does not concern to any specific link with another
device, it can also be assessed outside of the incoming message handler context.

3.4 Experimental Data

The experimental ZigBee based lab hardware consists of three ZigBee CC2531
USB dongle development boards model CC2531EMK. The ZigBee development
boards were configured as one ZigBee coordinator and two FFD. All the USB
ZigBee CC2531 RF development boards are mounted on NUCs model Gigabyte
GB-BACE-3150 with installed Linux, TI CC13x2 SDK, Wireshark packet sniffer
and software power meter for battery consumption simulation and measurement.
Additionally, a separate emulator of RF noise was created by Software Defined
Radio (SDR) hardware based on one NUCs model Gigabyte GB-BACE-3150
with mounted modified as RF generator (transmitter) USB SDR RTL2832U RF
dongle and antenna. The custom design RF generator can transmit RF noise in
band 1.8 GHz–3 GHz including harmonics.
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The used in the current experiments ZigBee communication protocol is build
on the basis of the TI Z-stack 3.0.2 software implementation. The proposed new
QoS assessment optimization algorithm is implemented as a modification and
an upgrade of the existing Z-stack source code in GitHub https://github.com/
zstackio/zstack.

All the experiment was realized in ZigBee channel 11 (equal to 2.405 GHz).
The lab hardware and configuration diagram are shown on Fig. 4 and the photos
of the lab hardware - on Figs. 5 and 6.

Fig. 4. ZigBee CC2531 transmission power levels

https://github.com/zstackio/zstack
https://github.com/zstackio/zstack


QoS Based Method for Energy Optimization in ZigBee WSNs 49

Fig. 5. ZigBee CC2531 transmission power levels

Fig. 6. ZigBee CC2531 transmission power levels

The results from the experiments by real ZigBee inter-nodes communication,
based on Texas Instruments (TI) RF chip CC2531 are shown in Table 1.
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Table 1. Transmission power levels provided by TI CC2531 and power consumption
analysis

Transmission
power (dBm)

CC2531 Current
consumption mA

Battery capacity of
regular ZigBee WSN
node in hours

Battery capacity of
ZigBee node with QoS
management in hours

−28 23,0 331 382

−20 24,0 216 263

−10 25,5 120 202

−6 26,0 102 191

−3 27,0 82 174

0.5 28,0 79 165

+1 29,0 68 141

+2.5 31,0 48 141

Fig. 7. ZigBee CC2531 transmission power levels

The experimental results visualized on Fig. 7 illustrate that the proposed QoS
method can improve sensitively, in some cases with around 15% the sensor node
battery shelf live.
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4 Conclusion

The proposed new QoS based method and algorithm for sensor node energy opti-
mization are developed with the main objective to provide a reliable and energy
efficient inter-node communication. In addition to the existing routing protocols
which use the RSSI indicator as to the only criteria for RF link quality the pro-
posed method uses the combination of LQI and RSSI as much more reliable QoS
parameter. The implemented power optimization can achieve up to 15% better
sensor node shelf live as a result of lower level RF transmission power, better
RF channel collision avoidance and minimized packet retransmission because of
the relatively less data loss.

References

1. Ahn, G.S., Campbell, A.T., Veres, A., Sun, L.H.: Service differentiation in stateless
wireless ad hoc networks. In: Proceedings of IEEE INFOCOM 2002, June 2002

2. Hill, J., Szewczyk, R., Woo, A., Hollar, S., Culler, D., Pister, K.: System architec-
ture directions for network sensors. In: ASPLOS (2000)

3. Tashev, T.D., Hristov, H.R.: Modeling of synthesis of information processes with
generalized nets. J. Cybern. Inform. Technol. 3(2), 92–104 (2003). SOA, Academic
Publishing House “Prof. Marin Drinov”

4. Texas Instrument: Calculation and usage of LQI and RSSI. http://e2e.ti.com/
support/lowpowerrf/w/designnotes/calculation-and-usage-of-lqi-and-rssi.aspx

5. Kurose, J.F., Ross, K.W.: Computer Networking a Top-Down Approach Featuring
the Internet. Addison Wesley Longman Inc., Boston (2000). ISBN 0-201-47711-4

6. Atanasova, T.: Modelling of complex objects in distance learning systems. In: Pro-
ceedings of the First International Conference - Innovative Teaching Methodology,
25–26 October 2014, Tbilisi, Georgia, pp. 180–190. ISBN 978-9941-9348-7-2

7. Ding, W., Koubaa, A., Cunha, A., Alves, M., Tovar, E.: A time division beacon
scheduling mechanism for IEEE 802.15.4/ZigBee cluster- tree wireless sensor net-
works. Research Group, Polytechnic Institute of Porto, RuaAlatonio Bernardino
de Almedia, Porto, Portugal, vol. 431, pp. 4200–4072

8. Othman, F., Bouabdallah, N., Boutaba, R.: Load-balancing routing scheme for
energy-efficient wireless sensor networks. In: IEEE GLOBCOM 2008, New Orleans,
LA USA, December 2008

9. Bhadoria, R.S., Sahu, D., Dixit, M.: Proficient routing in wireless sensor networks
through grid based protocol. Int. J. Commun. Syst. Netw. (IJCSN) 1(2), 104–109
(2012)

10. Shuaib, K., Alnuaimi, M., Boulmalf, M., Jawhar, I., Sallabi, F., Lakas, A.: Perfor-
mance evaluation of IEEE 802.15.4: experimental and simulation results. J. Com-
mun. 4, 29–37 (2007)

11. Ergen, S.C., Varaiya, P.: Energy efficient routing with delay guarantee for sensor
networks. ACM Wirel. Netw. J. 13(5), 679–690 (2007)

12. Al-Karaki, J.N., Kamal, A.E.: Routing techniques in wireless sensor networks.
IEEE J. Wirel. Commun. 11(6), 6–28 (2004)

13. Balabanov, T., Zankinski, I., Barova, M.: Strategy for individuals distribution
by incident nodes participation in star topology of distributed evolutionary algo-
rithms. Cybern. Inf. Technol. 16(1), 80–88 (2016). Print ISSN: 1311–9702, Online
ISSN: 1314–4081

http://e2e.ti.com/support/lowpowerrf/w/designnotes/calculation-and-usage-of-lqi-and-rssi.aspx
http://e2e.ti.com/support/lowpowerrf/w/designnotes/calculation-and-usage-of-lqi-and-rssi.aspx


52 A. Alexandrov et al.

14. Jeong, J., Culler, D.E.: Empirical analysis of transmission power control algorithms
for wireless sensor networks. In: Proceedings of International Conference Networked
Sensing Systems (INSS 2007), Braunschweig, Germany, pp. 27–34 (2007)

15. Ares, B.Z., Park, P.G., Fischione, C., et al.: On power control for wireless sensor
networks: system model, middleware component and experimental evaluation. In:
Proceedings (ECC 2007), Kos, Greece, pp. 4293–4300 (2007)

16. Maalej, M., Cherif, S., Besbes, H.: QoS and energy aware cooperative routing
protocol for wildfire monitoring wireless sensor networks. Sci. World J. 2013, 11
(2013). https://doi.org/10.1155/2013/437926. Article ID 437926

17. Lin, S., et al.: ATPC: adaptive transmission power control for wireless sensor net-
works. ACM Trans. Sens. Netw. (TOSN) 12(1), 1–31 (2016)

https://doi.org/10.1155/2013/437926


A Problem of Optimal Location of Given
Set of Base Stations in Wireless Networks

with Linear Topology

Roman Ivanov1, Amir Mukhtarov1,2(B), and Oleg Pershin2

1 V.A. Trapeznikov Institute of Control Sciences of Russian Academy of Sciences,
65 Profsoyuznaya Street, Moscow 117997, Russia

iromcorp@gmail.com, mukhtarov.amir.a@gmail.com
2 Gubkin Russian State University of Oil and Gas (National Research University),

Moscow, Russia
pershino@mail.ru

Abstract. The paper describes a special case of a base station place-
ment in wireless network with linear topology. Each station is equipped
with access point (for example IEEE 802.11) that is used by the objects
to send their data via the network, and with a relay equipment that
allows the station to connect to the neighboring stations. Each station is
described by the coverage radius and the communication radius to other
stations. The goal is to determine such placement of the stations which
will maximize the total coverage on the linear section by the given set
of stations. Two formal problem statements are described and analyzed:
the statement in the extremal combinatorial form and the formulation
of the problem as a mixed-integer linear programming model. The main
result is the development of a special branch and bound algorithm for
solving the problem represented in the combinatorial form. The results
of a comparative computational experiment by three approaches: by the
brute force method, by the branch and bound algorithm and solving the
problem in the form of the mixed-integer linear programming are given.

Keywords: Wireless network · Optimal base stations placement ·
Combinatorial model · Branch and bound method

1 Introduction

At the present time, the problem to supervise and control the area where indus-
trial and civil facilities, technological installations, moving vehicles, etc., are
placed, is a very important.

The problem of optimal equipment placement on a given redundant set of
possible placement locations comes to light in the process of creating the dis-
tributed control systems. In this paper we consider the infrastructure consisting
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of multiple base stations that interact to each other to form the broadband
communication network.

We review the particular case of a such problem, when the territory to be
controlled is a one-dimensional linear route. It could be a section of a road trans-
portation network, a linear part of a main pipeline, or a field communications
line. For example, a backbone network of road side units (RSUs) is an essential
part of modern intelligent transportation systems, where the roadside units are
used to collect and distribute information among the mobile users (see Fig. 1).

Fig. 1. Optimal station placement problem parameters including places and stations
description.

Similar problems were discussed in a number of publications. Brahim et al.
[1] describes the problem of station deployment which will maximize the cov-
erage area while restricted by a total cost. The input data includes the set of
potential places for stations deployment and the preliminarily collected statistics
of the users’ traffic. Cavalcante et al. suggested the model of maximum cover-
age with delay restrictions and analyzed it with the genetic algorithm [2]. The
problem of correct choice of road side units placement scheme for maximizing
coverage of territory are presented in [3]. Liu et al. [4] formulated road side units
(RSUs) placement problem which will maximize the probability of the average
connectivity in vehicular ad-hoc network as a combinatorial optimization prob-
lem. The problem is solved by the Expansion and Coloration Algorithm (ECA),
with an addition of taking into consideration the road traffic characteristics. In
articles [5,6] the authors consider the extremal problem of choosing base station
types and their placement along the line road. They formulated and discussed
the problem in a form of the mixed-integer programming model.

Within the framework of a wide class of optimal placement of capacities
problems, the problem considered in this article in addition to the specificity of
one-dimensional structure of the territory to be controlled, also has the substan-
tial feature caused by distance limit presence between base stations.
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The main result of our work is the development of a special branch and
bound algorithm for solving the problem of optimal location for the given set of
base stations in wireless network with linear topology represented in a combi-
natorial form. The paper also describes the problem statement in the form of a
mixed-integer linear programming model. The results of a comparative compu-
tational experiments to solve the problem: (a) by the brute force method, (b) by
the branch and bound method and (c) in the form of the mixed-integer linear
programming model are presented.

2 The Placement Problem in the Combinatorial Form

Let be we have a line segment α of length L with the ends points a0 and
an+1. Inside of the segment α = [a0, an+1] a finite set of arranged points
A = {ai}n

i=1, ai+1 > ai is given; these points correspond to the set of vacant
places where the stations can be placed. Each point ai is defined with its one-
dimensional coordinate li. Let’s also denote a set of stations as S = {sj}m

j=1.
Each station has two parameters: a coverage radius rj and a communication
radius Rj . Then we can also define a station sj ∈ S as a set of parameters:
sj = {rj , Rj}.

There are special stations s0 and sn+1 which are gateways. These stations
are already placed at the ends a0 and an+1 of the segment α correspondingly.
For those stations r0 = rn+1 = 0 and R0 = Rm+1 = 0.

A feasible stations placement P = {ai, sj} is a sequence of pairs for which
the following constraints are satisfied:

1. left connectivity: ∀ (ai, sj), 1 ≤ i ≤ n, either ∃(ak, sq) : lk < li and li − lk ≤
min{Rj , Rq}, or li − l0 ≤ Rj ;

2. right connectivity: ∀ (ai, sj), 1 ≤ i ≤ n, either ∃(at, sg) : lt > li and lt − li ≤
min{Rj , Rg}, or ln+1 − li ≤ Rj ;

3. |P | = m.

The first and the second requirements guarantee that all stations are con-
nected in a chain and this chain ends in the gateways. The third requirement
guarantee that all stations have been placed.

Let’s define the set of all feasible placements as G.
The coverage value z(P ) is corresponded to each placement P . This function

is defined as the length of disjoint union of segments τ, τ ⊂ α such that each
segment is included in the coverage only if it is contained in the coverage area
of some station from placement P , and each point a ∈ α belongs to a single
segment τ .

We introduce the concept of “non-coverage” of the segment α:

f(P ) = L − z(P )

Now we can formulate the optimal placement problem as the extremal com-
binatorial problem in the combinatorial form.
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Problem 1. It is required to find a permissible placement P ∗, such that

P ∗ = argmin
P∈G

f(P )

Let us denote the set of all combination of m stations on n places (not only
feasible placements) as Γ . The number of elements γ ∈ Γ is

γ = Cm
n × m!

3 The Brute-Force Method

To solve the problem described above, we will first consider the brute-force
method. For it to be implemented we define an algorithm to build a binary
search tree, also referred to as a branch tree. This algorithm will be also useful
for us to develop the branch and bound algorithm that will be described further.

The algorithm builds a tree by splitting a set G. This approach involves a use
of a well-known method based on a variation of a binary variable. The variable
πij that is used for splitting is defined as follows:

– πij = 1 if the station sj is placed into point ai;
– πij = 0 otherwise.

The procedure is an iterative one: on ν iteration we fix the value of the
variable πij to 0 or 1 that will cause the splitting the entire set Gν into two
child subsets G1

ν and G2
ν , which correspond to child vertexes of the parent vertex

corresponding to the set Gν on the branch tree. Let’s assume that G1
ν is obtained

by setting πij = 1 and G2
ν is obtained by setting πij = 0.

Now we will describe how we choose such variable among the set of all vari-
ables Π = {πij}. Based on previously chosen variables and its values on some
iteration, the given set forms a disjoint union of three sets: Π+ - the set of
variable equals to 1 (allowed variable), Π− - the set of variables equals to 0
(forbidden variable), and Πf - undefined variables.

To split the set Gν the variable πij are chosen among Πf with the lowest
possible i and j. It means that we decide: either locate the station sj on the
place ai or not.

We describe movement on the branch tree.
After splitting the set Gν in two subsets G1

ν and G2
ν , these subsets on the

branch tree are assigned the indices Gν+1 and Gν+2, respectively.
When forming a branch tree, two types of steps are defined: the “direct”

step and the “back” step. The direct step is the movement “in depth” along the
same branch of the tree to execute the partition of the current subset Gν . The
back step is the step which performs the transition from the set Gν to one of
the previously formed subsets. The back step is executed in cases when either
the set Gν consists of one variant of station location or the set Gν is empty. In
these cases, the corresponding vertex of the tree is called “closed”.
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For movement on a tree we will use the LIFO rule. Direct steps will be
performed until a vertex is obtained that must be closed. This corresponds to a
movement along the same tree branch. The subset G1

ν will be examine first of
the subsets G1

ν and G2
ν .

If the vertex will be not be closed as a result of the examination, then further
movement on the same branch will continue (the execution of a direct step). If
the vertex will be closed, then the back step will be executed. The back step
is the transferred to the unclosed vertex which is the last formed vertex among
unexamined vertexes.

The process stops after set of Πf becomes empty.

4 The Branch and Bound Algorithm

We have developed the branches and bound algorithm to reduce the search on
the branch tree.

In order to develop the branch and bound algorithm for solving the placement
problem using the branch tree described in the previous section, we need only
to develop methods for investigating vertices for the possibility of closure.

In accordance with the branch and bound technique the vertex will be closed
in following three cases.

Case 1. Set Gν is empty, i.e. there is no feasible placement for given sets of
allowed and forbidden variables.
Case 2. It has been proved that in set Gν there is no feasible placement with
the value of objective function f(P ) which is less than already found f( ̂P )
named as “current best value”. The initial value of f( ̂P ) is set higher then
possible optimal value (e.g. f( ̂P ) is L).
Case 3. An optimal solution for set Gν has been found.

4.1 Case 1

Here we should proof that conductivity or completeness constraints described
above are not fulfilled.

To prove completeness infeasibility, it is sufficient to show that for given
allowed and forbidden πij there is no vacant place for some unplaced station.

Obviously, such a check is algorithmically easy to implement: it suffices to
show that there exists k such that for a station sk for which πik �= 1 for all i
there is no ai for which simultaneously πij �= 1 for some j, j �= k, and πik �= 0.

To prove connectivity infeasibility, we first should check the following require-
ment for the initial set G = G0: the distance between two neighboring places
should not be greater than the second largest communication radius Rj of sta-
tions in S. If the requirement is not satisfied, then the set of all feasible place-
ments G is empty and the problem has not the solution.

We will describe now the check procedure for Gν , ν > 0. We will assume
that Gν is obtained by splitting the parent set by variable πkt = 1 and the set
contains more than one placement P . The algorithm consists of three steps.
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Step 1. Check that each distance Rt and Rh, where h is an index of a station
placed into position ad just before ak, is greater than lk − ld. If the closest
place from the left is a0 than it checks Rt only.
Step 2. Check that both Rt and the largest Rj between unplaced stations is
not less than the distance between ak and place ai, the closest to it from the
right. If such place is an+1 the check is applied only to Rt and the distance
ln+1 − lk. If all stations are placed, then Gν consists of the single placement
and this case will be analyzed further.
Step 3. If the number of unplaced stations is more than 1, then we check
that the distance between the two neighboring points is not greater than
the second largest communication radius among unplaced stations, and the
distance between an+1 and an is not greater than the largest one.

If only one unallocated station remains, then we check that among the still
unoccupied points to the right of the point ak there is at least one such point
that the distances from this point to the point ak and simultaneously from this
point to the point an+1 is no greater than the communication radius Rj of the
station remaining unallocated.

If on at least one step is failed, then Gν is empty and the vertex must be
closed. In this case, the back step is performed.

If the set Gν is obtained by setting πkt = 0, then one should check that the
distance between the place with the greatest index among those where stations
are placed (considering a0) and ak is not exceeded the maximum connectivity
range of unplaced stations. If this is not true, then the set Gν is empty and the
back step is performed.

4.2 Case 2

Let us name as a partial non-coverage the value

Δ(k, d, p, t) = max{(ak − ad) − (rp − rt) , 0}. (1)

This value is defined for any two places ad and ak, k > d, where the stations
sp and st are placed in situations where there is no other station between them.

It is obvious that non-coverage f(P ) for every placement P is calculated
as the sum of all Δ(k, d, p, t) between the places where stations are deployed
including the ends of α.

Let us build the lower bound W (Gν) for f(P ), i.e.

W (Gν) ≤ f(P ), P ∈ Gν .

If it can be shown that W (Gν) ≥ f( ̂P ), then Gν does not contain the place-
ment better than already found ̂P and the vertex should be closed.

First we shall build W (G0).
Since all the stations must be placed, then the maximum coverage of α is

obtained in situations when it would be possible to place all the stations without
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intersections of their coverage radiuses. Each station sj covers the segment of
length 2rj , therefore, a total non-coverage cannot exceed the value.

W (G0) = max

⎧

⎨

⎩

L −
m

∑

j=1

2rj , 0

⎫

⎬

⎭

.

Now we will define W (Gν), ν > 0 as the sum of partial sums w1 and w2.

W (Gν) = w1 + w2.

Suppose Gν is obtained by splitting a parent set by setting the variable πkt

= 1. Then w1 is “non-coverage” of the segment from a0 to ak while w2 is non-
coverage of the segment from ak to an+1.

The sum w1 is calculated by formula (1) by summing non-coverages between
the places where stations have been placed already.

The sum w2 is calculated as

w2 = max

⎧

⎨

⎩

(ln+1 − lk) −
⎛

⎝rt +
∑

j∈Sv

2rj

⎞

⎠ , 0

⎫

⎬

⎭

, (2)

where Sν is the set of unplaced stations.
The formula (2) is analogous to the formula (1) except the fact, that it is

applicable to the part of segment α which is to the right from the last place
where any station has been placed.

If πkt = 0 the estimation W (Gν) remains unchanged after splitting.

4.3 Case 3

In this case we review only sets Gν , which consist of a single placement P , and
f(P ) is obtained as the sum of non-coverages Δ(k, d, p, t) between known places
where stations are placed.

If for the given placement the inequality f(P ) < f( ̂P ) takes place, then the
placement P becomes a new current best value ̂P and backward step is applied.

The branch and bound algorithm will stop when all the vertexes of the search-
ing tree will be closed.

The solution is
P ∗ = ̂P , ̂f(P ∗) = f( ̂P ).

5 Example 1

Input Data
The segment α with L = 50, end points a0 and a4 with coordinates l0 = 0 and
l4 = 50 is given. There are internal points a1, a2, a3 with coordinates l1 = 20,
l2 = 30, l3 = 40.
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The set of stations S = {sj}, j = 1, 2 is given, where station sj has param-
eters: r1 = 20, R1 = 40; r2 = 5, R2 = 20. There are special stations s0 and s4, on
the end points with r0 = R0 = r4 = R4 = 0.

We have to find a feasible placement P ∗, such that

P ∗ = min
P∈G

f(P )

The process of solving the problem is presented in the form of a binary search
tree (see Fig. 2).

The initial value of f( ̂P ) = L = 50, G0 = G.
The vertices of the tree indicated by ∅ correspond to the sets Gν for which

there are no feasible placements.
Two placements P1 and P2 were obtained as the current best solutions with

f(P1) = 15 and f(P2) = 5.
The optimal solution is P ∗ = P2, f (P ∗) = f (P2) = 5.

Fig. 2. The search tree of branch and bound algorithm.

6 The Statement of Problem as a Mixed-Integer
Programming Model

Here we will formulate our placement problem in the form of a mixed-integer
programming model. The description of problem is given in Sect. 2.

Let us introduce binary variables xij where xij = 1 if a station sj is placed
at point ai and xij = 0 otherwise.

Let us introduce binary variables ei where ei = 1 if any station is placed at
point ai and ei = 0 otherwise.
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By definition

ei =
m

∑

j

xij , i = 1, 2, . . . , n.

We have e0 = 1 and en+1 = 1 for the end points.
Let us formulate the following system of the problem constraints.
Each station must be placed in one and only one place

n
∑

i=1

xij = 1, j = 1, 2, . . . , m.

At any point there can be no more than one station

m
∑

j=1

xij ≤ 1, i = 1, 2, . . . ,m.

We will introduce non-negative variables y+
i and y−

i for points ai, i =
0, 1, 2, .., n, n + 1. Variables y+

i and y−
i are the area sizes (right and left from

point ai) which are covered by station placed at point ai.
Values of variables y+

0 , y−
0 , y+

n+1, y−
n+1 equal 0.

The values of coverages are not greater than the coverage radius of the station
located at ai, and equal to 0 if is no station at ai:

y+
i ≤

m
∑

j=1

xijrj , i = 1, 2, . . . , n,

y−
i ≤

m
∑

j=1

xijrj , i = 1, 2, . . . , n.

The total coverage area between any two points ai and ak on which the
stations are located cannot exceed the distance between these points.

For i = 1, . . . , n:

y+
i + y−

k ≤ lk − li
2

(ei + ek) + (2 − ei − ek) L, k = i + 1, . . . , n + 1,

y−
i + y+

k ≤ li − lk
2

(ei + ek) + (2 − ei − ek) L, k = i − 1, . . . , 0.

This condition excludes the effect from intersections of station coverages when
calculating the total coverage value for the entire segment α.

According to the conditions of the problem, the station located at ai must
be connected with at least one station on the left and one station on the right,
including stations at the end points a0 and an+1.

We will introduce variables zijk, i = 1, 2, . . . , n; j = 1, 2, . . . ,m; k =
1, 2, . . . , n; k �= i to formulate this requirement where:
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– zijk = 1 if a station sj is located at point ai and connected with a station
which is located at point ak;

– zijk = 0 otherwise.

We will also introduce variables zij0 and zijn+1 where zij0 = 1 if a station sj

is located at point ai and connected with a station s0 which is located at point
a0 and zij0 = 0 otherwise; zijn+1 = 1 if a station sj is located at point ai and
connected with a station sn+1 which is located at point an+1 and zijn+1 = 0
otherwise.

Stations must be at both points so that they can be connected:

zijk ≤ ei,∀i, j, k,

zijk ≤ ek,∀i, j, k.

The station sj which is located at ai must be connected with at least one
station which is located right from ai and at least one station which is located
left from ai

n+1
∑

k=i+1

zijk ≥ xij ,∀i, j,

i−1
∑

k=0

zijk ≥ xij ,∀i, j.

The communication radius Rj of the station located at the point ai, must be
no less than the distance to the point ak, where there is a station with which it
is connected:

zijk (Rj − (ai − ak)) ≥ 0, k = i − 1, . . . , 0, j = 1, 2, . . . ,m,

zijk (Rj − (ak − ai)) ≥ 0, k = i + 1, . . . , n + 1, j = 1, 2, . . . ,m.

Objective function

f =
n

∑

i=1

(

y+
i + y−

i

) → max

7 Numerical Results

The algorithms Branch and Bound (BnB) and brute-force algorithm (BF) were
implemented using Python. Table 1 shows the results of solving several problems
for a different number of locations and a different number of stations using the B
and B algorithm, the BF algorithm and the standard program for solving mixed-
integer problem in the MATLAB package. We compare the number of vertices
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in the search trees so that the execution parameters of the algorithms do not
depend on the speed of the machine and/or the quality the computer program.
For each set of stations and set of placements 10 examples were computed with
different numerical input data. For B and B and the MATLAB package the table
shows the average execution parameters of the number of vertices in the search
tree for each of the 10 examples.

Table 1. The results of solving problems.

Places Stations BF BnB MILP

7 5 17550 933 753

9 5 71090 6478 2669

10 5 126180 1041 8551

12 6 No 8294 38569

13 6 No 18485 30369

The numerical results. “No” means the
problem was not solved after 3 h.

8 Conclusion

In this paper the problem of finding optimal location for the given set of base
stations in wireless network with linear topology was analyzed. The problem
has been formulated as an extremal combinatorial problem and also as mixed-
integer linear programming model. The branch and bound algorithm for solving
the problem in combinatorial form was developed. The results of the computer
experiment show that the branch and bound algorithm is more effective than the
brute-force algorithm and using of the branch and bound algorithm also more
effective than to solve the problem represented as a mixed-integer programming
model.
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Abstract. Telecommunication systems and multimedia technologies
advance is closely related to inevitable increase of transferred media data
volumes and sets higher requirements to data coding systems efficiency,
including video compression algorithms.

Using multichannel scheme of the discrete wavelet transform (DWT)
performs a new promising approach to video coding presumed to increase
compression ratio while saving restored image quality.

Coefficients quantization leads to inevitable image quality loss, how-
ever, is necessary for data compression. A rigorous analysis of statistical
properties of frequency subbands of decomposition coefficients, consider-
ing inherent features of wavelet coefficients, may help to develop a new
quantization method that would provide maximum compression of the
output data while maintaining image quality, thereby allowing more effi-
cient use of the DWT features.

Thus, the aim of this study was to find methods of optimal and quasi-
optimal quantization of DWT coefficients.

A few innovative quantization methods were proposed within the
framework of the paper and their efficiency was investigated. Some of
the proposed techniques give a stable efficiency gain compared to stan-
dard quantization schemes.

Keywords: Statistical properties of discrete orthogonal transforms ·
Wavelet transform · Video coding · Quantization · Data compression

1 Introduction

The discrete wavelet transform is widely used in video coding. For example,
image compression standard JPEG2000 [1] and video codecs Dirac [2] and
Motion JPEG 2000 [3] use two-channel signal decomposition based on lowpass
and highpass FIR filters. Using multichannel transform scheme may increase the
compression ratio while maintaining the quality of the restored image [4].

Quantization is one of the most important stages of video coding process
that defines the volume of the output data and the quality of the restored signal.
DWT is based on division the image into spatio-frequency domains and allows
c© Springer Nature Switzerland AG 2019
V. M. Vishnevskiy et al. (Eds.): DCCN 2019, CCIS 1141, pp. 65–76, 2019.
https://doi.org/10.1007/978-3-030-36625-4_6
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more efficient video compression by means of reducing psycho-visual redundancy
in images [5]. Namely, it applies more flexible quantization of individual signal
components taking into account the features of human perception of visual infor-
mation. In this connection the choice of quantization methods remains an actual
issue of video coding.

Thus, the purpose of this paper is to study the statistical properties of the fre-
quency domains of wavelet decomposition of images, determine improved meth-
ods for wavelet coefficients quantization on the basis of these properties and
verify their applicability in problems of video compression.

The novelty of the work lies in the methods proposed in the paper, as well
as the result they give in comparison to standard quantizing schemes, which
consists in a guaranteed increase of the ratio of the restored signal quality and
the output data volume.

2 Quantization of Wavelet Coefficients

As a rule, linear quantization is applied, however, other approaches also find
a use. Boundaries of Q quantizing zones (tj , j = 0, Q) and Q recovery levels
(dj ∈ (tj , tj+1), j = 0, Q − 1) are assumed to be adjustable parameters within
the general formulation of the problem. If the value of the coefficient xn, n = 1, N
lays in range [tj , tj+1), after quantizing it is approximated with a value dj , i.e.

x̂n = q(xn),
q(x) = {dj , x ∈ [tj , tj+1) , j = 0, Q − 1}.

(1)

The linear quantization has two parameters: the position of the central recov-
ery level d0, usually set to zero, and the quantizing step Δd. Then parameters
tj , dj are defined in the following way:

dj = d0 + jΔd, (2)

tj = d0 +
(

j − 1
2

)
Δd. (3)

Among the methods of non-linear quantization the Lloyd-Max method [6–8]
deserves special attention. It is based on the criterion of minimizing the mean-
square deviation (which is equivalent to Peak Signal-to-Noise Ratio (PSNR)
maximizing) arising from quantization of the set of continuous quantities with a
finite set of discrete levels, whose number Q is assumed to be prespecified. Most
of the algorithms following the idea of deviation minimization have iterative
implementations and their application leads to quantization grid thickening the
near the distribution maxima and rarefying at the distribution minima.

As the papers [9,10] show, application this method to I-frames in wavelet
video coding gives a slight result, noticeable mainly at low bit rates. It is worth
mentioning that even though the above-described method maximizes PSNR,
however, it doesn’t take into account the entropy change arising from grid dis-
tortion. As a result, the method leads not only to PSNR growth, but as well to
output entropy rise, often bringing the profit to naught.
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A few proposals for improvement of linear quantization were formulated and
tested in the framework of this article.

2.1 Constant Shift of the Quantization Grid

Consider the distribution of the original image (Fig. 1a) and of its DWT subband
containing the lowest frequencies across the height and the width of the same
image — the Low-Low zone (LL) (Fig. 1b). As the figures show, the distribution
of the LL coefficients replicates the shape of the original one.

(a) Distribution of image kiel (b) Smoothed distribution of zone LL of
image kiel

Fig. 1. Distribution of the original image pixels and of the LL coefficients of its wavelet
decomposition

The distribution has two spaced maxima and the right one is very narrow.
As alteration the quantizing step leads to quantizing grid scaling, a significant
amount of values that corresponds to the distribution mode, laying far from zero,
changes the accuracy of approximation by their recovery levels simultaneously.
This may lead to an unpleasant effect of unpredictable effectiveness loss at indi-
vidual quantizing step values. An example of such phenomenon is depicted in
Fig. 2.

Shifting the quantizing grid origin prior to quantization execution is expected
to suppress the arising oscillations. The dependency of the output data volume
and the reconstructed image quality characteristics on the grid shift value at a
fixed quantizing step is shown in Fig. 3. The following computation is required
to determine the optimal shift value.

Consider the quantization error distribution. Let εn denote the deviation of
the nth coefficient from its original value:

εn = xn − x̂n = xn − q(xn), n = 1, N, (4)
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Fig. 2. Curve entropy-PSNR for LL band of the DWT coefficients of the image kiel
when applying the standard quantizing technique. Other bands were neither subjected
to quantization nor taken into account when computing the entropy

Fig. 3. Alteration of the metrics of the image kiel when varying the grid shift value at
the quantizing step 100. The shift value is given in terms of the original image pixels
units (range from 0 to 255). Entropy computation takes the LL band into account.
Other bands are neither quantized nor considered
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Then the error distribution can be written as follows:

fΔX(ε) =
N∑

n=1

δ(ε − εn). (5)

It may be shown that in the case of linear quantization it can be expressed
in the following way:

fΔX(ε) =
+∞∑

j=−∞
fX(ε + d0 + jΔd), ε ∈

[
−Δd

2
,
Δd

2

)
. (6)

Let us express the error mean square via the error distribution:

σ2 =
N∑

n=1

Δxi
2 =

+Δd
2∫

− Δd
2

ε2fΔX(ε)dε (7)

It is evident that the more distant from zero the error distribution peak is,
the more it contributes to the expression (7), therefore its relocation towards
the origin is presumed to cause rise of PSNR. It emerges from formula (6), that
for single-mode images the image mode is assumed to initiate the child mode in
error distribution, if the mode is narrow enough and the quantization grid is not
too dense. Consequently, shifting the distribution by the mode value may lead
to relocation the error peak towards zero.

It is necessary to calculate the smoothed distribution in order to determine
the mode of a DWT band, that turns out to be labour-consuming operation.
However, taking into account the similarity of the LL band distribution to the
original one allows to replace it with the original distribution mode search. This
approach is more convenient as the original distribution has a discrete structure.
Using the arithmetic average and the median is convenient because of their low
computation complexity.

Thus, one of the ideas of this study proposes shifting the origin of the quan-
tizing grid applied to the DWT coefficients by a value depending on the image
statistical properties.

2.2 Block-Wise Shift of the Quantization Grid

The previous idea development requires considering separate blocks of the image.
The frequency distribution may vary sharply from one block to another one.
Figure 5 shows the distributions for the blocks marked in Fig. 4. A proposition
can be made that independent quantizing of individual blocks may allow to
take into account local distribution features and therefore minimize the quan-
tization error as well as reduce the spread of the quantized coefficients. The
latter becomes a result of extraction an array of shifts determined separately for
each block, thus the quantized coefficients give data about local features inside
a block.
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The arithmetic average and the median value utilization can be extended to
the proposed method, meanwhile the mode computation appears to be complex,
as it can’t be found through the original image mode calculation because of
low compliance between the blocks of the image and the ones of the band,
therefore it requires a smoothed distribution evaluation within each block. The
shift value can also be determined by exhaustive search in a specified set of values.
This method got an improved modification based on FFT computation which
reduces the algorithmic complexity with approximate keeping the compression
effectiveness.

2.3 Null-Zone Extension

Another interesting idea of modifying the quantizing algorithm is the extension
of the null-zone, i.e. the central zone of the quantizing grid, relatively to the
other zones in all bands but LL [11,12]. An example of a grid with the central
zone extended 1.5 times is depicted in the Fig. 6.

Fig. 4. Blocks of the image kiel containing ships (the blue square) and sky (the red
square) (Color figure online)
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(a) ships (b) sky

Fig. 5. Frequency distribution of two blocks of the image kiel

Fig. 6. Quantizing zones boundaries disposition imposed upon distribution of ML zone
coefficients of image kiel at quantizing step 12 and extension coefficient 1.5

This idea may appear to contradict the Lloyd-Max algorithm, that contracts
the zones close to the zero point, where the distribution maximum is reached. As
it was said, the Lloyd-Max algorithm implements optimization on PSNR with-
out regard to entropy change. While constricting the zones beside the maximum,
it makes the distribution between the levels more uniform, raising the entropy.
On the contrary, the central zone extension increases the part of values corre-
sponding to one recovery level and, as a consequence, decreases the uncertainty.
Meanwhile the recovery error is expected to rise slightly. The other quantization
zones don’t change their width though they are shifted, therefore the arising
distortions should be concerned with the central zone.
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3 Practical Implementation

Results of application the following quantizing techniques to coefficients arrays
of each frequency zone of wavelet decomposition for an individual image were
investigated in the frame of the research:

– simple constant shift of the quantizing grid;
– block-wise shift of the quantizing grid;
– null-zone extension of the quantizing grid.

Three-channel filterbank 23/23/23 — 13/13/13 applied in [4] was chosen for
wavelet decomposition. The investigated quantization techniques were tested on
an array of images of different resolutions (from 4CIF to Full HD) [13] using
MATLAB modelling environment. Metric “entropy-PSNR”, which characterizes
the ratio of the output data volume and the quality of the reconstructed signal,
was applied to estimate the effectiveness of the proposed methods. Testing was
carried out for the luma component.

4 Results

Using simple shift of the quantization grid outside the LL zone doesn’t lead to
profit, as the other frequency subbands have distributions condensed near the
zero point that makes quantizing grid shift unreasonable. On the contrary, the
method is adequate for LL zone quantization, and the most significant result is
reached when using the distribution main mode as the shift value. Nevertheless,
division the LL band into blocks and individual shift value selection for each
block lead to even better result, as various areas mainly have completely different
distributions.

For the block-wise shift technique for LL zone quantization the best results
are obtained when using division into square blocks of small size (5 × 5) and
choosing the shift value equal to the median of the distribution inside the block.
The conforming results are depicted in Fig. 7. Division into blocks of larger size
gives profit as well, though it is not as significant. The result of shift by the value
of the block main mode is practically identical to the one of shift by the value of
the median, however, the computation of the latter is simpler, so its application
is preferable. It is also necessary to take into account that the considered method
should be applied to deepest levels of wavelet decomposition (the given examples
use three of them), namely their LL part, as an additional level of the DWT gives
a better result.

All zones (except LL) can be compressed by expansion the central quan-
tization zone on the first and second transform levels. Figure 8 demonstrates
the results arising owing to extension the null-zone by various factors. The best
results are mostly obtained with the extension parameter set equal to 1.5. Null-
zone extension is meaningless for deeper levels of the transform.

Issues of effective combination of the techniques proposed in this study are
of the greatest interest. A typical example of testing results for the techniques
presented in the article is depicted in Fig. 9.
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Fig. 7. Curve entropy-PSNR at quantizing the LL band of DWT coefficients of the
image kiel when shifting the coefficient values by their various statistics in blocks 5×5.
Only LL zone coefficients were taken into account when computing the entropy

As the results of this research show, the block-wise shift can be used for
compressing the low-frequency image components (Fig. 7), while the null-zone
extension can be used to compress the high-frequency image components (Fig. 8).
Nonetheless, the reckless combination of the proposed ideas may lead to unex-
pected results: the application of some described methods may stop giving a gain

Fig. 8. Curve entropy-PSNR at quantizing the ML band of DWT coefficients of the
image kiel when extending the null-zone. Other bands were neither subjected to quan-
tization nor taken into account when computing the entropy
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in terms of “entropy - PSNR” or even lead to losses by taking into account all
decomposition components and quantizing them in the same way (as it shown in
Fig. 9, where a separate null-zone extension at second level of image decompo-
sition lead to loss in “entropy - PSNR” metric in comparison with simple linear
quantization without it). This is due to the fact that the extension of the null
zone decreases the PSNR of the restored image, although it decreases the entropy
of the output stream. Whereas the “entropy - PSNR” curve (as in Figs. 7 and 8)
after null-zone extension in a particular frequency subband remains to the left of
the original one (without null-zone extension), the quality of the high-frequency
component decreases with respect to the LL zone of the same decomposition
level and to subbands of other levels for each curve point corresponding to a
selected quantization step.

Thus, with the extension of the null-zone of quantization grid for high-
frequency components at one transform level it becomes necessary to amend the
quantization step for high-frequency subbands at other levels to achieve optimal-
ity in terms of the “entropy - PSNR” ratio. As it was mentioned in [11], if linear
quantization is performed for all frequency subranges at the same transform level
then it is optimal to apply quantization with an equal step for these subranges;
therefore, it makes no sense to introduce individual corrections for each wavelet
subband at the same level. Meanwhile, a better joint implementation of the set
of proposed methods may require introducing individual amendment coefficients
to quantizing steps of different levels of the transform.

Fig. 9. The volume of the quantized data for the whole set of wavelet subbands for
image kiel when applying individual techniques of quantization improvement for three-
channel decomposition. The last curve introduces improving amendments to ratios of
quantizing steps of different levels of the DWT. Quantization and consideration are
applied to all frequency zones. The data volume when applying linear quantization
uniformly across all the subbands is taken as 100%. LF - low frequency image compo-
nents; HF - high frequencies image components.
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Results of such implementation is shown in Fig. 9 - it gives better results in
terms of “entropy - PSNR” than simple combination of all proposed techniques
(without quantization step amendments on different levels of image decom-
position). Nonetheless, it should be considered that the evaluation of individ-
ual amendment coefficients to quantizing steps of each levels of the transform
requires more complex calculations.

5 Conclusion

The relationship between quantization parameters for wavelet coefficients and
their statistical properties was investigated within the framework of this paper.
The study also proposed new techniques for wavelet coefficients quantization,
including simple and block-wise shift of the quantization grid, as well as the idea
of null-zone extension for the quantization grid.

The obtained results indicate the possibility of effective combination of the
proposed techniques allowing to increase the compression ratio for wavelet
decomposition of the image. The best result can be obtained by application
the three-level DWT together with the block-wise shift technique in the most
low-frequency zone (LL zone of the third level) and null-zone extension in all
(high-frequency) subbands at the first and second levels of the transform.

A promising direction of development of the proposed methods for quantizing
wavelet coefficients is presented by the study of the dependence of the approxi-
mating curves parameters that associate the required level of image reconstruc-
tion quality with the quantization parameters on the statistical characteristics
of this image.
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Abstract. Modern image and video compression technologies include
both lossless compression methods, such as entropy coding, Inter-frame
and Intra-frame coding, and lossy compression methods, such as dis-
crete orthogonal transforms with quantization. All these techniques are
actively applied in video codecs based on the H.264 and H.265 standards.

Discrete wavelet transform (DWT) is one of the most perspective ver-
sions of discrete orthogonal transforms. Both Intra-frame coding and
wavelet decomposition of images allow to reduce the volume of transmit-
ted data, but they are not used together in video coding systems. The
combined usage of these methods seems to be a promising approach in
terms of visual data compression.

Thereby the aim of this research is to develop a new technique based
on the combination of Intra-frame coding and the DWT and to test the
applicability of the proposed method in the image compression tasks.

The effectiveness of various implementations of the proposed algo-
rithm, including those based on contexts and using several levels of
wavelet decomposition of images, was evaluated in the study.

Keywords: Intra Prediction · Intra-frame coding · Discrete wavelet
transform · Video coding · Data compression · Context-based coding

1 Introduction

Intra Prediction is widely used in video coding. It is a transformation that allows
to reduce the data entropy at the input of entropy encoder by coding only
residual values obtained using the prediction schemes. H.264 [1] and H.265 [2]
are the examples of standards which include this technique.

Discrete wavelet transform (DWT) is another efficient approach to image
coding. It is based on spatial-frequency analysis of input data and is also applied
in video coding standards [3–5].

Combining these two methods opens up new prospects for video compression
systems and offers a novelty because, although a number of related studies have
been carried out [6,7], no video coding system performing such concept has been
implemented yet.
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Thus, the purpose of this study is to attempt to combine Intra Prediction
and DWT techniques and to test the applicability of the proposed method in
the image compression tasks.

2 Intra-frame Prediction in the Space of Wavelet
Coefficients

Intra Prediction method matches each coefficient s(i; j) and its predicted value
ŝ(i; j), which is determined by a prediction scheme using some spatially nearby
reference data. In practice, a frame is divided into blocks, for which common
reference values are used and which occupy the line above and/or the column to
the left of the current block. The array of prediction errors e(i; j) is fed to the
input of entropy encoder. This approach [8–10], which is used in H.264 [1] and
H.265 [2] standards, is common for most video codecs. Block-based intra-frame
prediction technique was significantly improved during last decade by reducing
its computational complexity [11,12] and by increasing the compression ratio for
prediction modes [13,14].

The forward and inverse prediction processes for wavelet coefficients are
described by the following system:

{
e(i; j) = s(i; j) − ŝ(i; j)
s(i; j) = e(i; j) + ŝ(i; j) (1)

Wavelet coefficients have a special correlation pattern: in zones, which are
low-frequency in one of dimensions (refer to them as semi-low-frequency), the
lines with horizontal or vertical orientation (depending on the specific frequency
zone) are observed near the peculiarities of the original image—these are lines of
the same sign with similar moduli (Fig. 1). This leads to the assumption that pre-
diction with appropriate orientation will also be effective for semi-low-frequency
subbands. The low-frequency subband is similar to the original image—that
allows to suppose that Intra Prediction may be effectively applied to it.

2.1 Intra Prediction for Absolute Values of Wavelet Coefficients

As oscillations are characteristic of the high-frequency zones, it is more plausible
to expect approximate constancy of the magnitude of these oscillations rather
than their values proper, thus this paper proposes a new technique carrying out
division the initial data into a field of moduli and a field of signs (the latter of
is defined only for non-zero values in order to avoid redundancy introduction)
prior to prediction. Note that using this technique requires taking into account
the field of sign as well.

The frame of sign of DWT coefficients after quantization is depicted in the
Fig. 2. The values oscillate by zero and there are horizontal or vertical lines of
constant sign in semi-low-frequency subbands.
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Fig. 1. Wavelet decomposition of image kiel by three-channel filter bank

2.2 Context-Based Coding for Residual Frame of Intra-predicted
Wavelet Coefficients

Context-based coding is an entropy coding technique which is based on com-
puting conditional probabilities of symbols depending on preceding symbol
sequences, which allows to improve encoding efficiency. Since the frequency sub-
bands of wavelet-decomposed images have specific correlation between their coef-
ficients, their statistical properties can be used for forming contexts of wavelet
coefficients. This approach finds an application in a range of papers on compres-
sion, including wavelet-based compression [15].

Each wavelet coefficient is assigned a specific context defined by a set of
neighboring coefficients. A table of conditional probabilities of symbols appear-
ance is constructed for each context and is applied in subsequent entropy coding.
Thus, each coefficient is coded using one of the probability tables depending on
the context of the current coefficient. Compression is achieved because the con-
ditional entropy in the general case is not greater than unconditional one and
strictly less due to the presence of correlation. The complexity of the context is
determined by the number of adjacent elements used, as well as the mapping of
the set of their values to the set of contexts.
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Fig. 2. Field of sign of DWT decomposition of luma component of image kiel at quan-
tization step 33. Grey points correspond to zero quantized values, white points—to
positive ones, black points—to negative ones

Fig. 3. Context model used in study: four neighboring coefficients (left L, top-left D,
top T and top-right R) and their values range: negative n, zero z and positive p values.

In the framework of this paper it is suggested to apply the following model
for context formation (Fig. 3).
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3 Practical Implementation

Prediction was applied to frames of wavelet coefficients after their quantization.
The coder scheme is depicted in Fig. 4.

Fig. 4. Coder scheme: Y - luma component of original image, S - coefficients of fre-
quency subband of wavelet-decomposed image, Ṡ - quantized wavelet coefficients of
subband, E - array of prediction errors, R - reference data (the row above or/and the
column to the left) for Intra Prediction in subband

Prediction process is preceded by picking out reference values taking place in
the upper row or/and the left column. The remaining part is divided into blocks
of size 4× 4, 8× 8, 16× 16 or 32× 32.

The following prediction modes, defined in the H.264 recommendation, were
considered in the framework of the paper (Table 1): the 8 directed modes and
the DC-mode, that had been defined for luma blocks of sizes 4× 4 and 8× 8,
and the planar prediction mode, that had been defined for luma and chroma
blocks of size 16× 16. Also adative mode was use for chosing optimal mode for
each block. All the modes were extended to all working block sizes.

The efficiency of applying intra prediction to a block was estimated using a
certain distortion metric. If applying intra prediction didn’t lead to the metric
value growth, the block was skipped without prediction. Either a mode was
applied to the entire frame, or the adaptive mode was used: each block passed
each prediction mode alternately, whereupon the mode minimizing the chosen
metric was determined. Using adaptive mode requires transmission of the vector
of values denoting the modes chosen for each block. The used metrics are: SAD
(sum of absolute differences), SSD (sum of squared differences), SATD (SAD for
Hadamard transform of the prediction remainder), *SAHD (SATD modification:
SAD for Haar transform of the prediction remainder), kNN [16].
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Table 1. Tested intra prediction modes.

Mode index Prediction mode

0 Vertical

1 Horizontal

2 DC

3 Diagonal down-left

4 Diagonal down-right

5 Vertical-right

6 Horizontal-down

7 Vertical-left

8 Horizontal-up

9 Planar

10 Adaptive

Three-channel filterbank 23/23/23—13/13/13 applied in [17] was chosen for
wavelet transform implementation. The investigated quantization techniques
were tested on an array of images of different resolutions (from 4CIF to Full HD)
[18] using MATLAB modelling environment. Metric “entropy-PSNR”, which
characterizes the ratio of the output data volume and the quality of the recon-
structed signal, was applied to estimate the effectiveness of the proposed meth-
ods. The entropy calculation did not take into account the data necessary to
represent the contexts.

4 Results

The use of intra prediction in the domain of wavelet coefficients of LL subband
provides guaranteed and noticeable gain in “entropy – PSNR” (Fig. 5). Adaptive
mode has a significant advantage over single modes and the smallest block size
is optimal. Nonetheless, the execution of an additional wavelet decomposition
step of the same subband is more efficient (Fig. 6).

At the same time the benefit of intra prediction usage for semi-low-frequency
subbands is approximately a few percent in terms of initial entropy of the sub-
band, and only for the corresponding directed mode and adaptive mode (Fig. 7).
Use of intra prediction in high-frequency subbands only decreases the compres-
sion ratio (Fig. 8).

Division into modulus and sign causes almost no change of the ratio “entropy–
PSNR” in any frequency band of the tested images (Fig. 9).
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Fig. 5. Entropy-PSNR ratio of LL subband of kiel image in case of DWT with intra
prediction. The size of the block that provides the best compression is chosen as a
parameter for each curve and is included in the legend

Fig. 6. Entropy-PSNR ratio of LL subband of kiel image in case of DWT with intra
prediction. The block size is 4× 4

The best results for the proposed method were obtained with a preliminary
recalculation of the entropy of the frequency subbands, taking into account the
contexts of the wavelet coefficients: the use of intra prediction becomes more
efficient for LL zone (Fig. 10), while for other subbands the entropy decreases
significantly, both with and without the use of prediction (Fig. 11). Contexts
consideration increases the compression ratio by up to 25%, depending on the
frequency subband and the image.
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Fig. 7. Entropy-PSNR ratio of LM subband of kiel image in case of DWT with intra
prediction. The size of the block that provides the best compression is chosen as a
parameter for each curve and is included in the legend

Fig. 8. Entropy-PSNR ratio of MM subband of kiel image in case of DWT with intra
prediction. The size of the block that provides the best compression is chosen as a
parameter for each curve and is included in the legend
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Fig. 9. Curves “entropy–PSNR” when using no transforms, after simple prediction,
after division into moduli and signs and after prediction in the domain of the derived
moduli for LM band of image kiel. The curve for the case of moduli extraction coincides
with the one for the case of no transforms

Fig. 10. Entropy-PSNR ratio of LL subband of kiel image in case of DWT intra pre-
diction with context usage and without it. Only best prediction modes are shown in
graph. The block size (4× 4) providing the best compression is chosen
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Fig. 11. Entropy-PSNR ratio of LH subband of kiel image in case of DWT intra
prediction with context usage and without it. Only best prediction modes are shown
in graph. The block size providing the best compression is chosen

5 Conclusion

Application of Intra Prediction modes in the way they are used in the
H.264/H.265 standards to the result of the wavelet decomposition of the image
is unjustified: in spite of entropy reduction, it is still more efficient to execute
additional DWT for low-frequency coefficients (Fig. 6)—both in terms of the
ratio of compression and quality of the reconstructed image and in terms of
computational complexity; and for other frequency domains it does not guar-
antee an improvement in compression (Fig. 7and 8). This is explained by the
fact that H.264/H.265 Intra Prediction modes are adapted to be applied to the
components of YUV image, meanwhile the correlation between the wavelet coef-
ficients for all frequency subbands (except LL) is completely different than the
correlation in YUV. Conversely, the LL zone represents the approximation of the
original image, which allows to reduce the entropy with such type of the Intra
Prediction.

Modeling (Fig. 9) demonstrates that extracting the moduli of the wavelet
coefficients without prediction gives a result, identical to the absence of trans-
formations, while the prediction for absolute values of coefficients gives a negative
result. The first observation may be explained simply: if the distribution is ini-
tially approximately symmetrical about zero, then the uncertainty of the value
is reduced by 1 bit when turning to absolute values, since the probability to
meet each value becomes twice as high. This difference of 1 bit is compensated
for by introducing the sign that is positive or negative with approximately equal
probability. The second observation demonstrates the fallacy of the assumption
that the coefficient moduli are correlated.

The results of this study show evidently that the use of contexts of wavelet
coefficients not only reduces the initial entropy of a frequency subband of the
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wavelet-decomposed image (Fig. 11), but also improves the Intra Prediction
results in LL zone (Fig. 10). Thereby it is proved that the use of contexts in
wavelet video coding is a promising approach, which, however, requires more
thorough research. One of the possible ways to improve the efficiency of the
proposed method is to select a context model simultaneously with the choice of
prediction mode, as well as taking into account the implementation features of
the entropy coder.
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Abstract. An indicator model of transport connection is proposed for
selective failure mode when competing among different subscribers con-
nections for throughput of transmission path. The indicator of competi-
tion is the queue of competitive data flows in transit nodes of transport
connection with specified parameters. The analysis of available through-
put in different conditions when competing is carried out.

Keywords: Transport protocol · Selective failure mode · Competition
for resources · Throughput · Protocol parameters · Round-trip delay ·
Mathematical model · Markov chain

1 Introduction

The most important operational characteristic of a subscriber connection con-
trolled by a computer network transport protocol is its throughput. This indi-
cator is largely determined by the intensity of external flows relative to this
connection, which has at least a part of common route with it. The main indi-
cator of “external” load on the path in which the studied transport connection
is laid is the size of the queues ahead of protocol data blocks of analyzed con-
nection in transit nodes. Monitoring such an indicator allows us to evaluate the
distribution of queue lengths in transit nodes from external network streams
in regard to analyzed connection and to use when calculating the operational
characteristics of the connection and the choice of protocol parameters for the
communication time between a given pair of subscribers. Known models of asyn-
chronous control procedures of a separate data link and transport protocol [1–7]
do not allow us to take into account the load on shared network resources which
is provided by the neighboring with other virtual connections, aggregated on
different sections of the path in separate links of the route of a given subscriber
connection, and present itself as “External” queues in transit nodes. The study
of data transmission process in a loaded transport connection [8,9] was carried
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out with significant restrictions on the values of the protocol parameters and
characteristics of data transmission path. The paper proposes a mathematical
model of transport connection controlled by transport protocol in the selective
failure mode, which takes into account, apart from the distortion factor in the
forward and reverse data transmission paths and retransmission mechanisms,
caused by distortions and the timeout of non-reception of response from the
recipient of the information flow, and also non-zero queues lengths from “exter-
nal” inter-subscriber connections for end-to-end timeout durations with interval
and below restrictions.

2 Indicator Data Transmission Path Model

Let us consider the exchange between subscribers connected by a multi-link data
path. Assume that the following assumptions are true: The nodes of the path
are connected by duplex communication channels having the same speed in both
directions. The length of the tract, expressed in the number of hop is equal to
Dn. The return channel, on which confirmation is delivered to the sender about
the validity of the reception of sequence of data segments, has a length Do. The
probabilities of segment distortion in the communication channel are specified
for the forward Rn(d), d = 1,Dn and reverse—Ro(d), d = 1,Do the transmission
directions of each segment of the hop is given. Then the reliability of transmis-
sion of data segments along the path from the source to the addressee and back
will be Fn =

∏Dn

d=1(1 − Rn(d)); Fo =
∏Do

d=1(1 − Ro(d)). The processing time of
segments in path nodes is the same. Interacting subscribers have an unlimited
flow of segments for transmission, and the exchange is carried out by segments of
the same length. The recipient’s confirmation of the validity of received data is
transferred in the segments of the counter flow. We believe that the retransmis-
sion of segments is organized in accordance with the selective rejection procedure
[1]. We also assume that the loss of segments due to the absence of buffer mem-
ory at the nodes of the path does not occur. Probability function is given bn,
n = 0, N that each segment from the flow of analyzed connection in transit
nodes will meet a queue of size n ≤ N , where N is the maximum queue size
determined by the capacity of buffer pools of transit nodes. We will call cycle
time t necessary for output of a segment to a line. The cycle is determined by
the sum of the segment output time to the line, the signal distribution time in
the communication channel and processing time of the segment by the receiving
node. The timeout S, expressed in duration t, runs before the start of trans-
mission of the first segment of sequence and is fixed for all segments within the
window width. We assume that the size of the controlled protocol window is
determined by the value of W , and S > W—sets the duration of the timeout
for waiting for confirmation of validity of data delivery. It is obvious that the
sum of lengths of forward and reverse data paths D = Dn + Do can be inter-
preted as the duration of the round-trip delay the unloaded path, expressed in
cycles t. After next segment is transferred, protocol copies it to the queue of
transmitted but not confirmed data and starts a timeout. As soon as the queue
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size becomes equal to the width of the window W , the control protocol suspends
transmission while waiting for the acknowledgement or the expiration of timeout
S for confirmation. Upon receiving the confirmation, the segments that reached
the addressee without distortion are removed from the queue. When S timeout
expires, the corresponding segment is retransmitted and timeout starts again.
Then the time of confirmation by the sender of end-to-end acknowledgement is
distributed according to the geometric law with the parameter Fo and the dura-
tion of the sampling cycle t. The operation of virtual connection controlled by
transport protocol in a loaded multilink data transmission path with segment
queues before sending data or confirmations can be described by a markovized
process of the dynamics of a queue of transmitted but not confirmed segments
in which the queue size ahead of the forward or reverse data flow of the test con-
nection is additional variable of Markov process. In the state of Markov chain
(i, n) the source sent a sequence of size i − n segments, which in the process of
transfer in one of the links met a queue with length of n segments. The coor-
dinates i = 0,W + n, n = 0, N of the states of Markov chain correspond to
the number of segments transmitted but not confirmed by the recipient and
the time from the beginning of the transmission of the sequence, while the val-
ues i = W + n + 1, S − 1, n = 0, N correspond to the time during which the
sender is not active and is waiting for confirmation of a receipt of the validity of
transmitted sequence from the W segments. We define by P (i, n), i = 0, S − 1,
n = 0, N , the probabilities of the states of the Markov chain. Then the sequence
of transmitted, but not confirmed data segments of considered virtual connection
with a zero-length queue grows to the state of a Markov chain with coordinates
(D − 1, 0) with probability b0. Further increase in size of this sequence occurs
with probability b0(1 − Fo). In states (i, n), i = D − 1 + n, S − 1, n = 0, N ,
it is possible for the sender to receive acknowledgement and depending on the
delivery results, the sender transmits new segments (with a positive acknowl-
edgement), or repeatedly—distorted. Since transmitted sequence of segments of
the virtual connection under study may encounter a queue of non-zero length at
any moment of transferring process (on the path of the sequence to the addressee
or when transferring confirmation to the sender of information flow), the tran-
sition from state (i, 0), i = 0, S − 2 to state (i, n), i = 0, S − 2, n = 1, N occurs
with probability bn.

3 State Probabilities of Markov Chain

Let us define πjm
in the transition probabilities of Markov chain, where (i, n) are

the coordinates of the initial one, and (j,m) are the altered states of the chain.
Then the dynamics of the process of transmitting information flow in the selective
failure mode in loaded data transmission path can be set with the following values
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of transition probabilities:

πjm
in =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

b0, j = i + 1,m = 0; i = 0,D − 2, n = 0;
b0(1 − Fo), j = i + 1,m = 0; i = D − 1, S − 2, n = 0;
bm, j = i,m = 1, N ; i = 0, S − 2, n = 0;
b0Fo, j = D − 1,m = 0; i = D − 1,W − 1, n = 0;
b0Fo, j = W + D − 2 − i,m = 0; i = W,W + D − 2, n = 0;
b0Fo, j = 0,m = 0; i = W + D − 1, S − 2, n = 0;
1, j = 0,m = 0; i = S − 1, n = 0, N ;
1, j = i + 1,m = n; i = 0,D − 2 + n, n = 1, N ;
1 − Fo, j = i + 1,m = n; i = D − 1 + n, S − 2, n = 1, N ;
Fo, j = D − 1,m = 0; i = D − 1 + n,W − 1 + n, n = 1, N ;
Fo, j = W + n + D − 2 − i,m = 0;

i = W + n,W + n + D − 2, n = 1, N ;
Fo, j = 0,m = 0; i = W + n + D − 1, S − 2, n = 1, N.

(1)
The variety of solutions of system of equilibrium equations for Markov chain

state probabilities is determined by relations between the protocol parameters
W , S, the total path length D and the maximum length of queues N . Since time-
out length must exceed the window width, and be no shorter than the round-trip
delay (S ≥ D), exceeding the waiting time in queues from protocol data blocks
of corresponding traffic prior to transmission in transit nodes a wide variety of
solutions for different areas of change in the values of the Protocol parameters
and queue lengths are distinguished. Analysis of the transmission process in
analytical form for arbitrary values of protocol parameters in the conditions of
competition for network resources is possible only under the assumption that
the “external” queues have a non-zero length (b0 = 0).

4 Analysis of Transmission Process with Lower
Restrictions on Duration of Timeout

Consider the transfer process for protocol parameters related to the total path
length and the maximum queue size of the form inequalities W ≥ D, S ≥
D + W + N − 1. The system of equilibrium equations is written as follows:

P (0, 0) = Fo

N∑

n=1

S−2∑

i=D+W+n−2

P (i, n) +
N∑

n=0

P (S − 1, n); (2)

P (i, 0) = Fo

N∑

n=1

P (D + W + n − 2 − i, n), i = 1,D − 2; (3)

P (D − 1, 0) = Fo

N∑

n=1

W+n−1∑

i=D+n−1

P (i, 0); (4)
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P (0, n) = bnP (0, 0), n = 1, N ; (5)

P (i, n) = bnP (i, 0) + P (i − 1, 0), i = 1,D − 1, n = 1, N ; (6)

P (i, n) = P (i − 1, n), i = D,D + n − 1, n = 1, N ; (7)

P (i, n) = (1 − Fo)P (i − 1, n), i = D + n, S − 1, n = 1, N. (8)

Let us find a solution to this system of equations. According to Eq. (7), we
obtain: P (i, n) = P (D−1, n), i = D,D + n − 1, n = 1, N , and from (8) we have:
P (i, n) = (1 − Fo)i−D−n+1P (D − 1, n), i = D + n, S − 1, n = 1, N . Taking into
account these relations from (3), (4) for i = 1,D − 1 we find:

P (i, 0) = Fo(1 − Fo)W
N∑

m=1

P (D − 1,m), i = 1,D − 2,

P (D − 1, 0) =
(
1 − (1 − Fo)W−D+1

) N∑

m=1

P (D − 1,m).

Substituting the relations found in (6) with (5) taken into account, we obtain

P (i, n) = bn

[

P (0, 0) + (1 − Fo)W−i−1
(
1 − (1 − Fo)i

) N∑

m=1

P (D − 1,m)
]

,

i = 1,D − 2, n = 1, N,

P (D − 1, n) = bn

[

P (0, 0) +
(
1 − (1 − Fo)W−1

) N∑

m=1

P (D − 1,m)
]

, n = 1, N.

Hence, we successively express for arbitrary n = 1, N through P (D − 1, n)
the probabilities of states P (D − 1,m) m = n + 1, N :

P (D − 1, n) =
bn

1 −
(
1 − (1 − Fo)W−1

) N∑

m=1
bm

[

P (0, 0)+

+
(
1 − (1 − Fo)W−1

) N∑

m=n+1

P (D − 1,m)
]

, n = 1, N. (9)

When n = N from here we come to: P (D − 1, N) = bNP (0,0)

1−FW−1
o

. Substituting
this relation into (9) for values of n from N−1 to 1, we recursively find functional
expressions for the probabilities of states P (D − 1, n) through P (0, 0): P (D −
1, n) = bnP (0,0)

1−FW−1
o

, n = 1, N . Hence, from previously found relations, we finally
obtain the probability distribution of states of Markov chain

P (i, 0) = Fo
P (0, 0)

(1 − Fo)i
, i = 1,D − 2;

P (D − 1, 0) =

(
1 − (1 − Fo)W−D+1

)
P (0, 0)

(1 − Fo)W−1
;
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P (i, n) =
bnP (0, 0)
(1 − Fo)i

, i = 0,D − 2, n = 1, N ;

P (i, n) =
bnP (0, 0)

(1 − Fo)W−1
, i = D − 1,D + n − 1, n = 1, N ;

P (i, n) =
bn(1 − Fo)i−D−n+1P (0, 0)

(1 − Fo)W−1
, i = D + n − 1, S − 1, n = 1, N,

and from the normalization condition we find the probability of the initial state

P (0, 0) =
Fo(1 − Fo)W−1

1+Fo(1+N̄)+(1−Fo)W−D+1−(1−Fo)W −
N∑

m=1
bm(1−Fo)S−D+1−m

,

where N̄ =
∑N

n=1 nbn.
Let us consider the solution found in a number of special cases. For determin-

istic return path (Fo = 1), the space of significant states (i, n) forms a plane of
an isosceles along coordinates i and n triangle i = D − 1,D − 1 + n, n = 0, N :

P (D − 1, 0) =
1

2 + N̄
;

P (i, 0) =
bn

2 + N̄
, i = D − 1,D − 1 + n, n = 1, N.

With an unlimited width of the window (w = ∞) the states (i, n), i = 0,D − 2,
n = 0, N are non-recurrent (P (i, n) = 0) and probabilities of the state of Markov
chain take the form

P (D − 1, 0) =
Fo

1 + Fo(1 + N̄)
;

P (i, n) =
bnFo

1 + Fo(1 + N̄)
, i = D − 1,D − 1 + n, n = 1, N ;

P (i, n) =
bn(1 − Fo)i−D−n+1P (0, 0)

1 + Fo(1 + N̄)
, i ≥ D − 1 + n, n = 1, N.

Let us consider the process of data transfer in conditions where the width of
the window does not exceed the duration of the round-trip delay (W ≤ D),
and the size of the timeout is limited from below (S ≥ D + W + N − 1).
According to (1) the system of equilibrium equations given above will change as
follows. Equations (2), (5), (8) will remain unchanged, (3)—true for i = 1,W − 1,
Eq. (4) will take the form P (D − 1, 0) = 0, Eq. (6)—true for i = 1,W − 1,
n = 1, N , Eq. (7)—for i = W,D − 1 + n, n = 1, N . The solution of the system
of equilibrium equations is as follows

P (i, 0) =
FoP (0, 0)
(1 − Fo)i

, i = 1,W − 1;

P (i, n) =
bnP (0, 0)
(1 − Fo)i

, i = 0,W − 1, n = 1, N ;
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P (i, n) =
bnP (0, 0)

(1 − Fo)W−1
, i = W − 1,D + n − 1, n = 1, N ;

P (i, n) =
bn(1 − Fo)i−D−n+1P (0, 0)

(1 − Fo)W−1
, i = D + n − 1, S − 1, n = 1, N,

and from the normalization condition we obtain the probability of the initial
state

P (0, 0) =
Fo(1 − Fo)W−1

2 + Fo(D − W + N̄) + (1 − Fo)W −
N∑

m=1
bm(1 − Fo)S−D+1−m

.

If Fo = 1 only states are significant

P (W − 1, 0) =
F 2
o

D − W + N + 2
;

P (i, n) =
bnF 2

o

D − W + N + 2
, i = W − 1,D − 1 + n, n = 1, N.

The unlimited duration of timeout leads to probability of the initial state of the
following form:

P (0, 0) =
Fo(1 − Fo)W−1

2 + Fo(D − W + N̄) − (1 − Fo)W
.

For start-stop protocol (W = 1) we obtain

P (0, 0) =
Fo

1 + Fo(D + N̄) −
N∑

m=1
bm(1 − Fo)S−D+1−m

.

5 Analysis of Transfer Process with Interval Limits
on the Duration of Timeout

Let us consider the operation of a transport connection with interval restrictions
on protocol parameters and the maximum queue size of the form W ≥ D,
D + W − 1 ≤ S ≤ D + W + N − 1, 1 ≤ N ≤ D − 2. Under these restrictions,
Eqs. (2), (3) of the original system of equilibrium Eqs. (2)–(8) are converted to

P (0, 0) = Fo

S−D−W+1∑

n=1

S−2∑

i=D+W+n−2

P (i, n) +
N∑

n=0

P (S − 1, n);

P (i, 0) = Fo

S−D−W+i∑

n=1

P (D + W + n − 2 − i, n), i = 1,D + W + N − S − 1; (10)

P (i, 0) = Fo

N∑

n=1

P (D + W + n − 2 − i, n), i = D + W + N − S,D − 2. (11)
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From Eqs. (7), (8), (10), (11), (4) we find:

P (i, n) = P (D − 1, n), i = D,D + n − 1, n = 1, N ;

P (i, n) = (1 − Fo)i−D−n+1P (D − 1, n), i = D + n, S − 1, n = 1, N ;

P (i, 0) = Fo(1 − Fo)W−i−1
S−D−W+i∑

m=1

P (D − 1,m), i = 1,D + W + N − S − 1;

P (i, 0) = Fo(1 − Fo)W−i−1
N∑

m=1

P (D − 1,m), i = D + W + N − S,D − 2;

P (D − 1, 0) =
(
1 − (1 − Fo)W−D+1

) N∑

m=1

P (D − 1,m).

Substituting these dependencies in (6) with (5) we obtain

P (i, n) = bn

[

P (0, 0) + (1 − Fo)W−i−1
S−D−W+i∑

m=1

P (D − 1,m) − (1 − Fo)W−1×

×
S−D−W∑

m=1

P (D − 1,m) −
S−D−W+i∑

m=S−D−W+1

P (D − 1,m)(1 − Fo)S−D−m

]

,

i = 1,D + W + N − S − 1, n = 1, N ;

P (i, n) = bn

[

P (0, 0) + (1 − Fo)W−i−1
N∑

m=1

P (D − 1,m) − (1 − Fo)W−1×

×
S−D−W∑

m=1

P (D − 1,m) −
N∑

m=S−D−W+1

P (D − 1,m)(1 − Fo)S−D−m

]

,

i = D + W + N − S,D − 2, n = 1, N ;

P (D − 1, n) = bn

[

P (0, 0) +
(
1 − (1 − Fo)W−i

) S−D−W∑

m=1

P (D − 1,m)−

−
N∑

m=S−D−W+1

P (D − 1,m)
(
1 − (1 − Fo)S−D−m

)
]

, n = 1, N.

Then, successively for an arbitrary n = 1, S − D − W we express P (D − 1, n) in
terms of the probabilities of states P (D − 1,m), m = n + 1, N and rewrite this
equation in the form:

P (D − 1, n) = bn

[
P (0, 0) +

N∑
m=n+1

P (D − 1,m) − (1 − Fo)
W−i

S−D−W∑
m=n+1

P (D − 1,m)−

−
N∑

m=S−D−W+1

P (D − 1,m)(1 − Fo)
S−D−m

]/[
1 −

(
1 − (1 − Fo)

W−1
) n∑

m=1

bm

]
, n = 1, N. (12)
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If n = S − D − W from here we come to:

P (D − 1, S − D − W ) =
bS−D−W

1 − (1 − Fo)W−1
S−D−W∑

m=1
bm

[

P (0, 0)+

+
N∑

m=S−D−W+1

P (D − 1,m)
(
1 − (1 − Fo)S−D−W

)
]

.

Substituting this relation in (12), then for the values of n from S − D − W − 1
to 1 we find the functional expressions for the probabilities of the states S −
D − W − 1 through P (0, 0) and P (D − 1,m), m = S − D − W + 1, N and we
simplify Eq. (12) to:

P (D − 1, n) =

bn

[
P (0, 0) +

N∑
m=S−D−W+1

P (D − 1,m)
(
1− (1− Fo)S−D−m

)]

1−
(
1− (1− Fo)W−1

) S−D−W∑
m=1

bm

, n = 1, N. (13)

From here it is consistent for n = S − D − W + 1, N we obtain

P (D − 1, n) = bn

[
P (0, 0) +

N∑
m=n+1

P (D − 1,m)
(
1 − (1 − Fo)

S−D−m
)]/[

1 −
n∑

m=1

bm+

+ (1 − Fo)
W−1

S−D−W∑
m=1

bm +

n∑
m=S−D−W+1

bm(1 − Fo)
S−D−mW−1

]
.

From this relation, we consistently express for n from N to S − D − W +
1 taking into account (13) and we finally express P (D − 1, n) it through the
probability of the initial state P (0, 0) and according to dependences found earlier,
we obtain the probabilities of the states of Markov chain:

P (i, 0) =
P (0, 0)Fo(1 − Fo)W−i−1

S−D−W+i∑

m=1
bm

(1 − Fo)W−1
S−D−W∑

m=1
bm +

N∑

m=S−D−W+1

bm(1 − Fo)S−D−m

, (14)

i = 1,D + W + N − S − 1;

P (i, 0) =
P (0, 0)Fo(1 − Fo)W−i−1

(1 − Fo)W−1
S−D−W∑

m=1
bm +

N∑

m=S−D−W+1

bm(1 − Fo)S−D−m

, (15)

i = D + W + N − S,D − 2;

P (D − 1, 0) =
P (0, 0)

(
1 − (1 − Fo)W−D+1

)

(1 − Fo)W−1
S−D−W∑

m=1
bm +

N∑

m=S−D−W+1

bm(1 − Fo)S−D−m

;
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P (0, n) = P (0, 0)bn, n = 1, N ; (16)

P (i, n) =
P (0, 0)bn

[

(1 − Fo)W−i−1
S−D−W+i∑

m=1
bm +

N∑

m=S−D−W+1

bm(1 − Fo)S−D−m

]

(1 − Fo)W−1
S−D−W∑

m=1
bm +

N∑

m=S−D−W+1

bm(1 − Fo)S−D−m

,

(17)

i = 1,D + W + N − S − 1, n = 1, N ;

P (i, n) =
P (0, 0)bn(1 − Fo)W−i−1

(1 − Fo)W−1
S−D−W∑

m=1
bm +

N∑

m=S−D−W+1

bm(1 − Fo)S−D−m

, (18)

i = D + W + N − S,D − 2, n = 1, N ;

P (i, n) =
P (0, 0)bn

(1 − Fo)W−1
S−D−W∑

m=1
bm +

N∑

m=S−D−W+1

bm(1 − Fo)S−D−m

, (19)

i = D − 1,D + n − 1, n = 1, N ;

P (i, n) =
P (0, 0)bn(1 − Fo)i−D−n+1

(1 − Fo)W−1
S−D−W∑

m=1
bm +

N∑

m=S−D−W+1

bm(1 − Fo)S−D−m

, (20)

i = D + n, S − 1, n = 1, N.

The probability of the initial state found from the normalization condition has
the form:

P (0, 0) =

(
(1 − Fo)

W−1
S−D−W∑

m=1

bm +
N∑

m=S−D−W+1

bm(1 − Fo)
S−D−m

)/[
1+

+ Fo(1 + N̄) + (1 − Fo)
W−D+1 −

N∑
m=1

bm(1 − Fo)
S−D+1−m − (1 − Fo)

W
S−D−W∑

m=1

bm−

−
(
1 − Fo(D + W + N − S)

) N∑
m=S−D−W+1

bm(1 − Fo)
S−D−m

]
.

It is easy to verify that this distribution is cross-linked with the previously
obtained distribution for restrictions on the duration of the time-out at the
S = D + W + N − 1.

Let us analyze the process of information transfer in the transport connection
with the size of the sliding window not exceeding the duration of the round trip
delay (W ≤ D), and the interval limits on the duration of time-out and maximum
size of the queue type D +W −1 ≤ S ≤ D +W +N −1, 1 ≤ N ≤ W −2. Under
these conditions, the Eq. (2) of the initial system of equilibrium Eqs. (2)–(8) is
converted to

P (0, 0) = Fo

S−D−W+1∑

n=1

S−2∑

i=D+W+n−2

P (i, n) +
N∑

n=0

P (S − 1, n).
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Equation (3) is redefined by relations (10) and (11). In this case, Eq. (11) is valid
for a set of indices i = D + W + N − S,W − 1. Equation (4) takes the form
P (D − 1, 0) = 0, Eq. (6) is satisfied for i = 1,W − 1, n = 1, N , Eq. (7)—for
i = W,D + n − 1, n = 1, N . The stationary probabilities of the states of Markov
chain described by these equations, up to the probability of the initial state,
take the form (14) – (20), but expressions (15) and (18) are valid for indices
i = D + W + N − S,W − 1 , and (19) for i = W − 1,D + n − 1. According to
the normalization condition, the initial state is determined by the relation

P (0, 0) = Fo

(
(1 − Fo)

W−1
S−D−W∑

m=1

bm +
N∑

m=S−D−W+1

bm(1 − Fo)
S−D−m

)/[
2+

+ Fo(D −W + N̄) −
N∑

m=1

bm(1 − Fo)
S−D+1−m − (1 − Fo)

W
S−D−W∑

m=1

bm−

−
N∑

m=S−D−W+1

bm(1 − Fo)
S−D−m+1

]
.

6 Available Throughput of the Transport Connection

The capacity of a transport connection under the conditions of competition of
flows of different corresponding subscribers for the throughput of data transmis-
sion path is defined as the relation of the average amount of data transmitted
between two consecutive acknowledgement to the average time acknowledge-
ment [4,5]. Contribution to the speed of the virtual connection is given by
those states of Markov chain for which it is possible to obtain acknowledge-
ment. Normalized per unit throughput of virtual connection in loaded path is
determined by the relation of the average number of data segments transmit-
ted by the sender between two consecutive acknowledgement to the average
time between acknowledgement expressed in the number of intervals of duration
t : Z(W,S) = V /T . Since acknowledgements are transferred in each segment
independently and arrive to the sender every cycle t, provided that they are not
distorted in the path of length D from the recipient to the sender of the infor-
mation flow the average time between acknowledgement is distributed according
to the geometric law with the parameter Fo and will be: T = 1/Fo. The average
volume of data transmitted between acknowledgements taking into account the
fact that each segment of the test connection with the probability bn, n = 0, N
meets the size of the queue n and contributes to the amount of information trans-
mitted inversely proportional to the value n + 1, is determined by generalizing
the relation given in [4]

V =
N∑

n=0

1
n + 1

[
W+2D−2+n∑

l=2D−1+n

l̄P (l, n) +
S−1∑

l=W+2D−1+n

W̄P (l, n)

]

.
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Values l̄ and W̄ are determined by the average number of segments that reached
the addressee in selective procedure for repeating distorted segments:

l̄ = (l − 2D − n + 2)Fn, W̄ = WFn.

Then dependence of throughput of the virtual connection on the protocol param-
eters (W,S), characteristics of transmitting path (D, Fn, Fo) and load parame-
ters (bn, n = 1, N) will take the form:

Z(W,S) = FnFo

N∑
n=0

1

n + 1

[
W+2D−2+n∑
l=2D−1+n

(l − 2D + 2 − n)P (l, n) + W

S−1∑
l=W+2D−1+n

P (l, n)

]
.

Hence, for an arbitrary width of the window when S ≥ D + W + N − 1 we
finally get

Zc(W,S)=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

Fn

N∑
n=1

bn
n+1

[
1−(1−Fo)

W −WFo(1−Fo)
S−D−n+1

]

2+Fo(D−W+N̄)−(1−Fo)W −
N∑

n=1
bn(1−Fo)S−D−n+1

, W < D;

Fn

F 2
o

(
1−(1−Fo)

W−D+1
)
+

N∑
n=1

bn
n+1

[
1−(1−Fo)

W −WFo(1−Fo)
S−D−n+1

]

1+Fo(N̄+1)+(1−Fo)W−D+1−(1−Fo)W −
N∑

n=1
bn(1−Fo)S−D−n+1

,W ≥D.

For interval limits on the duration of the timeout and the queue size of com-
petitors 1 ≤ N ≤ D − 2 the speed of transport connection in a competitive data
transmission environment will be

Zc(W,S) = Fn

{
F 2
o

(
1 − (1 − Fo)

W−D+1
)

+

N∑
n=1

bn −
S−D−W+1∑

n=1

bn
n + 1

[
(1 − Fo)

W+

+ WFo(1 − Fo)
S−D−n+1

]
−

N∑
n=S−D−W+2

bn
n + 1

(1 − Fo)
S−D−n+1

[
1+

+ Fo(S −D − n + 1)
]}/{

1 + Fo(1 + N̄) + (1 − Fo)
W−D+1 − (1 − Fo)

W−

−
N∑

n=1

bn(1 − Fo)
S−D−n+1

}
.

In the case of an absolutely reliable return channel (Fo = 1), available through-
put of transport connection W ≤ D is largely determined by the proximity of
window width to the duration of round-trip delay

Zc(W,S) =
Fn

2 + D − W + N̄

N∑

n=1

bn
n + 1

,

and for W ≥ D—is invariant to D

Zc(W,S) =
Fn

2 + N̄

[

1 +
N∑

n=1

bn
n + 1

]

.
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Fig. 1. The dependence of the available bandwidth on the window size with a uniform
distribution of the queue length for different values of N
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Z(∞,∞), (D = 20, N = 8)
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Fig. 2. The dependence of the available bandwidth on the reliability of data transmis-
sion F = Fn = Fo; (a) with a uniform distribution of the queue length for different
values of N ; (b) for different values of the truncated geometric distribution parameter
of the queue length P

The unlimited duration of the timeout (S → ∞) when W < D leads to the
dependence of the form

Zc(W,∞) =
Fn

(
1 − (1 − Fo)W

)∑N
n=1

bn
n+1

2 + Fo(D − W + N̄) − (1 − Fo)W
,

and for unlimited increasing width of the window we obtain

Zc(∞,∞) =
Fn

1 + Fo(N̄ + 1)

[

F 2
o +

N∑

n=1

bn
n + 1

]

.
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Numerical analysis shows that the available throughput for the transport con-
nection W ≥ D is practically invariant to the duration of round-trip delay,
significantly decreasing from the saturation range at W = D and Fo < 1 (see
Fig. 1). In case W < D available throughput is underloaded and the effective data
transmission rate is significantly reduced. With increasing competition between
subscribers for the throughput of the transmission path, the queue size increases,
and the speed of information transfer decreases rapidly (see Fig. 2).

7 Conclusion

The analysis of competitor process of information flows of various inter-
subscriber connections for the throughput on shared sections of the path has
been carried out. An indicator model of transport connection, competing for
the throughput of individual sections of the route, in the form of Markov chain
with discrete time, describing the dynamics of queue of sent but not confirmed
protocol data blocks, is proposed. The distribution of states of Markov chain
under various operating conditions of transport connection is obtained. Analyt-
ical dependencies of transport connection speed are found for different ratios
between parameters of transport protocol, the characteristics of network chan-
nels and load parameters. Numerical studies of available throughput of trans-
port connection in selective re-transmission mode showed that the transmission
rate between subscribers is determined by the reliability of data transmission,
distribution of queue length of protocol units in transit nodes, and the ratio
between duration of round-trip delay and the window width. The direction of
further research is to single out the task of analyzing the available throughput
of transport connections with interval restrictions on the size of the queues of
competitive flows and duration of the end-to-end timeout of transport protocol.
It is important to analyze the efficiency of application of forward error correc-
tion procedures at transport protocol level with exclusive and competitive use
of network communication channels.
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Abstract. The possibility of adapting the frame synchronization algo-
rithm of second generation satellite broadcasting standard DVB-S2 for
communication system is considered. The issue of frame synchroniza-
tion is being studied in conditions when the base station determines the
parameters of the physical layer and the time and frequency slot. Frame
synchronization algorithms used in DVB-S2 are analyzed. An adapta-
tion of the frame synchronization algorithm for communication system
that solves the problem of frame synchronization from the first frame is
proposed.

Keywords: Communication system · Broadcasting system · Satellite
communication · Satellite modem · DVB-S2 · Physical layer frame ·
Synchronization algorithm · Frame synchronization

1 Introduction

The second generation standard of satellite broadcasting DVB-S2 and its exten-
sion DVB-S2X have high spectral efficiency [1–4]: Quasi Error Free operation
near (0.7 to 1 dB) Shannon limit. This is due to the powerful FEC (Forward
Error Correction) based on LDPC (Low density parity-check) codes concate-
nated with BCH (Bose – Chaudhuri – Hocquenghem) codes. This is due to the
large LDPC code block length (length of normal block is 64 800 bits, medium
block - 32 400 bits, short block - 16 200 bits), large number of iterations on LDPC
and the concatenation LDPC with BCH. In addition, the physical layer frame
structure provides high PL framing efficiency (up to 99.72%). For this reason,
the ability to build a communication system based on signal-code structures of
the DVB-S2/S2X standard seems promising.

Frame synchronization is one of the synchronization subsystems on the signal
receiver. Block diagram of the synchronization system DVB-S2 receiver is shown
in Fig. 1. It runs after matched filtering and symbol synchronization. Serves to
extract information about frame boundaries [3,5–7]. This information is neces-
sary to decode the block code and data-aided carrier recovery.
c© Springer Nature Switzerland AG 2019
V. M. Vishnevskiy et al. (Eds.): DCCN 2019, CCIS 1141, pp. 104–114, 2019.
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Fig. 1. Block diagram of the synchronization system DVB-S2 receiver

One of the differences between a communication system and a broadcasting
system is the need to ensure synchronization from the first frame. Frame syn-
chronization algorithms, commonly used in the DVB-S2 standard [3,8–11], do
not provide synchronization from the first frame at low values of the signal-to-
noise ratio. This leads to a decrease in the efficiency of satellite channel at the
beginning of communication session.

There is a technique in which a dummy frame [12] transmitted at the begin-
ning of a communication session is used for synchronization, but this leads to a
decrease in the efficiency of using a satellite channel.

Frame synchronization in the standard consists in finding the beginning of
the frame and decoding the information necessary for demapping and decod-
ing. The formation of PLFRAME is is shown in the Fig. 2. A data block in
the format of a bit sequence is supplemented with service information up to
BBFRAME (BaseBend frame), after that Base-Bend scrambling is applied on
BBFRAME, Forward Error Correction (FEC), including Low-density parity-
check (LDPC), Bose – Chaudhuri – Hocquenghem (BCH) coding and bit inter-
leaving (if it is necessary), form FECFRAME. Mapping it into constellation
forms an XFECFRAME. It is split into 90 character slots. For the pilot mode,
every 16 slots are set 36 pilot symbols identified by I = (1/

√
2), Q = (1/

√
2).

XFECFRAME with pilots go to physical layer scrambling. At the beginning of
the frame, the PLHEADER (Physical Layer header) is placed. It contains a SOF
(Start Of Frame) sequence (26 bits), and is protected by the Reed-Muller code
information about frame structure on the PLSCODE (Physical Layer Signaling
cod) including information about the channel coding rate, the modulation type,
the frame length, the presence or absence of pilot symbols - total 7 bits [1]. The
PLSCODE length is 64 bits. The coding process is shown in the Fig. 4. Each even
bit is a copy or inversion of the previous one. The header of the physical layer
frame is modulated by BPSK π/2. The structure of the physical layer frame of
the DVB-S2 standard is shown in Fig. 3.

This article considers the problem of providing frame synchronization from
the first frame under the conditions of a communication system in which the
central station collects information about the energy of channels, determines the
communication session schedule and signal parameters (modulation type, code
rate, frame size, absence or presence of pilot symbols). Thus, the PLSCODE
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Bits
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Fig. 2. Frame formation DVB-S2 [12]

PLHEADER

1 slot 36 symbols

slot 1 slot 16 pilots slot 17 slot S. . .

SOF PLSCODE

XFECFRAME

64 symbols26 symbols

slot Sslot 1 slot 2

S slots

90 symbols

Fig. 3. Physical layer frame structure DVB-S2 [1]

sequence is known to both the transmitter and the receiver. In addition, it is
proposed that at the end of the communication session once again transmit
PLHEADER.
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Fig. 4. PLSCODE generation DVB-S2 [1]

The Frame Synchronization Methods section further describes methods for
synchronizing the DVB-S2 standard using correlation of signal differential coef-
ficients and signal correlation. Numerical indicators of the methods and their
capabilities are given, schedules of their work are given. The disadvantages of
existing methods are described.

The Proposed Method section describes in detail the approach and algorithms
used in other developments. A graph is presented with correlation values and
a calculation of the dependence of the probability of false detection and the
absence of detection for various threshold values of the algorithm.

2 Frame Synchronization Methods

In conditions of broadcasting with adaptive coding and modulation (ACM), the
receiver has no information about PLSCODE. For this reason, synchronization
is performed using the SOF sequence known at the transmitter and receiver and
information about the structure and possible values of PLSCODE.

The signal at the receiver after symbol synchronization can be described by
the formula [13]:

s(k) = a(k) · ej(2πkFdT+θ) + n(k), (1)

where a(k) is the constellation point characterizing the signal symbol formed on
the transmitter, Fd - frequency shift (Hz), T - symbol period (s), θ - phase shift
and n(k) is a complex white Gaussian noise with variance σ2

n. The product of
Fd and T is called the normalized frequency shift. FdT shows frequency shift Fd

to bandwidth Bn ratio:
BnT = 1. (2)

2.1 Synchronization by the Covariance of the Pair-Wise Difference

Figure 5 illustrates a frame synchronization algorithm using pair-wise difference
[3,8]. The received signal s is fed to the shift register, at the beginning of which
the differentials ck are calculated:

ck = s(k)s∗(k + 1), (3)
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where s∗(k + 1) is the complex conjugation of s(k + 1). From (1) and (3), we
obtain:

ck = a(k)a∗(k + 1)e−j2πFdT + n(k)a∗(k + 1)e−j(2π(k+1)FdT+θ)+ (4)

+n(k + 1)∗a(k)ej(2πkFdT+θ) + n(k)n(k + 1)∗.

With a high signal-to-noise ratio, white Gaussian noisewith variance σ2
n → 0. In

this case:
ck ≈ a(k)a∗(k + 1)e−j2πFdT . (5)

Differential coefficients have a constant phase shift equal to 2πFdT . The covari-
ance cov for differential coefficients will be calculated as:

cov =
N−1∑

k=1

cka∗(k)a(k + 1). (6)

The correlation corr will be calculated as:

corr =
cov

σcσaa∗
=

cov√
N−1∑
k=1

ckc∗
k

N−1∑
k=1

a(k)a(k + 1)a∗(k)a∗(k + 1)

(7)

At a high SNR, the frequency shift will produce a constant phase shift of the
covariance and correlation calculated by the differential coefficients. With noise
comparable in power to the signal, the noise terms in (4) will be comparable to
the first term. For this reason, this algorithm is weakly resistant to noise.

The shift register is divided into two parts (Fig. 5): the right side detects
the SOF signal, the left one detects the PLSCODE signal. This requires the
knowledge of SOF and PLSCODE structure [3,8].

D

conj

D D D D D D D

PLSCODE

25 
c

SOF 

sum sum

+ -

absolute value max

peak detector

Fig. 5. Frame synchronization algorithm with differentials [3]
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Fig. 6. Signal correlation synchronization algorithm

This algorithm allows frame synchronization at a frequency shift of up to
50% of the bandwidth. In this case, the differentials are unstable with respect to
noise. To increase the probability of synchronization, an analysis of several peaks
of covariance is used [9] and an energy correction is introduced [10]. However,
at low signal-to-noise ratios (up to −2 dB), analysis of several frames (from 4
to several dozen depending on the modification of the algorithm) frames for
synchronization is necessary [8–11].

2.2 Signal Correlation Synchronization

An alternative method of the physical layer frame synchronization is the calcu-
lation of correlation with the threshold solution [3]. The block diagram of the
algorithm is shown in the Fig. 6. The algorithm works in two modes: search mode
and tracking mode.

At the beginning of synchronization, the algorithm is in the search state.
For the received signal, the normalized correlation function is calculated with
the SOF sequence. The obtained values are compared with the TST threshold
for SOF in the search stage. If the threshold is exceeded, a correlation with
128 possible PLSCODEs is calculated for the next 64 characters. The obtained
values are compared with the threshold value TPT for PLSCODE in the search
state. When a PLSCODE with correlation value higher than threshold is found,
the beginning of the frame is considered to be detected and the algorithm goes
into tracking mode.

In tracking mode, the presence of SOF and PLSCODE at the expected posi-
tion is checked (the frame length is calculated from the information encoded
in PLSCODE). Accordingly, the correlation values are compared with the TSL

and TPL thresholds. If the correlation does not exceed the threshold value, the
algorithm goes into the search mode.
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The correlation value corr is calculated as:

corr =

N∑
k=1

s(k)a∗(k)
√

N∑
k=1

s(k)s∗(k)
N∑

k=1

a(k)a∗(k)

(8)

Substituting (1) into (8), we obtain a smaller dependence of the correlation value
on the noise level than in the first algorithm. In this case, the correlation value
considerably depends on the magnitude of the frequency shift.

Signal correlation is more robust to noise, but less resistant to frequency
shift. With a frequency shift of more than 0.4% of the bandwidth, the algorithm
stops working. For narrowband channels, the frequency shift may exceed this
value.

3 Proposed Method of Frame Synchronization

As a basis for the proposed method, the synchronization algorithm for the cor-
relation of the signal is taken as being more resistant to noise (Fig. 7). Since
PLSCODE is known on the receiver, the correlation is counted immediately
across the entire PLHEADER.

The correlation value for the second algorithm is highly dependent on the
frequency shift (Fig. 8). When FdT = 0.004, the absolute value of the signal
correlation takes 0.8 from its maximum value (see Table 1).

Fig. 7. Correlation values (solid line), calculated by the differentials (a) and signal
(b) with a signal-to-noise ratio of −2 dB. The dotted line indicates the position of the
correlation peaks (beginning of the frame) without noise and distortion
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Table 1. The dependence of the absolute value of the correlation PLHEADER on the
normalized frequency shift calculated for the signal

FdT |corr| FdT |corr| FdT |corr| FdT |corr|
0 1 0.01 0.109 0.02 0.104 0.03 0.096

0.001 0.987 0.011 0.101 0.021 0.057 0.031 0.07

0.002 0.948 0.012 0.073 0.022 0.01 0.032 0.04

0.003 0.884 0.013 0.139 0.023 0.034 0.033 0.01

0.004 0.8 0.014 0.184 0.024 0.071 0.034 0.02

0.005 0.699 0.015 0.21 0.025 0.1 0.035 0.046

0.006 0.585 0.016 0.217 0.026 0.119 0.036 0.067

0.007 0.464 0.017 0.207 0.027 0.128 0.037 0.083

0.008 0.341 0.018 0.183 0.028 0.126 0.038 0.09

0.009 0.221 0.019 0.147 0.029 0.115 0.039 0.091

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04

FdT

0

0.2

0.4

0.6

0.8

1

1.2

|c
or
r|

signal
diff

Fig. 8. The dependence of the absolute value of the correlation PLHEADER on the
normalized frequency shift calculated for differentials (dashed line) and for the signal
(solid line)

The frequency shift instability for narrow channels is compensated by the
construction of a frequency grid {0, 0.004, −0.004, 0.008, ...} from the band-
width, where the maximum shift is determined by the characteristics of the
equipment. Correlation is considered to be frequency shifted by PLHEADER.
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The grid spacing is chosen to ensure stable synchronization at a frequency shift
of more than 0.4% of the bandwidth.

The search for the threshold value T is a compromise between the probability
of falsely exceeding the threshold pf and the probability of not detecting the
beginning of the frame pn (see Table 2). To increase the probability of symbolic
synchronization from the first frame, it was decided to lower the threshold in
the search mode and equate it to the threshold in the tracking mode.

Table 2. Dependence of the probability of false detection of pf and the probability of
not detecting the beginning of frame pn of the threshold value T at a signal-to-noise
ratio of −2 dB without checking the next PLSCODE.

T pf pn T pf pn

0.35 103 · 10−6 0.105 · 10−8 0.4 5 · 10−6 7.5 · 10−8

0.36 58 · 10−6 0.32 · 10−8 0.41 2.5 · 10−6 14.3 · 10−8

0.37 32 · 10−6 0.64 · 10−8 0.42 1.3 · 10−6 23 · 10−8

0.38 17.6 · 10−6 1.5 · 10−8 0.43 0.77 · 10−6 46 · 10−8

0.39 9.6 · 10−6 3.7 · 10−8 0.44 0.36 · 10−6 98 · 10−8

This increases the probability of false detection of the beginning of the frame.
To reduce the probability of false detection, the presence of the next PLHEADER
(tracking mode) is checked. If there is no detection of the next PLHEADER in
the right place, the algorithm continues the search, starting with the character
following the false start of the frame (frames are not skipped). The values of
the additive white Gaussian noise can be considered as independent random
variables. The probability of false detection after checking is p2f . Probability of
no detection after verification is 2pn.

The threshold value T = 0.4 is selected for the algorithm. For the algorithm
with the next PLSCODE check, with a signal-to-noise ratio of −2 dB, this thresh-
old value gives the probability of a false detection 2.5 ·10−11 and the probability
of not detecting the start of frame 1.5 · 10−7.

4 Conclusion

In this article, frame synchronization algorithms commonly used in the second
generation DVB-S2 satellite broadcasting standard were considered, their short-
comings were identified, the frame synchronization algorithm was adapted for
use in a communication system, the optimal parameters of the algorithm were
selected, and the probabilities of incorrect operation were calculated. The pro-
posed algorithm solves the problem of frame synchronization from the first frame
in the conditions of a communication system in which the central station deter-
mines the schedule of communication sessions and signal parameters.
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The results of the work can be used to build a satellite communications
system. In the future, it is planned to work on the adaptation of the DVB-S2
frequency synchronization algorithms for use in a communication satellite system
and the optimization of the proposed algorithm for FPGA prototyping.

5 Discussion

The development is carried out with the aim of providing satellite communica-
tions in the regions at extreme frequencies, in which synchronization speed is
important and there is a struggle for every decibel. The problems of the DVB-S2
family are the need to maintain the previous fleet of devices and outdated stan-
dards. In our work, we were free to deviate from this paradigm and are engaged
in the development of a satellite communications standard, focusing on its effi-
ciency and work in conditions of high noise. In the future, it will be necessary to
develop a network management system on a satellite hub that can intelligently
distribute available satellite resources and adaptively configure satellite modems
in near real-time mode.

Acknowledgments. We express our gratitude to the staff of the Laboratory of Mul-
timedia Systems and Technologies of the Moscow Institute of Physics and Technology
and Alexander Dvorkovich for their support and contribution to satellite communica-
tions research.
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Abstract. This paper proposed the analytical model to estimate the
transmission efficiency of wireless LAN (WLAN) depending on the load
of wireless network. The load of wireless network is defined as the inten-
sity of the user application data and the number of connected wireless
users. The computation is made for the fundamental protocol to access
a wireless media Distributed Coordination Function (DCF). This model
is able to evaluate the transmission condition in real environment. The
numerical and experimental results are presented in the article.

Keywords: 802.11 · DCF · WLAN · Performance · Efficiency

1 Introduction

The wireless LAN (WLAN) is one of the most popular method to gain access to
corporate resources, Internet or hotspot services. The throughput of the WLAN
media grows rapidly, today we have value of maximum data rate up to several
gigabits. The traffic characteristic of the user applications and the throughput
requirements vary significant. Some applications consume a lot of resources of the
media and some require less. There is no methodology to determine or predict
the resource needs for the network which load is changing rapidly. The WLAN
is an example of the network which changes during every working hour. Some
user applications experience the transmission problems even if the high date
rate media is used. The problems source is the media access control protocol
which consumes additional time for data transmission. This data transmission
time depends on the load of wireless media which depends on an amount of
users connected to WLAN and the data rate of user applications. Therefore,
with wireless media load increasing, the transmission time will increases signifi-
cantly. The goal of this paper is the analytical model which is able to estimate
the transmission efficiency in real WLAN and provide the comparison method of
the different medium control protocol. A lot of researchers studied performance
and efficiency of WLAN. Authors [1] made an emulation environment and a
c© Springer Nature Switzerland AG 2019
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prototype testbed for performance evaluation which may be useful to estimate
performance of WLAN with different media access protocols. But these results
cannot be applied to constantly changing real environment. In [2,3] the authors
estimate the performance of WLAN with the different media access protocols
using simulation, in this paper the analytical comparison solution of WLAN with
the different intensity of the user application data and the number of connected
wireless users is provided. Since [4] the researches have developed many accurate
analytic models of the WLAN medium access control [5–8]. As example, in [8]
authors improved model [4] to obtain a saturation delay. However, the analytical
models in [4–8] developed only for saturated conduction which is not suitable
in real environment. This paper considers the method of the transmission effi-
ciency evaluation for real environment condition. The authors [9–11] studied the
unsaturation performance of DCF. However this results is unsuitable in case of
real environment with different intensity of the user application data and there-
fore this paper provides another model to estimate the transmission efficiency in
such case. Authors in [12] provide new analytical model using two-dimensional
continuous-time Markov chain and suggested a few macroscopic state of backoff
stages for this. But this model is not able to evaluate the transmission efficiency.
In this paper transmission efficiency criterion is suggested as performance of
wireless media which determines the average response time of wireless media for
transmission of user application data packet. This paper provides the analytical
model to estimate the performance of different sized DCF WLAN under unsat-
urated condition. This model is developed to determine transmission conditions
and evaluate transmission efficiency in real environment.

1.1 The Model Formulation

This paper propose an analytical model which is used to estimate the efficiency
of using WLAN. The efficiency of using WLAN depends on the load of wireless
network which depends on the number of connected users and the rate of user
application data. In this paper we consider the WLAN (see Fig. 1) which contains
the access point AP, the server Server (emulates the LAN services and Internet)
and N−1 wireless users STA. The STAs are connected using IEEE 802.11 wireless
media.

The throughput of wireless media is C. The throughput C determines τ time
which is needed to transmit one bit:

τ =
1
C

(1)

The average size of the packets which is transmitted through wireless media
is l. Let μ1 be the service rate of wireless media is needed to service only one user:

μ1 =
C

l
(2)
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Fig. 1. The WLAN

In this case (2) the collision does not occur. The service rate of the wireless
media μ1 determines the average service time t0:

t0 =
1
μ1

(3)

Let apply M/M/1/∞ queue to describe the wireless media which is used to
service the packets for only one i-th user, λi ( i = 1, N ) is the intensity of the
user application data. Then the response time T 1 for one user is:

T 1 =
1

(μ1 − λi)
(4)

Let introduce criterion to estimate transmission efficiency of wireless media
without collisions as the performance of wireless media. The performance of the
wireless media u1 which is needed to service one user without using any collision
resolution technique is:

u1 = μ1 − λi (5)

The load of wireless media for one user is determined as:

ρ1 =
λi

μ1
(6)

However, if we consider more than one wireless user, we need the specific
protocol which provides the specific collision resolution technique. But, first of
all, this technique increases t0 by value Δta which is needed to resolve the con-
flicts, and the second one, this technique increases λi by value Δλa, because we
have the retransmission probability of the “corrupted packets”. So we have new
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actual value of the actual service time ta and new actual intensity of the user
application data λa:

ta = t0 + Δta (7)

λa = λi + Δλa
i (8)

Therefore, the actual service rate of wireless media μa for more than one user
is determined as:

μa =
1

t0 + Δta
(9)

Thus, the response time of wireless media T a for more than one user is:

T a =
1

μa − ∑N
i=1 λa

i

(10)

The performance of wireless media ua which is needed to service more than
one user and takes the account of using the specific collision resolution technique
is determined as:

ua = μa −
N∑

i=1

λa
i (11)

1.2 The Distributed Coordination Function Protocol

Now, it is possible to estimate the performance of wireless media by compu-
tation of Δta and Δλa for specific collision resolution technique. In this paper
we consider the basic medium access control protocol of IEEE 802.11 WLAN
Distributed coordination function (DCF). The Fig. 2 describes the DCF packet
transmission technique.

Fig. 2. The Distributed coordination function
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– The STA1 senses that the wireless media is idle and waits for a period of time
which is equal tDIFS (DCF interframespace). When the STA1 sends the data
packet. If the STAk senses that the media is busy it must wait for a time
until it is sensed idle.

– The AP receives the data packet from the STA1 and transmits ACK frame
after a period of time tSIFS (short inter frame space).

– Then the STAk have sensed idle of wireless media after tDIFS and at this
point it wait for a randomly selected backoff interval tb which is decremented
every time STAk senses the channel to be idle. The STAk starts transmission
when the backoff timer reaches zero.

The random backoff interval is random number b of the time slot σ:

tb = b·σ (12)

where
b = Random (0, w − 1) (13)

the w is the contention window.
Contention window w is depend on the number of retransmission occurs in

the unsuccessful transmission attempt and determined as:

for nr < m : w = Wi = W0·2nr (14)

for nr ≥m : w = Wi = Wm (15)

where W0 - the minimum contention window,
Wm = CWmax - the maximum contention window,
nr - the current number of transmission attempts,
m - the number of transmission attempts, when the current contention win-

dow w reaches the value of maximum contention window.
Thus, the service time of one packet tDCF for wireless media using DCF

collision resolution technique is:

tDCF = tDATA + tDIFS + tSIFS + tACK (16)

where tDATA is the transmission time of one data packet,
tACK is the transmission time of the ACK frame.
Therefore, the service rate of DCF wireless media μDCF is:

μDCF = (tDATA + tDIFS + tSIFS + tACK)−1 (17)

The DCF collision technique is able to decrease the collision probability,
however, the collision probability exists and the new version of corrupted packets
will be sent again. Then the collision of more than two packets occurs at following
stages:

(1) the STA senses that the wireless media is idle;
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(2) the competing STA generates the similar random number b and get the
similar backoff interval.

The probability of idle wireless media ρwm is determined by load of wireless
media:

pwm = 1 − ρwm =
∑N

i=1 λi

μDCF
(18)

Let the probability of similar backoff interval (two STA get the similar backoff
interval) is:

pw =
1

(CWmax − W0)2
(19)

Let the probability of STA i-th collision ( i = 1, N ) is determined as the
number of combinations C2

i :

pDCF
i =

C2
i

(CWmax − W0)
2 (20)

The backoff interval extends the transmission time by ΔtDCF
i .

ΔtDCF
i = nri·

nri∑

j=1

tbji (21)

Thus, the intensity of user application data increase for ΔλDCF
i :

ΔλDCF
i = pwm·pDCF

i ·
N∑

i=1

(λi +
1

ΔtDCF
i

) (22)

Hence, the response time of wireless media that uses DCF collision resolution
technique is:

TDCF =
1

μDCF − (
∑N

i=1 λi + pwm·pDCF
i ·∑N

i=1 λi)
(23)

and the performance of wireless media wireless media that uses DCF collision
resolution technique is:

uDCF = μDCF − (
N∑

i=1

λi + pwm·pDCF
i ·

N∑

i=1

λi) (24)

2 The Model Validation

To validate the model we use the results of the real experiment with two wireless
stations, one server and the access point Cisco Aironet 1232ag. The WLAN
parameters used to obtain numerical results are specified for the Orthogonal
frequency division multiplexing (OFDM) PHY and C = 54 Mbps (see Table 1).
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Table 1. The WLAN parameters

σ 9us tDIFS 34us

CWmax 1023 lACK 14 Bytes

W0 15 lCTS 14 Bytes

tSIFS 16 us

The analytical model determines the maximum achievable service rate under
such conditions. We also determine the number of packets in service n to establish
congestion conditions.

n =
Λ

uDCF − Λ
(25)

where Λ is the summary rate of two STA and Server application data (N = 3)
and determined as:

Λ =
N∑

i=1

λi (26)
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Fig. 3. The Performance u

The Fig. 3 shows wireless media additional resources for DCF protocol. These
analytical results can be used to compare different WLAN medium access pro-
tocols.

To obtain result the several stage of experiment is used. Each stage is a
time period ts = 120 s with specific rate of user application date. In the first
experiment two wireless stations and the server generates similar rate of user
application data (Table 2).
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Table 2. The rate of user application data (Experiment 1)

s Λ λ1 λ2 λ3

1 30 10 10 10

2 150 50 50 50

3 300 100 100 100

4 450 150 150 150

5 600 200 200 200

6 900 300 300 300

7 1200 400 400 400

8 1500 500 500 500

9 1800 600 600 600

10 2100 700 700 700

11 2400 800 800 800

12 2700 900 900 900

13 3000 1000 1000 1000

14 3300 1100 1100 1100

15 3600 1200 1200 1200

16 3900 1300 1300 1300

Fig. 4. The real service rate versus summary rate of data applications (Experiment 1)
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Fig. 5. Packets in service versus summary rate of data applications (Experiment 1)

Table 3. The rate of user application data (Experiment 2)

s Λ λ1 λ2 λ3

1 40 10 10 20

2 120 10 50 60

3 220 10 100 110

4 420 10 200 210

5 820 10 400 410

6 1220 10 600 610

7 1620 10 800 810

8 2020 10 1000 1010

9 2420 10 1200 1210

10 3020 10 1500 1510

11 3220 10 1600 1610

12 3420 10 1700 1710

13 3620 10 1800 1810

The values of the Fig. 4 were gained using AP wireless interface statistic table.
The Fig. 4 shows that service rate increases Λ until <2100 packet per second and
the transmission efficiency decrease. The n curve Fig. 5 shows that the packets
in service significantly increase at Λ > 2100 packet per second. It shows that the
transmission problems occurs at stage number 10.
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Fig. 6. The real service rate versus summary rate of data applications (Experiment 2)

Fig. 7. Packets in service versus summary rate of data applications (Experiment 2)

The Fig. 6 shows the dependence of real wireless media services rate from
summary rate of application data λ. The Fig. 6 shows that service rate increases
Λ until <1620 packet per second and the transmission efficiency decrease.

In the second experiment (Table 3) the wireless stations and the server gen-
erates different rate of user application data, STA1 and Server: small constant
rate of user application data, STA2 increases rate of user application data).

The n curve Fig. 7 shows that the packets in service start increase at Λ >1620
packet per second. It shows that the wireless media has transmission problems
at stage number 7.
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We have shown how to determine transmission conditions and transmission
problems. We also have done the performance comparison of the WLAN under
the different conditions. This comparison shows efficiency of current WLAN
using. However, this comparison method is also suitable to estimate WLAN
transmission efficiency when WLAN has different configuration settings.

3 Conclusion

In this paper the analytical model to estimate transmission efficiency of WLAN
and to compute the performance of wireless medium depending on the load of
wireless network is presented. The performance characterizes an achievable ser-
vice rate of application data. The performance value is applicable to comparison
of the different WLAN. The model evaluates the transmission conditions in real
environment and proposed for adaptive switching of the protocol to access a
wireless media for matching resources of wireless media and wireless network
load in real environment. The model will be improved in future works using
statistics obtained in experiments.
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Abstract. Abstract - Vehicular ad-hoc networks (VANETs) technology
has emerged recently as an important research area. They have today
been established as reliable networks that vehicles use for communica-
tion purpose on highways or urban environments. VANET is a network
that is formed when vehicles with wireless transceiver have the need to
communicate with each other. It is composed of models based commu-
nication among vehicles and vehicle with a high mobility feature. The
power consumption by wireless communications might become a major
concern in VANET design. Artificial neural networks (ANNs) are one
of the most popular and promising areas of artificial intelligence (AI)
research. In this paper, we study the performance estimation of VANET
in terms of energy consumption and the throughput; we propose the
robust neural networks learning that are based on a family of robust
statistics estimators, commonly known as M-estimators to replace the
traditional MSE performance function order to robustify the neural net-
works learning in the case of high-quality clean data (noise free). Compar-
ative study between the robust and the traditional performance functions
was established in this paper using VANET performance estimation.

Keywords: VANET · Vehicle to Vehicle (V2V) · Neural networks ·
M-estimators · Robust statistics

1 Introduction

Nowadays the increasing of demands for wireless communication technologies
have a great interest in research on self-organizing, self-healing networks beyond
the interference of any centralized or pre-established infrastructure. The net-
works without any centralized or pre-established infrastructure are known as Ad
hoc networks. Ad-hoc Networks are the category of wireless networks that uses
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multi-hop radio relaying. Vehicular Ad hoc Networks (VANETs) is an application
of Mobile Ad Hoc Networks (MANETs). VANETs is the most advanced tech-
nology that has equipped to offer an intelligent transportation system by using
the wireless communication capabilities between vehicles to vehicles and road-
side units (RSUs) to vehicles according to the IEEE 802.11p standard. VANET
provides a wide range of safety and non-safety applications. Safety application
provides safety to passengers such as lane change warning, collision detection, etc
[1]. In addition, it provides comfort and commercial applications to road users
such as electronic toll collection, audio/video exchanging, electronic payments,
route guidance, weather information, mobile E-commerce, internet access, etc.

The main aim of VANET architecture is to enable the connection between
vehicles or between vehicles and fixed roadside units leading to the following
three possibilities [2]:

* Vehicle-to-Vehicle (V2V) ad-hoc network allows the direct vehicular commu-
nication without depending on the fixed infrastructure support and can be
mainly employed for security, safety and dissemination applications.

* Vehicle-to-Infrastructure (V2I) network allows a vehicle to communicate with
the roadside unit essentially for information and data gathering applications.

* Hybrid architecture combines both V2I communications and V2V. In this
scenario, a vehicle can communicate with the roadside infrastructure either
in a multi-hop or single hop fashion, depending on the distance, i.e. if it can
or not access easily the roadside unit. It facilitates long-distance connection
to the internet or to vehicles that are far.

In VANET nodes are communicate with RSU (Roadside unit) and other
nodes wirelessly. So they will easily get data concerning road traffic, blockage or
work on the road, road accident, etc. By using these information drivers can able
to take smart decisions according to road conditions like changing the routes to
the destination, slowing down their speed, etc. They can additionally ask queries
to RSU about the route to a destination, availability of parking, hotels, petrol
station, hospitals in an unknown area [3]. Even though a VANET is a type of
MANET it differs from MANET. Figure 1 shows the architecture of VANET.

* A VANET is characterized by a rapidly changing but somewhat predictable
topology.

* network topology changes very fast so fragmentation regularly happens.
* Due to the high speed of nodes diameter of a network in VANET is relatively

small.
* Redundancy is limited both temporally and functionally.
* Do not need any infrastructure.
* Predictable topology (using digital map).
* No problem with power [4,5].

Neural networks (NNs) are parallel computing devices, which are basically an
attempt to make a computer model of the brain by massively distributed parallel
processing consisting of simple processing units. These units are computational
elements called neurons or nodes that have a neurological characteristic, it stores
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Fig. 1. The architecture of VANET

practical knowledge and empirical information to make it available to the user
by adjusting the weights. The main objective is to develop a system to perform
various computational tasks faster than the traditional systems [6].

The most popular feed-forward neural networks scheme makes use of the
backpropagation (BP) strategy and a minimization of the mean squared error
(MSE). Recently, various robust BP learning algorithms have been proposed.
Commonly, they take advantage of the idea of robust estimators. This approach
was adopted to the neural networks learning algorithms by replacing the MSE
with a performance function of such a shape that the impact of outliers may be,
in certain conditions, reduced or even removed [13].

In our work and for first time we investigate the performance of VANET in
terms of energy consumption and the throughput using the robust neural net-
work learning which is trained using backpropagation learning algorithm that
uses a family of robust statistics estimators called M-estimators as cost func-
tions (performance functions) instead of the most famous traditional MSE –
cost function in order to robustify the neural networks learning for getting the
best performance in the case of high-quality clean data (noise free). In addition,
this is done with a view to see which algorithm will produce better results and
has faster training for the application under consideration. We compare the per-
formance of neural networks in terms of Root Mean Square Error (RMSE) as a
merit function and the training speed in seconds.
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The paper is organized as follows: Sect. 2 discusses the related works; Sect. 3
explain the VANET simulation using Matlab; Sect. 4 presents the robust statis-
tics M-estimators and shows some common M-estimators; Sect. 5 discusses the
neural networks structure; Sect. 6 gives our experimental result; Sect. 7 conclu-
sion.

2 Related Works

VANETs are a set of vehicles with wireless communication enabled. Broadcast-
ing is the task of sending a message from a source node to all other nodes in
the network, which is repeatedly referred to as data dissemination. RSU is con-
sidered as a wireless LAN access point and can provide communications with
infrastructure. Also, it can have a higher range of communication up to 1,000 m.

Many researchers have made great efforts for improving the performance
of VANET and for establishing a reliable communication. In addition, many
efforts have been done to obtain the robust leaning algorithms, we summarized
few of them and discussed below. Hassan et al. [7] addressed the performance
evaluation between unicast and multicast routing protocols implemented in a
vehicular environment that is based on Manhattan grid model for transmission
between one sender and multiple receivers. Unlike multicast transmission in geo-
cast routing, the multiple receivers for the paper scenario are not located in a
specific geographic region. They evaluated the performance evaluated in term
of average end-to-end delay, throughput, packet delivery ratio and routing over-
head. The results reveal a consistent performance for multicast protocols as the
number of receiving nodes increases during the transmission.

Rehman et al. [8] he studied performance evaluation of VANETs based on
routing protocols in different scenarios. He focused and inspected various routing
protocols including AODV, DSR and DSDV for the purpose to find out protocols
best suited for all scenarios. The comparison and evaluation of various routing
protocols is done on the basis of different performance metric criteria like data
throughput, PDR, end to end delay or latency and network stability etc.

Li et al. [9] proposed a connectivity-sensed routing protocol (CSR) for
VANETs in urban scenario. CSR utilizes vehicle distribution information col-
lected by intersection infrastructure to help vehicles select a road not only with
progress to destination but also with better network connectivity. Moreover, sim-
ulation results demonstrate that the CSR protocol achieves much lower end-to-
end delay, higher delivery rate, and higher throughput than traditional routing
protocols.

El-Melegy et al. [10] presented several methods in order to robustify neural
network training algorithms. First, they exploited a family of robust statistics
estimators, commonly known as M-estimators, in order to robustify the learn-
ing process of the back-propagation learning algorithm. The performance of the
trained NN using backpropagation learning algorithm, that uses M-estimators,
was evaluated for the task of function approximation and dynamical model iden-
tification. As these M-estimators sometimes do not have adequate insensitivity to
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outliers, so they used the statistically more robust estimator of the least median
of squares(LMedS) and developed a stochastic algorithm to minimize a related
cost function.

Mohamed et al. [11] studied the performance of the multilayer feed-forward
neural networks they presented M-estimators as performance functions alterna-
tives of Mse Performance function in the case of using high quality clean data
(noise free). He compared between Mse and M-estimators in two applications
crab classification, and function approximation.

Mohamed et al. [12] addressed the problem of fitting a functional model to
data corrupted with outliers using a multilayered feed-forward neural network
(MFNN). He proposed new activation functions that are based on M-estimators
to replace the traditional activation functions. The proposed activation function
was evaluated on synthetic data, contaminated with varying degrees of outliers,
and compared them to existing neural network training algorithms.

Ellah et al. [13] studied the robust backpropagation learning algorithm study
for feed forward Neural networks. He investigated of the robustness of neural
networks learning in presence of data corrupted with outliers. He used many of
the methods for improving the robust learning process. He proposed the robust
statistics M-estimators as performance function instead of the traditional MSE
performance function. In addition, he implemented a new approach by selecting
a new activation functions that are based on M-estimators to replace the tradi-
tional activation functions. He used a lot of application to test the performance
of neural networks.

Ellah et al. [14] studied the performance of four different artificial neural
network (ANN) training algorithms, which are conjugate gradient with Fletcher-
Reeves updates, conjugate gradient with Polak - Ribiére updates, resilient back-
propagation, and conjugate gradient with Powell - peal restart. He compared
their performance in terms of Root Mean Square Error as a merit function
and the training speed in seconds. The examined neural networks trained by
aforementioned backpropagation learning algorithms, that used the robust M-
estimators performance functions instead of MSE one, in order to get robust
learning in the presence of outliers. He noticed that Traincgf is the best algorithm
in terms of RMSE, while the Traincgp is the best in terms of training speed.

3 VANET Simulation Using Matlab

In this section, the VANET in the Urban City simulation is implemented as
follow: We used Matlab for generating a realistic mobility model for VANETs.
The routing protocols AODV have been implemented over the generated realistic
mobility model to analyze and evaluate their behavior and performance.

In order to generate a mobility map, firstly the road network needs to be
created. It has three main modules: City Size, Nodes and RSU’s. Here one has
to specify the city size, where the nodes will be travelling in random directions
for the AODV implementation. Maximum the city size and large number nodes
will be required to show the working of the AODV. Similarly, more number of
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RSU’s need to be installed. If the city size is larger than the simulation time
extends automatically. So according to the work, we assumed the city size is 100
metres and both in respect to X-axis and Y-axis.

The urban city will be designed so that the desired nodes could travel ran-
dom directions on the dedicated paths. The module in Fig. 2 illustrates the nodes
(vehicles) with dot and the RSU’s locations along with their ID numbers which
is assigned to them by the network architecture or topology designer. The source
node in this model indicated by node number 20 and the destination node num-
ber 70.

This module is responsible for defining number of nodes, flow of nodes that
will specify the groups of nodes movements flow on the simulation and turning
ratio that will define the probability of directions on each junction. Simulation
module is used to visualize the configured topology, also specify the beginning,
and end time of simulation.

The positioning the RSU’s (Road Side Unit) in the urban city map for assis-
tance to the nodes moving in random direction for communication with other
nodes which are far from other nodes range. An RSU can be attached to an
infrastructure network, which in turn can be connected to the Internet. RSUs
can also communicate to each other directly or via multi-hop. Figure 2 shows
VANET Simulation in an Urban city.

Fig. 2. VANET Simulation in an Urban city

4 Robust Statistics M-Estimators

M-estimators have gained great popularity in the neural networks community.
The term M-estimator is a broad class of estimators of maximum likelihood type,
which play an important role in robust statistics. It is the simplest approach both
computationally and theoretically.
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Recently many researches exploited M-estimators as performance function in
order to robustify the NN learning process. M-estimators use some performance
functions which increase less than that of least square estimators as the residual
departs from zero. When the residual error exceeds a threshold, the M-estimator
suppresses the response instead. Therefore, M-estimator performance function is
more robust for the presence of the outliers than MSE performance function [13].
The authors in [11] introduced a family of robust statics M-estimators instead
of traditional performance functions of MSE. It is well known that this family
provided high reliability for robust NN training in the presence of contaminated
data. Therefore, they recommended the use of this family of estimators as a
good alternative of MSE performance function, in the presence of clean and con-
taminated data [11]. The traditional MSE performance function will be replaced
by M-estimators based performance functions in order to improve the learning
process and hence the robustness of neural networks learning.

Assumes that xi the residual of the ith datum, i.e. the difference between the
ith observation and its fitted value. The M-estimators estimate the parameters
by solving the nonlinear minimization problem. M-estimators try to minimize the
error by replacing the squared residuals with another function of the residuals,
yielding.

min
n∑

i=1

ρ(ri) (1)

That is, the estimator must yield the smallest value of squared of residuals
computed for the entire data set. Where ρ (.) is function with the following
properties:

* ρ(x) ≥ 0 for all x and has a minimum at 0.
* ρ(x) = ρ(−x) for all x .
* ρ(x) increases as x increases from 0, but doesnt get too large as x increases.

Table 1. Some commonly used M-estimators.

Type ρ(x) ψ(x) ω(x)

L2 x2/2 x 1

L1 |x| sgn(x) 1/|x|
Fair c2[ |x|

c
− log(1 + |x|

c
)] x/(1 + |x|c) 1/(1 + |x|c)

Huber

{
if |x| ≤ k

if |x| ≥ k

{
x2

2

k(|x| − k2)

{
x

ksgn(x)

{
1
k
|x|

Cauchy c2

2
log(1 + (x(c))2) 1/(1 + (x(c))2) 1/(1 + (x(c))2)

GM x2

2
/(1 + x2) x/(1 + x2)2 1/(1 + x2)2

LMLS log(1 + 1/2x2) x/(1 + 1/2x2) 1/(1 + 1/2x2)
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5 Neural Network Structure

In this paper, we used a multilayer feed-forward neural network structure with
one hidden layer having 20 hidden neurons. The network is trained with the
traditional backpropagation algorithm using the M-estimators mentioned above.
In this work, we have used the Matlab neural network toolbox with the following
settings:

* A sigmoidal function (Tansig) was chosen to be the activation function for all
neurons in the hidden layers and a “Purlin” activation function was chosen
to be the activation function for the neuron in output layer.

* The network training function which is used here network training function is
Traincgf (conjugate gradient backpropagation with Fletcher-Reeves updates)

* The maximum number of epochs to train is 1000 epochs.
* The goal (Minimum Performance Value) is 0.001. Were used in this study

due to its high speed and accuracy.

Where we have the input/output training patterns for the examined per-
formance, the supervised learning mode was considered. The training set data
which had been studied was supplied as input for the ANN, where the through-
put of VANET act as the input data, while the desired output of the ANN was
shown by energy consumption.

Input values need to be normalized in the range [−1, 1], which corresponds
to the min-max actual values. Subsequently, testing the ANN requires a new
independent set (test sets) in order to validate the generalization capacity of the
estimation model.

Prior to the training phase, the data that had been gathered were analyzed
and pre-processed. The datasets were divided into inputs and outputs, being
subsequently randomly split into three subcategories: training set (70%), testing
set (15%) and validation set (15%).

6 Simulation Results

In this section the proper performances of all aforementioned performance func-
tions, both proposed and traditional performance function will try to find the
optimum VANET performance.

To compare the performance of robust and traditional performance functions
we use root mean square error (RMSE) of each model,

RMSE =

√∑n
i=1 (ti − yi)2

N
(2)

Where the target ti is the actual value of the function at xi and yi is the
output of the network given xi as its input. The results presented below are the
average response of training. This was done to take into account the different
initial values of weights and bias at the beginning of each training. Table 2 shows
RMSE values and processing time for all mentioned performance functions.
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Table 2. The performance of networks trained with the robust and traditional
estimators.

VANET Performance based estimated energy consumption

Performance Function RMSE Processing Time

MSE 6.1706e−004 2.6875

Cauchy 5.0916e−004 2.4844

GM 4.4933e−004 2.7500

Fair 4.8975e−004 2.5000

L1 4.8023e−004 6.0469

LMLS 4.8023e−004 2.5000

Huber 5.0048e−004 2.4531

Table 2 displays the performances of neural networks in term of RMSE and
processing time in order to investigate the best performance, which use tradi-
tional MSE or M-estimators as performance function.

It is clear from tabulated results that, GM estimator has the best performance
with RMSE value 4.4933e−004, in comparison to other estimators, and the L1
and LMLS estimators have the same RMSE value 4.8023e−004, which is semi-
equal to the GM estimator. In addition, the Fair, Huber and Cauchy estimators
have approximately semi-equal RMSE values in comparison to the others. On
the other hand, the traditional MSE performance function provides so poor
performance with RMSE value 6.1706e−004, in comparison with others.

It is clear from tabulated results that, the neural network trained using Huber
estimators has the shortest training time = 2.4531 s, and hence it the fastest
training between its peers.

Fig. 3. (a) Model predicted using traditional MSE estimator, (b) Model predicted using
robust Fair estimator.
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Fig. 4. (a) Model predicted using traditional L1 estimator, (b) Model predicted using
robust GM estimator.

Fig. 5. (a) Model predicted using traditional Cauchy estimator, (b) Model predicted
using robust LMLS estimator.

Fig. 6. Model predicted using robust Huber estimator
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Looking at Figs. 3, 4, 5 and 6 all responses of neural networks trained using
the traditional MSE performance function and robust M-estimators performance
function in terms of VANET throughput and energy consumption.

As shown in Figs. 3, 4, 5 and 6 all responses are semi similar to actual
model except the model predicted by traditional MSE performance function
that slightly deviate from the actual model.

7 Conclusion

In this paper, ANN has been proposed to find the optimum performance for
VANET, in case of the throughput and energy consumption as input and target
for neural networks respectively. The performance of neural network learning
process has been estimated in terms of RMSE and processing time. The ANN
can be used very efficiently as an estimator, especially in an VANET with high
mobility feature, when nature of the network is complex and highly nonlinear.
We proposed a family of robust statistics M-estimators as robust performance
functions for training neural networks. It is well known that this family provided
high reliability for robust NN training in many applications. Based on the men-
tioned above result we noticed that the GM estimator has the best performance
in term RMSE value and the Huber estimator is the best in the term of speed of
training. We recommend this family of estimators as a good performance func-
tion for robust training neural networks in a comparison to traditional MSE
performance function.
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Abstract. In this work the accurate analytical model for the wide class
of four-dimensional linear deterministic dynamic systems with arbitrary
piecewise constant parameters is presented for the first time. Here the
fundamental solution system is found as the 4× 4 block diagonal matrix
with the 2× 2 blocks at main diagonal. It is important that the solution
is obtained without transformation into another basis. The presented
model is valid if eigennumbers of initial differential equation systems
are inverse in pair. The numerical example demonstrating the practical
application of the developed model is also presented.

Keywords: Mathematical model · Fourth order differential
equations · Dynamic system

1 Introduction

Mathematical modeling of physical processes is one of the most relevant for
understanding these processes [1–9]. And, in particular, the very important sci-
entific problem is studying dynamic systems with two degrees of freedom. Such
systems can be mechanical [1–3], electrical [1–3], biological [3,4], electromagnetic
[5,6], optic [7] quantum [8], economic [9] nature.

In mechanics it can be a system of matched oscillators, the electrical analogue
is a system of matched electrical RLC-oscillatory circuits. A wave analogue is
an electromagnetic wave in an anisotropic medium. A quantum one is a two-
dimensional crystal lattice. A biological one is the process of spreading infection
or interaction of populations [10]. In [4] the author has proposed a model of an
isolated beating heart.

One-dimensional systems with piecewise constant parameters have been stud-
ied theoretically in [11]. In that work it has been considered the cases of one or
two jumps of the functions and the accurate theory of these systems has been
presented. Two-dimensional systems have been the subjects of investigations
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00059/18.

c© Springer Nature Switzerland AG 2019
V. M. Vishnevskiy et al. (Eds.): DCCN 2019, CCIS 1141, pp. 139–151, 2019.
https://doi.org/10.1007/978-3-030-36625-4_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-36625-4_12&domain=pdf
http://orcid.org/0000-0002-0359-9317
http://orcid.org/0000-0003-4372-2946
https://doi.org/10.1007/978-3-030-36625-4_12


140 K. Vytovtov and E. Barabanova

in [5,12]. The authors of [12], for example, have considered systems with peri-
odic coefficients. Three-dimensional ones have been researched in [2], and four-
dimensional ones have been under consideration, for example, in [6,13]. The
theories of linear [14] and nonlinear [15] systems have also been described in the
scientific literature.

For deterministic fourth-order dynamical systems with constant parameters
the analysis has been carried out quite deeply and widely presented in the sci-
entific literature. But for systems with variable parameters there is no general
method of analysis for today. As rule numerical [8,9,12] methods have been
used to solve such problems. For systems with piecewise constant parameters
the method based on the fundamental solution matrix has been used [5,6]. For
four-dimensional systems this is a 4 × 4 matrix. In this case, a resulting matrix
must be obtained as a product of interval matrices with constant parameters.
However for systems with a large number of intervals, a resulting expression is
unwieldy and it cannot be a subject of future analysis. In fact the matrix of
fundamental solutions has been written only for two intervals. Moreover, in a
number of practical problems, it is necessary to satisfy the conditions of con-
tinuity for the value proportional to the first derivative but not for the first
derivative.

Solving this problem is of great importance to create linear communication
devices based on anisotropic materials. So, in the general case, an elliptically
polarized wave is propagating in an anisotropic medium [6,16–18], and in the
classical theory such a wave is decomposed into waves of right- and left-circular
polarization. But as rule it is necessary to carry out analysis of waves of linear
polarization when developing specific devices, i.e. it is necessary to consider
field components in two orthogonal planes. Earlier this problem is solved for
homogeneous media only. However real linear devices of communication systems
as rule include inhomogeneous, in particular stratified, anisotropic structures.
And for this case, there is no solution for today. Thus the solution of this problem
is of great practical importance.

In problems of satellite communication systems, when waves propagate in
upper atmosphere, a medium can be considered as inhomogeneous anisotropic.
Moreover a wave is elliptically polarized in this case. Therefore investigation of
polarization plane rotation is very important for such a system.

Then the analytical model of wave behaviour will solve a number of important
problems in area of communication systems. There are scattering, reflection,
attenuation of waves among these problems.

In this paper the new analytical method that allows us to investigate a four-
dimensional linear parametric system with arbitrary piecewise constant param-
eters is presented. The important feature of the considered systems is the fact
that the characteristic equation of the initial differential equation system for each
interval with constant parameters must be bi-square. Such systems correspond,
for example, to the case of harmonic wave propagation under an oblique angle
within a longitudinally magnetized gyrotropic stratified medium. The results are
also important for analyzing the behavior of parametric amplifiers, control Bragg
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filters, studying the interaction of various biological populations and social sys-
tems. Despite the fact that the majority of real dynamic systems are non-linear,
the results obtained by the authors are of great practical importance, since they
are the first approximation in the solution for non-linear systems. Of course,
there can be no jump-like changes in the parameters of nature systems, but such
an approximation is used quite often [5,6] in the scientific literature.

2 Statement of the Problem

In this paper we consider a system described by the fourth order linear ordinary
homogeneous differential equations with arbitrary piecewise-constant coefficients
[16]

c11(t)
∂2U(t)

∂t2
+ c12(t)

∂2V (t)
∂t2

+ ω2
1(t)U(t) + α1(t)V (t) = 0

c21(t)
∂2U(t)

∂t2
+ c22(t)

∂2V (t)
∂t2

+ ω2
2(t)V (t) + α2(t)U(t) = 0

(1)

where in a general case the coefficients are complex functions of the independent
variable t:

ωk =

⎧
⎪⎪⎨

⎪⎪⎩

ωk,1, 0 < t < t1
ωk,2, t1 < t < t2
· · · · · ·
ωk,n, tn−1 < t < T

(2)

αk =

⎧
⎪⎪⎨

⎪⎪⎩

αk,1, 0 < t < t1
αk,2, t1 < t < t2
· · · · · ·
αk,n, tn−1 < t < T

(3)

ck =

⎧
⎪⎪⎨

⎪⎪⎩

ck,1, 0 < t < t1
ck,2, t1 < t < t2
· · · · · ·
ck,n, tn−1 < t < T

(4)

Here i is the number of an interval with constant parameters. The example
of parameters for the twelve intervals is shown in Fig. 1. Each of the parameters
can jump for any value of the independent variable t.

As it is noted above, system the (1) describes the large class of problems
in the mechanic and electromagnetic wave theory, quantum physics, etc. At
the same time in a number of applied problems it is necessary to satisfy the
continuity conditions not for the functions and for their first derivatives but for
the functions and values proportional to their first derivatives h1(z) = ∂U/∂t,
h2(z) = ∂V /∂t at boundaries of intervals with constant parameters.

Additionally note that to correct using the presented below method there is
the main requirement for the considered systems: the characteristic equation of
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Fig. 1. The possible coefficients of the system (1)

the initial differential Eq. (1) must be necessarily bi-square. It can be the system
of four first-order system

∂U1

∂t
= a11(t)V1 + a12(t)V2

∂U2

∂t
= a21(t)V1 + a22(t)V2

∂V1

∂t
= b11(t)U1 + b12(t)U2

∂V1

∂t
= b21(t)U1 + b22(t)U2

(5)

that can be reduced to the system (1) without problems. Let us assume that all
four functions U1, U2, V1, V2 must be continuity at interval boundaries.

Development of the accurate analytical method, convenient to practical uses
in applied sciences, is our main aim here. First of all, representation of a funda-
mental solution matrix as a block diagonal matrix with 2 × 2 blocks would be
preferable in most applied problems. However such a matrix has not been pre-
sented in the scientific literature for today. To solve this problem it is necessary to
present fundamental solution matrices of each interval with constant coefficients
in a block form, since a fundamental matrix of a system with piecewice-constant
parameters can be obtained as an interval matrix product [5,6,16,19]. Here we
also take into account the fact that the 4 × 4 matrix for the system with con-
stant coefficients in the analytical form has been found [6,16]. The important
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solution requirement is that a block matrix and an initial fundamental solution
matrix must be written in the same basis. Indeed, for example, in problems of
layered media electrodynamics it is necessary to satisfy the continuity conditions
for tangential components of the electromagnetic field but not for derivatives.
Therefore, the transformation to other coordinate system is impractical in our
case. Similar requirements are imposed to hydrodynamics problem solutions.
Thus the fourth-order differential equations system on the i-th interval with
constant coefficients

∂U1

∂t
= a11V1 + a12V2

∂U2

∂t
= a21V1 + a22V2

∂V1

∂t
= b11U1 + b12U2

∂V1

∂t
= b21U1 + b22U2

(6)

has a 4 × 4-matrix of fundamental solutions

Li =

⎛

⎜
⎜
⎝

m11, m12, m13, m14

m21, m22, m23, m24

m31, m32, m33, m34

m41, m42, m43, m44

⎞

⎟
⎟
⎠ (7)

The elements of (7) has been written in the analytical form in the elemen-
tary functions [6]. The fundamental solution matrix of a system with piecewise
constant parameters is hereby found as a product of interval matrices. However,
working with 4 × 4 matrices in solving applied problems is not convenient, since
expressions are unwieldy. We propose the transformation of this matrix to a
block diagonal matrix with 2 × 2 blocks:

Li =
(
Mi, 0
0, Ni

)

(8)

The resulting matrix for N intervals with constant parameters under the continu-
ity function condition can be also found as a product of the interval matrices (8).

3 Method

To solve the (8) we use the substation

U1 = U11 + U12

U2 = ξ1U11 + ξ2U12

V1 = ζ1V11 + ζ2V12

V2 = V11 + V12

(9)
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where U11 and V11 are the components of one of the two eigenmodes, U12 and V12

are the components of the second eigenmode. Then the Eq. (6) can be reduced
to the four first order equations

∂U11

∂t
= γ1U11

∂U12

∂t
= γ2U12

∂V11

∂t
= χ1V11

∂V12

∂t
= χ2V12

(10)

where

γ1 =
a11ξ2 + a12ζ1ξ2 − a21 − a22ζ1

ξ2 − ξ1

γ2 =
a11ξ1 + a12ζ2ξ1 − a21 − a22ζ2

ξ2 − ξ1

χ1 =
b21ζ2 + b22ξ1ζ2 − b11 − b12ξ1

ξ2 − ξ1

χ2 =
b21ζ1 + b22ξ2ζ1 − b11 − b12ξ2

ξ2 − ξ1

(11)

Here the influence coefficients are defined by the expressions

ξ1,2 =
a22b22 − a11b11 + a21b12 − a12b21

2 (a11b12 + a12b22)

×
[

1 ±
√

1 +
4 (a22b21 + a21b11) (a11b12 + a12b22)
(a11b11 − a22b22 + a12b21 − a21b12)

2

]

(12)

ζ1,2 = −b12ξ1,2 + b11
b22ξ1,2 + b21

(13)

Then we obtain the differential equations for eigenmodes

∂2U11

∂t2
− γ1χ1U11 = 0

∂2U12

∂t2
− γ2χ2U12 = 0

(14)

from (10). Taking into account the obtained results the matrix of fundamental
solutions of the Eq. (6) for the eigenmodes on an interval with constant param-
eters can be written in the form:

M1,2 =

⎛

⎜
⎝

cosh Ω1,2t
γ1,2

Ω1,2
sinh Ω1,2t

Ω1,2

γ1,2
sinh Ω1,2t cosh Ω1,2t

⎞

⎟
⎠ (15)
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where from (14)
Ω1,2 =

√
γ1,2χ1,2 (16)

are frequencies of the system eigenmodes. The matrices (15) are obtained by
well-known method [17] for the initial conditions

(
U11(0)
V11(0)

)

=
(

1
0

) (
U11(0)
V11(0)

)

=
(

0
1

)

(
U12(0)
V12(0)

)

=
(

1
0

) (
U12(0)
V12(0)

)

=
(

0
1

) (17)

Here U11(0), U12(0), V11(0), V12(0) are the mode components at t = 0. There-
fore

(
U1(0)
V2(0)

)

=
(

U11(0) + U12(0)
V11(0) + V12(0)

)

=
(

1 0
0 1

)(
U11(0)
V11(0)

)

+
(

1 0
0 1

)(
U12(0)
V12(0)

)

= M1

(
U11(0)
V11(0)

)

+ M1

(
U11(0)
V11(0)

)

(18)

where U1(0), V2(0) are the resulting functions at t = 0. Analogously at an
arbitrary t

(
U1(t)
V2(t)

)

=
(

U11(t)
V11(t)

)

+
(

U12(t)
V12(t)

)

= M1(t)
(

U11(0)
V11(0)

)

+ M2(t)
(

U12(0)
V12(0)

)

(19)

Note that the expressions (18) and (19) are key ones in our transformations.
Let us consider the expressions (18) and (19) in detail. It is followed from (18)
and (19) that the matrices M1(t) and M2(t) relate the functions U1(t) and V2(t)
at the arbitrary point t to these components at the point t = 0. However, for
utilizing these relations we must know U11(0), U12(0), V11(0), V12(0) at t = 0
that are determined by boundary conditions, and therefore by the parameters
of a previous interval with constant parameters. Moreover boundary conditions
at interfaces of intervals are written for the components U1(t) and V2(t) but not
for the eigenmode components U11(t), U12(t), V11(t), V12(t). Thus the eigenmode
components can be discontinuous at interval interfaces and continuity conditions
must be applied to U1(t) and V2(z) only. Therefore let us write

M(t)
(

U1(0)
V2(0)

)

= M1(t)
(

U11(0)
V11(0)

)

+ M2(t)
(

U12(0)
V12(0)

)

(20)

or in the scalar form
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M11U1(0) + M12U2(0)
= m

(1)
11 U11(0) + m

(1)
12 V11(0) + m

(2)
11 U12(0) + m

(2)
12 V12(0)

M21U1(0) + M22U2(0)
= m

(1)
21 U11(0) + m

(1)
22 V11(0) + m

(2)
21 U12(0) + m

(2)
22 V12(0)

(21)

where m
(1)
11 , m

(1)
12 , m

(1)
21 , m

(1)
22 are the elements of the matrix M1(t); m

(2)
11 , m

(2)
12 ,

m
(2)
21 , m

(2)
22 are the elements of the matrix M2(t); M11, M12, M21, M22 are the

elements of the matrix M(t). Then taking into account (9) we obtain

M11U11(0) + M11U12(0)
+M12V11(0) + M12V12(0) = m

(1)
11 U11(0)

+m
(1)
12 V11(0) + m

(2)
11 U12(0) + m

(2)
12 V12(0)

M21U11(0) + M21U12(0)
+M22V11(0) + M22V12(0) = m

(1)
21 U11(0)

+m
(1)
22 V11(0) + m

(2)
21 U12(0) + m

(2)
22 V12(0)

(22)

Now form (10) we have

V1,2(t) =
Ω1,2

γ1,2
U1,2(t) = −

√
χ1,2

γ1,2
U1,2(t) (23)

Then substituting (23) in the first Eq. (22) we have

M11U11(0) + M11U12(0) +
√

χ1

γ1
M12V11(0)

+
√

χ1

γ1
M12V12(0) = m

(1)
11 U11(0)

+
√

χ1

γ1
m

(1)
12 U11(0) + m

(2)
11 U12(0) +

√
χ2

γ2
m

(2)
12 U12(0)

(24)

This equality must be satisfied for any U11(0) and U12(0). Therefore we obtain

M11 +
√

χ1

γ1
M12 = m

(1)
11 +

√
χ1

γ1
m

(1)
12

M11 +
√

χ2

γ2
M12 = m

(2)
11 +

√
χ2

γ2
m

(2)
12

(25)

Solving (25) we find
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M11 = m
(2)
11 +

√
χ2

γ2
m

(2)
12

−
√

χ2

γ2

m
(1)
11 − m

(2)
11 +

√
χ1

γ1
m

(1)
12 −

√
χ2

γ2
m

(2)
12

√
χ1

γ1
−

√
χ2

γ2

M12 =
m

(1)
11 − m

(2)
11 +

√
χ1

γ1
m

(1)
12 −

√
χ2

γ2
m

(2)
12

√
χ1

γ1
−

√
χ2

γ2

(26)

Analogously from the second equation of (22) we can write

M21 = m
(2)
21 +

√
χ2

γ2
m

(2)
22

−
√

χ2

γ2

m
(1)
21 − m

(2)
21 +

√
χ1

γ1
m

(1)
22 −

√
χ2

γ2
m

(2)
22

√
χ1

γ1
−

√
χ2

γ2

M22 =
m

(1)
21 − m

(2)
21 +

√
χ1

γ1
m

(1)
22 −

√
χ2

γ2
m

(2)
22

√
χ1

γ1
−

√
χ2

γ2

(27)

Substituting the elements of the matrix (15) in (26) and (27) we obtain

M(t) =

⎛

⎜
⎝

−
√

χ2γ1 exp (Ω1t) − √
χ1γ2 exp (Ω2t)√

χ1γ2 − √
χ2γ1

−√
χ1χ2

exp (Ω1t) − exp (Ω2t)√
χ1γ2 − √

χ2γ1
√

γ1γ2
exp (jΩ1t) − exp (Ω2t)√

χ1γ2 − √
χ2γ1√

χ1γ2 exp (Ω1t) − √
χ2γ1 exp (Ω2t)√

χ1γ2 − √
χ2γ1

⎞

⎟
⎟
⎠

(28)

Analogously it can be found the matrix N(t) that describes the components
U2(t), V1(t)

N(t) =

⎛

⎜
⎝

−ζ2ξ1
√

χ2γ1 exp (Ω1t) − ζ1ξ2
√

χ1γ2 exp (Ω2t)
ζ1ξ2

√
χ1γ2 − ζ2ξ1

√
χ2γ1

−ζ1ζ2
√

χ1χ2
exp (Ω1t) − exp (Ω2t)

ζ1xi2
√

χ1γ2 − ζ2xi1
√

χ2γ1

ξ1ξ2
√

γ1γ2
exp (jΩ1t) − exp (Ω2t)

ζ1ξ2
√

χ1γ2 − ζ2ξ1
√

χ2γ1
ζ1ξ2

√
χ1γ2 exp (Ω1t) − ζ2ξ1

√
χ2γ1 exp (Ω2t)

ζ1ξ2
√

χ1γ2 − ζ2ξ1
√

χ2γ1

⎞

⎟
⎟
⎠

(29)
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Then the fundamental solution matrix in the form (8) can be written instead
the 4 × 4-matrix [17,18].

The resulting matrix of a system with piecewise parameters in accordance
to well-known theory must be found as product of interval matrices. In the
considered case it is following

LΣ =
(
M(T ) 0

0 N(T )

)

=
(∏1

i=P M(ti) 0
0

∏1
i=P N(ti)

) (30)

Thus in this work the fundamental solution matrix of the fourth order differ-
ential equation system in the kind of the diagonal block matrix with 2×2-blocks
is found.

4 System with Periodic Coefficients

One of the important scientific problems is investigating a periodic two-
dimensional system with periodic piecewise parameters. Moreover, the problem
of determining boundaries of solution stability regions is one of the main prob-
lems for systems with periodic parameters. Such a problem is important, for
example, for determining the conditions of parametric resonance of mechanical
systems, excitation conditions of parametric generators, bandgaps of Bragg fil-
ters. These boundaries correspond to periodic solutions and in accordance with
Lyapunov’s theory [19] are determined by eigenvalues of the fundamental solu-
tion matrix. Thus, if all eigenvalues are less or equal to one in absolute value
then the solutions are stable. For the block matrix (8), four eigenvalues are
defined as solutions of its fourth-order characteristic equation. In this case the
characteristic equation is return [19] and it can be decomposed into two square
ones:

λ2 + trM(T )λ + detM(T ) = 0
λ2 + trN(T )λ + detN(T ) = 0 (31)

Therefore the stability conditions of the considered system are

− trM(T )
2

+

√
tr2M(T )

4
− detM(T ) ≤ |1|

− trM(T )
2

−
√

tr2M(T )
4

− detM(T ) ≤ |1|

− trN(T )
2

+

√
tr2N(T )

4
− detN(T ) ≤ |1|

− trN(T )
2

−
√

tr2N(T )
4

− detN(T ) ≤ |1|

(32)

Thus the presented approach greatly simplifies the solution of the stability
problem for a two-dimension parametric system with piecewise constant param-
eters, since now we are talking about analyzing 2 × 2 matrices instead of 4 × 4
matrices.
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5 Numerical Example

In this section we present the numerical example that demonstrate important
practical application of the development mathematical model.

Here it is considered the Bragg filter based on the stratified ferrite structure.
The filter contains the double-layered periods described by the scalar permittiv-
ity ε and the dyadic magnetic permeability

μ =

⎛

⎝
μxx −jμxy 0
jμxy μxx 0

0 0 μzz

⎞

⎠ (33)

were j =
√−1. The geometry of the problem is shown in Fig. 2. In the figure:

z is the anisotropy axis, z′ is the incident wave direction. Here it is assumed
that structure is infinite in x and y directions, and it is stratified along z axis.
In general case an elliptically polarized wave propagates within the structure.
We decomposed such a wave into two linear polarized waves. In the considered
example the wave frequency is 4 GHz, the incidence angle is 50◦. The elements
of the dyadic (33) for the first layer of the period is μxx = 2.2, μxy = 0.5,
μzz = 0.999. The elements of (33) for the second layer of the period is μxx = 3.5,
μxy = 1.7, μzz = 0.999.

The presented method allows us to study bandgap structure of the filter.
Indeed, in accordance to Liapunov theory a system is stable if all eigennumbers
of a fundamental matrix are less or equal to unite. This case corresponds to
passband of the Bragg filter. In other case a system is unstable, and this cor-
responds to stopband of the filter. The results of the numerical calculations of
the fundamental matrix eigennumbers are presented in Fig. 3. Here we can see

Fig. 2. The geometry of the problem
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Fig. 3. The bandgap structure of the filter

the dependence of the eigennumber modules on the first layer thickness if the
thickness of the second layer is 1 mm.

The regions with λ = 1 correspond to passband of the Bragg filter. And we
have stopbands if λ �= 1. Therefore the region I is passband and IV is stopband.

6 Conclusion

In this paper we propose the transformation of the 4 × 4 matrix of fundamental
solutions to the block diagonal matrix with 2 × 2 blocks for the first time. The
block matrix is found in the same coordinate system as the original 4×4 matrix.
Such the approach is convenient for the cases when it is necessary to satisfy the
boundary conditions for the functions proportional to the first derivative but not
for the first derivatives of the functions. All expressions are analytic and they are
obtained by identical transformations from the original system of fundamental
solutions.

The obtained model is very important for practical applications. For example,
the resulting matrix simplifies the stability analysis of the considered fourth
order system. Indeed, now we can investigate the second order Eq. (31) instead
fourth order equation in the classical theories. In some cases, in particular in the
problems of reflection and transmission of electromagnetic waves in anisotropic
materials, the expressions for the reflection and transmission coefficients are also
much simpler, and now we must not use the classical 2×2 reflection or translation
matrices for anisotropic media but we can the corresponding simple expressions
for isotropic media.
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Abstract. Non-orthogonal multiple access method with power channel
division is one of the most perspective multiple access methods for the
next generation mobile communication systems. One of the actual issues
is the power calculation and distribution method development between
user channels. The current paper provides a power coefficients calcula-
tion method for channel multiplexing with symmetric QAM modulation,
while using apriori information about the radio link estimation at each
receiving side. The proposed method effectiveness is shown while using
the mathematical simulation.

Keywords: NOMA · PD-NOMA · Multiple access · Power
allocation · Channel multiplexing · Non-orthogonal multiple access

1 Introduction

The spectral efficiency increasing problem in wireless mobile communication
systems is one of the most important, cause the frequency resource is limited.
Thus, new solutions will be developed to improve the bandwidth usage efficiency.
Today there are several ways to improve spectral efficiency. One of them is the
new multiple access method usage.

The PD (Power Domain) multiple access method which implies the channel
multiplexing is one of the NOMA (Non-Orthogonal Multiple Access) methods
proposed to be used in the fifth-generation wireless broadband communication
systems [1–6]. PD-NOMA method implies the user channels (or layers) to be
multiplexed by power in a single frequency band [7–12]. Thus, each user chan-
nel frequency band increases and each channel power coefficient is calculated
based on each user’s transmission channel estimate. The user with a low signal-
to-noise ratio in the channel is provided with the largest power share and vice
versa. It becomes possible to distribute the communication resource between
users in three domains at once, namely time, frequency and power while using
PD-NOMA and OFDMA together. PD-NOMA method is non-orthogonal, since
the user channels interfere with each other, however, this interference is con-
trolled while multiplexing. From an theoretic perspective, it is known that non-
orthogonal channel multiplexing using superposition coding at the transmitter
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side and successive interference cancellation (SIC) at the receiver side not only
outperforms orthogonal multiplexing, but also is optimal in the sense of achiev-
ing the capacity region of the downlink broadcast channel [13,14]. Note that
NOMA can also be applied to uplink (multiple access channel) with SIC being
applied at the base station side [15].

International researchers group confirmed that additional PD-NOMA use can
provide spectral efficiency gain within the conditions where the user telecommu-
nication channels characteristics are not the same and have a significant differ-
ence.

2 PD-NOMA System Model

The key idea of PD-NOMA is the using of the power domain for multiple access
to simultaneously serve users in the same time-frequency resource element. Thus,
the users have different values of signal power. According to PD-NOMA, a user
with a weak communication channel gets the largest power coefficient, and a
user with a strong channel gets the least power coefficient. In PD-NOMA, the
transmitter applies superposition of the signals from all users and then allocates
more power to the user with lower signal-to-interference and noise ratio SINR
(worse channel conditions), which is far from the transmitter, and allocates less
power to the user with higher SINR (better channel conditions), which is closer
to the transmitter.

Let us consider a scenario, where several user devices are found in the cov-
erage area of base station (eNB) and K is the number of users (UE). Each user
channel is allocated partial power pk, which determines the channel noise immu-
nity and its capacity (Fig. 1) The power calculation of a specified user channel
depends on the requirement to the capacity and channel condition SINRk. Then
common transport signal S(i) is the superposition of channel symbols xk(i) with
weight coefficients pk:

S(i) =
K∑

k=1

√
pkxk(i)

The structure of the PD-NOMA channel is shown in Fig. 1. The signal Zk at
the k-th receiver is a common transport signal S, passed through the k-th own
channel of propagation:

Zk = Hk ⊗ S + Nk,

where Zk is input signal, Hk is channel response and Nk is additive noise of the
k-th receiver.

At the receiver terminals, each user uses SIC to demodulate their own sig-
nal, since all users receive the same superimposed signal S(i). The SIC method
consists of sequential signal demodulation with the highest power value with its
subsequent regeneration and removing from the received group signal [15–17].
Then it becomes possible to demodulate the signal with the second high power
value, and so on, until the weakest signal is demodulated. The structure of the
SIC process is shown in Fig. 2. Error correcting encoding/decoding operations are
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Fig. 1. The structure of the PD-NOMA channel

not required during regeneration, however, they allow correction bit errors and
more accurately recover channel symbols. If SIC demodulation occurs without
encoding/decoding, method is called SL-SIC (Symbol Level - SIC). Otherwise,
the interference cancellation occurs at the codeword level and this method is
called CL-SIC (Code Level - SIC) [18,19].

Fig. 2. The structure of the SIC process

This process is performed K times until the weakest user demodulates his
own signal. The user located near the transmitter removes the signals of the
other users as they act as interference. On the other hand, the farthest user,
which has the highest allocated power and, therefore, the maximum contribution
to the received superimposed signal, will initially demodulate his signal. The
main challenge for the transmitter is to correctly assign the power coefficients
pk for each user according to the channel conditions SINRk, as this affects the
performance of the SIC.

The SINR at the demodulator input of the k-th PD-NOMA channel is cal-
culated on the basis of the additive interference power of the k-th channel and
the system interference of the remaining nondemodulated channels located in
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the same time-frequency resource element:

SINRk =

⎧
⎪⎨

⎪⎩

αkpk

αk

K∑

i=k+1
pi+Nk

1 ≤ k < K

αkpk

Nk
k = K

where Nk is the interference power of the kth channel, αk is the channel atten-
uation coefficient, pk is the power coefficient of the kth channel, pi is the power

coefficients of channels i < k. The sum of partial powers
K∑

i=k+1

pi of channels

i < k is a systematic interference for channel k.

3 Issue Statement

The channel power allocation is one of the acute PD-NOMA issues [20] and is a
key for effective PD-NOMA using. Since NOMA is based on the SIC order, the
served users achieve unequal rates and this could be critical for scenarios with
strict fairness constraints. The works in [21–26] analyze the performance of the
several NOMA schemes in terms of outage probability and achievable sum-rate
for a fixed power allocation without discussing potential fairness issues. Fairness
can be supported through appropriate power allocation of the superimposed
transmitted data flows. However, it is required to calculate the power coefficients
of each user channel in any NOMA scheme. In [25] authors investigates the
maximization of the secrecy sum rate of a SISO NOMA system, where each user
has a predefined quality of service requirement.

The proposed algorithms of power coefficients calculation are based on the
Shannon theorem [27]. However, none method considers the real signal con-
structions features, which impose a hard limit on the allowable channel power
proportions between the channels.

A detection area is defined for each reference QAM constellation sym-
bol. Exceeding the allowable power proportions may result in the detection
areas intersection, which results in the demodulation errors increase. This is
extremely critical for PD-NOMA due to the fact the channels are dependent
(non-orthogonal) on each other, and the SIC demodulation result of each next
channel depends on the previous one demodulation result.

Detection areas intersection examples during two QPSK channels compaction
are shown in Fig. 2. Here the dotted line marks the area beyond which the signal
sample hitting probability under the given power normal interference influence
is close to zero. The channel powers permissible ratio scenario is provided in
Fig. 1a. In this case, the lower (marked in blue) and upper layer (marked in red)
symbols will be demodulated accurately.

The symbols within one quadrant are located too close to each other (Fig. 2c)
in the event of insufficient upper layer power, which results in the symbol error
probability increase during the upper layer signal demodulation. On the other
hand, in the case of the upper layer overcapacity, part of adjacent quadrants



156 Y. V. Kryukov et al.

symbols will also be too close to each other (Fig. 2b), which results in the symbol
error probability increase when demodulating PD-NOMA channels lower layer
signal. Therefore, it is required to calculate such upper and lower layers channel
powers values during the compaction, at which reliable demodulation will be
ensured and there will be no detection areas overlap.

I

Q

I

Q Q

I

ba c

Fig. 3. Two QPSK channels power domain multiplexing: a - admissible channel power;
b, c - unacceptable channel power

4 The Proposed Power Allocation Method for Two QAM
Channels

The paper proposes a method for the allowable channel power ratio range calcu-
lation when multiplexing two PD-NOMA channels. It is theoretically possible to
multiplex an infinite channels number, however, this will result in a multiple lin-
ear growth of the group signal formation and processing clearing complexity. It
is inappropriate to produce a seal by power of over 2 channels for mobile commu-
nication systems since this results in a significant increase in the transmission
channel and computational power quality requirements with a slight spectral
efficiency increase.

The proposed method is based on the QAM symbols confident detection areas
calculation for a given erroneous detection probability ρer and the known signal-
to-noise ratio at the demodulator input. Let p1 be the lower (most powerful) layer
channel power while p2 – the upper (least powerful) layer, and γ = p1/p2 the
power ratio. The following restrictions are imposed on the p admissible values:

⎧
⎪⎨

⎪⎩

p1,2 > 0
p1 > p2

p2 = P − p1

(1)

where P is the group signal power.
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Let a famous apriori information on the mean square error (MSE) estimates
of the normal interference σ1,2 and the transmission coefficients α1,2, which can
be received at the user receivers and transmitted to the base station base via the
feedback channel. Let’s calculate Z symmetric section (circle) radius relative to
the constellation reference, which will get the received symbol under the normal
interference influence with (1 − ρer) probability:

Z = σ ∗ Finv(
(2 − ρer)

2
) (2)

where Finv(t) is the F (x) probability integral inverse function of the following
form:

F (x) =
2√
π

∫ x

0

e−t2dt (3)

Calculate p2 value, required to ensure the upper-level characters erroneous
detection probability in the second user receiver to be no more than Rosh. There-
fore, D2 distance between the QAM constellation points must be at least 2Z2.
Then the successful (with an error probability no more than ρer) inner constel-
lation demodulation condition can be written the following way:

D2/2 − Z2 ≥ 0 (4)

Dk calculation expression in the k-th layer:

Dk = 2
√

αkpk

Mk
(5)

where pk is the k-th layer channel power and Mk is the k-th layer QAM normal-
ization factor with Qk index, which can be calculated:

Mk =
2
3
(Qk − 1) (6)

p2 value, which implies the condition (3) fulfilling, can be calculated by sub-
stituting (2, 4, 5) in (3) and having resolved the square inequality with respect
to p2. Root of inequality (3) which satisfies the condition (1):

pd
2 ≥ Z2

2 · M2

α2
(7)

Thus, if the condition (6) is being fulfilled, the upper layer QAM-signal in
the second user demodulator will be correctly demodulated with a symbol error
probability of no more than ρer. Then the power ratio doubled (6):

γd ≥ pd
2

P − pd
2

(8)

Failure (7) will result in the situation shown in the Fig. 1c. Then we’ll get the
outer constellation (lower layer) detection condition with the symbol error prob-
ability of no more than ρer. For this, the distance between D1 outer constellation
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points must be greater than the distances sum between the inner constellation
extreme points and 2Z1:

D1

2
− (

√
Q2 − 1)D2 − Z1 ≥ 0 (9)

So, we obtain a square inequality with respect to p2 having substituted (2,
4, 5) in (8) and expressing p1 = P − p2. Root satisfying condition (1):

pu
2 ≤ α1PM2 + GZ1

α1V
− 2G(M2Z1 − √

(α1PV − GZ1) +
√

Q2(α1PV − GZ1))

α1V 2
(10)

where the following replacements are introduced in order to simplify:
{

G = 4M1M2Z1

V = 4M1(1 − √
Q2)

2 + M2

When performing (9), the lower layer QAM-signal will be demodulated with
the error probability of no more than ρer. Then the power ratio, which satisfies (8):

γu ≥ pu
2

P − pu
2

(11)

So, in order to ensure successful group signal demodulation with the symbol
error probability of no more than ρer, the upper and lower layers power ratio
must lie within:

γd ≤ γ ≤ γu (12)

The following steps can be taken if it is impossible to simultaneously fulfill
conditions (11) and (1) for any γ value:

(1) Increase group signal total power P .
(2) Increase error probability ρer.
(3) Reduce QAM modulation index of one of the layers.

The final γ value choice depends on which layer (upper or lower) requires
an additional noise immunity. The decision algorithm must consider the error
magnitude in transmission channel estimation and channel fluctuations degree.
For example, it’s better to provide additional noise immunity to the second
channel if one of the channels is stable while the second is changeable over time.
The channel powers ratio can be obtained as arithmetic mean while having equal
channels priority:

γ =
γu + γd

2
(13)
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5 Simulation

The simulation goal is to evaluate the proposed power calculation method effec-
tiveness while compacting two user channels, as well as comparing PD-NOMA
and OFDMA channels noise immunity. PD-NOMA and OFDMA channels for-
mation and processing occurred while being influenced by normal interference
during the iteration simulation.

The network state is constantly changing in real communication systems
due to both distribution channels, the users number and throughput changes
etc. It was shown in the works [3–6] that PD-NOMA method is expedient to
use when compacting user channels with the most different signal-to-noise ratio
SINR values (for example, on the cell edge and in the cell center). Therefore,
such simulation scenario is used in the work.

Simulation scenario. There are two user devices with time-varying amplitude-
frequency transmission channel characteristic (Fig. 4) in the cell. OFDMA and
PD-NOMA communication channels are organized with the required capacity for
two users on the base station side. Both the estimated signal attenuation in α1,2

channels as well as the intrinsic thermal noise power level N1,2 of both receivers
are available when the channel is being formed. QAM modulation indexes Q1,2

are selected based on the required bandwidth. The group signal power P =
1 W. Error correction coding is not used, channel demultiplexing and bit errors
number calculation SINR are estimated at the receiving side in each channel.

eNB

UE1
UE2

SINR1 SINR2

d1
d2 P

F

p1 = ?

p2 = ?

f

Fig. 4. Simulation scenario

PD-NOMA Multiplexing. The boundary values γd and γu are calculated with
ρer = 10−6 detection error probability while using (1–10) each time while con-
sidering Q1,2 values. The calculation occurs at an increased ρer value if ρer can’t
be provided in the given propagation channel conditions. γ and p1,2 channel
powers value are calculated according to (12). Next, the user channels are mul-
tiplexing in the power domain in a single frequency band with p1,2 portions and
the group signal is transmitted to the radiochannel.
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Fig. 5. Simulation result

OFDMA Multiplexing. OFDMA channel compaction is performed in the fre-
quency domain, and the frequency band between users is divided equally, but
both user channels use all of the available radiation power P in their own band.
It is required to ensure the same channels bandwidth in the total system band-
width in order to ensure correct PD-NOMA and OFDMA comparison. Each
OFDMA channel transmission bandwidth is in 2 times smaller than in PD-
NOMA, therefore the transmission rate in the current band should be several
times higher.

The simulation result for PD-NOMA channels compaction with quadrature
modulation indices Q1 = 4 and Q2 = 16 (respectively, Q1 = 16, Q2 = 256 for
OFDMA) is provided in the Fig. 4. The time dependencies are provided for each
user: Sect. 1 – SINR estimate at the demodulator input; Sect. 2 - BER in PD-
NOMA channels; Sect. 3 - BER in OFDMA channels; Sect. 4 – channel power
values (for PD-NOMA);

The dependencies, shown in the Fig. 4 confirm the users channel power cal-
culation (Sect. 4) occurs adaptively to the transmission channel state (Sect. 1).
BER value (Sects. 2 and 3) of both PD-NOMA channels changes proportionally,
which confirms compliance with the priority equality.

Earlier it was said that PD-NOMA method has got certain benefit if com-
paring with OFDMA if the user transmission channels SINR is different. For
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example, it’s possible to notice that BER value in both PD-NOMA channels is
less than in OFDMA while analyzing the time interval t1...t2. PD-NOMA chan-
nels are more noise-proof and it is advantageous to use the PD-NOMA method
from the spectral efficiency point of view at a given point in time. The base sta-
tion, analyzing each user’s transmission channels current state, decides whether
to use the PD-NOMA.

6 Conclusion

Channel power calculation method for PD-NOMA two user channels seal while
using symmetric QAM modulation (with indices 4,16,64, etc.). The current
method provides an opportunity to calculate the upper and lower layers channel
power, based on a priori information about the user transmission channels state
assessment. It is possible to carry out power channel coefficients adaptive calcu-
lation relatively to the transmission channel while using the proposed method.
The proposed method effectiveness is confirmed by simulation.
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Abstract. A distributed data compression algorithm for low-power
wide-aria networks is proposed. The algorithm is based on prediction of
observed process on server side with controlling prediction error on the
end device side. The prediction is completed by recursive linear predic-
tion algorithm using Levinson-Durbin recursion. The algorithm provides
obtaining the estimated values in real time on server side with no sending
any data through the network until prediction error exceeded threshold.
It allows to use wireless transceiver less intensively saving the battery
budget this way, and to reduce number of packets and its length saving
the wireless channel capacity. The efficiency of algorithm is investigated
on end device and server models using the real data collected by CO2,
humidity and light sensors.

Keywords: Low-power wide-area network · Edge computing ·
Distributed computing · Linear prediction · Levinson-Durbin recursion

1 Introduction

The concept of Internet of Things (IoT) involves a lot of smart sensors (end
devices) to measure different physical values and sending data to application
servers. In many use cases the sensors cannot be connected to the power system,
so it is powered by non-rechargeable batteries.

In general the autonomous powering imposes many restrictions on sensors
hardware and software design. The actual engineering approach to achieve
acceptable energy efficiency assumes several specific steps: management of
peripheral device powering by CPU, avoid any interfaces with pull-up resistors,
use very low quiescent current ICs, use special low-power wide supply range
microcontrollers and its sleep mode features and, of course, use the low-power
wide-area networks (LPWAN) to communicate with server. Designed this way
autonomous smart sensors are used to measure temperature, pressure, humid-
ity, different gas concentration (CO, CO2, ammonia), etc. As usual the sensors
interconnect with server with period from 5 min to several hours.

Since application of IoT systems is continuously growing, the industry faces
new issues concern to autonomous sensor network deployment.

The most actual one is the growing of number of connected sensors and
deployed networks (usually in limited non-licensed spectra). The growing data
c© Springer Nature Switzerland AG 2019
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stream generated by sensors should be transmitted through modern LPWANs,
which have low payload capacity. So increase of LPWANs bandwidth and effec-
tive compression of network payload are strongly needed to normal progress of
IoT systems.

The second important issue is a lifetime of the sensors. As many sensors
places in hard-to-reach areas and its amount continuously growing, the battery
replacement become more and more tedious for operators. So the lifetime pro-
vided by modern sensors (typically couple of years) is not enough for convenient
usage in applications that require large-scale deployment.

A lot of promising applications demand very intensive peak measurement and
delivery data to server with low latency. For example, such requirements can be
faced in following applications: controlling of micro-climate in buildings (heat
transfer, air flow controlling), energy disaggregation, identification of heating
system topology. In this cases the sensor network should provide burst mode to
obtain large amount of data from dedicated sensors in short time.

The conception of distributed computing can be used to increase the pay-
load capacity of sensor network. In this work we propose the distributed data
compression algorithm that is developed especially for LPWANs. The algorithm
provides to increase the payload capacity without additional latency for the data
and to increase the energy efficiency of sensors.

2 Requirements to Data Compression in LPWANs

2.1 Decomposition of Power Consumption

To develop efficient data compression algorithm, which provides both high data
compression ratio and increasing of energy efficiency, the specific conditions of
LPWANs should be taken in account.

First of all, the power consumption profile of end device should be considered
as the energy efficiency is critical. As mentioned above, the sensor’s CPU controls
power mode of peripherals devices activating it only in properly time. Usually
the control is performed by sleep mode of ICs or external MOSFET switches.
Between data transmission cycles the microcontroller also turns to sleep mode.
So the different schematic parts have a different active on-time and power con-
sumption profiles. Taking it in account let analyze the power consumption of
the sensor in typical application to highlight most power consuming operations
among sensor activity (measuring, interconnect with server, etc.).

The LoRaWAN class A temperature sensor are considered below as exam-
ple. The sensor is built on following components: microcontroller STM32L151
[1], transceiver SX1272 [2], temperature sensor B57861. The battery voltage is
+3.6 V dropped on low-dropout regulator (LDO) to +3.3 V to supply the circuit.
The output power of transmitter is +17 dBm.

To obtain next sample of measured value the microcontroller and sensitive
element should be engaged. During this operation the energy consumes on micro-
controller, sensor circuit and LDO. The calculated energy that is spent to obtain
one sample is presented of Fig. 1.
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To send the sample to server we need to engage microcontroller and
LoRaWAN transceiver. After transmission, it is necessary to keep the receiver
turned on in two time windows due to the requirements of the LoRaWAN MAC
protocol. During data transmission the energy consumes on microcontroller,
transmitter and LDO. During receive cycle the energy consumes on microcon-
troller, receiver and LDO. The calculated energy that is spent on this operation
is also presented on Fig. 1. The values are calculated according datasheets. The
receive operation isn’t shown, because the class A device is considered.

Fig. 1. Energy consumption for basic operations of LoRaWAN temperature sensor

The most power-consuming operation in considered case is the sending data
to server. This is typical situation for many end devices, however some type of
sensitive elements demands significant more energy to be work in compare to
considered one (for example NDIR CO2 sensors). It will be take in account in
the study below.

Anyway the transceiver activity must be keep as low as possible to improve
energy efficiency, as this is most important issue to increase power efficiency. On
other hand the algorithm should avoid any significant computational complex
operation on the end device side, because it can load microcontroller and dra-
matically increase its power consumption. So the rational usage of transceiver
and low computational complexity on the end device side are required to data
compression algorithm.
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2.2 Network Payload

Other important issue is the network payload. To reach high compression ratio,
the algorithm should be developed taking into account the type of information
to be compressed and its statistical characteristics.

As mention above, the modern battery powered sensors usually used for
measure different physical processes (temperature, pressure, humidity, etc), so
follow we will consider these types of payload, but modifications of proposed
below algorithm can be implemented to transmit voice/sounds and even pictures
through the LPWANs as well.

It is easy to see, the measured values are slow-changes processes with strong
inner dependencies. So it can be considered as an auto-correlated stochastic
process. If the observed process is wide-sense stationary (WSS) process on ded-
icated time interval, the next sample can be defined as linear combination of
previous samples and predicted by the filter predictor. Such technique called
linear prediction and used for: audio and video signal compression, prediction
of the signals and adaptive filtering. However usually data compression algo-
rithms perform all computational complex operations to compress the data on
end device side. In considered case it is not allow, because of power efficiency
requirement. The other problem is significant delay introduced by the designed
this way algorithms.

Consequently the classical structure of data compression algorithms isn’t
suitable for battery-powered sensor networks connected by LPWANs, and the
another way to compress the data need to be developed.

3 Distributed Data Compression Algorithm for LPWANs

3.1 Algorithm Description

The main idea of proposed algorithm is to calculate the filter predictor coeffi-
cients on server side. It allows to keep computational complexity of end device
part of algorithm as low as possible. The coefficients calculated by server can be
used on server and end device sides to estimate next data sample synchronously.
The end device knows both actual measured value and its estimation, so it can
control the predefined allowable error and send the updates to server, when esti-
mation error exceeds the threshold. The calculated coefficients are sent to the
end device using receive channel, which usually already exists (in particular, in
LoRaWAN protocol).

The diagram illustrates one iteration of algorithm is shown on Fig. 2. After
the packet from end device has received, the server calculates and updates filter
predictor coefficients. Updated coefficients send to end device (for LoRaWAN
Class A it can be done in receive window after transmission). Optionally server
can send maximum allowable error. After that both server and end device start to
estimate the next samples of the signal synchronously (the tight synchronization
is not required), wherein the end device controls estimation error and number
of completed iterations. If the estimation error or number of iterations without
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update have exceeded predefined thresholds, the end device sends packet with
actual data to the server.

Fig. 2. Distributed data compression algorithm

So the proposed algorithm allows to predict observed process on server side
and control the error in real time.

3.2 Linear Prediction Technique

To describe the math side of algorithm let consider linear prediction technique.
The idea of linear prediction is to represent current sample as a linear combina-
tion of past samples (1).

x̂(i) =
N∑

n=1

an ∗ x(i − n) (1)

The formula (1) describes the convolution of N past samples of observed
process and coefficients an. The coefficients can be considered as taps of finite
impulse response filter, which is called filter-predictor.

The optimal coefficients of predictor in terms of minimizing MSE (means
squire error) can be found to solve Yule-Walker Eq. (2).
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The traditional methods to solve Yule-Walker equation have computational
complexity O(N3). However the autocorrelation matrix is Toeplitz matrix, so
the fast computational algorithm called Levinson-Durbin recursion can be used.
This algorithm provides computational complexity O(N2). The main idea of
Levinson-Durbin recursion is to solve Yule-Walker equation by blocks increasing
of order equation from 1 to N. The generalized form of the recursion for arbitrary
order n + 1 described by formulas (3)–(6).

kn+1 =
αn

en
, (3)

An+1(z) = An(z) + kn+1 ∗ z−1 ∗ [z−n ∗ An(z)], (4)

en+1 = [1 − |kn+1|2] ∗ en, (5)

αn = Rn+1 + an,1 ∗ Rn + an,2 ∗ Rn−1 + .... + an,n ∗ R1, (6)

where en - error prediction, kn+1 - reflection coefficient, An(z) - filter predic-
tor response.

To do Levinson-Dusrbin recursion we are need to estimate the autocorrela-
tion function. It can be calculated recursively updating previous values by new
samples to reduce the computational complexity [6]. Of course, a possible long
term non-stationarity of estimated process should be taken in account. There
are two main ways to do this: introducing the forgetting factor or calculate the
autocorrelation function within a window. The second one is used for proposed
algorithm.

3.3 Data Transmitted to the Server

To keep the network payload and transmitter active time as small as possible, it
is necessary to minimize the data size within packets, which sends by end device
to server.

Since the estimated samples is accepted as well-predicted while end device
keeps silence, the server can use these estimated values to update the filter pre-
dictor coefficients on the next iteration. Taken this in account only last measured
sample (poorly predicted) can be transmitted to server. Moreover the end device
can transmit only prediction error, as the actual value can be calculated by the
server using simple formula (7).

x(i) = x̂(i) + ei (7)
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Summarize, the algorithm consists of logical steps as shown on Fig. 2 with
using following formulas:

– The samples of observed process are estimated using formula (2) on both
server and device sides;

– The filter-predictor coefficients calculate according to (3)–(6);
– The actual samples on server side calculates according to (7).

The main parameters of algorithm are: predictor order (P), error thresh-
old (D), maximum samples to predict (L), sampling frequency (F), window to
estimate the autocorrelation function (W).

On the end device side the proposed algorithm measures the real values and
compare it with estimated one. This operation demand only P multiplications
and P sums in fixed point. So the algorithm provides low computational com-
plexity on the end device side as was targeted above.

4 Simulation Results

To estimate the proposed algorithm efficiency, the Matlab/Simulink models of
server side and sensor side is built. The real data, which is collected by sensor net-
work deployed in Institute of control science of RAS, is used during experiments.
In particular, it is data from intrabuilding CO2, humidity and light sensors col-
lected during two weeks. In additional to this real signals, the autoregression
driven by the Gaussian noise and sinusoidal signal are considered. These signals
is used to demonstrate the compression capability for fast-changed signals with
different statistical characteristics.

The studies of the model with real data set allows precisely estimate data
compression ratio and to calculate expected power economy in the conditions in
which data are obtained.

The data compression ratio expresses as number of measured samples divided
to number of sent samples through wireless channel (8).

CR =
Nsample

Ntrans
, (8)

where Nsample - number of measured samples, Ntrans - number of transmitted
samples through wireless channel.

The energy economy ratio can be expressed as energy, which is spent to work
without proposed algorithm, divided to energy, which is spent if the proposed
algorithm is used (9).

ER =
N ∗ (Jsample + Jsending) + Jsleep

N ∗ Jsample + N ∗ Jpredictor + K ∗ Jsending + Jsleep
, (9)

where N - number of measured samples, K - number of sent packets, Jpredictor

- the energy spent to perform algorithm code, Jsample - the energy spent to get
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a sample, Jsending - the energy spent to send packet, Jsleep - the energy spent
in sleep mode.

To keep the study methodology simple, the Jpredictor can be taken equal to
zero as the end device part of algorithm is very simple. So the formula (9) can
be rewritten as follows:

ER =
N ∗ (Jsample + Jsending) + Jsleep

N ∗ Jsample + K ∗ Jsending + Jsleep
, (10)

The results of study are presented in Table 1. The error is defined in percent
from full scale of data (signals). The energy ratio is estimated according to
datasheets on components, which are used in humidity, light and NDIR CO2

sensors.
The actual collected data and its estimation on server side for humidity sensor

are presented on Fig. 3. The same for light sensor is presented of Fig. 4. On the
figures, the original data is drawn by solid lines, the estimation one is drawn by
dotted lines.
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Fig. 3. Actual data of humidity sensor and its estimation on server side
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Table 1. Results of study of algorithm efficiency in different applications

Data Predictor order Window Error% Comp ratio (CR) En ratio (ER)

Humidity 5 100 5 8.4 4.4

Humidity 10 100 5 8.6 4.5

Humidity 10 10 5 1.2 1.2

Humidity 10 1000 5 64.7 7.4

Humidity 10 1000 1 8.5 4.4

Humidity 10 1000 10 124.1 7.8

Light 5 100 5 6.5 3.9

Light 10 100 5 6.8 4.0

Light 10 10 5 5.0 3.3

Light 10 1000 5 6.8 4.0

Light 10 1000 1 2.5 2.1

Light 10 1000 10 15.9 5.6

CO2 5 100 5 6.5 1.9

CO2 10 100 5 6.5 1.9

CO2 10 10 5 1.1 1.1

CO2 10 1000 5 29.2 2.1

CO2 10 1000 1 6.0 1.8

CO2 10 1000 10 56.2 2.2

AR 5 100 5 1.7 NA

AR 10 100 5 1.8 NA

AR 10 10 5 1.8 NA

AR 10 1000 5 1.9 NA

AR 10 1000 1 1.2 NA

AR 10 1000 10 2.9 NA

Sin 5 100 5 4.9 NA

Sin 10 100 5 5.2 NA

Sin 10 10 5 1.2 NA

Sin 10 1000 5 14.0 NA

Sin 10 1000 1 3.6 NA

Sin 10 1000 10 22.7 NA
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Fig. 4. Actual data of light sensor and its estimation on server side

5 Conclusion

The proposed algorithm provides significant data compression ratio and economy
of battery budget for all considered signals. The maximum efficiency is achieved
when the typical for IoT applications slow-changed physical values (CO2 con-
centration, humidity and light) are estimated.

The efficiency of algorithm mainly depends of statistical characteristics of
the data to be estimated, filter predictor order, window to calculate of autocor-
relation function and allowable error.

The considered signals can be predicted with low-order filter predictor (suf-
ficient predictor order is 5–10). However, many samples are required to estimate
autocorrelation function, which is estimated recursively on server side. These
feature avoids significant load of end devices and server hardware.

The algorithm is applied to LoRaWAN technology, but it can be adapted to
other LPWANs.
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Abstract. The paper is devoted to the problems of guaranteed data
transmission with a dynamically changing amount of packet loss ranging
from 0 to 23% in channels with a bandwidth of more than 0.5 Mbps. The
problems arising due to standard TCP loss protection mechanisms, such
as retransmit flows and buffer overflows are considered. Mechanisms for
recovering data and service information, tuning for the current state of
the channel are proposed, the implementation of the adaptive protocol of
the data link layer is described, and the results of its operation are pre-
sented. It also describes the operation of a separate protocol subsystem
for low-speed channels starting from 1200 bps.

Keywords: Network protocols · Data link protocol · Adaptive internet
protocol · Packet loss · Bit errors · Error correction codes · Forward
error correction · Interleaving · Reed-Solomon codes · PPP · PPPoE

1 Introduction

As a rule, trunk wired communication lines have stable characteristics and a
low amount of packet loss. The situation is different in the channels of the “last
mile” connecting the end equipment with the access points of the telecom opera-
tor. Such channels have dynamically changing characteristics, such as high delays
and delay variations, a significant amount of packet loss. Often such channels are
low-speed, provided by outdated equipment. In addition, the paper concerns het-
erogeneous networks, individual sections of channels can be implemented using
copper cables or microwave links.

A similar situation is in the provision of satellite channels or radio channels
communications. The cause of the dynamic characteristics is the analog nature
of the signal, the errors are associated with interference, attenuation in the line
and various additive noises. In such channels, one can distinguish both packet
losses and bit losses [1].

1.1 Article Structure

The rest of this section describes why we choose the link layer of the network
model and the main problems of the TCP protocol that lead to significant loss
of bandwidth and the complete collapse of the network.
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Section State of the art gives a brief overview of the subject area, some of
which will be included in the next revisions of our protocol.

The Methods and algorithms section describes the error correction and inter-
leaving, formats of the structures and also the problems that we encountered
during development. The mechanism of adaptive settings of the protocol param-
eters depending on the state of the channel is described.

Section Low speed mode describes how data is transmitted at ultra-low
speeds from 1.2 Kbps to 0.5 Mbps.

The section Adaptive Parameters gives an overview of the experimental
results and gives some numerical parameters and their combinations.

The Results section contains graphs of the protocol, demonstrates its recovery
ability and speed. Some comments are given to researchers on the features of
testing similar developments.

1.2 Layer of Work in OSI Model

In the seven-level OSI model [2], we can consider the loss of segments and data-
grams at the transport level, packets on the network, frames on the channel, and
frames or bits on the physical level. The lower the level, the more opportunities
for recovering lost data. At the same time, physical layer protocols, as a rule,
possess to one degree or another recovery mechanisms - forward error correction
(FEC) codes or cascades of such codes [3].

Application of recovery mechanisms is most effectively at the physical level.
At this level there is all the service information, the headings of the protocols
of higher levels, to which mathematical methods of recovery can be applied.
The problem is that the solution for the physical layer is not universal, cannot
be applied to already released equipment (except for solutions based on SDR -
software defined radio [4]). Therefore, the PPPXoE protocol is implemented at
the channel level, as the closest to the physical (Fig. 1). With software imple-
mentation at the data link level, the solution can be applied on heterogeneous
equipment that uses a standard IP protocol stack and Linux operating system.

One of the development tenets is the development of the IP protocol stack and
support for working with other standard protocols without changing the exist-
ing infrastructure. From the point of view of the IP stack, part of the libraries
implementing the standard Point-to-Point [5] and Point-to-Point over Ether-
net [6] protocols is being replaced, without changing the other communication
mechanisms.

1.3 The Basic Mechanism for Guaranteed Data Delivery

TCP assumes [7] that any loss of data packets is caused by network congestion
(buffer overflows of network devices). If there is missing part of the packet in
the stream, a re-request of the lost or corrupted data is performed. This mech-
anism is the main reason of a sharp decrease of the transmission speed and can
lead to the complete impossibility of communication in network losses of 2–5%
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Fig. 1. PPPXoE and QUIC in the protocol stack

packets. This causes a number of problems. In the absence of just one packet,
the buffer cannot transmit data and waits a re-requested packet. This leads to
delays, buffer overflows and discards packets that have successfully arrived. The
channel increases the flow of service data (requests for lost data). The more
failed and dropped packets, the more retransmissions. On intermediate routers,
data queues for sending grow and overflow [8]. Installing routers with a large
amount of memory only pushes back the avalanche-like network drop, but does
not prevents it.

Another reason is the basic TCP congestion control mechanism based on con-
trolling the size of the congestion window - the amount of data sent to the net-
work. In the initial phase, TCP tests the bandwidth available for the connection.
In this phase, the slow start algorithm works, in which the size of the congestion
window exponentially grows from the initial value equal to the size of one maxi-
mum TCP segment to the set threshold value. Then, in the overload prevention
phase, the window size grows linearly. If, during a certain interval (timeout),
the transmitting device has not received confirmation of packet reception, the
new threshold value is set to half (or less) the current congestion window, the
congestion window itself is reduced to the initial value and the algorithm starts
again.

If packet loss does not occur, the size of the congestion window grows to the
size of the window declared by the recipient, and the sender begins to transmit
the amount of data corresponding to the capabilities of the recipient to the net-
work. The window state is saved until the next packet loss. Thus, the more often
the basic anti-congestion mechanism is triggered, the more dips in the transmis-
sion speed are and the less efficiently the bandwidth available for connection is
used.

Unlike wired networks, in wireless communication channels short periods of
packet loss or a sharp increase in delivery delays often are not caused by network
congestion. They can be associated with short-term changes in the conditions
in the radio channel, such as fading, interference, loss of radiovisibility of the
receiving side. Repeat packet transmissions by link layer protocols play a role, as
well as traffic prioritization procedures at intermediate nodes, as a result of which
other services may experience delay variation, etc. These single events lead to the
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inclusion of a fairly conservative basic TCP congestion management mechanism,
which entails a noticeable decrease in its efficiency and negatively affects the
actual throughput: the time for opening data transfer sessions, downloading
data, etc. increases, and the radio network bandwidth is not used completely.

Thus, there is a task of constructing such a communication protocol, which
would ensure the restoration of lost and damaged data with minimizing re-
requests, at the same time, proactively responding to changes in the communi-
cation channel.

2 State of the Art

There are a number of studies in the field of guaranteed data delivery and usage
of FEC, but there are very few complex solutions in the form of new protocols for
the IP stack. Most inventions are disparate in nature and have not yet included
standards or network protocols.

Some papers study data transmission over multiple routes, including data
duplication, balance of load across channels or optimization of the transmis-
sion route. So, in 2018, Salkuyeh and Abolhassani developed an algorithm for
distributing video packets over channels of various quality in compliance with
QoS [9].

Neural networks also have application. The team led by B. Mao developed the
Tensor-based Deep Belief Architectures (TDBAs) for route prediction, trained
on the edge routers’ traffic patterns based on the extension of the Deep Belief
Architecture (DBA) [10].

Tensors are great mathematical model for a multidimensional description of
routes, network packets, and channel parameters. The algorithm finds one, the
most optimal traffic route, while optimizing for average hop delays and packet
loss. Studies are at the initial stage and already demonstrate a great potential,
it is planned to include more parameters in the analysis, in particular, packet
size and service time, QoS satisfaction metrics [11].

Unfortunately, at least one route with good channel characteristics does not
always exist, especially in the case of the “last mile”.

There are a number of FEC applications in the video transmission. The
use of original Erasure codes to recover lost packets on the receiver significantly
improves the quality of 4K and 8K ultrahigh definition television (UHDTV) over
IP-transmission system for live program production. Kawamoto and Kurakake
also note a significant difference in restoring ability with burst loss and random
(byte) loss.

Forward error correction using an erasure code is a key technology to recover
lost packets at the receiver in unidirectional transmission. In FEC using erasure
code, special packets only for error correction (FEC packets) are generated by
mathematical calculation, and both video and FEC packets are transmitted in
the same transmission path. On the receiver side, lost packets are recovered using
the received video/FEC packets.
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FEC packets are created using the XOR operation. The obvious drawback
of this approach is the impossibility of data recovery in case of loss of the FEC
packet. The algorithm used does not guarantee the delivery of data, in case of
an accidental (byte) loss, the probability of data recovery is high, in the case
of a burst loss, if an FEC packet is lost, recovery is not possible. To combat
burst losses, researchers distribute data between several FEC packets, thereby
increasing their recovery ability. Researchers note that the developed method
processes data faster than the Reed-Solomon and Raptor codes [12].

The paper of Wu is close to our. It presents the FEC coding scheme dubbed
PATON (Priority-Aware and TCP-Oriented codiNg), aimed at delivering mobile
HD video using TCP over wireless networks. The parameters of FEC redundancy
and packet size similar to the PPPXoE were selected heuristically. In the paper,
the fight against packet forwarding (retransmission) and Congestion control is
being waged. PATON has the following solution procedures: (1) perform priority-
aware frame scheduling to maximize video quality; (2) analyze TCP connection
state to model the end-to-end delay; (3) adapt FEC redundancy level and packet
size to minimize the effective data loss rate. Without the frame selection module,
substantial amount of prioritized video frames [e.g., the I (Intra) frames] may
be lost during bandwidth shrink and network congestion. It is an application-
layer solution and can be implemented in real-time video communication systems
without modifications on underlying protocols.

The system is not aimed at guaranteed data delivery, but reduces the amount
of packet loss. PATON changes the code rate and packet size according to the
pathChirp algorithm, the network status monitor on the recipient side period-
ically evaluates the network status and sends this information to the sender.
The packet loss pattern is modeled based on Gilbert model and continuous time
Markov chain. Since PPPXoE aims to completely recover losses, such a mech-
anism is too slow for us. PATON feedback is at least 2 times slower because it
evaluates RTT (Round Trip Time), in our system channels are evaluated simul-
taneously and independently on both sides of the connection.

The system operates on losses up to 10% and improves the average video
PSNR by up to 6.5 (23.6%), 10.2 (33.2%), and 14.3 (43.9%) dB compared to
the CLOSET, Rateless and EEP (Equal Error Protection) schemes. Another
disadvantage of the system is the optimization metric. The system’s objective
is to improve the quality of the video, but PSNR is used to assess the quality,
which does not meet both the assessment of user-oriented QoE quality and the
QoS estimation methods used in image quality comparison tasks [14].

The experimental QUIC (Quick UDP Internet Connections) protocol devel-
oped by Google is a transport protocol that runs on top of UDP (Fig. 1). A key
feature is the acceleration of opening connections and negotiating TLS param-
eters (HTTPs). Unlike TCP, which uses the principle of “triple handshake”, in
QUIC handshake occurs in one step with a server that is already familiar and in
two steps with a server that the client has not worked with before. The second
stage is needed to open a secure communication channel and exchange crypto-
graphic keys. As a result, QUIC has a lower connection and transmission delay
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than TCP. When transmitting data over a long distance (for example, from one
continent to another) using a mobile device, the difference in the speed of estab-
lishing a connection between TCP with TLS and the QUIC packet can reach
300 ms [14,15].

QUIC no longer has a set of parameters associated with the IP addresses
and ports of the server and client. Instead, the protocol works with the connec-
tion identifier UUID. This allows you to switch between Wi-Fi and the mobile
network, each time without re-creating the connection (UUID is saved).

The protocol has its own cryptographic functions, multiplexing and setting up
streaming, so only the truncated part of the HTTP/2 API used to communicate
with remote servers remains on top of it. Initially, the protocol had non-adaptive
redundancy of 10%. However, this data only duplicated parts of other packages;
error correction codes were not applied. This approach has been shown to be
ineffective; there is no FEC in the current edition, but research is underway in
this direction. Also, the protocol is not compatible with networks that use NAT,
Anycast, or ECMP technologies. They work with TCP connections and will not
be able to recognize and regulate QUIC traffic [16].

3 Methods and Algorithms

This paper is a further development of an adaptive protocol for special-purpose
networks [17]. It describes the mechanisms of error recovery, tuning of the chan-
nel, changes in the frame format.

The protocol integrates into the existing IP stack and replaces the PPPoE
(Point-to-Point over Ethernet) protocol. RAW sockets are used, allowing you
to bypass the TCP/UDP transport layer and independently create the desired
frame format [18]. RAW sockets accept and transmit raw datagrams without
adding any system headers (Ethernet traffic) to them. The mechanisms of trans-
port and the connection establishment of the standard PPP protocol are used,
the final data structure corresponds to no more than 1472 bytes for the purpose
of further correct transmission over the channel.

3.1 Methods

Data recovery is based on the use of Reed-Solomon codes with character lengths
of 8, 10 and 12 bits and interleaving. In the formula (1), one of the generating
polynomials of the code is given. Initial sequences as well as an interleaving algo-
rithm are known at the receiving and transmitting sides. The protocol settings
for reception and transmission are independent and may vary.

g(x) = x10 + x3 + 1 (1)

The developed PPPXoE protocol (eXtended) uses its own encapsulation, shown
in Fig. 2. The original data is converted into a Data Frame: it is divided into
DataBlock blocks, redundant information is added to the RS-code blocks. Before
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them is inserted the header for decoding. It was necessary to reduce the share
of overhead information in personnel, leaving the minimum sufficient. The fields
remained: frame type, number of data blocks sent, data frame length, FEC
header code and check sum.

Fig. 2. Data frame

Super Frame is assembled from several Data Frames and service Control
Frame (optional). The interleaving procedure is performed (Fig. 3) at the data
byte level, partitioning into equal superblocks. After that, individual superblocks
with headers (synchronization sequence, protocol version and revision, super-
frame number, adaptation parameter number, CRC and FEC-protection of the
header, and a number of others) are transmitted over the network (Fig. 4) using
the PPP protocol transport, which adds 28 byte Ethernet header.

3.2 Channel Tunning

The protocol has feedback. Parameters are configured in both directions inde-
pendently (one-way transfer is possible), the receiving side, in turn, sends the
data back and signals the reception quality.

The problem of the initial adaptation algorithm was its inertness. When the
session was initialized, the parameters were averaged (code rate 1/8, block size
64 bytes), a Control Frame overhead frame with operation statistics was inserted
into the superframe every second, based on which new parameters for the code
rate, block sizes and superframe were selected according to the current number
of losses packages. The problem was that the settings did not change fast enough,
packet loss occurred when switching modes. This approach led to the sequential
switching of protection modes, one at a time.

In order to achieve positive feedback, a Pulse-frame was introduced (Fig. 5),
which follows with each transmitted super-frame, which allowed rebuilding in
fractions of a second from the 20% packet loss mode to 0%. The detuning speed
depends on the frequency of incoming superframes. Information on bit rate,
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numbers of the last undelivered and unrestored frames, the number of frames in
the send queue, and the current number of errors in the data are transmitted
in the Pulse frame. At this second revision of PPPXoE Control Frame includes
every 10 s.

Fig. 3. SuperFrame forming

Fig. 4. Data link structure, Ethernet header will be added further

Fig. 5. Pulse frame

3.3 Interleaving

In the new algorithm, the number of blocks is tightly related to the size of
the blocks. The interleaver evenly decomposes into each block one byte from the
other blocks. So, when transmitting 704 blocks, their size will be 704 bytes, if one
of them is lost, it will be necessary to restore 1 byte in blocks. The percentage
of errors in each block increases evenly up to the maximum possible on this
parameter.
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Previously, the interleaving method was taken from the field of digital signal
processing and tuned to the random occurrence of errors on the radio channel
in an interference environment. Data is written in rows, subtracted in columns.
Also in each row a cyclic shift is performed. This approach works well when
transmitting OFDM signals, when part of the sub-frequencies are incorrectly
decoded. In our country, it was destructive due to the uneven distribution of
errors. At 20% loss on the channel, in some blocks there were 46% and 90%, but
these errors were random in nature and poorly tracked. Reed-Solomon codes
could not fix so many errors.

3.4 Multiplexing

A different task was to maintain the total size of the SuperFrame structure along
with the Ethernet header to match the standard MTU size of 1,500 bytes. Some
modern network equipment is capable of processing larger MTUs, but none of
the devices encountered has this function. The MTU size could be made smaller
by changing the configuration of network devices, and the crushing procedure
should be given to the GSO mechanism [19], but we went a different way. The
data is split into ECC blocks (data groups together with their FEC code) in
such a way as to be transmitted at a time, i.e. match the final MTU.

The size of the superframe is strictly related to the CR and DL parameters,
but if the data is empty, we decided to duplicate part of the ECC blocks to fill
the MTU. The minimum size of such a block is 32 bytes (16 bytes of data and
16 bytes of FEC), thus increasing the size by a multiple of 32 bytes. The size of
the superframe and incoming blocks are both transmitted. The final superframe
size and the multiplication coefficient are calculated from this information. ECC
blocks are duplicated evenly, so it is possible to recover data if it is damaged.
Thus, the reliability of data transmission is further enhanced.

4 Low Speed Mode

With a bandwidth below 0.5 Mbps, error correction codes begin to lose their
effectiveness due to increasing delays. There was developed a separate protocol
for these types of channels.

At the start of a communication session, the channel is tested and the pro-
tocol operation mode is selected - high-speed or low-speed. At low speed, data
backup showed the best results. Data blocks are divided into smaller blocks with
a multiplicity of 8 bytes. These blocks are duplicated with the reservation coeffi-
cient selected according to the channel status. So, if the coefficient is 2, then 1%
loss is guaranteed to be corrected. The reserve ratio was tested up to 24, how-
ever this parameter can also be set to 100, so the protocol will work on almost
hopeless channels.

Upon receipt, successfully received blocks fill the original block, and duplicate
blocks are discarded. Also, as in fast speed channel mode, to check the block for
bit errors, a CRC checksum is used for the header and data.
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5 Adaptive Parameters

Previously, hyperparameters were passed separately with each DataFrame. Now
hyperparameters: coding rate (CR - code rate), block size (Data Lenth) and
super-frame size (SF Size) are tightly interconnected in proportional equations
for various maximum errors (MER - maximum error rate). Combinations turned
out to be 255, but during the testing only 25 modes were left for integer recovery
abilities. Modes with large block sizes proved to be ineffective (blocks larger than
1.5 MB in length are processed by the Reed-Solomon code for a long time). Some
combinations of hyperparameters showed instability of the recovery ability.

Code rates vary from CR15 equal to 1/16 to CR00 equal to 1 (for the case
of a lossless channel, which means the absence of RS codes). So, CR00 encodes
a code rate of 1, and CR05 11/16. Block lengths vary from 16 to 128 bytes. The
size of the error correction code (ECC) block (data + FEC) is from 32 bytes
with minimum protection up to 2048 (128 bytes data and 1920 FEC). The sizes
of superframes are from 256 (16 × 16) to 4194304 (4096 × 1024) bytes.

Table 1 shows the correspondence of a number of block lengths in bytes to
code rates

Table 1. Correspondence of ECC blocks size and code rates

DL0 DL1 DL2 DL3 DL4 DL5 DL6 DL7

CR01 0 4 4 4 4 4 4 4

CR05 8 12 12 16 16 20 20 20

CR12 48 60 72 84 96 108 120 132

DL8 DL9 DL10 DL11 DL12 DL13 DL14 DL15

CR01 4 8 8 8 8 8 8 12

CR05 24 28 32 36 40 44 52 60

CR12 144 168 192 216 240 288 366 384

The Table 2 shows a number of combinations of hyperparameters - adaptation
protocol operation modes, including AP001 mode for error-free channels and
AP228 - highly protected mode with a 15/16 code rate.

Table 2. Adaptive modes of protocol

Mode SF Size, byte CR DL Mode SF Size, byte CR DL

AP001 2304 CR00 DL08 AP100 11664 CR09 DL01

AP002 400 CR01 DL00 AP200 82944 CR12 DL11

AP003 576 CR01 DL01 AP212 123904 CR14 DL07

AP004 784 CR01 DL02 AP220 262144 CR13 DL13

AP005 1024 CR01 DL03 AP228 589824 CR15 DL13
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6 Results

Testing was carried out on a specially assembled stand. In the laboratory, a
software modem was written that evenly punched packets. As the receiving and
transmitting sides were personal computers of the following configuration:

– Sender: Intel Core i7-4770K 3,5 GHz 8 MB Cache, 8 GB DDR3 DualCh
1600 MHz;

– Receiver: Intel Core i5 2.0 GHz 2 MB Cache, 4 GB DDR3 1333 MHz.

Like the original PPPoE, the developed PPPXoE protocol occupies a maxi-
mum bandwidth of 896 Mbps. In the case of a channel without packet loss, data
is transmitted at a speed of about 109,000 Kbps. Due to the redundancy in the
headers, PulseFrame and ControlFrame, there is a slight loss of bandwidth. The
original PPPoE protocol transmits at 110,000 Kbps. With an increase in packet
loss, the code rate increases, the character of the bandwidth loss is linear, with a
sharp drawdown during the transition from 0% to 1% of channel losses (Fig. 6).
In Fig. 7 shows the recovery ability of the algorithms.

Fig. 6. Speed of protocol PPPXoE

In Fig. 8 is the result of comparing the work of the standard protocol and
our. A complete comparison of the characteristics of PPPoE and PPPXoE was
not carried out due to the need for further optimization of program codes. We
parallelized the operation of the protocol by the number of processor cores, fixed
errors associated with memory leaks - now it is allocated once for the entire
operation of the protocol. We also redesigned the Reed-Solomon module of the
Linux kernel. The standard module used the same memory area, which caused
the kernel to freeze.



PPPXoE - Adaptive Data Link Protocole for High-Speed Packet Networks 185

Fig. 7. Recovery ability of protocol PPPXoE

Fig. 8. Comparement of PPPoE and PPPXoE

6.1 Testing Notes

Carrying out any development without proper metrological support is impossi-
ble. So, impulse losses in packet loss emulation systems were noticed. With the
declared 10%, there could be no consecutive 100 packets, but over a long period
of time this is 10%. As a result, our own software was written that transparently
deleted packages by normal and uniform distributions, but always out of 100
packages no more than the declared number was lost.

And one of the ready-made test benches, while limiting the bandwidth, did
not take into account that the protocol increases the flow by adding redundant
information - FEC codes. That is, restrictions were imposed on the transmitted
source information of the transport layer, and not the channel. The issue was
resolved by evaluating the additional traffic and changing the stand settings.

Unfortunately, this work was not intended to test the data of firmware envi-
ronments, therefore this information is a warning to researchers.
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7 Conclusion

The developed protocol provides guaranteed data delivery without re-requests
with packet losses from 0 to 23%. The protocol recovers all missing and corrupted
data. There may be small losses when switching from lossless mode, but they
were not observed during testing.

It is required to optimize program codes, since not all algorithms have been
redesigned for parallel operation. Also, the protocol does not correspond to the
nature of the errors on the radio links, it is required to ensure stable operation
on the radio channel, as well as to consider the possibility of applying these
developments at the physical level to the 5G standards group.

To ensure work on heterogeneous IP networks, the possibility of developing
a neural network with reinforced learning is being considered.

It is also required to transfer the protocol from the kernel level to the user
level. This will allow you not to depend on the specific implementation of the
kernel and, in particular, work on the old, third core. In addition, at the kernel
level, vector processor operations do not work, which can significantly speed up
the processing of error correction codes.
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Abstract. The authors propose the new principle of optical information
processing systems construction and the new method for parallel trans-
mission of information and control signals, which can improve the per-
formance of next generation telecommunication networks and all-optical
supercomputing systems. The advantages of the new systems are a decen-
tralized control of switching process and non-blocking switching scheme
[1,2]. Here the authors present the set-theoretical model of the 16 × 16
switch for the first time, describe the structure and the algorithm of the
system and present the bipartite directed graph of the switch. The pro-
posed system has low complexity in compared with well-known ones. To
prove this important property of the system we have carried out numer-
ical calculations of our schemes and well-known tunable one of a kind
non-blocking Clos scheme complexity. The calculation results showed
that the complexity of the developed schemes is 1.5–3 times less than
the Clos schemes.

Keywords: Optical switch · Decentralized control · Algorithm ·
Control · Complexity

1 Introduction

The IoT and 5G networks are predicted to create interconnection of big number
of devices and so required of high performance data processing nodes devel-
opment for transferring real-time data. To increase the performance of the next
generation networks not only fast data processing algorithms are needed, but also
fundamentally new devices must be proposed which allow increasing the speed
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of information interconnection an order of magnitude [3,4]. One of such devices
is an all optical processor, which has been actively developed by both domestic
and foreign scientists [4–7]. For the information exchange between optical pro-
cessors, various completely optical switching schemes must be used [1,2,7–12].
That schemes must have low complexity and satisfy two basic requirements: high
speed and non-blocking. In [7], the possibility of connecting optical processors
through well-known network topologies as the 3D torus, the GN hypercube, and
dragonfly (DF ) was investigated. The disadvantage of these schemes is switch
blocking when arbitrary switching commands must be processed. From switch-
ing theory [9,10], we know that there is only one rearrangeable non-blocking
scheme known as Clos network, it has relatively low complexity but uses a cen-
tral control device to implement a complex rearrangeable algorithm. In [12] the
networks with the topology of a quasi-complete graph and or digraph and their
invariant extensions have been proposed. They are designed to use small switches
and have high switching complexity if there is a large number of subscribers in
the network.

In [1,2], for the information exchange between optical processors, the authors
propose to use the 4 × 4 next generation optical decentralized control switching
systems which process the control information and payload consistently and the
control information is transmitted in the packet header. In this paper, for the first
time, the authors propose a method for parallel transmission of control signals
and data at the level of individual bits. The control and information signals
have different wavelengths. A feature of our switching systems is a new method
of non-blocking information processing. This method provides the increasing of
the duty cycle of optical pulses, and combines switch and bus methods of conflicts
prevention.

We have proposed the method of expansion of the next generation optical
switching systems based on 4 × 4 switches for constructing 16 × 16, 256 × 256,
4096 × 4096 systems [1,2]. However, in [1,2], a mathematical model of the pro-
posed systems and a theoretical foundation of their non-blocking have not been
presented. In this paper, the set-theoretic model of a 16 × 16 switch and the
corresponding bipartite graph are presented for the first time. Based on these
models, the authors have developed the optical switching system algorithm that
ensures the absence of collisions. In this paper for the first time we also present
our scheme complexity numerical calculating method and the comparison results
with similar-sized well-known Clos scheme complexity.

2 Set-Theoretical Switch 16 × 16 Model

The 16 × 16 switch scheme is presented in the Fig. 1 [1]. The scheme consists of
input and output stages of four 4 × 4 switches (Fig. 1). The bipartite directed
graph of the switch is presented in Fig. 2 for the first time.

The bipartite directed graph of the switch G(A,B,C,D, Y, Z) is presented
in Fig. 2 for the first time. The graph is connected because every pair of the
distinct vertices is joined by the path between sets A(G) and B(G).
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Fig. 1. The next generation 16 × 16 optical switching system scheme

Fig. 2. The bipartite directed graph of the next generation optical 16 × 16 switch
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Let A = {a1, a2, . . . , a16} is the set of switch inputs; B = {b1, b2, . . . , b16}
is the set of switch outputs; Y = {y1, y2, . . . , y16} is the set of outputs of the
input stage switches; Z = {z1, z2, . . . , z16} is the set of inputs of the output
stage switches; C = {c1, c2, . . . , c16} - is the set of delay lines of the input stage
switch; D = {d1, d2, . . . , d16} is the set of delay lines of the output stage switch;
Q = {1, 0} is the set of states of the optical integrated device 4 × 4 of the
switch of the input stage (1-busy; 0-free); W = {1, 0} -set of states of the optical
integrated device 4 × 4 of the switch of the output stage (1-busy; 0-free) [1]. An
optical integrated device is used for multiplexing signals and for control of delay
lines.

Note that the degree of vertices a1 . . . a16 and b1 . . . b16 is equal to 1; the
degree of vertices c1 . . . c16 and d1 . . . d16 is equal to 3 and vertices y1 . . . y16 and
z1 . . . z16 is equal to 2 and the degree of vertices q1 . . . c16 and w1 . . . w16 is equal
to 12.

The bipartite graph G consists of eight subgraphs G′. Let us denote the
vertices of the subgraph g as a1 . . . a4; c1 . . . c4; q1; y1 . . . y4 and describe one of
the subgraphs of the graph G by the adjacency matrix (Table 1).

Table 1. The adjacency matrix of subgraph G′

a1 a2 a3 a4 c1 c2 c3 c4 q1 y1 c2 c3 c4

a1 0 0 0 0 1 0 0 0 1 0 0 0 0

a2 0 0 0 0 0 1 0 0 1 0 0 0 0

a3 0 0 0 0 0 0 1 0 1 0 0 0 0

a4 0 0 0 0 0 0 0 0 1 0 0 0 0

c1 1 0 0 0 0 0 0 0 2 0 0 0 0

c2 0 1 0 0 0 0 0 0 2 0 0 0 0

c3 0 0 1 0 0 0 0 0 2 0 0 0 0

c4 0 0 0 1 1 0 0 0 2 0 0 0 0

q1 0 0 0 0 1 1 1 1 0 1 1 1 1

y1 0 0 0 0 0 0 0 0 1 0 0 0 0

y2 0 0 0 0 0 0 0 0 1 0 0 0 0

y3 0 0 0 0 0 0 0 0 1 0 0 0 0

y4 0 0 0 0 0 0 0 0 1 0 0 0 0

The bipartite directed graph G includes feedbacks between sets of vertices
C and Q and sets of vertices D and W . The graph G is named the bipartite
directed graph with feedbacks and it describes the space-time divided of optical
signals. For example, let us consider the paths between two parallel connections:
the first input and the sixteen output and the fourth input and the first output.
The first path includes the vertices a1, c1, q1, y4, z12, d12, w4 and b16 and the
second path includes the vertices a4, c4, q1, y1, z1, d1, w1 and b1. As you can
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see there is an interaction of connection lines in vertex q1. As the vertex q1 has
additional feedback edges between each of vertices c1, c2, c3, c4 of subgraph G′

there is no blocking in the system.
The formalized model describing the structure of the switch is defined by the

following expression:
T = Sc1 ∪ Sc2 (1)

where the sets SC1 and SC2 describe the mathematical models of the input and
output stages respectively. These sets can be represented in the following form:

Sc1 =
⋃

i=1,4

(Ai × Yi) (2)

Sc2 =
⋃

j=1,4

(Zj × Bj) (3)

where Cartesian products Ai×Yi and Zj ×Bj describe i-switching block and
j-switching block of input and output stages accordingly. We additionally define
the set of communication lines between the input and output stages as ML. We
have divided the sets Y and Z into four subsets: Ry = {Yk : Yk ⊂ ML; k = 1, 4};
Rz = {Zk : Zk ⊂ ML; k = 1, 4}, where any subset Zk contains only one element
of each subset Yk and vice versa. So the connection lines between input and
output switching blocks can be described through the adjacency matrix (Table 2,
Fig. 1).

Table 2. The adjacency matrix of 16 × 16 switching system graph

I II III IV V VI VII VIII

I 0 0 0 0 1 0 0 0

II 0 0 0 0 1 0 0 0

III 0 0 0 0 1 0 0 0

IV 0 0 0 0 1 0 0 0

V 0 0 0 0 1 0 0 0

VI 0 0 0 0 1 0 0 0

VII 0 0 0 0 1 0 0 0

VIII 0 0 0 0 1 0 0 0

The set of input variables X = {xk}, xk ⊂ {λ1
i , λ

1
j , λ

2
i , λ

2
j , λp} is arrived at the

inputs of the system and it can be distributed among the outputs in accordance
with the switch operation algorithm. The block diagram of the algorithm is
presented in Fig. 3. The operators of occupying of the optical integrated device
of the input p1(qi) and output p2(wi) 4 × 4 switches stages are defined as follows:

p1(qi) =

{
1, if there is a communication channel between ai and yi through qi
0, in other cases

(4)
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Fig. 3. The block diagram of the 16 × 16 switching system algorithm

p2(wi) =

{
1, if there is the communication channel between zj and bj through wi

0, in other cases

(5)
Let ν1(ci) is the distribution operator of the variables xk along the delay lines ci.

ν1(ci) =
{

xk, if xk is at the input ai and p1(qi) = 1
0, in other cases

(6)
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and let ν2(di) is the distribution operator of the variables xk along the delay
lines di.

ν1(di) =
{

xk, if xk is at the input ai and p2(wi) = 1
0, in other cases

(7)

The problem of distributing of the set of input variables X = {xk} over the
outputs is solved by two steps. At the first step of the algorithm, the commu-
nication channel is established through the switching unit of the input stage
(IS1). For this, in accordance with a combination of control signals λ1

i and λ1
j ,

the output number of one of the input stage switching blocks yk is determined.
So the first output corresponds to a combination of control signals {0; 0}(λ1

i =
0, λ1

j = 0), the second one corresponds to {0;λ2} (λ1
i = 0, λ1

j = λ2), the third one
corresponds to {λ1; 0} (λ1

1 = λ1, λ1
j = 0), the fourth one corresponds to {λ3;λ4}

(λ2
i = λ3, λ2

j = λ4) (see Fig. 3 and Table 1). At the second step the communica-
tion channel is established through the switching unit of the output stage (OS2).
For this, in accordance with a combination of control signals, the output number
of one of the switching blocks of the output stage zk is determined. So, the first
output corresponds to the combination {0; 0} (λ2

i = 0, λ2
j = 0), the second one

corresponds to {0;λ4} (λ2
i = 0, λ2

j = λ4), the third one corresponds to {λ3; 0}
(λ2

i = λ3, λ2
j = 0), the fourth one corresponds to {λ3;λ4} (λ2

i = λ3, λ2
j = λ4)

(see Fig. 1, Table 1) (Table 3).

Table 3. The combinations of the control signals corresponding to the output numbers
(N) of the 16 × 16 switching system

N Control signals N Control signals

1 0 0 0 0 9 λ1 0 0 0

2 0 0 0 λ4 10 λ1 0 0 λ4

3 0 0 λ3 0 11 λ1 0 λ3 0

4 0 0 λ3 λ4 12 λ1 0 λ3 λ4

5 0 λ2 0 0 13 λ1 λ2 0 0

6 0 λ2 0 λ4 14 λ1 λ2 0 λ4

7 0 λ2 λ3 0 15 λ1 λ2 λ3 0

8 0 λ2 λ3 λ4 16 λ1 λ2 λ3 λ4

Thus, we can introduce the operator of the existence of a communication
channel between input ai and output bj as

S(aibj) =
{

1, if p1(qi) = 0 and p2(wi) = 0
0, in other cases

(8)
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As a result, the necessary condition for the absence of blocking and collisions
during the information transmission can be written in the form

S(aibi) = F [xk(ai), p(qi), p2(wi)] =

xk&p1(qi)&p2(wi)
(9)

Timing diagrams of control and information signals are presented in Fig. 4.

Fig. 4. Timing diagrams of control and information signals

At the moment t1 one of the inputs of the switching system receives a bit of
an information signal λp (Fig. 4a) and four control signals λ1

i , λ1
j , λ2

i and λ2
j

(Fig. 4b, c, d, e). Two control signals are used to configure the input stage 4 × 4
switch (IS). At the moment t2, one of the inputs of the output stage switch (OS)
receives a bit of the information signal (Fig. 4a, d, e) and two control signals λ2

i

and λ2
j , which are used to configure the output stage 4 × 4 switch.

At the moment t3, there is a transmission of information and control signals
in accordance with the output number. Thus, the switch configuration process is
repeated. On the timing diagram the control and information signals transmis-
sion from only one of several inputs is presented. It should be noted that there
is no blocking in the system.

3 Numerical Calculations of Scheme Complexity

In order to evaluate the advantages of the proposed schemes, we have compared
their complexity S and the required signal period T with the well-known non-
blocking Clos scheme (Fig. 5).
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Fig. 5. The 3-stage Clos scheme

The complexity of three-stage Clos switching system is generally determined
as following expression: S1 = 3m3 = 3N

3/2
1 , where N1 is the number of sub-

scribers, and m is the number of inputs and outputs of the input stage switch.
But Clos switching system is blocked in the case of parallel information trans-
mission from arbitrary input to arbitrary output [. . . ].

We have considered the non-blocking Clos scheme, which contains the first
stage m × 2m switches, the intermediate stage m × m switches, and the output
stage 2m × m switches. Then the number of subscribers N1 and complexity S1

can be calculated as following expressions: N1 = m2, S1 = 6m3 = 6N
3/2
1 . For

example, for m = 4 (Fig. 5), we have N1 = 16 and S1 = 6 · 64 = 384 = N2.15
1

for m = 16 we have N1 = 256 and S1 = 6 · 4096 = 24576 = N1.86
1 . The period

of optical pulses T1 equal to 1. The disadvantage of this scheme is external
control by special rearrangeable algorithm to provide non-blocking property of
the system.

For the proposed photon 16 × 16 switch (Fig. 1), the complexity and period
of optical pulses can be calculated as following expressions: S1 = N2

1 = 256 and a
T1 = 4, the complexity S2 of the photon 256 × 256 switch as S2 = 8192 = N1.62

2

with a period of optical pulses T2 = 49. Thus, the complexity of the proposed
16 × 16 switch is 1.5 times less than the complexity of the Clos switch, and the
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complexity of the 256 × 256 switch is three times less than the complexity of the
analogously Clos switch. The disadvantage of the presented systems is the larger
size of the optical signals period required to provide non-blocking scheme with
decentralized control. As the number of inputs increases, the number of control
signals and the period of optical signals increases.

4 Conclussions

For the development of all optical switching systems that provide switching speed
about several ps, various multistage schemes such as Benes, Spanke, Shpanke-
Benes and Clos have been proposed early [9–11]. All these schemes are non-
blocking only for a limited set of input-output pairs. Only the rearrangeable
Close scheme is non-blocking but it must be controlled by external processor
that uses a complex switching algorithm. Therefore speed of optical switching
systems based on such type of schemes is really limited by ns. The strictly non-
blocking schemes have been offered by authors recently [1,2]. However in those
works the authors did not present the accurate proof of non-blocking property
and self-turning functioning algorithm of new strictly non-blocking switching
systems. Despite it is very important point in design of all-optical switches.

In this paper the accurate set-theoretical model and the bipartite directed
graph of the 16 × 16 optical switching system that can be used in next genera-
tion communication networks are presented for the first time. The model allows
us to formulate the non-blocking condition for the new scheme types for the first
time too. Additionally we developed and presented the functioning algorithm of
the 16 × 16 optical switching system [1] using the set-theoretical description and
graph theory. The algorithm is based on the fundamentally new method of par-
allel processing of control and information signals that we described here for the
first time. We also present the research results of dependencies of the proposed
scheme complexity and signal periods on the number of inputs. The comparison
of obtained results with the analogous parameters of the Clos scheme is carried
out, and we can say that our schemes have smaller complexity but longer sig-
nal period to providing strictly non-blocking of all optical switching. The main
advantage of presented switching method is that connection establishment con-
trol without external electron processor is realized for the first time. For this
purpose processing of control and information signals is carried out inside the
switching scheme. As a result, in our point of view, the developed schemes are
perspective for all-optical next generation telecommunication networks and it
can be used in real-time systems.
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Abstract. In this paper we consider a two dimensional dynamical sys-
tem with arbitrary piecewise constant parameters described by a lin-
ear homogeneous differential equations system with discontinuous coef-
ficients. For such a system the fundamental solution matrix in the ana-
lytical form in elementary functions is found. The theorem saying that
this matrix is the finite sum of the unimodular matrices with the certain
influence coefficients is proved. The results allow us to carry out qual-
itative analysis of the corresponding dynamical systems, solve inverse
problems, investigate the conditions for the oscillation stabilities. Obvi-
ously, the results can be used in theory of inhomogeneous and non-linear
systems.

Keywords: Mathematical model · Two order differential equations ·
Linear dynamic system

1 Introduction

Studying two-dimensional dynamic systems is a classic problem in mechan-
ics, microwave theory, optics, telecommunications, hydrodynamics, biology etc.
During the past two centuries linear and non-linear systems have been widely
described in scientific literature [1–10].

The analytical [1–4,8–10] and numerical [4–7] methods have been utilized to
research such systems. Accurate analytical solutions for systems with constant
parameters have been presented, for example, in [1,8,9]. Approximate analytical
methods of small parameters have been used [4]. However, numerical methods
have been applied as rule [5–7].

For today the fundamental matrix method [1–4,8–10] can be considered as
most applicable for linear systems with piecewise constant parameters. Indeed,
this matrix relates a state of a system at an arbitrary moment t to a state at
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an initial moment t = 0. For example, solving stability problem in mechanics by
using this method is simple and elegant [8,9]. In microwave theory and optics the
fundamental matrix method allows us to find reflection and transmitted coeffi-
cients of stratified structures. The 2 × 2 matrix for two dimensional mechanical
system has been presented in detail in [1–4]. In the case of four dimensional
electromagnetic system the method has been applied in [11,12].

In this paper we present the fundamental matrix of an linear homogeneous
two-dimensional dynamic system with arbitrary piecewise constant parameters
for the first time. The solution is obtained in the analytical form in elementary
functions. It also is proved that the fundamental matrix for the arbitrary intervals
with constant parameters can be presented as the finite sum of the unimodular
matrices. It is very important result as it is well-known [13] that a unimodular
matrix describes a undamped oscillation. Thus we obtain the finite spectrum of
a resulting oscillation.

2 Statement of the Problem

In this paper we consider a system described by the two-order linear ordinary
homogeneous differential equations with arbitrary piecewise-constant coefficients
[1–4].

⎧
⎪⎨

⎪⎩

dy(t)
dt

= a11(t)x(t) + a12(t)y(t)
dx(t)

dt
= a21(t)x(t) + a22(t)y(t)

(1)

where in a general case the coefficients a11, a12, a21, a22 are complex and piece-
wise constant:

a11(t) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

a
(1)
11 , 0 < t < t1

a
(2)
11 , t1 < t < t2

· · · · · ·
a
(N)
11 , tN−1 < t < T

(2)

a12(t) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

a
(1)
12 , 0 < t < t1

a
(2)
12 , t1 < t < t2

· · · · · ·
a
(N)
12 , tN−1 < t < T

(3)

a21(t) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

a
(1)
21 , 0 < t < t1

a
(2)
21 , t1 < t < t2

· · · · · ·
a
(N)
21 , tN−1 < t < T

(4)

a12(t) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

a
(1)
12 , 0 < t < t1

a
(2)
12 , t1 < t < t2

· · · · · ·
a
(N)
12 , tN−1 < t < T

(5)
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Fig. 1. The possible coefficients of the system (1)

Here the superscript is the number of an interval with constant parameters.
The possible example of parameter is presented in Fig. 1. Each of the parameters
can jump for any value at any moment t.

3 Method

3.1 The Fundamental Matrix of an i-th Interval with Constant
Parameters

First of all we find the eigennumbers of the systems (1). In accordance to well-
known method [1,2,4] we can write

k1,2 =
a12 + a21

2
±

√

(a12 + a21)
2

4
+ (a11a22 − a12a21) (6)

It also is well-known [1–4,14,15] that the general solution of the system (1) can
be written as the sum of two exponents

x(t) = A exp(k1t) + B exp(k2t)
y(t) = (k1 − a21)A exp(k1t) + (k2 − a21)B exp(k2t)

(7)

Now, the elements of the fundamental matrix must be found for the indepen-
dent initial conditions {1; 0}T and {0; 1}T at t = 0 [1,8,9,14,15]. Here T is the
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transpose operation. In this way the coefficients A and B are

A =
k2 − a21

k2 − k1

B = −k1 − a21

k2 − k1

(8)

for the initial condition {1; 0}T . Now in accordance to [1,2,14,15] the first column
elements of the fundamental matrix are following

M11 =
k2 − a21

k2 − k1
exp(k1t) − k1 − a21

k2 − k1
exp(k2t)

M21 =
(k1 − a21)(k2 − a21)

k2 − k1
[exp(k1t) − exp(k2t)]

(9)

Analogously taking into account the initial conditions {0; 1}T the constants
A and B are obtained as

A = − 1
k2 − k1

B =
1

k2 − k1

(10)

and the second column elements of the matrix are

M12 = − 1
k2 − k1

exp(k1t) +
1

k2 − k1
exp(k2t)

M22 = −k1 − a21

k2 − k1
exp(k1t) +

k2 − a21

k2 − k1
exp(k2t)

(11)

As a result the fundamental matrix for an i-th interval with constant parameters
can be written in the form

Mi =
1

k
(i)
2 − k

(i)
1

⎛

⎜
⎝

γ
(i)
2 exp(k(i)

1 t(i)) − γ
(i)
1 exp(k(i)

2 t(i))

γ
(i)
1 γ

(i)
2

[
exp(k(i)

1 t(i)) − exp(k(i)
2 t(i))

]

− exp(k(i)
1 t(i)) + exp(k(i)

2 t(i))

−γ
(i)
1 exp(k(i)

1 t(i)) + γ
(i)
2 exp(k(i)

2 t(i))

⎞

⎟
⎠

(12)

where
γ
(i)
1 = k

(i)
1 − a

(i)
21

γ
(i)
2 = k

(i)
2 − a

(i)
21

(13)

Here the superscript indicates the interval number, and the subscript indicates
the eigenmode number within the interval.
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3.2 The Fundamental Matrix of an Interval with Piecewise
Constant Parameters

In accordance to the method [1,2,8,9,14,15] a fundamental matrix relates the
dynamic variables x(t) and y(t) at an arbitrary point t to these variables x(0)
and y(0) at t = 0. On other words, we have

U(t1) = M1U(0) (14)

for the first interval. Here U(t) = {y(t), x(t)}T , M1 is the fundamental matrix
of the first interval (see (12)). Taking into account continuity conditions for
dynamic variables [1,2,8,9], we can write the analogous expression for two inter-
vals with constant parameters.

U(t2) = M2U(t1) = M2M1U(0) (15)

Here M2 is the fundamental matrix of the second interval. Analogously it can
be written

U(T ) = MNMN−1...M2M1U(0) (16)

for N intervals with constant parameters. Therefore a fundamental matrix for the
arbitrary finite number N of intervals with constant parameters is the product
of the interval matrices (12).

M = MNMN−1...M2M1 =
∏1

i=N
Mi (17)

In classical scientific literature this formula is final and its further transforma-
tions have not been carried out. As a result there are no an expression of a
fundamental matrix of a two dimensional system with arbitrary piecewise con-
stant parameters in analytical form for today.

Our main purpose here is finding such a matrix. First of all scientific research
of (17) is allowed us to formulate the following main theorem:

Theorem 1. The fundamental matrix of the two-dimensional system (1) with
arbitrary piecewise constant coefficients can be written as the finite sum of the
unimodular matrices Mq with the certain influence coefficients ζq:

M =
2N∑

q=1

ζqMq (18)

where N is the number of intervals with constant parameters,

ζq =

∏N−1
i=1 (γ(i)

1+Fq,i
− γ

(i+1)
2−Fq,i

)
∏N

i=1(k
(i)
2 − k

(i)
1 )

(19)
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is the influence coefficients,

Mq =

⎛

⎝
(−1)

∑N
i=1 Fq,iγ

(1)
2−Fq,i

exp
[∑2N

i=1(k
(i)
1+Fq,i

t(i))
]

(−1)
∑N

i=1 Fq,iγ
(1)
2−Fq,i

γ
(N)
1+Fq,i

exp
[∑2N

i=1(k
(i)
1+Fq,i

t(i))
]

(−1)
∑N

i=1 Fq,iγ
(1)
2−Fq,i

γ
(N)
1+Fq,i

exp
[∑2N

i=1(k
(i)
1+Fq,i

t(i))
]

(−1)
∑N

i=1 Fq,i+1γ
(N)
2−Fq,i

exp
[∑2N

i=1(k
(i)
1+Fq,i

t(i))
]

⎞

⎠

(20)

is the unimodular matrix.

Proof. The proof this theorem is given by using the mathematical induction
method. At first, let us write the matrix for two intervals with constant parame-
ters. The elements of the one obtained by using the interval matrix multiplication
and the algebraic transformations are

M
(2)
11 =

− γ1
2(γ1

1 − γ2
2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
1 t(2)

)

+
γ1
2(γ1

1 − γ2
1)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
2 t(2)

)

+
γ1
1(γ1

2 − γ2
2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
1 t(2)

)

− γ1
1(γ1

2 − γ2
1)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
2 t(2)

)

(21)

M
(2)
12 =

(γ1
1 − γ2

2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
1 t(2)

)

− (γ1
1 − γ2

1)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
2 t(2)

)

− (γ1
2 − γ2

2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
1 t(2)

)

+
(γ1

2 − γ2
1)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
2 t(2)

)

(22)

M
(2)
21 =

− γ1
2γ2

1(γ1
1 − γ2

2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
1 t(2)

)

+
γ1
2γ2

2(γ1
1 − γ2

2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
2 t(2)

)

+
γ1
1γ2

1(γ1
1 − γ2

2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
1 t(2)

)

− γ1
1γ2

2(γ1
1 − γ2

2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
2 t(2)

)

(23)
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M
(2)
21 =

γ2
1(γ1

1 − γ2
2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
1 t(2)

)

− γ2
2(γ1

1 − γ2
2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
2 t(2)

)

− γ2
1(γ1

1 − γ2
2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
1 t(2)

)

+
γ2
2(γ1

1 − γ2
2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
2 t(2)

)

(24)

Expressions (21)–(24) already show the certain regularity in the elements of
the matrix. However to fully understand this regularity, we write the matrix
elements for three intervals with constant parameters. For example, the element
M

(3)
11 after algebraic transformations is

M
(3)
11 =

γ1
2(γ1

1 − γ2
2)(γ2

1 − γ3
2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
1 t(2) + (k(3)

1 t(3)
)

− γ1
2(γ1

1 − γ2
2)(γ2

1 − γ3
1)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
1 t(2) + (k(3)

2 t(3)
)

− γ1
2(γ1

1 − γ2
1)(γ2

2 − γ3
2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
2 t(2) + (k(3)

1 t(3)
)

+
γ1
2(γ1

1 − γ2
1)(γ2

2 − γ3
1)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
2 t(2) + (k(3)

2 t(3)
)

− γ1
1(γ1

2 − γ2
2)(γ2

1 − γ3
2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
1 t(2) + (k(3)

1 t(3)
)

+
γ1
1(γ1

2 − γ2
2)(γ2

1 − γ3
1)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
1 t(2) + (k(3)

2 t(3)
)

+
γ1
1(γ1

2 − γ2
1)(γ2

2 − γ3
2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
2 t(2) + (k(3)

1 t(3)
)

− γ1
1(γ1

2 − γ2
1)(γ2

2 − γ3
1)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
2 t(2) + (k(3)

2 t(3)
)

(25)
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The element M
(3)
12 for tree intervals with constant parameters is

M
(3)
12 =

− (γ1
1 − γ2

2)(γ2
1 − γ3

2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
1 t(2) + (k(3)

1 t(3)
)

+
(γ1

1 − γ2
2)(γ2

1 − γ3
1)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
1 t(2) + (k(3)

2 t(3)
)

+
(γ1

1 − γ2
1)(γ2

2 − γ3
2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
2 t(2) + (k(3)

1 t(3)
)

− (γ1
1 − γ2

1)(γ2
2 − γ3

1)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
2 t(2) + (k(3)

2 t(3)
)

+
(γ1

2 − γ2
2)(γ2

1 − γ3
2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
1 t(2) + (k(3)

1 t(3)
)

− (γ1
2 − γ2

2)(γ2
1 − γ3

1)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
1 t(2) + (k(3)

2 t(3)
)

− (γ1
2 − γ2

1)(γ2
2 − γ3

2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
2 t(2) + (k(3)

1 t(3)
)

+
(γ1

2 − γ2
1)(γ2

2 − γ3
1)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
2 t(2) + (k(3)

2 t(3)
)

(26)
The element M

(3)
21 for tree intervals with constant parameters is

M
(3)
21 =

γ1
2γ3

1(γ1
1 − γ2

2)(γ2
1 − γ3

2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
1 t(2) + (k(3)

1 t(3)
)

− γ1
2γ3

2(γ1
1 − γ2

2)(γ2
1 − γ3

1)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
1 t(2) + (k(3)

2 t(3)
)

− γ1
2γ3

1(γ1
1 − γ2

1)(γ2
2 − γ3

2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
2 t(2) + (k(3)

1 t(3)
)

+
γ1
2γ3

2(γ1
1 − γ2

1)(γ2
2 − γ3

1)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
2 t(2) + (k(3)

2 t(3)
)

− γ1
1γ3

1(γ1
2 − γ2

2)(γ2
1 − γ3

2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
1 t(2) + (k(3)

1 t(3)
)

+
γ1
1γ3

2(γ1
2 − γ2

2)(γ2
1 − γ3

1)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
1 t(2) + (k(3)

2 t(3)
)

+
γ1
1γ3

1(γ1
2 − γ2

1)(γ2
2 − γ3

2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
2 t(2) + (k(3)

1 t(3)
)

− γ1
1γ3

2(γ1
2 − γ2

1)(γ2
2 − γ3

1)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
2 t(2) + (k(3)

2 t(3)
)

(27)
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The element M
(3)
22 for tree intervals with constant parameters is

M
(3)
22 =

− γ3
1(γ1

1 − γ2
2)(γ2

1 − γ3
2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
1 t(2) + (k(3)

1 t(3)
)

+
γ3
2(γ1

1 − γ2
2)(γ2

1 − γ3
1)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
1 t(2) + (k(3)

2 t(3)
)

+
γ3
1(γ1

1 − γ2
1)(γ2

2 − γ3
2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
2 t(2) + (k(3)

1 t(3)
)

− γ3
2(γ1

1 − γ2
1)(γ2

2 − γ3
1)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
1 t(1) + k

(2)
2 t(2) + (k(3)

2 t(3)
)

+
γ3
1(γ1

2 − γ2
2)(γ2

1 − γ3
2)

(k(1)
2 − k

(1)
1 )(k(2)

2 − k
(2)
1 )(k(3)

2 − k
(3)
1 )

exp
(
k
(1)
2 t(1) + k

(2)
1 t(2) + (k(3)
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(28)
Similar expressions can be written for four, five, six intervals. However in

(25)–(28), the regularity in these expressions is clearly visible. First of all it is
the regularity in the index change. This regularity can be taken into account by
the new sign function [16]

Fq,i =
1
2
〈1 + (−1)isign

{
sin

[ π

2N+1−i
(2q − 1)

]}
〉 (29)

Here i is the interval number, q is the number of the term in the sums (21)–(24)
and (25)–(28). For example, the values of the sign function for three intervals
with constant parameters are presented in Table 1.

Table 1. The sign function values for three intervals with constant parameters

q i = 1, k1 = 1 i = 2, k2 = 3 i = 3, k3 = 5 i = 1, k1 = 2 i = 2, k2 = 4 i = 3, k3 = 6

1 1 1 1 0 0 0

2 1 1 0 0 0 1

3 1 0 1 0 1 0

4 1 0 0 0 1 1

5 0 1 1 1 0 0

6 0 1 0 1 0 1

7 0 0 1 1 1 0

8 0 0 0 1 1 1
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It is easy to check that taking into account (29), the expression (25) can be
written in the form

M
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(30)

Analogously, the expressions (26)–(28) can be presented in the forms
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(33)

Taking into account (30)–(33) we can assume that the elements of the funda-
mental matrix for the N constant parameter intervals can be written in the
form
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(34)

To prove the theorem, it is necessary to find the matrix for N + 1 intervals.
Here we don’t present these cumbersome algebraic transformations. However,
after multiplying the corresponding matrices and replacing M = N + 1, we
obtained the elements of the matrix in the form (34). Next, the solution (34)
can be transformed in such a way as to distinguish unimodular matrices Mq in
it. As a result, the fundamental matrix of the considered system is reduced to
the form (20).

Thus, we obtained the fundamental matrix of a linear ordinary homogeneous
two-dimensional dynamic system with arbitrary piecewise constant parameters
for the first time.
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4 Conclusions

In this paper a dynamical system with arbitrary piecewise constant parameters
described by a linear homogeneous differential equations system with discontin-
uous coefficients is studied theoretically. For this case the matrix of fundamental
solutions in the analytical form in elementary functions is found for the first
time. The theorem saying that this matrix can be represented as a finite sum
of unimodular matrices with certain contribution coefficients is proved. Despite
the fact that the matrix looks quite complex, its application in specific prob-
lems gives us simple and convenient expressions. Moreover the regularities in
the matrix noted in this work allow us to use it for programming this class
problems.

The obtained results allow us to carry out analytical investigation of two-
dimensional linear dynamical systems (homogeneous and inhomogeneous) [17,
18]. For example, this matrix gives us possibility to plot phase maps of systems
and investigate the oscillation stability conditions. Indeed stability conditions
of a linear two-dimension system are determined as the equality to two of this
matrix trace.

We also can solve inverse problems for such class of systems. The obtained
results can be used in the problems of designing optical devices based on strati-
fied structures [8,10,19]. It can be Bragg filters, optical amplitude detectors, dis-
placement devices. For example, absorbing and reflecting optical coatings have
been analysed by using so-call translation matrix in [8], Bragg filters and peri-
odic waveguides have been investigated by using so-call translation matrix in
[10], the switching cell has been described in [19].

The result is very important in quantum physics for Schroedinger equation
solving [20]. Such an equation, for example, describe behaviour of lattice of com-
posite materials. For today, in scientific literature the analytical solution has
been written for two intervals only. However it has been a very rough approx-
imation of real problems. Thus numerical methods have been used for solving
this problem as rule.

Obviously, the results can be also used in theory of inhomogeneous and non-
linear systems. Indeed a solution of an inhomogeneous system is the sum of a
general solution of a corresponding homogeneous system and a particular solu-
tion of an inhomogeneous system [17]. As for non-linear systems [4,5,17], the
obtained result is a zero approximation written in the analytical form in elemen-
tal functions.
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Abstract. We consider a queueing-inventory problem arising in trans-
port of passengers (flight/train/bus) in which seats in the passenger
vessel are assumed to be physically available inventory. Two types of
customers – type 1 (high priority (HP)) and type 2 (low priority (LP))
arrive for service. High priority customers have a finite buffer to wait
whose maximum capacity is S + V, where S is the capacity of the vessel
and V is the number of overbookings permitted. Low priority customers
wait in an infinite capacity queue. High priority customers have non-
preemptive priority over low priority customers.

Arrival of customers form a marked Poisson process. Service time
for each customer is exponentially distributed. Each customer asks for
exactly one item from inventory which requires an exponentially dis-
tributed time for processing (reservation). The service time parameter
varies with the “stage of common life time of items for reservation”.
Vehicle departure time is regarded as “realization of common life time
(CLT ) of seats in the vehicle”. To be precise, inter departure time of
vehicles is assumed to have Erlang distribution with K stages. Instantly
the next vessel is scheduled. In addition to advanced reservation of seats
(inventory), those customers who already reserved seats can “cancel their
reservation”, before CLT gets realized.

Depending on the number of overbookings, the vessel capacity for the
scheduled departure is modified (for example, a larger vessel is employed
if the number of overbooking at the time of departure is high enough;
else the normal vessel is used).

We derive the stability condition for the system. Then we go about
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computing the system state distribution. From these we derive expres-
sions for computing performance of the system. Finally we analyze an
optimization problem associated with the model.

Keywords: Overbooking · Common life time · Schedule cancellation

1 Introduction

Queueing-inventory is introduced independently by Sigman and Simchi-Levi [10]
and Melikov and Molchanov [8] in 1992. However, until the end of that decade
very few findings were further reported (see Berman et al. [1], Berman and Kim
[2]). However, from the beginning of this century about 150 papers appeared till
date (see survey paper by Krishnamoorthy et al. [5]). A few among these discuss
stochastic decomposition and product form solution.

Reservation and cancellation of items in inventory and the common life time
(CLT ) of stocked items are discussed for the first time in queueing-inventory
literature in Krishnamoorthy et al. [6]. The same authors discussed a GI/M/1
type queueing-inventory in [7]. Subsequently Dhanya and Krishnamoorthy [3]
extend their earlier work to overbooking for one time unit ahead. Dhanya et al.
[4] discuss overbooking in customer transport in a very general context.

In this paper we aim at extending the findings in two of the last mentioned
papers in the above paragraph to the case of vehicle schedule cancellation and
deployment of larger vehicle for the current schedule based on the reservation
status immediately before CLT realization (vehicle departure). We assume the
CLT to be Erlang distributed (order K).

Two classes of customers arrive to the system for reservation of seats. They
are labelled type 1 (high priority - HP) and type 2 (low priority - LP), respec-
tively. The HP customers have a finite buffer of varying size (depending on seat
availability) to wait. LP customers join in an infinite capacity queue waiting for
their turn to be transferred to the buffer for service. HP customers have non-
preemptive priority over LP customers. Service time of customers of both type
follow independent exponential distributions with parameter depending on the
stage in which the CLT is in.

Though at a glance the present work appears to be exclusively for customer
transport, it can be suitably modified to deal with other types of queueing-
inventory problems. This will be discussed in a followup paper.

The section wise breakup of this paper is as described: Sect. 2 deals with the
mathematical modelling and analysis of the system under study. In this section
we also discuss the system state distribution. Measures for evaluation of the
performance of the system are provided in Sect. 3. In Sect. 4 we provide a few
numerical illustrations for the performance. Further we discuss an optimization
problem to decide on when to cancel a schedule or when to employ a larger
vehicle for the current schedule.
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2 Mathematical Formulation

Consider a single server queueing-inventory system with two types of customers,
a finite buffer for type 1 customers of size depending on the availability of num-
ber of items and an infinite waiting space for type 2 customers. Customers arrive
according to the Marked Poisson process of rates λ1 and λ2 for type 1 (high prior-
ity) and type 2 customers respectively. Type 1 customers have non-preemptive
priority over LP customers. The inventoried items have a common life time
(CLT ) which means that they all perish together on realization of common
life time. The distribution of the duration of this time is Erlang (K, θ). Service
time of customers is exponentially distributed with parameter depending on the
stage of CLT ; that is, the service time parameter while CLT is in stage i is
μi, 1 ≤ i ≤ K with μ1 > μ2 > ... > μK . It is assumed that the CLT progresses
as K → K − 1 → ... → 2 → 1. The system permits overbooking. We set an
upper bound for overbooking as V . On realization of common life time the next
schedule is announced and inventory level reaches its maximum S; consequently
overbooked customers (if < S/2) are immediately served with these new items.
Otherwise (overbooked customers ≥ S/2), all the customers are served at the
time of realization of CLT . Reservation of items and cancellation of sold items
before CLT realization is permitted in the corresponding cycle. Cancellation
takes place according to an exponentially distributed inter-occurrence time with
parameter iη, when (S+V −i) items are present in the inventory 0 ≤ i ≤ S+V −1.
At each epoch of CLT realization or when no customer is available in the buffer
with atleast one space for customers, transfer of one LP customer occurs from
infinite queue to the buffer. Also we assume that if the number of served items

is less than
S

4
, then the schedule is cancelled; consequently these customers are

provided that many items of the next schedule.
Define N(t) as the number of customers in the infinite queue, I(t), the

number of items in the inventory, B(t) is the number of customers in the
buffer including the one in service and E(t) is the stage of common life time.
Then Ω = {(N(t), I(t), B(t), E(t)), t ≥ 0} is a continuous time Markov chain
on the state space {(0, i, n2, j), 0 ≤ i ≤ S + V, 0 ≤ n2 ≤ i, j = K,K −
1, ..., 1}⋃{(n1, 0, 0, j), n1 ≥ 1, j = K,K − 1, ..., 1}⋃{(n1, i, n2, j), n1 ≥ 1, 1 ≤
i ≤ S + V, 1 ≤ n2 ≤ i, j = K,K − 1, ..., 1}.

NOTE Write KS = �S/2� and LS = �S/4�.
The transition rates are:

(a) Transitions due to arrival:
(n1, i, n2, j) → (n1 + 1, i, n2, j) : rate λ2 for n1 ≥ 0, 1 ≤ i ≤ S + V,

1 ≤ n2 ≤ i, j = K, K − 1, ..., 1
(n1, 0, 0, j) → (n1 + 1, 0, 0, j) : rate λ2 for n1 ≥ 0, j = K, K − 1, ..., 1

(n1, i, 0, j) → (n1, i, 1, j) : rate λ1 + λ2 for n1 ≥ 0, 1 ≤ i ≤ S + V,
j = K, K − 1, ..., 1

(n1, i, n2, j) → (n1, i, n2 + 1, j) : rate λ1 for n1 ≥ 0, 2 ≤ i ≤ S + V,
1 ≤ n2 ≤ i − 1, j = K, K − 1, ..., 1



218 D. Shajin et al.

(b) Transitions due to service completions:
(0, i, n2, j) → (0, i − 1, n2 − 1, j) : rate μj for 1 ≤ i ≤ S + V, 1 ≤ n2 ≤ i,

j = K, K − 1, ..., 1
(n1, i, n2, j) → (n1, i − 1, n2 − 1, j) : rate μj for n1 ≥ 1, 2 ≤ i ≤ S + V,

2 ≤ n2 ≤ i, j = K, K − 1, ..., 1
(n1, 1, 1, j) → (n1, 0, 0, j) : rate μj for n1 ≥ 1, j = K, K − 1, ..., 1

(n1, i, 1, j) → (n1 − 1, i − 1, 1, j) : rate μj for n1 ≥ 1, 2 ≤ i ≤ S + V,
j = K, K − 1, ..., 1

(c) Transitions due to common life time realization:
(0, i, n2, 1) → (0, S + V, 0, K) : rate θ for 0 ≤ i ≤ V − KS , 0 ≤ n2 ≤ i
(0, i, n2, 1) → (0, S + V, 0, K) : rate θ for LS ≤ i ≤ S + V, 0 ≤ n2 ≤ i
(0, i, n2, 1) → (0, S + i, 0, K) : rate θ for V − KS + 1 ≤ i ≤ V, 0 ≤ n2 ≤ i

(0, i, n2, 1) → (0, S + 2V − i, 0, K) : rate θ for V + 1 ≤ i ≤ V + LS − 1, 0 ≤ n2 ≤ i
(n1, 0, 0, 1) → (n1 − 1, S + V, 1, K) : rate θ for n1 ≥ 1

(n1, i, n2, 1) → (n1 − 1, S + V, 1, K) : rate θ for n1 ≥ 1, 1 ≤ i ≤ V − KS

1 ≤ n2 ≤ i
(n1, i, n2, 1) → (n1 − 1, S + V, 1, K) : rate θ for n1 ≥ 1, V + 1 ≤ i ≤ S + V − LS

1 ≤ n2 ≤ i
(n1, i, n2, 1) → (n1 − 1, S + i, 1, K) : rate θ for n1 ≥ 1, V − KS + 1 ≤ i ≤ V

1 ≤ n2 ≤ i
(n1, i, n2, 1) → (n1 − 1, i, 1, K) : rate θ for n1 ≥ 1, S + V − LS + 1 ≤ i ≤ S + V

1 ≤ n2 ≤ i
(d) Transition due to cancellation:

(0, i, n2, j) → (0, i + 1, n2, j) : rate (S + V − i)η for 0 ≤ i ≤ S + V − 1, 0 ≤ n2 ≤ i
j = K, K − 1, ..., 1

(n1, 0, 0, j) → (n1 − 1, 1, 1, j) : rate (S + V )η for n1 ≥ 1, j = K, K − 1, ..., 1
(n1, i, n2, j) → (n1, i + 1, n2, j) : rate (S + V − i)η for n1 ≥ 1, 1 ≤ i ≤ S + V − 1,

1 ≤ n2 ≤ i, j = K, K − 1, ..., 1
(e) Transitions due to common life time:

(0, i, n2, j) → (0, i, n2, j − 1) : rate θ for 0 ≤ i ≤ S + V, 0 ≤ n2 ≤ i,
j = K, K − 1, ..., 2

(n1, i, n2, j) → (n1, i, n2, j − 1) : rate θ for n1 ≥ 1, 1 ≤ i ≤ S + V,
1 ≤ n2 ≤ i, j = K, K − 1, ..., 2

(n1, 0, 0, j) → (n1, 0, 0, j − 1) : rate θ for n1 ≥ 1, j = K, K − 1, ..., 2

Thus the infinitesimal generator of Ω is of the form

Q =

⎛

⎜
⎜
⎜
⎝

A00 A01

A10 A1 A0

A2 A1 A0

. . . . . . . . .

⎞

⎟
⎟
⎟
⎠

. (1)

Each matrix A0, A1, A2 are square matrix of order u and matrices
A00, A01, A10 are of order v × v, v × u, u × v respectively where u =

K

(

1 +
(S + V )(S + V + 1)

2

)

and v =
(S + V + 1)(S + V + 2)K

2
.

2.1 Stability Condition

Let π be the steady state probability vector of A = A0 + A1 + A2. Then

πA = 0, πe = 1 (2)

where

A0 =

⎛

⎜
⎝

L0

. . .
LS+V

⎞

⎟
⎠ , A1 =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

H0

M1 H1 C1

. . . . . . . . .
MS+V −1 HS+V −1 CS+V −1

MS+V HS+V

⎞

⎟
⎟
⎟
⎟
⎟
⎠

,
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A2 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

C0 B0
B1

N2 B2

. . .
.
.
.

NV −KS
BV −KS

NV −KS+1 BV −KS+1

. . .
. . .

NV −1 BV −1
NV BV

NV +1 BV +1

. . .
.
.
.

Nd Bd
Nd+1 Bd+1

. . .
. . .

NV +S BV +S

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

with

d = S + V − LS , L0 = (λ2I) , Li =

⎛

⎜
⎝

λ2I
. . .

λ2I

⎞

⎟
⎠

i×i

, 1 ≤ i ≤ S + V

Ni =

⎛

⎜
⎜
⎜
⎝

U
O

. . .
O

⎞

⎟
⎟
⎟
⎠

i×i−1

, 2 ≤ i ≤ S + V,B0 =
(
T 0α 0 · · · 0 )

,

Bi =

⎛

⎜
⎝

T 0α 0 · · · 0
...

T 0α 0 · · · 0

⎞

⎟
⎠

i×S+V

, 1 ≤ i ≤ V − KS and V + 1 ≤ i ≤ S + V − LS

Bi =

⎛

⎜
⎝

T 0α 0 · · · 0
...

T 0α 0 · · · 0

⎞

⎟
⎠

i×S+i

, V − KS + 1 ≤ i ≤ V

Bi =

⎛

⎜
⎝

T 0α 0 · · · 0
...

T 0α 0 · · · 0

⎞

⎟
⎠

i×i

, S + V − LS + 1 ≤ i ≤ S + V

M1 = (U) ,Mi =

⎛

⎜
⎜
⎜
⎝

O · · · O
U

. . .
U

⎞

⎟
⎟
⎟
⎠

i×i−1

, 2 ≤ i ≤ S + V

C0 = ((S + V )ηI) , Ci =

⎛
⎜⎝

(S + V − i)ηI

. . .

(S + V − i)ηI

⎞
⎟⎠

i×i+1

, 1 ≤ i ≤ S +V −1

H0 = (T − (λ2 + (S + V )η)I) ,H1 = (T − (λ2 + (S + V − 1)η)I − U) ,



220 D. Shajin et al.

Hi =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

ai λ1I
ai λ1I

. . . . . .
ai λ1I

bi

⎞

⎟
⎟
⎟
⎟
⎟
⎠

, 2 ≤ i ≤ S + V

ai = T − (λ + (S + V − i)η)I − U, bi = T − (λ2 + (S + V − i)η)I − U,

U =

⎛

⎜
⎝

μK

. . .
μ1

⎞

⎟
⎠ , T =

⎛

⎜
⎜
⎜
⎝

−θ θ
. . . . . .

−θ θ
−θ

⎞

⎟
⎟
⎟
⎠

, T 0 =

⎛

⎜
⎜
⎜
⎝

0
...
0
θ

⎞

⎟
⎟
⎟
⎠

, α =
(
1 0 · · · 0

)

with I,O,0, e represent the identity matrix, zero matrix, zero vector, column
vector of 1’s respectively.

From (2) we have π0E0 + π1M1 = 0,

π i−1Ci−1 + π iEi + π i+1Fi+1 = 0, 1 ≤ i ≤ S + V − KS

π iBi + πS+i−1CS+i−1 + πS+iES+i + πS+i+1FS+i+1 = 0, V − KS + 1 ≤ i ≤ V − 1
V −KS∑

i=0

π iBi +

S+V −LS∑

i=V

π iBiπS+V −1CS+V −1 + πS+V FS+V = 0

where
Ei = Li + Hi, 0 ≤ i ≤ S + V − LS

Ei = Li + Hi + Bi, S + V − LS + 1 ≤ i ≤ S + V
Fi = Mi + Ni, 2 ≤ i ≤ S + V.

Solving the above system of equations we get

πi = πi+1Ui, 0 ≤ i ≤ S + V − 1 (3)

where

Ui =

⎧
⎨

⎩

−M1 [E0]
−1 , i = 0,

−Fi+1 [Ui−1Ci−1 + Ei]
−1 , 1 ≤ i ≤ S + V − KS

−Fi+1 [Ui−1...Ui−SBi−S + Ui−1Ci−1 + Ei]
−1 , S + V − KS + 1 ≤ i ≤ S + V − 1.

Let Vi = US+V −i for 1 ≤ i ≤ S + V . From the normalizing condition πe = 1 we
get

πS+V

⎡

⎣I +
S+V∑

i=1

i∏

j=1

Vj

⎤

⎦ e = 1. (4)

Theorem 1. The queueing-inventory system under study is stable if and only if

πS+V Ue < πS+V Ve (5)
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Proof. The queueing-inventory system under study with the generator given in
(1) is stable if and only if (see Neuts [9])

πA0e < πA2e. (6)

Note that from the elements of A0 and from A2, we get

πA0e = πS+V

⎡

⎣
S+V −1∑

i=0

S+V −i∏

j=1

VjLi + LS+V

⎤

⎦ e and

πA2e = πS+V

⎡

⎣
S+V −1∑

i=2

S+V −i∏

j=1

VjNi + NS+V +

S+V −1∑

i=0

S+V −i∏

j=1

VjBi + BS+V +

S+V∏

j=1

VjC0

⎤

⎦ e.

Let U =

⎡

⎣
S+V −1∑

i=0

S+V −i∏

j=1

VjLi + LS+V

⎤

⎦ and

V =

⎡

⎣
S+V −1∑

i=2

S+V −i∏

j=1

VjNi + NS+V +
S+V −1∑

i=0

S+V −i∏

j=1

VjBi + BS+V +
S+V∏

j=1

VjC0

⎤

⎦ .

Now using (6) we get the stated result.

2.2 Steady State Probability Vector

Let x be the steady state probability vector of Q. Then x must satisfy the set
of equations

xQ = 0,xe = 1. (7)

Thus the above set of equations reduce to:

x0A00 + x1A10 = 0,
x0A01 + x1A1 + x2A2 = 0,

xn−1A0 + xnA1 + xn+1A2 = 0, n ≥ 2.
(8)

Under the assumption that the stability condition holds, we see that x is obtained
as (see Neuts [9])

xn = x1R
n−1, n ≥ 2 (9)

where R is the minimal non-negative solution to the matrix quadratic equation:

R2A2 + RA1 + A0 = O (10)

and the boundary equations are given by

x0A00 + x1A10 = 0,
x0A01 + x1 [A1 + RA2] = 0.

(11)

The normalizing condition (7) gives

x0

[
I + K(I − R)−1

]
e = 1 (12)

where K = −A01 [A1 + RA2]
−1

.
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3 Some Important System Performance Measures

1. Expected number of customers in the queue: EN =
K

θ

[ ∞∑

n1=1

n1xn1e

]

.

2. Expected number of customers in the buffer:

EB =
K

θ

[ ∞∑

n1=1

S+V∑

i=1

i∑

n2=1

n2xn1(i, n2)e

]

.

3. Expected number of items in the inventory:
EI =
K

θ

[
V +S∑

i=V +1

i∑

n2=0

(i − V )x0(i, n2)e +
∞∑

n1=1

V +S∑

i=V +1

i∑

n2=1

(i − V )xn1(i, n2)e

]

.

4. Expected rate of purchase: EPR =
K

θ

⎡

⎣
∞∑

n1=0

S+V∑

i=1

i∑

n2=1

K∑

j=1

μjxn1(i, n2, j)

⎤

⎦ .

5. Expected cancellation rate: ECR =
K

θ

[ ∞∑

n1=0

S+V −1∑

i=0

(S + V − i)ηxn(i)e

]

.

6. Expected loss rate of type 1 customers due to capacity restriction:

ELR =
K

θ
λ1

[ ∞∑

n1=0

S+V∑

i=0

xn1(i, i)e

]

.

7. Expected loss rate of items due to realization of common life time:

ELRI =
K

θ

[ ∞∑

n1=1

S+V∑

i=V +1

i∑

n2=1

xn1(i, n2, 1) +
S+V∑

i=V +1

i∑

n2=0

xn1(i, n2, 1)

]

.

8. Expected rate of overbooking:

EOR =
K

θ

[ ∞∑

n1=0

V∑

i=1

i∑

n2=1

μjxn1(i, n2)e

]

.

9. Probability that at any time inventory is at its maximum (S + V ) in the

system: Pfull =
∞∑

n1=0

xn1(S + V )e.

10. Probability of no item in the inventory: P item
no =

∞∑

n1=0

V∑

i=0

xn1(i)e.

11. Probability that the system is in maximum overbooked state:

Pmax =
∞∑

n1=0

xn1(0)e.

3.1 Distribution of Number of Purchases Before Realization
of Common Life Time

In this section we analyze the expected number of purchases in a cycle. Here a
cycle is defined as the time elapsed from the beginning a scheduled is announced
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until its CLT is realized. First choose N such that

N∑

n1=0

xn1e > 1 − ε for any pre-assigned ε with N depending on ε.

To get the distribution of the number of purchases we consider the Markov
chain {(M(t), N(t), I(t), B(t), E(t)), t ≥ 0} where M(t) represents the number
of purchases, N(t) is the number of customers in the queue, I(t) is the number of
items in the inventory, B(t) is the number of customers in the buffer and E(t) rep-
resents the stage of common life time. Thus the state space {(m, 0, i, n2, j),m ≥
0, 0 ≤ i ≤ S + V, 0 ≤ n2 ≤ i, j = K,K − 1, ..., 1}⋃{(m,n1, 0, 0, j),m ≥ 0, 1 ≤
n1 ≤ N, j = K,K − 1, ..., 1}⋃{(m,n1, i, n2, j),m ≥ 0, 1 ≤ n1 ≤ N, 1 ≤ i ≤
S + V, 1 ≤ n2 ≤ i, j = K,K − 1, ..., 1}⋃{Δ} where {Δ} is the absorbing state
which means the realization of common life time. Thus its infinitesimal generator

is of the form N1 =

⎛

⎜
⎝

0 0 0 . . .
E E1 E0
E E1 E0

.

.

.
. . .

. . .

⎞

⎟
⎠. Thus the transition rates are:

(m, n1, i, n2, j) → (m, n1 + 1, i, n2, j) : λ2 m ≥ 0, 0 ≤ n1 ≤ N − 1, 1 ≤ i ≤ S + V,
1 ≤ n2 ≤ i, j = K, K − 1, ..., 1

(m, n1, 0, 0, j) → (m, n1 + 1, 0, 0, j) : λ2 m ≥ 0, 0 ≤ n1 ≤ N − 1, j = K, K − 1, ..., 1
(m, n1, i, 0, j) → (m, n1, i, 1, j) : λ1 + λ2 m ≥ 0, 0 ≤ n1 ≤ N, 1 ≤ i ≤ S + V,

j = K, K − 1, ..., 1
(m, n1, i, n2, j) → (m, n1, i, n2 + 1, j) : λ1 m ≥ 0, 0 ≤ n1 ≤ N, 2 ≤ i ≤ S + V,

1 ≤ n2 ≤ i − 1, j = K, K − 1, ..., 1
(m, 0, i, n2, j) → (m + 1, 0, i − 1, n2 − 1, j) : μj m ≥ 0, 1 ≤ i ≤ S + V, 1 ≤ n2 ≤ i,

j = K, K − 1, ..., 1
(m, n1, i, n2, j) → (m + 1, n1, i − 1, n2 − 1, j) : μj m ≥ 0, 1 ≤ n1 ≤ N, 2 ≤ i ≤ S + V,

2 ≤ n2 ≤ i, j = K, K − 1, ..., 1
(m, n1, 1, 1, j) → (m + 1, n1, 0, 0, j) : μj m ≥ 0, 1 ≤ n1 ≤ N, j = K, K − 1, ..., 1

(m, n1, i, 1, j) → (m + 1, n1 − 1, i − 1, 1, j) : μj m ≥ 0, 1 ≤ n1 ≤ N, 2 ≤ i ≤ S + V,

j = K, K − 1, ..., 1
(m, 0, i, n2, 1) → {Δ} : θ m ≥ 0, 0 ≤ i ≤ V − KS, 0 ≤ n2 ≤ i
(m, 0, i, n2, 1) → {Δ} : θ m ≥ 0, LS ≤ i ≤ S + V, 0 ≤ n2 ≤ i
(m, 0, i, n2, 1) → {Δ} : θ m ≥ 0, V − KS + 1 ≤ i ≤ V, 0 ≤ n2 ≤ i
(m, 0, i, n2, 1) → {Δ} : θ m ≥ 0, V + 1 ≤ i ≤ V + LS − 1, 0 ≤ n2 ≤ i
(m, n1, 0, 0, 1) → {Δ} : θ m ≥ 0, 1 ≤ n1 ≤ N

(m, n1, i, n2, 1) → {Δ} : θ m ≥ 0, 1 ≤ n1 ≤ N, 1 ≤ i ≤ V − KS
1 ≤ n2 ≤ i

(m, n1, i, n2, 1) → {Δ} : θ m ≥ 0, 1 ≤ n1 ≤ N, V + LS ≤ i ≤ S + V
1 ≤ n2 ≤ i

(m, n1, i, n2, 1) → {Δ} : θ m ≥ 0, 1 ≤ n1 ≤ N, V − KS + 1 ≤ i ≤ V
1 ≤ n2 ≤ i

(m, n1, i, n2, 1) → {Δ} : θ m ≥ 0, 1 ≤ n1 ≤ N, V + 1 ≤ i ≤ V − LS − 1
1 ≤ n2 ≤ i

(m, 0, i, n2, j) → (m, 0, i + 1, n2, j) : (S + V − i)η m ≥ 0, 0 ≤ i ≤ S + V − 1, 0 ≤ n2 ≤ i
j = K, K − 1, ..., 1

(m, n1, 0, 0, j) → (m, n1 − 1, 1, 1, j) : (S + V )η m ≥ 0, 1 ≤ n1 ≤ N, j = K, K − 1, ..., 1
(m, n1, i, n2, j) → (m, n1, i + 1, n2, j) : (S + V − i)η m ≥ 0, 1 ≤ n1 ≤ N, 1 ≤ i ≤ S + V − 1,

1 ≤ n2 ≤ i, j = K, K − 1, ..., 1
(m, 0, i, n2, j) → (m, 0, i, n2, j − 1) : θ m ≥ 0, 0 ≤ i ≤ S + V, 0 ≤ n2 ≤ i,

j = K, K − 1, ..., 2
(m, n1, i, n2, j) → (m, n1, i, n2, j − 1) : θ m ≥ 0, 1 ≤ n1 ≤ N, 1 ≤ i ≤ S + V,

1 ≤ n2 ≤ i, j = K, K − 1, ..., 2
(m, n1, 0, 0, j) → (m, n1, 0, 0, j − 1) : θ m ≥ 0, 1 ≤ n1 ≤ N, j = K, K − 1, ..., 2

Let yk be the probability that the number of purchases before realization of
common life time. Then yk be the probability that the absorption occurs from
the kth level. Hence yk is given by yk = ζ

(−E−1
1 E0

)k (−E−1
1 E

)
, k ≥ 0

where ζ is the initial probability vector is of the form ζ =
ζN

ζ0
with ζN =

(0, ..., 0, x0(S+V −KS +1, 0,K), 0, ..., 0, x0(S+V −KS +1, 1,K), 0, ..., 0, x0(S+
V, 0,K), 0, ...., 0, x0(S +V, 1,K), 0, ..., 0, x1(S +V −KS +1, 1,K), 0, ..., 0, x1(S +
V, 1,K), 0, ..., 0, xN (S + V − KS + 1, 1,K), 0, ..., 0, xN (S + V, 1,K), 0, ..., 0) and
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ζ0 =
S+V∑

i=S+V −KS+1

[x0(i, 0,K) + x0(i, 1,K)]+
N∑

n1=1

S+V∑

i=S+V −KS+1

xn1(i, 1,K). Thus

the expected number of customers getting service before realization of common

life time is EN1 =
∞∑

k=0

kyk.

3.2 Distribution of Number of Cancellations Before Realization
of Common Life Time

To derive the distribution of the number of cancellations in a cycle we con-
sider the Markov chain {(M(t), N(t), I(t), B(t), E(t)), t ≥ 0} where M(t) rep-
resents the number of cancellations and I(t), N(t), B(t), E(t) are defined in
Sect. 3.1. The state space {(m, 0, i, n2, j),m ≥ 0, 0 ≤ i ≤ S + V, 0 ≤ n2 ≤
i, j = K,K − 1, ..., 1}⋃{(m,n1, 0, 0, j),m ≥ 0, 1 ≤ n1 ≤ N, j = K,K −
1, ..., 1}⋃{(m,n1, i, n2, j),m ≥ 0, 1 ≤ n1 ≤ N, 1 ≤ i ≤ S + V, 1 ≤ n2 ≤
i, j = K,K − 1, ..., 1}⋃{Δ} where {Δ} is the absorbing state which means
the realization of common life time. Thus its infinitesimal generator is of the

form N2 =

⎛

⎜
⎝

0 0 0 . . .
F F1 F0
F F1 F0

.

.

.
. . .

. . .

⎞

⎟
⎠. Thus the transition rates are:

(m, n1, i, n2, j) → (m, n1 + 1, i, n2, j) : λ2 m ≥ 0, 0 ≤ n1 ≤ N − 1, 1 ≤ i ≤ S + V,
1 ≤ n2 ≤ i, j = K, K − 1, ..., 1

(m, n1, 0, 0, j) → (m, n1 + 1, 0, 0, j) : λ2 m ≥ 0, 0 ≤ n1 ≤ N − 1, j = K, K − 1, ..., 1
(m, n1, i, 0, j) → (m, n1, i, 1, j) : λ1 + λ2 m ≥ 0, 0 ≤ n1 ≤ N, 1 ≤ i ≤ S + V,

j = K, K − 1, ..., 1
(m, n1, i, n2, j) → (m, n1, i, n2 + 1, j) : λ1 m ≥ 0, 0 ≤ n1 ≤ N, 2 ≤ i ≤ S + V,

1 ≤ n2 ≤ i − 1, j = K, K − 1, ..., 1
(m, 0, i, n2, j) → (m, 0, i − 1, n2 − 1, j) : μj m ≥ 0, 1 ≤ i ≤ S + V, 1 ≤ n2 ≤ i,

j = K, K − 1, ..., 1
(m, n1, i, n2, j) → (m, n1, i − 1, n2 − 1, j) : μj m ≥ 0, 1 ≤ n1 ≤ N, 2 ≤ i ≤ S + V,

2 ≤ n2 ≤ i, j = K, K − 1, ..., 1
(m, n1, 1, 1, j) → (m, n1, 0, 0, j) : μj m ≥ 0, 1 ≤ n1 ≤ N, j = K, K − 1, ..., 1

(m, n1, i, 1, j) → (m, n1 − 1, i − 1, 1, j) : μj m ≥ 0, 1 ≤ n1 ≤ N, 2 ≤ i ≤ S + V,

j = K, K − 1, ..., 1
(m, 0, i, n2, 1) → {Δ} : θ m ≥ 0, 0 ≤ i ≤ V − KS, 0 ≤ n2 ≤ i
(m, 0, i, n2, 1) → {Δ} : θ m ≥ 0, LS ≤ i ≤ S + V, 0 ≤ n2 ≤ i
(m, 0, i, n2, 1) → {Δ} : θ m ≥ 0, V − KS + 1 ≤ i ≤ V, 0 ≤ n2 ≤ i
(m, 0, i, n2, 1) → {Δ} : θ m ≥ 0, V + 1 ≤ i ≤ V + LS − 1, 0 ≤ n2 ≤ i
(m, n1, 0, 0, 1) → {Δ} : θ m ≥ 0, 1 ≤ n1 ≤ N

(m, n1, i, n2, 1) → {Δ} : θ m ≥ 0, 1 ≤ n1 ≤ N, 1 ≤ i ≤ V − KS
1 ≤ n2 ≤ i

(m, n1, i, n2, 1) → {Δ} : θ m ≥ 0, 1 ≤ n1 ≤ N, V + LS ≤ i ≤ S + V
1 ≤ n2 ≤ i

(m, n1, i, n2, 1) → {Δ} : θ m ≥ 0, 1 ≤ n1 ≤ N, V − KS + 1 ≤ i ≤ V
1 ≤ n2 ≤ i

(m, n1, i, n2, 1) → {Δ} : θ m ≥ 0, 1 ≤ n1 ≤ N, V + 1 ≤ i ≤ V − LS − 1
1 ≤ n2 ≤ i

(m, 0, i, n2, j) → (m + 1, 0, i + 1, n2, j) : (S + V − i)η m ≥ 0, 0 ≤ i ≤ S + V − 1, 0 ≤ n2 ≤ i
j = K, K − 1, ..., 1

(m, n1, 0, 0, j) → (m + 1, n1 − 1, 1, 1, j) : (S + V )η m ≥ 0, 1 ≤ n1 ≤ N, j = K, K − 1, ..., 1
(m, n1, i, n2, j) → (m + 1, n1, i + 1, n2, j) : (S + V − i)η m ≥ 0, 1 ≤ n1 ≤ N, 1 ≤ i ≤ S + V − 1,

1 ≤ n2 ≤ i, j = K, K − 1, ..., 1
(m, 0, i, n2, j) → (m, 0, i, n2, j − 1) : θ m ≥ 0, 0 ≤ i ≤ S + V, 0 ≤ n2 ≤ i,

j = K, K − 1, ..., 2
(m, n1, i, n2, j) → (m, n1, i, n2, j − 1) : θ m ≥ 0, 1 ≤ n1 ≤ N, 1 ≤ i ≤ S + V,

1 ≤ n2 ≤ i, j = K, K − 1, ..., 2
(m, n1, 0, 0, j) → (m, n1, 0, 0, j − 1) : θ m ≥ 0, 1 ≤ n1 ≤ N, j = K, K − 1, ..., 2

Let zk be the probability that the number of cancellations before realization
of common life time. Hence zk = ζ

(−F−1
1 F0

)k (−F−1
1 F

)
, k ≥ 0 where ζ
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is the initial probability vector (see Sect. 3.1). Hence the expected number of

cancellations before realization of common life time is EN2 =
∞∑

k=0

kzk.

3.3 Distribution of Number of Schedule Cancellations

In this section we compute the expected number of schedule cancellations over a
given time interval. At the epoch when a common life time realization occurs, a
random clock is started, realization time of which follows exponential distribution
with parameter β. Consider the Markov chain {(M(t), N(t), I(t), B(t), E(t)), t ≥
0} where M(t) represents the number of schedule cancellations and I(t), N(t),
B(t), E(t) are defined in Sect. 3.1. The state space {(m, 0, i, n2, j),m ≥ 0, 0 ≤
i ≤ S + V, 0 ≤ n2 ≤ i, j = K,K − 1, ..., 1}⋃{(m,n1, 0, 0, j),m ≥ 0, 1 ≤ n1 ≤
N, j = K,K − 1, ..., 1}⋃{(m,n1, i, n2, j),m ≥ 0, 1 ≤ n1 ≤ N, 1 ≤ i ≤ S + V, 1 ≤
n2 ≤ i, j = K,K −1, ..., 1}⋃{Δ} where {Δ} is the absorbing state which means
the realization of the random clock. Thus its infinitesimal generator is of the

form N3 =

⎛

⎜
⎝

0 0 0 . . .
G G1 G0
G G1 G0

.

.

.
. . .

. . .

⎞

⎟
⎠. Thus the transition rates are:

(m, n1, i, n2, j) → (m, n1 + 1, i, n2, j) : λ2 m ≥ 0, 0 ≤ n1 ≤ N − 1, 1 ≤ i ≤ S + V,
1 ≤ n2 ≤ i, j = K, K − 1, ..., 1

(m, n1, 0, 0, j) → (m, n1 + 1, 0, 0, j) : λ2 m ≥ 0, 0 ≤ n1 ≤ N − 1, j = K, K − 1, ..., 1
(m, n1, i, 0, j) → (m, n1, i, 1, j) : λ1 + λ2 m ≥ 0, 0 ≤ n1 ≤ N, 1 ≤ i ≤ S + V,

j = K, K − 1, ..., 1
(m, n1, i, n2, j) → (m, n1, i, n2 + 1, j) : λ1 m ≥ 0, 0 ≤ n1 ≤ N, 2 ≤ i ≤ S + V,

1 ≤ n2 ≤ i − 1, j = K, K − 1, ..., 1
(m, 0, i, n2, j) → (m, 0, i − 1, n2 − 1, j) : μj m ≥ 0, 1 ≤ i ≤ S + V, 1 ≤ n2 ≤ i,

j = K, K − 1, ..., 1
(m, n1, i, n2, j) → (m, n1, i − 1, n2 − 1, j) : μj m ≥ 0, 1 ≤ n1 ≤ N, 2 ≤ i ≤ S + V,

2 ≤ n2 ≤ i, j = K, K − 1, ..., 1
(m, n1, 1, 1, j) → (m, n1, 0, 0, j) : μj m ≥ 0, 1 ≤ n1 ≤ N, j = K, K − 1, ..., 1

(m, n1, i, 1, j) → (m, n1 − 1, i − 1, 1, j) : μj m ≥ 0, 1 ≤ n1 ≤ N, 2 ≤ i ≤ S + V,

j = K, K − 1, ..., 1
(m, 0, i, n2, 1) → (m, 0, S + V, 0, K) : θ m ≥ 0, 0 ≤ i ≤ V − KS, 0 ≤ n2 ≤ i
(m, 0, i, n2, 1) → (m, 0, S + V, 0, K) : θ m ≥ 0, LS ≤ i ≤ S + V, 0 ≤ n2 ≤ i
(m, 0, i, n2, 1) → (m, 0, S + i, 0, K) : θ m ≥ 0, V − KS + 1 ≤ i ≤ V, 0 ≤ n2 ≤ i

(m, 0, i, n2, 1) → (m + 1, 0, S + 2V − i, 0, K) : θ m ≥ 0, V + 1 ≤ i ≤ V + LS − 1, 0 ≤ n2 ≤ i
(m, n1, 0, 0, 1) → (m, n1 − 1, S + V, 1, K) : θ m ≥ 0, 1 ≤ n1 ≤ N

(m, n1, i, n2, 1) → (m, n1 − 1, S + V, 1, K) : θ m ≥ 0, 1 ≤ n1 ≤ N, 1 ≤ i ≤ V − KS
1 ≤ n2 ≤ i

(m, n1, i, n2, 1) → (m, n1 − 1, S + V, 1, K) : θ m ≥ 0, 1 ≤ n1 ≤ N, V + LS ≤ i ≤ S + V
1 ≤ n2 ≤ i

(m, n1, i, n2, 1) → (m, n1 − 1, S + i, 1, K) : θ m ≥ 0, 1 ≤ n1 ≤ N, V − KS + 1 ≤ i ≤ V
1 ≤ n2 ≤ i

(m, n1, i, n2, 1) → (m + 1, n1 − 1, S + 2V − i, 1, K) : θ m ≥ 0, 1 ≤ n1 ≤ N, V + 1 ≤ i ≤ V − LS − 1
1 ≤ n2 ≤ i

(m, 0, i, n2, j) → (m, 0, i + 1, n2, j) : (S + V − i)η m ≥ 0, 0 ≤ i ≤ S + V − 1, 0 ≤ n2 ≤ i
j = K, K − 1, ..., 1

(m, n1, 0, 0, j) → (m, n1 − 1, 1, 1, j) : (S + V )η m ≥ 0, 1 ≤ n1 ≤ N, j = K, K − 1, ..., 1
(m, n1, i, n2, j) → (m, n1, i + 1, n2, j) : (S + V − i)η m ≥ 0, 1 ≤ n1 ≤ N, 1 ≤ i ≤ S + V − 1,

1 ≤ n2 ≤ i, j = K, K − 1, ..., 1
(m, 0, i, n2, j) → (m, 0, i, n2, j − 1) : θ m ≥ 0, 0 ≤ i ≤ S + V, 0 ≤ n2 ≤ i,

j = K, K − 1, ..., 2
(m, n1, i, n2, j) → (m, n1, i, n2, j − 1) : θ m ≥ 0, 1 ≤ n1 ≤ N, 1 ≤ i ≤ S + V,

1 ≤ n2 ≤ i, j = K, K − 1, ..., 2
(m, n1, 0, 0, j) → (m, n1, 0, 0, j − 1) : θ m ≥ 0, 1 ≤ n1 ≤ N, j = K, K − 1, ..., 2

(m, 0, i, n2, j) → {Δ} : β m ≥ 0, 0 ≤ i ≤ S + V,
0 ≤ n2 ≤ i, j = K, K − 1, ..., 1

(m, n1, 0, 0, j) → {Δ} : β m ≥ 0, 1 ≤ n1 ≤ N,
j = K, K − 1, ..., 1

(m, n1, i, n2, j) → {Δ} : β m ≥ 0, 1 ≤ n1 ≤ N, 1 ≤ i ≤ S + V,
1 ≤ n2 ≤ i, j = K, K − 1, ..., 1

Let vk be the probability that the number of schedule cancellations before real-
ization of random clock. Hence vk is given by

vk = ζ
(−G−1

1 G0

)k (−G−1
1 G

)
, k ≥ 0
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where ζ is the initial probability vector (see Sect. 3.1). Hence the expected num-

ber of schedule cancellations before realization of random clock is EN3 =
∞∑

k=0

kvk.

4 Numerical Illustrations

Next we proceed to a few numerical examples in order to bring out the system
behaviour with respect to certain parameters. Here service time depends on
stage of Erlang distribution with parameter μi, 1 ≤ i ≤ K and μ1 ≥ μ2 ≥
... ≥ μK . We use μi = μ(K − (i − 1))γ , 1 ≤ i ≤ K where 0 ≤ γ ≤ 1. From
Table 1, EPR, ECR, EOR, ELR, ELRI are seen increase with increasing value of
K. However, value of θ increases the above mentioned measures are decrease
(see Table 2).

Table 1. Effect of K: Fix λ1 = 0.5, λ2 = 1, η = 1.5, μ = 2, θ = 3, S = 8, V = 10

K EPR ECR EOR ELR ELRI

1 0.6664 0.2868 0.0184 0.1123 0.3256

2 1.3804 0.8051 0.0599 0.1836 0.6425

3 2.1238 1.3977 0.1115 0.2356 0.9564

4 2.8890 1.9819 0.1639 0.2799 1.2709

5 3.6716 2.5391 0.2139 0.3210 1.5870

Table 2. Effect of θ: Fix λ1 = 0.5, λ2 = 1, η = 1.5, μ = 2, K = 3, V = 10, S = 8

θ EPR ECR EOR ELR ELRI

1 6.3705 4.3748 0.3549 0.4303 2.8645

1.5 4.2473 2.9881 0.2437 0.3425 1.9063

2 3.1855 2.2292 0.1815 0.2931 1.4297

2.5 2.5485 1.7403 0.1406 0.2601 1.1453

3 2.1238 1.3977 0.1115 0.2356 0.9564

Table 3 indicate that ELR decreases with increasing value of η. However, ECR

and EPR increase with increasing value of η. ELRI first increases with increasing
value of η and then decreases. However, EOR first decreases and then increases
with increasing value of η.

From Table 4, EPR, ECR, ELR, ELRI are seen increase with increasing value
of S. However, EOR decreases with increasing value of S.

Table 5 is indication of the fact that EPR, ECR, EOR increase with increase
in value of V .
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Table 3. Effect of η: Fix λ1 = 0.5, λ2 = 1, θ = 1.5, μ = 2, K = 3, V = 10, S = 8

η EPR ECR EOR ELR ELRI

0.5 4.2468 1.1753 0.2702 0.3837 1.8976

1 4.2472 2.0903 0.2420 0.3613 1.9079

1.5 4.2473 2.9881 0.2437 0.3425 1.9063

2 4.2473 3.9196 0.2512 0.3275 1.9027

2.5 4.2471 4.8913 0.2591 0.3154 1.8991

Table 4. Effect of S: Fix λ1 = 0.5, λ2 = 1, θ = 1.5, η = 1.5, μ = 2, K = 3, V = 10

S EPR ECR EOR ELR ELRI

4 12.7376 8.4969 3.2891 0.3378 5.0643

8 12.7383 8.1186 0.6558 0.6631 5.7516

12 12.7423 9.0624 0.3790 0.6397 5.8527

16 12.7443 9.9949 0.2521 0.6201 5.9012

20 12.7451 10.9211 0.1815 0.6026 5.9285

Table 5. Effect of V : Fix λ1 = 0.5, λ2 = 1, θ = 1.5, η = 1.5, μ = 2, K = 3, S = 8

V EPR ECR EOR ELR ELRI

6 12.7337 7.2303 0.4371 0.7211 5.8467

7 12.7352 7.4468 0.4961 0.7045 5.8216

8 12.7365 7.6673 0.5521 0.6895 5.7973

9 12.7375 7.8914 0.6053 0.6757 5.7740

10 12.7383 8.1186 0.6558 0.6631 5.7516

Table 6. Revenue function: Fix λ1 = 0.5, λ2 = 1, η = 1.5, μ = 2, θ = 3

S F (K, V, S) V F (K, V, S) K F (K, V, S)

V = 10, K = 3 S = 8, K = 3 S = 8, V = 10

4 1063.1 6 831.0039 1 33.0326

8 870.8167 7 841.161 2 80.3756

12 840.825 8 851.1751 3 134.5606

16 832.986 9 861.0567 4 191.316

20 835.7836 10 870.8167 5 249.1483

4.1 Cost Analysis

To study the effect of overbooking and schedule cancellation, it is instructive to
introduce operating costs and schedule cancellation cost:
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If the number of overbookings k1 ≥ S

2
, then the operating cost is Vh.

If the number of overbookings k2 <
S

2
, then the operating cost is V�.

Thus we have the average total operating cost:

L =
K

θ

[
V −KS∑

i=0

i∑

n2=0

Vhx0(i, n2, 1)
V∑

i=V −KS+1

i∑

n2=0

V�x0(i, n2, 1)

+
∞∑

n1=1

V −KS∑

i=1

i∑

n2=1

Vhxn1(i, n2, 1) +
∞∑

n1=1

Vhxn1(0, 0, 1)

+
∞∑

n1=1

V∑

i=V −KS+1

i∑

n2=1

V�xn1(i, n2, 1)

]

.

Next we consider the case of schedule cancellation which is the consequence
of at most S/4−1 reservations at the time of the corresponding CLT realization.
In this case the customers in that schedule are transferred to the next scheduled
departure. The system has to pay for their accommodation and local hospitality.

Expected amount of time these customers are held is
K

θ
. Let the holding cost

for each such customer per unit time be Vc. Thus the schedule cancellation cost

C =
K

θ
Vc

∞∑

n1=0

S+V∑

i=S+V −LS+1

xn1(i)e.

Based on the above system characteristics we define the following revenue
(profit) function as: F (K,V, S) = C1EPR +C2ECR +C3EOR −C4EI −C5ELR −
C6ELRI − L − C where

– C1: Revenue to the system due to per unit purchase
– C2: Revenue to the system from each cancellation of purchase
– C3: Revenue due to overbooking
– C4: Holding cost per inventoried item per unit time
– C5: Cost due to loss of priority customer due to capacity restriction per unit

time
– C6: Cost due to loss of items due to realization of common life time
– Vh, V�: varying operating costs

In order to study the variation in different parameters on profit
function we first take the values (C1, C2, C3, C4, C5, C6, Vh, V�, Vc) =
($80, $30, $20, $2, $5, $40, $75, $50, $35).

Table 6 represents the revenue to the system as a function of K,S and V.
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Abstract. We consider a multi- server queueing inventory system with
two types of customers: Type I and Type II. Type II customers are
virtual ones. Arrival of both Type I and Type II customers follow two
independent Poisson processes. Type I are to be served by one of the
servers and service time is assumed to be exponentially distributed. Type
II customer may be served by a Type I customer having already been
served and ready to act as a server or by one of the servers with expo-
nentially distributed service time. Type I customer has non preemptive
priority over Type II. Type II is served by a Type I only if inventory
is available after attaching inventory to the existing Type-I customers
available in the system. Type II is served by a Type I with probability
p on completion of latter’s service and with complementary probability
q = 1 − p served Type I leaves the system without serving a Type-II.
Fresh arrivals of both type of customers are permitted to join the system
only when excess inventory, which is defined as the difference between on
hand inventory and number of busy servers is positive. System capacity
for Type I is limited, where as Type II has unlimited waiting area. When
inventory level drops to c + s, an order for replenishment is placed to
bring the level to c + S. The ordered items are received after a random
amount of time which is exponentially distributed. A revenue function
is constructed and effect of probability p on the revenue function for
single server, two and three servers is numerically analyzed. Effects of
parameter β of the exponentially distributed lead time, on the loss rate
of customers and revenue function are numerically analyzed.
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1 Introduction

Crowdsourcing is the process of getting work usually online from a crowd of
people. It is a combination of the words ‘crowd’ and ‘outsourcing’. The idea is to
take work and outsource it to a crowd of workers. The principle of crowdsourcing
is that more heads are better than one. By canvassing a large crowd of people
for ideas, skills or participation, the quality of content and idea generation will
be superior.

Wikipedia, the most comprehensive encyclopedia the world has ever seen,
is a famous example of crowdsourcing. Instead of creating an encyclopedia on
their own, they gave a crowd the responsibility to create the information. The
concept of crowdsourcing is used by many industries such as food, consumer
products, hotels, electronics and other large retailers. A number of examples of
crowdsourcing can be found in [9].

According to Howe [10], “crowdsourcing represents the act of a company or
institution taking a function once performed by employees and outsourcing it to
a large network of people in the form of an open call. This can take the form
of peer production(when the job is performed collaboratively), but is also often
undertaken by sole individuals. The crucial prerequisite is the use of the open
call format and the large network of potential labourers”. The motivation for
this paper is from Chakravarthy and Dudin [11] in which the authors use the
crowdsourcing in the context of service sectors getting possible help from one
group of customers who first receive service from the former and then opt to
execute similar services to another group. They consider a multi-server queue-
ing system with two type of customers, Type-I and Type-II. Type-I customers
visit the store to procure items while Type-II customers place order over some
medium such as internet, phone and expects them to be delivered. The store
management use the customers visiting them as couriers to serve the other type
of customers. Since not all in-store customers may be willing to act as servers, a
probability is introduced for in-store customers to opt for serving the other type.
They assumed that Type-I have non-preemptive priority over Type-II. This is
the first reported work on crowdsourcing modelled in the queueing theory con-
text. A multi-server priority queue with preemption in crowdsourcing is consid-
ered in Krishnamoorthy et al. [12] wherein the authors assume that arrival of a
Type-I customer interrupts the ongoing service of any one of Type-II customers
if any in service, and hence this preempted customer joins back as the head of
the Type-II queue. The resources for service is assumed to be abundantly avail-
able in both papers. Limited number of work was reported related to queueing
inventory models in crowdsourcing. In the present paper we assume finiteness
of availability of item to be served. Thus, when the item is not available service
cannot be provided.

The rest of the paper is arranged as follows. Mathematical formulation is
taken up in Sect. 2. Section 3 provides the steady state analysis of the model.
Some important performance measures are derived in this section. Numerical
examples and an optimization problem are discussed in Sect. 4.
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2 Model Description

Consider a queueing inventory system with c servers. There are two types of
customers: Type I and Type II. Type II customers are virtual ones, ordering
through phone or internet or through some other means. Type-I customers visit
the store to procure the items. Arrival of Type I and Type-II customers follow
two independent Poisson processes with parameter λ1 and λ2, respectively. Type
I are to be served by one of the c servers with service time assumed to be expo-
nentially distributed with parameter μ1. Type II customer may be served by a
Type I customer having already been served and ready to act as a server, or
by one of the c servers. Type II when served by one of the servers, the service
time is exponentially distributed with parameter μ2. Type I customer has non-
preemptive priority over Type II. That is, a Type-I customer can move ahead
of all the Type-II customers waiting in the queue, but Type-II customers in
service are not interrupted by Type-I customers. Type II is served by a Type
I only if inventory is available after attaching the existing items to the prior-
ity customers already present. Type II is served by a Type I on completion of
latter’s service with probability p, 0 ≤ p ≤ 1 and with complementary proba-
bility q = 1 − p served Type I will leave the system without serving Type-II.
If a Type I customer serves a Type II customer, then that Type II customer
will be removed from the system immediately on completion of the correspond-
ing Type-I customer’s service. Arrival of both type of customers is permitted
only when excess inventory, which is defined as the difference between on hand
inventory and number of busy servers, is positive. A finite waiting space L for
Type I is assumed whereas Type II has unlimited waiting area. When inventory
level drops to c + s, an order for replenishment is placed to bring it to c + S.
We assume c < s < L < S = c + 2L. These items are obtained after a random
amount of time exponentially distributed with parameter β.

Define

N1(t) = Number of Type II customers in queue (waiting for service) at time t,
N2(t) = Number of servers busy with Type II customers at time t,
N3(t) = Number of Type I customers in the system at time t,
I(t)= Inventory level at time t.

Then
{(N1(t), N2(t), N3(t), I(t)) : t ≥ 0}

is a continuous time Markov chain whose state space is

Ω =
∞⋃

i=0

�(i)

where �(i) denotes level i. These levels are described as under:

�(0) = {(0, j, k, l) : 0 ≤ j ≤ c, 0 ≤ k ≤ L, j ≤ l ≤ c + S}
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and

�(i) = {(i, j, k, l) : i > 0, 0 ≤ j ≤ c, 0 ≤ k ≤ c − j − 1, j ≤ l ≤ j + k}
⋃

{(i, j, k, l) : i > 0, 0 ≤ j ≤ c, c − j ≤ k ≤ L, j ≤ l ≤ c + S},

where i, j, k, l denote number of Type-II customers in queue(waiting for service),
number of servers busy with Type-II customers, number of Type-I customers in
the system and the inventory level, respectively. The level 0, �(0), can be further
partitioned as

�(0) = {(0, 0), (0, 1), (0, 2), ..., (0, c)}.

where the set of states (0, j), 0 ≤ j ≤ c corresponds to the case when there is
no Type II customer waiting in the queue and j of them are in service and each
{(0, j) : 0 ≤ j ≤ c} has (L + 1)(c + S − j + 1) elements for 0 ≤ j ≤ c. So �(0)
has a = (L + 1)

∑c
j=0(c + S − j + 1) elements. Similarly �(i) can also be further

partitioned as
�(i) = {(i, 0), (i, 1), (i, 2), ..., (i, c)},

where the set of states (i, j) corresponds to the case when there are i Type II
customer waiting in the queue and j are in service, each has (1 + 2 + 3 + .... +
c − j) + (L − (c − j − 1))(c + S − j + 1) elements for 0 ≤ j ≤ c. Thus �(i) has
b =

∑c
j=1(j(j + 1)/2 +

∑c+1
j=1(L − (c − j))(c + S − j + 2) elements.

The transitions in the above Markov chain can be described as follows:

1. Transition due to arrival of customers:
– Due to the arrival of Type I customer:

• (0, j, k, l) → (0, j, k + 1, l) with rate λ1 if j + k < l, 0 ≤ j ≤ c, 0 ≤ k ≤
c − j − 1, j ≤ l ≤ c + S

• (i, j, k, l) → (i, j, k + 1, l) for i ≥ 1 with rate λ1 if 0 ≤ j ≤ c, c − j ≤
k ≤ L − 1, c + 1 ≤ l ≤ c + S

– Due to the arrival of Type II customer:
• (0, j, k, l) → (0, j + 1, k, l) with rate λ2 if j + k < l, 0 ≤ j ≤ c − 1, 0 ≤

k ≤ c − j − 1, j ≤ l ≤ c + S
• (0, j, k, l) → (1, j, k, l) with rate λ2 if j + k < l, j = c, c − j ≤ k ≤

L, c + 1 ≤ l ≤ c + S
• (i, j, k, l) → (i + 1, j, k, l) with rate λ2 for 0 ≤ j ≤ c, c − j ≤ k ≤

L, c + 1 ≤ l ≤ c + S
2. Transitions due to service completions:

– (0, j, k, l) → (0, j − 1, k, l − 1) with rate jμ2 for 1 ≤ j ≤ c, 0 ≤ k ≤ L, j ≤
l ≤ c + S

– (0, j, k, l) → (0, j, k − 1, l − 1) with rate min(c − j, k, l − j)μ1 for 0 ≤ j ≤
c, 1 ≤ k ≤ L, j ≤ l ≤ c + S

– (i, j, k, l) → (i, j, k − 1, l − 1) with rate min(c − j, k, l − j)μ1 for 0 ≤ j ≤
c, 1 ≤ k ≤ c − j, j ≤ l ≤ j + k

– (i, j, k, l) → (i−1, j, k−1, l−2) with rate p(c−j)μ1 for 0 ≤ j ≤ c−1, c−j ≤
k ≤ L, j + k + 1 ≤ l ≤ c + S
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– (i, j, k, l) → (i − 1, j + 1, k − 1, l − 1) with rate q(c − j)μ1 for 0 ≤ j ≤
c − 1, k = c − j, c + 1 ≤ l ≤ c + S

3. Transition due to replenishment:
– (0, j, k, l) → (0, j, k, c + S) with rate β for 0 ≤ j ≤ c, 0 ≤ k ≤ L, 0 ≤ l ≤

c + s
– (i, j, k, l) → (0, j + i, k, c + S) with rate β for 0 ≤ j ≤ c − i, 0 ≤ k ≤

c − j − i, 0 ≤ l ≤ j + k
– (i, j, k, l) → (i, j, k, c + S) with rate β for 0 ≤ j ≤ c, c − j ≤ k ≤ L, j ≤

l ≤ c + s

The infinitesimal generator of the above process is

Q =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

A0,0 A0,1

A1,0 A1,1 A1,2

A2,0 A2,1 A2,2 A2,3

A3,0 A3,1 A3,2 A3,3 A3,4

.

.

.

..

.
Ac−2,0 Ac−2,1 Ac−2,2 . . . . . . . . . Ac−2,c−2 Ac−2,c−1

Ac−1,0 Ac−1,1 Ac−1,2 . . . . . . . . . Ac−1,c−2 Ac−1,c−1 Ac−1,c

Ac,0 Ac,1 Ac,2 . . . . . . . . . Ac,c−2 Ac,c−1 Ac,c Ac,c+1

Ac+1,1 Ac+1,2 . . . . . . . . . . . . . . . Ac+1,c Ac+1,c+1

Ac+2,2 Ac+2,3 . . . . . . . . .

. . .

. . .

. . .

. . .

A2c,c A2c,c+1 . . .
A2c+1,c+1 . . .

. . .

. . .

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

The matrices Ai,i−1 and Ai,i+1 denote the transitions from �(i) to �(i − 1) and
to �(i+1) respectively and Ai,i has as elements transition rates within �(i). Ai,j

has as entries transition rates from �(i) to �(j) for 0 ≤ j ≤ i − 2 for i ≥ 2. From
the transitions described above we can see that Ai,i+1 are same for i ≥ 1 and is
denoted by A0, Ai,i, for i ≥ 1, are same and they are denoted by A1, Ai,i−1, for
i ≥ 1, are same and they are denoted by A2. Similarly, Ai,i−2 for i ≥ 3, Ai,i−3

for i ≥ 4, Ai,i−4 for i ≥ 5, . . ., Ai,i−(c−1) for i ≥ c and Ai,i−c for i ≥ c + 1
are same. They are denoted by A3, A4, A5, . . . , Ac, Ac+1 respectively. The model
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under study can be studied as a QBD process by combining the set of states as
follows:

L(1) = {�(1), �(2), �(3), . . . , �(c)}
L(2) = {�(c + 1), �(c + 2), �(c + 3), . . . , �(2c)}

L(3) = {�(2c + 1), �(2c + 2), �(2c + 3), . . . , �(3c)}
and so on. Thus, the new generator is

Q′ =

⎡

⎢⎢⎢⎢⎢⎣

B1 B′
0

A′
2 Ã1 Ã0

Ã2 Ã1 Ã0

Ã2 Ã1 Ã0

. . . . . . . . .

⎤

⎥⎥⎥⎥⎥⎦
.

where the block entries appearing in Q′ are obtained from those of Q as follows:
B1 = A0,0,

B′
0 =

[
A0,1 0 . . .

]
, A′

2 =

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

A1,0

A2,0

A3,0

...

Ac,0

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

Ã0 =

⎡

⎢⎢⎢⎢⎢⎣

0 . . . 0
...

...

0
A0 0 0 0 . . . . . . . . . 0

⎤

⎥⎥⎥⎥⎥⎦

Ã2 =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ac+1 Ac . . . A2

Ac+1 Ac . . . A3

Ac+1 Ac A4

. . .
. . .

. . .
Ac+1 Ac

0 . . . . . . Ac+1

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Ã1 =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A1 A0

A2 A1 A0

A3 A2 A1 A0

...
. . .

. . .
...

. . .
A1 A0

Ac Ac−1 Ac−2 . . . . . . A2 A1

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

3 Steady State Analysis

We proceed with the steady state analysis of the queueing-inventory system
under study. The first step is to look for the condition for stability.

3.1 Stability Condition

Define Ã = Ã0 + Ã1 + Ã2. Then it is the infinitesimal generator of the finite
state continuous time Markov chain. Let π̃=(π̃1, π̃2, ...π̃c) be the steady state
probability vector of this generator Ã. That is π̃ satisfies

π̃Ã = 0

and
π̃e = 1

Ã is a circulant matrix and so the vector π̃ is of the form π̃=(π/c, π/c, π/c, ....π/c)
where π satisfies

πA = 0

and
πe = 1

with A = A0 + A1 + A2 + .... + Ac+1, and π=(π0, π1, π2, ....πc). The QBD type
generator is stable if and only if

π̃Ã0e < π̃Ã2e,

which on simplification yields

π/cA0e < π/c{cAc+1e + (c − 1)Ace + (c − 2)Ac−1e + . . . 2A3e + A2e} (1)

i.e,

λ2 < Prob(excess inventory level exceeds number of priority customer waiting)

Prob(r priority customers are in service)
r μ1 pProb(atleast one low priority waiting)
+ Prob(l low priority customers in service)l μ2
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3.2 Steady State Probability Vector

Let y = (y0,y1,y2, . . .) denote the steady state probability vector of Q′. Then,

yQ′ = 0,ye = 1.

Note that, y0=x0, and y1 = (x1,x2,x3, . . .xc), y2 = (xc+1,xc+2,xc+3, . . .x2c)
and so on where x = (x0,x1,x2, . . .) being the steady state probability vector
of Q. The component vectors are partitioned as

x0 = {x0(j, k, l) : 0 ≤ j ≤ c, 0 ≤ k ≤ L, j ≤ l ≤ c + S}

and

xi = {xi(j, k, l) : 0 ≤ j ≤ c, 0 ≤ k ≤ c − j − 1, j ≤ l ≤ j + k}
⋃

{xi(j, k, l) : 0 ≤ j ≤ c, c − j ≤ k ≤ L, j ≤ l ≤ c + S}, for i ≥ 1

Under the stability condition (1), the steady state probability vector

yi = y1R
i−1, i ≥ 2

where R is the minimal nonnegative solution to the matrix quadratic equation

R2Ã2 + RÃ1 + Ã0 = 0,

and the vectors y0 and y1 are obtained by solving

y0B1 + y1A
′
2 = 0

y0B
′
0 + y1[Ã1 + RÃ2] = 0

subject to the normalizing condition

y0 + y1(I − R)−1e = 1

4 System Characteristics

1. Expected number of Type-II customers in the queue,

ETII =
∞∑

i=1

ixie.

2. Expected number of Type-I customers in system,

ETI =
∑c

j=0

∑L
k=1 k

∑c+S
l=j x0(j, k, l) +

∑∞
i=1

∑c
j=0

∑c−j−1
k=1 k

∑j+k
l=j xi(j, k, l)

+
∑∞

i=1

∑c
j=0

∑L
k=c−j k

∑c+S
l=j xi(j, k, l).
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3. Rate at which Type-II customers leave with Type-I customers upon com-
pletion of latter’s service,

RTII,TI =
∞∑

i=1

c−1∑

j=0

p(c − j)μ1

L∑

k=c−j

k

c+S∑

l=j+k+1

xi(j, k, l).

4. Rate at which Type II customers served out by servers,

RTIIS =
∑c

j=1 jμ2

∑L
k=0

∑c+S
l=j x0(j, k, l)

+
∑∞

i=1

∑c
j=1 jμ2

∑c−j−1
k=0 k

∑j+k
l=j xi(j, k, l)

+
∑∞

i=1

∑c
j=1 jμ2

∑L
k=c−j

∑c+S
l=j xi(j, k, l).

5. Probability that a Type II customer leaves with a Type-I customer,

=
1
λ2

RTII,TI .

6. Probability that Type II customer leaves with service from one of c servers

=
1
λ2

RTIIS .

7. Probability that Type-I is lost due to no inventory,

PTInoinv =
∑c

j=0

∑c−j
k=0

∑j+k
l=j x0(j, k, l) +

∑c
j=0

∑L−1
k=c−j+1

∑c
l=j x0(j, k, l)

+
∑∞

i=1

∑c
j=0

∑c−j
k=0

∑j+k
l=j xi(j, k, l)

+
∑∞

i=1

∑c
j=0

∑L−1
k=c−j+1

∑c
l=j xi(j, k, l).

8. Expected loss rate of Type-I customer due to no inventory,

ETIlossrate = λ1PTInoinv.

9. Expected loss rate of Type-II customer due to no inventory,

ETIIlossrate = λ2PTIInoinv.

10. Probability that an arriving Type-I customer is lost due to lack of space in
buffer,

Pnospace =
∞∑

i=0

c∑

j=0

c+S∑

l=j

xi(j, L, l).
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11. Probability that Type-II is lost due to no inventory,

PTIInoinv =
∑c

j=0

∑c−j
k=0

∑j+k
l=j x0(j, k, l) +

∑c
j=0

∑L
k=c−j+1

∑c
l=j x0(j, k, l)

+
∑∞

i=1

∑c
j=0

∑c−j
k=0

∑j+k
l=j xi(j, k, l)

+
∑∞

i=1

∑c
j=0

∑L
k=c−j+1

∑c
l=j xi(j, k, l).

12. Probability that all servers are idle,

c+S∑

l=0

x0(0, 0, l) +
∞∑

i=1

l∑

k=0

xi(0, k, 0).

13. Probability that all servers are busy,

∞∑

i=0

c∑

j=0

L∑

k=c

c+S∑

l=c

xi(j, k, l).

14. Probability that all servers are busy with Type-I,

∞∑

i=0

L∑

k=c

c+S∑

l=c

xi(0, k, l).

15. Probability that all servers are busy with Type-II,

∞∑

i=0

L∑

k=c

c+S∑

l=c

xi(c, k, l).

16. Probability that no server is busy with Type-I,

∑c
j=0

∑c+S
l=j x0(j, 0, l) +

∑c
j=0

∑L
k=1 x0(j, k, j) +

∑L
k=1

∑c+S
l=c+1 x0(c, k, l)

+
∑∞

i=0

∑c
j=0

∑L
k=0 xi(j, k, j) +

∑L
k=0

∑c+S
l=c+1 xi(c, k, l).

17. Probability that exactly ‘m’ servers are busy with Type-I,

=
∞∑

i=0

c−m∑

j=0

L∑

k=m

xi(j, k, j + 1) +
c−m∑

j=0

c+S∑

l=j+k+1

x0(j,m, l).

18. Probability that no server is busy with Type-II,

∑L
k=0

∑c+S
l=0 x0(0, k, l) +

∑∞
i=1

∑c
k=0

∑j+k
l=0 xi(0, k, l)

+
∑L

k=c+1

∑c+S
l=c+1 xi(0, k, l).
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19. Probability that exactly ‘m’ servers are busy with Type-II,

L∑

k=0

c+S∑

l=m

x0(m, k, l) +
∞∑

i=1

{
c−m∑

k=0

j+k∑

l=m

xi(m, k, l) +
L∑

k=c

c+S∑

l=m

xi(m, k, l)

}
.

20. Expected reorder rate,

ER = kμ1

∑c
k=1 x0(0, k, c + s + 1) + cμ1

∑L
k=c+1 x0(0, k, c + s + 1)

+
∑c

j=1 jμ2

∑L
k=0 x0(j, k, c + s + 1)

+
∑c

j=1(c − j)μ1

∑L
k=1 x0(j, k, c + s + 1)

+
∑∞

i=1

∑c−1
j=0 q(c − j)mu1

∑L
k=c−j xi(j, k, c + s + 1)

+
∑∞

i=1 cμ2

∑L
k=0 xi(j, k, c + s + 1)

+
∑∞

i=1

∑c−1
j=0 p(c − j)mu1

∑c+s+2−(j+1)
k=c−j xi(j, k, c + s + 2).

21. Expected number of items in the inventory,

EI =
∑L

k=0

∑c+S
l=1 lx0(0, k, l) +

∑c
j=1

∑L
k=0

∑c+S
l=j lx0(j, k, l)

+
∑∞

i=1 xi(0, 1, 1) +
∑c−1

k=2

∑j+k
l=1 lxi(0, k, l)

+
∑∞

i=1

∑c
j=1

∑c−j−1
k=0

∑j+k
l=j lxi(j, k, l) +

∑∞
i=1

∑c
j=0

∑L
k=c−j

∑c+S
l=j lxi(j, k, l)

4.1 Optimization Problem

Based on the above performance measures we construct a revenue function. We
define this revenue function as RF as

RF = (C1 −C2 −C3)RTII,TI +(C1 −C2)RTIIS −C4Pnospace −C5Pnoinv −hIEI

−C2ER − hCI
ETI − hCII

ETII

where

– C1 = Selling Cost per unit item
– C2 = Purchase Cost per unit item
– C3 = Incentive to Type-I for serving Type-II
– C4 = Cost for loss due to lack of space in buffer
– C5 = Cost for customer loss due to no inventory
– hI = holding cost per unit time per unit item in the inventory
– hCI

= holding cost per Type-I customer per unit time
– hCII

= holding cost per Type-II customer per unit time

In order to study the variation in different parameters on profit function we
first fix the costs C1 = $75, C2 = $50, C3 = $2, C4 = $10, C5 = $10, hI = $5,
hCI = $5, hCI = $2.
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Effect of p on RF
The effect of p on the revenue function for c = 1, c = 2 and c = 3 are given
below:

Table 1. Value of revenue function for various p: Fix c = 1, L = 8, S = 17, s = 5, λ1 =
0.9, λ2 = 0.8, β = 1, μ1 = 2, μ2 = 3

p 0 0.25 0.5 0.75 1

RF −37.4033 −40.8083 −43.0853 −44.4609 −45.2468

Table 2. Value of revenue function for various p: Fix c = 2, L = 8, S = 18, s = 5, λ1 =
0.9, λ2 = 0.8, β = 2, μ1 = 2, μ2 = 3

p 0 0.25 0.5 0.75 1

RF −35.2785 −50.1243 −54.6316 −54.6847 −53.7205

As p increases the value of the revenue function is seen to decrease for c = 1
(Table 1) and c = 3 (Table 3). For c = 2 (Table 2), revenue function decreases first
and then it shows a slight increase. This could be due to increase in incentives
consequent to increase in number of low priority customers served by those of
high priority.

Table 3. Value of revenue function for various p: Fix c = 3, L = 8, S = 19, s = 5,
λ1 = 1, λ2 = 1.1, β = 2, μ1 = 1.1, μ2 = 1.2

p 0 0.25 0.5 0.75 1

RF 515.4303 404.3992 339.7477 298.8594 267.5835

Effect of β on Loss Rates and Number of Items in Inventory

As β value increases loss rate of Type-I customers, Type-II customers due to
no inventory is evaluated (Tables 4, 5 and 6) and we can see that loss rate
of customers decreases, and as β increases expected number of items in the
inventory increases.

Effect of β on Revenue Function

As β increases value of revenue function increases for c = 2 and c = 3 (Tables 8
and 9), whereas for c = 1 (Table 7) it decreases.
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Table 4. Value of revenue function for various value of β: Fix c = 1, L = 8, S = 17, s =
5, λ1 = 0.9, λ2 = 0.8, μ1 = 2, μ2 = 3, p = 0.5

β 1 1.5 2 2.5 3

ETIlossrate 0.0141 0.0049 0.0019 9, 1408 × 10−4 4.8460 × 10−4

ETIIlossrate 0.0125 0.0042 0.0017 8.1252 × 10−4 4.3075 × 10−4

EI 10.4024 10.7832 10.9746 11.0889 11.1644

Table 5. Value of revenue function for various values of β: Fix c = 2, L = 8, S =
18, s = 5, λ1 = 0.9, λ2 = 0.8, μ1 = 2, μ2 = 3, p = 0.5

β 1 1.5 2 2.5 3

ETIlossrate 0.0081 0.0024 9.3577 × 10−4 4.1559 × 10−4 1.9997 × 10−4

ETIIlossrate 0.0072 0.0021 8.1711 × 10−4 3.5942 × 10−4 1.7045 × 10−4

EI 12.8770 13.2197 13.3877 13.4867 13.5519

Table 6. Value of revenue function for various values of β: Fix c = 3, L = 8, S =
19, s = 5, λ1 = 1, λ2 = 1.1, μ1 = 1.1, μ2 = 1.2, p = 0.5

β 1 1.5 2 2.5 3

ETIlossrate 0.0749 0.0474 0.0342 0.0270 0.0224

ETIIlossrate 0.0837 0.0535 0.0389 0.0307 0.0256

EI 12.0157 13.1016 13.5791 13.8264 13.9762

Table 7. Value of revenue function for various values of β: Fix c = 1, L = 8, S =
17, s = 5, λ1 = 0.9, λ2 = 0.8, μ1 = 2, μ2 = 3, p = 0.5

β 1 1.5 2 2.5 3

RF −43.0853 −44.5015 −45.1581 −45.5057 −45.7053

Table 8. Value of revenue function for various values of β: Fix c = 2, L = 8, S =
18, s = 5, λ1 = 0.9, λ2 = 0.8, μ1 = 2, μ2 = 3, p = 0.5

β 1 1.5 2 2.5 3

RF −58.7539 −56.5816 −54.6316 −53.1138 −51.9845

Table 9. Value of revenue function for various values of β: Fix c = 3, L = 8, S =
19, s = 5, λ1 = 1, λ2 = 1.1, μ1 = 1.1, μ2 = 1.2, p = 0.5

β 1 1.5 2 2.5 3

RF 195.6691 278.4610 339.7477 381.2734 410.2780
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5 Conclusion

In this we considered a queueing inventory system useful in crowdsourcing. We
investigated a multi-server queueing inventory model in which one type of cus-
tomers are encouraged to serve another type of customers which improves the
efficiency of the service facility. Here we assumed that resources to be provided to
the customer on service completion to be finite. We assumed the arrival process
to be Poisson and service times exponentially distributed. A revenue function is
constructed and effect of probability p on the revenue function for single server,
two server and three server is numerically analyzed. Effect of β on the loss rate of
customers and revenue function is numerically analyzed. We propose to extend
the above model where arrival is MAP and service time is Phase-type.
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Abstract. We consider a tandem queueing network with two service
stations without buffers. An infinite capacity station named as the main
station provides usual paid service. Another station is a finite capacity
station named as the offer zone. The offer zone is an intermediate station
strategically designed to attract the maximum number of customers to
the main station. The offer zone works under various random environ-
ments. Sojourn times of each random environment follows Phase Type
distribution. Two types of customers arrive to the system according to an
MMAP. Service times of customers at both the stations are exponentially
distributed. The stationary probability distribution of the states of the
Markov chain representing the proposed model is computed. Some oper-
ational and probabilistic characteristics of the system are determined. A
control problem is discussed. A cost function is proposed. The effect of
the maximum capacity of the offer zone on various performance measures
are considered. Numerical as well as graphical illustrations are given.

Keywords: Main station · Offer zone · Tandem queue · Random
environment

1 Introduction

In this paper we consider a queueing system with two service stations working in
tandem. The theory of queues and tandem queueing networks are intertwined.
Each of these can be used to supplement the other. Tandem queues or Multi-
Stage queues serve as a link between these two. When we consider the tandem
queue as a queueing network, it is one of the simplest queueing networks con-
sisting of a number of sequential service counters or stations. A tandem queue
with two stations and a finite queue in between the stations is considered in
[3]. In [2], Gomez Corral considers a tandem queue with two stations in which
an infinite queue is allowed before the first queue, but no queue in between the
stations. In [6] Klimenok et al. consider a tandem queue with a finite number of
stations. Tandem queue with cross-traffic in between the stations can be found
in [7]. Studies in connection with tandem queues can be found in [1],[5] and [4].
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-36625-4_20&domain=pdf
https://doi.org/10.1007/978-3-030-36625-4_20


An MMAP/M/∞ Queueing System with an Offer Zone 245

Algorithmic solutions to exponential tandem queues with blocking can be found
in [8]. In the present paper, the tandem queue considered works with two sta-
tions. In most of the tandem queueing networks finite capacity service stations
are considered. In the present model the main station works without buffers and
it can accommodate an infinite number of customers. The service policy adopted
at each station is self service policy. Two types of customers arrive to the sys-
tem. Only one of the customers use the intermediate station for being served. In
the present model, the first station of the tandem consists of an infinite number
of servers and it is named as the main station. It provides usual paid services.
The second station of the tandem queueing system is named as the offer zone
and it consists of a maximum of N servers. ‘Offer’ is a strategy adopted by the
operators of the service facility to attract more customers. The operator of the
system aims at keeping more customers continue with the service. An ‘offer’
may be considered as rendering discounted service, trial service or rather free
service. Thus ‘offer’ results in high cost burden to the system. Some customers
may leave the system after enjoying discounted services. The offer zone acts as
an intermediate station for attracting more customers to the main station. There
are restrictions on the time a customer can spent being served at the offer zone.
Two types of customers arrive to the system according to a Marked Markovian
Arrival Process (MMAP). One type of customer directly enter the main station
for being served. The second type of customer make a trial service at the offer
zone and then decide whether to join main station or not. The environments
of the offer zone are designed in such a way to attract more customers to the
system. It aims at optimizing the cost effectiveness of the system. The following
situation prevailing in the field of telecommunication motivated the designing of
the model discussed.

In the field of telecommunication, the number of e-service providers, network
operators and software vendors are increasing very fast. The scope, variety and
range of various e-services provided by them are astonishing. As far as they
are concerned, competition has become an unavoidable part of their corporate
life. It has become not only a means of making more profit but a surety even
for their existence. They adopt various strategies to attract more subscribers
to their service. They design various strategies to attract subscribers of other
networks to their service. To make the maximum number of customers to con-
tinue with their service, they announce various types of offers and free trials. It
helps in minimizing the loss of subscribers of their network. The offers include
free trial/special tariff packages and discounts on service packages. Usually the
offers are provided for a short duration of time. There are establishment as well
as operational costs associated with such strategic moves compared to the ben-
efits acquired from the paid customers. So restrictions in time and number of
subscriptions is mandatory in the case of services by means of offers. Cost anal-
ysis and optimization of control variables are very important in such a case.
The present paper mathematically models a similar situation as a tandem queue
without buffers. The arrival process in this tandem network is correlated and
it is assumed to be Marked Markovian Arrival Process [MMAP]. We model the
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present queueing problem as a Continuous Time Markov Chain (CTMC) and
analyze it by means of Matrix Analytic Methods [9].

2 Model Description

We consider a tandem queuing network with two service stations named as the
main station and the offer zone. Both these stations provide immediate service
for the customers upon arrival. The main station is of infinite capacity and
provides usual paid service. The offer zone is of finite capacity N and it works
under various random environments. Customers get the same type of required
service from both the service stations. We consider each strategic plan to attract
customers to the offer zone as an offer. We consider a package consisting of a
combination of these offers as a particular environment. The environments of
the offer zone include no offer environment too. The offer zone serves as an
intermediate source for attracting those customers who have not yet decided
whether to take the paid service from the main station or not.

We assume that there are a finite number of environments associated with
the functioning of the offer zone. Let n be the number of these environments.
Let {1, 2, . . . , n − 1} denote the n − 1 environments with one or more offers and
n denote the no offer environment of the offer zone. The duration of each envi-
ronment follows Phase type distribution. The generator matrix of the Markov
process leading to the PH distribution depends on the current environment of
the offer zone. Let pr denote the probability that the offer zone is at environ-
ment r where {r = 1, 2, . . . , n}. The duration of time the environment r works
follow Phase type distribution with irreducible representation PH(βr, Sr) with
Mr phases. The vector S0

r is given by S0
r = −Sre. Let νr = βr(−Sr)−1e denote

the mean duration of the environment r. We assume that all the customers in
the offer zone are getting served in the same environment and so the offers given
to those customers in service at the offer zone change with the change in the
environment in which the offer zone works. Customers arriving to the system
are categorized as type-A and type-B. A type-A customer do not try to take an
offer and directly enters the main station for service. A type-B customer likes
to have a trial service at the offer zone. After the service completion at the
offer zone, a type-B customer decides whether to continue their service at the
main station or to leave the system. The stochastic process corresponding to the
arrival of both these types of customers are assumed to be an MMAP (Marked
Markovian Arrival Process) with representation (D0,D1,D2) where D1 = pD∗,
D2 = (1 − p)D∗ for some D∗ with 0 ≤ p ≤ 1. After the service completion at
the offer zone, we assume that a type-B customer moves to the main station
to continue their service with probability η or leave the system forever with its
complimentary probability (1 − η). If the offer zone is full at the time of arrival,
a type-B customer directly enters the main station with probability γ or leaves
the system with probability (1 − γ).

We assume that the service times at both the stations are exponentially
distributed. Even though the service provided at both the main station and the
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offer zone are the same, we assume that the rates at which service is provided are
different. Let the service time of a customer at the main station is exponentially
distributed with rate μ and the distribution of the service time of a customer at
the offer zone when it is working in environment r is exponential with rate μr

where {r = 1, 2, ....., n}. The MMAP governing the arrival of type-A and type-B
customers in the present model is described as follows:

Let the underlying Markov chain {νt, t ≥ 0} be irreducible and let D be the
generator of this Markov chain with state space {1, 2, 3, .....,m}. At the end of
sojourn time in state i, which is exponentially distributed with a positive finite
parameter λ(i) any of the following can happen. It can move to state j where
j �= i without an arrival or it can move to state j with an arrival of a either a
type A customer or the arrival of a type B customer. Let D0 = (dij(0)) be the
rate matrix corresponding to those transitions without an arrival and D∗ = (d∗

ij)
be the rate matrix corresponding to an arrival of any customer to the system.
Let D1 = (pd∗

ij(1)) be the rate matrix corresponding to the arrival of type-A cus-
tomer and let D2 = (1 − p)d∗

ij(1)be the rate matrix corresponding to the arrival
of type-B customer where 0 ≤ p ≤ 1. Then the MMAP under consideration is
well be described by the parameter matrices (D0,D1,D2) and D = D0+D1+D2

is the infinitesimal generator of the markov chain corresponding to the MMAP.
All the off-diagonal elements of D0 and all the elements of D∗ are non nega-
tive. We assume that the initial probability vector is the same as the stationary
probability vector. That is our MMAP is a stationary MMAP.

The average total arrival intensity λ is defined by λ = θD∗e, where θ is the
invariant vector of the stationary distribution of the Markov chain {νt, t ≥ 0}.
The vector θ is the unique solution of the system of equations θD = 0, θe = 1
where e denotes a column vector of 1′s and 0 is a row vector of 0′s. The average
arrival intensity λA and λB of type-A and type-B customers respectively are
defined by λA = θD1e and λB = θD2e.

In the following sequel the following notations are used

– ⊕ represents Kronecker sum of matrices.
– ⊗ represents Kronecker product of matrices.
– IM denotes an identity matrix of order M.
– diag{., ., ., } represents a diagonal matrix of appropriate order with entries

listed within the braces.

3 Matrix Analytic Solution

To formulate the above model mathematically, we introduce the necessary ran-
dom variables as follows:

Let N1(t) be the number of customers in the main station, N2(t) the number
of customers in the offer zone, E(t) the environment of the offer zone and S(t)
the phase of the environment of the offer zone. Let A(t) the phase of the arrival
process. E(t) can take any of the values {1, 2, . . . , n} depending on the ongoing
environment of the offer zone. Then

{
N1(t), N2(t), E(t), S(t), A(t)} is a Markov

process and it describes the process under consideration.
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We define the state space of the QBD under consideration and analyze the
structure of its infinitesimal generator. The state space Ω consists of all elements
of the form (i, j, r, s, t) where i ≥ 0, 0 ≤ j ≤ N ; r = 1, 2, . . . , n; s = 1, 2, . . . ,Mr

for a fixed value of r and t = 1, 2, . . . ,m. Let the elements of Ω be ordered lexico-
graphical. The infinitesimal generator Q of the Level Dependent QBD describing
the MMAP/M/∞ Queueing System with an Offer Zone working in a Random
Environment is of the form

Q =

⎛

⎜
⎜
⎝

A0
1 A0

A1
2 A1

1 A0

A2
2 A2

1 A0

. . . . . . . . .

⎞

⎟
⎟
⎠ (1)

where A0, A
i
1, A

i
2 are all square matrices whose entries are block matrices.

A0 represents the arrival of a customer to the main station; that is transition
from level i → i + 1 where i ≥ 0.
Ai

2 represents departure of a customer after service completion at the main
station when there are i customers in the main station; transitions from level
i → i − 1, for i = 1, 2, . . . and
Ai

1 describes all transitions in which the level does not change (transitions within
levels i).

The structure of the Ai
1 for i ≥ 0 are as follows:

Ai
1 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

E0
1 E0

E1
2 E1

1 E0

E2
2 E2

1 E0

. . . . . . . . .
. . . . . . . . .

EN
2 EN

1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

(2)

For j = 0, 1, 2 . . . , N , Ej
1 is given by

Ej
1 =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

C1 S0
1 ⊗ p2β2 ⊗ Im S0

1 ⊗ p3β3 ⊗ Im . . . S0
1 ⊗ pnβn ⊗ Im

S0
2 ⊗ p1β1 ⊗ Im C2 S0

2 ⊗ p3β3 ⊗ Im . . . S0
2 ⊗ pnβn ⊗ Im

S0
3 ⊗ p1β1 ⊗ Im S0

3 ⊗ p2β2 ⊗ Im C3 . . . S0
3 ⊗ pnβn ⊗ Im

...
...

...
. . .

...
S0
n ⊗ p1β1 ⊗ Im S0

n ⊗ p2β2 ⊗ Im . . . . . . Cn

⎞

⎟
⎟
⎟
⎟
⎟
⎠

(3)
For a given value of j = 0, 1, 2, ...(N − 1), the matrices Cl is defined as

Cl = [(1 − pl)Sl − (iμ + jμl)I] ⊕ D0

and for j=N

Cl = [(1 − pl)Sl − (iμ + jμl)I] ⊕ [D0 + (1 − γ)D2]

where l = 1, 2, ......., n.
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E0 is the matrix representation of the rates at which customers arrive to the
offer zone and is given by

E0 = diag{IM1 ⊗ D2, IM2 ⊗ D2, . . . , IMn
⊗ D2} (4)

Ej
2 is the matrix representation of the rates at which those customers who have

completed their service in the offer zone leave the system forever without going
to the main station and is given by

Ej
2 = diag{IM1 ⊗ (1−η)jμ1Im, IM2 ⊗ (1−η)jμ2Im, . . . , . . . , IMn

⊗ (1−η)jμnIm}
(5)

A0 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

U1

U1
2 U1

U2
2 U1

. . . . . .
. . . . . .

U
(N−1)
2 U1

UN
2 UN

1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(6)

U1 = diag{IM1 ⊗ D1, IM2 ⊗ D1, . . . , . . . , IMn
⊗ D1} (7)

UN
1 = diag{IM1 ⊗ [D1 +γD2], IM2 ⊗ [D1 +γD2], . . . , . . . , IMn

⊗ [D1 +γD2]} (8)

For j = 1, 2, . . . , N the matrices U j
2 are given by

U j
2 = diag{IM1 ⊗ ηjμ1Im, IM2 ⊗ ηjμ2Im, . . . , . . . , IMn

⊗ ηjμnIm} (9)

– U1 is the matrix representation of the rates at which the customers arrive to
the main station when the offer zone is not fully occupied.

– UN
1 is the matrix representation of the rates at which the customers arrive

to the main station when the offer zone is fully occupied.
– U j

2 is the matrix representation of the rates at which those customers who
have completed their service in the offer zone enters the main station for
continuing their service at the main station.

For i = 1, 2, ..., the matrices Ai
2 are given by

Ai
2 = I(N+1) ⊗ diag{IM1 ⊗ iμIm, IM2 ⊗ iμIm, . . . , . . . , IMn

⊗ iμIm} (10)

The present model is a level dependent QBD and we apply Neuts-Rao trunca-
tion [10] for the analysis of the model. We assume that when the number of
customers in the main station exceeds a certain limit, say K, service occurs at
constant rates Kμ. In that situation the matrices Ai

2 becomes AK
2 for i ≥ K.

The infinitesimal generator Q1 of the modified model becomes

Q1 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

A0
1 A0

A1
2 A1

1 A0

A2
2 A2

1 A0

. . . . . . . . .
A2 A1 A0

. . . . . . . . .

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

(11)
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where
A1 = AK

1 , A2 = AK
2 .

In this model, there are infinite number of servers in the main station and
therefore the system is always stable.

3.1 Stationary Distribution

The stationary distribution of the Markov process under consideration is
obtained by solving the set of equations

xQ1 = 0;xe = 1. (12)

Let x be the steady- state probability vector of Q1

Partition this vector in conformity with Q1 as follows:

x = (x0,x1,x2, . . . )

xi = (xi0,xi1, . . . ,xiN)

xij = (xij1,xij2,xij3, . . .xijn)

xijr = (xijr1,xijr2 . . .xijrMr
)

xijrs = (xijrs1, xijrs2 . . . , xijrsm).

xijrst is the probability of being in state (i, j, r, s, t) for i ≥ 0, j = 0, 1, ..., N ;
r = 1, 2, . . . n, s = 1, 2, . . . ,Mr, t = 1, 2, . . . ,m. The steady-state probability
vector is obtained as

x(K−1)+i = x(K−1)R
i, i ≥ 0 (13)

where R is the minimal non negative solution to the matrix quadratic equation

R2A2 + RA1 + A0 = 0 (14)

and the vectors x0, . . . ,x(K−1) are obtained by solving

x0A
0
1 + x1A

1
2 = 0 (15)

x(i−1)A0 + xiA
i
1 + x(i+1)A

(i+1)
2 = 0 (16)

for 1 ≤ i ≤ (K − 2)

x(K−2)A0 + x(K−1)

[
A

(K−1)
1 + A2R

]
= 0 (17)

subject to the normalizing condition

(K−2)∑

i=0

xi + x(K−1)(I − R)−1e = 1. (18)
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4 Performance Measures of the System

With regard to the above system under consideration, we may be interested in
evaluating a number of performance measures which may help us to optimize
the capacity N and to minimize the expected loss of customers from the system.
There are two types of loss of type-B customers from the system. The first of
which namely type-I loss occurs due to the restriction on the maximum capacity
of the offer zone, that is, when the offer zone is full with N number of customers.
The second type of loss of type-B customers namely type-II loss, occurs from
the offer zone after completing their service at the offer zone. We can identify
the environment of the offer zone from which the maximum expected number
of type-B customers are lost without joining the main station which in turn
help us to redefine the offers so as to minimize type-II loss. Following are some
performance measures of the system:

1. Expected number of customers in the main station

E[MS] =
∞∑

i=0

ixie (19)

2. Expected number of customers in the offer zone

E[OZ] =
∞∑

i=0

N∑

j=0

n∑

r=1

Mr∑

s=1

m∑

t=1

jxijrst (20)

3. Expected number of customers in environment r of the offer zone

E[OZ(r)] =
∞∑

i=0

N∑

j=0

Mr∑

s=1

m∑

t=1

jxijrst (21)

4. Probability of type-I loss

P [L1] =
∞∑

i=0

n∑

r=1

Mr∑

s=1

m∑

t=1

(1 − γ)xiNrst (22)

5. Expected rate of type-I loss

ER[L1] = λBP [L1] (23)

6. Expected rate at which type-B customers enter the main station from envi-
ronment r of the offer zone

E[MS(r)] =
∞∑

i=0

N∑

j=0

Mr∑

s=1

m∑

t=1

jμrηxijrst (24)

for r = 1, 2, ...n
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7. Expected rate at which type-B customers enter the main station after the
service completion at the offer zone

E[OZMS] =
n∑

r=0

E[MS(r)] (25)

8. Expected rate of type-II loss from environment r

ER[L2(r)] =
∞∑

i=0

N∑

j=0

Mr∑

s=1

m∑

t=1

jμr(1 − η)xijrst (26)

for r = 1, 2, ...n
9. Expected rate of type-II loss

ER[L2] =
n∑

r=0

R[LE(r)] (27)

10. Fraction of time environment r operates

F (r) = νrpr/[
n∑

t=1

νtpt] (28)

5 The Cost Function

For the cost analysis of the system we introduce the revenue and expenditure
per customer as follows:

– Revenue R monetary units per unit time per customer undergoing service in
the main station.

– Revenue Rr monetary units per unit time per customer undergoing service
in the environment r of the offer zone where r = 1, 2, ...., n.

– Revenue Rd monetary units per type-A customer upon direct entry to main
station.

– Operational cost of environment r per unit time, cr monetary units.
– Holding cost hr monetary units per customer in environment r

The Expected Total Profit (ETP) is given by

(ETP) = R ∗ E[MS] + Rd ∗ λA + (Rr) ∗
n∑

r=1

E[MS(r)]

−
n∑

r=1

[Fr ∗ cr] −
n∑

r=1

[E[OZ(r)] ∗ hr ∗ Fr] (29)

So the objective of the service providers or the operators of the system is to
determine an optimal value of N for which the total expected profit (ETP) is
maximum and to spot out the environment which contributes more customers
to the main station under specified conditions.
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6 Numerical Examples

6.1 Example-1

In example-1 we study the effect of parameters p and η on the expected number
of customers in the main station. We assume that arrival to the main station
and the offer zone occurs at exponential rates pλ and (1−p)λ respectively where
0 ≤ p ≤ 1.

We consider the values of the variables as follows:

λ = 6, μ = 8, μ1 = 10, μ2 = 12, γ = .5

M1 = 2;M2 = 2;n = 2

S1 =
(−6 3

1 −3

)
;S2 =

(−7 3
2 −4

)

β1 = [.5, .5];β2 = [.5, .5]

Fig. 1. Effect of η on E[MS]

From Tables 1 and 2, it is evident that for a given value of p, the number
of customers in the main station increases with an increase in the value of η.
Figure 1 shows that if the offers are designed in such a way to attract more
customers to the main station, the number of customers continuing service at
the main station can be increased. Figure 2 shows the combined effect of p and
η on E[MS].
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Fig. 2. Effect of p and η on E[MS]

Table 1. Effect of p and η on E[MS]

η p

0.1 0.2 0.3 0.4 0.5

0 48.1111 48.1159 48.1538 48.2133 48.2832

0.1 53.5404 53.9409 54.3207 54.6705 54.978

0.2 65.3643 65.8186 66.2272 66.579 66.8581

0.3 79.5969 79.9629 80.2747 80.5199 80.6803

0.4 93.5508 93.8027 94.0012 94.1336 94.1811

0.5 105.9276 106.0867 106.197 106.247 106.2188

0.6 116.3643 116.4598 116.5131 116.514 116.446

0.7 124.9577 125.0135 125.0344 125.011 124.9288

0.8 131.9709 132.003 132.0077 131.976 131.895

0.9 137.6914 137.7093 137.7075 137.6767 137.6051

1 142.3762 142.3852 142.3823 142.3571 142.2987

6.2 Example-2

In example-2, we analyze the effect of N on various performance measures. We
assume that arrival to the main station and the offer zone occurs at exponential
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Table 2. Effect of p and η on E[MS]

η p

0.6 0.7 0.8 0.9 1

0 48.3488 48.3886 48.3657 48.1928 47.1571

0.1 55.2253 55.3832 55.3959 55.118 53.0076

0.2 67.0402 67.0844 66.9083 66.2876 62.4921

0.3 80.7271 80.6106 80.2285 79.2927 73.9089

0.4 94.1136 93.8777 93.3619 92.244 85.755

0.5 106.0831 105.7876 105.2208 104.0545 97.0178

0.6 116.2823 115.9744 115.4174 114.2964 107.1701

0.7 124.7639 124.4729 123.9606 122.9367 116.032

0.8 131.7439 131.4846 131.0329 130.1277 123.6262

0.9 137.4749 137.253 136.8659 136.0825 130.0719

1 142.1916 142.0075 141.6827 141.0145 135.5218

Fig. 3. Effect of N on the entry of type-B customers from the offer zone to the main
station

rates pλ and (1 − p)λ respectively where 0 ≤ p ≤ 1. We fix the values of the
variables as follows:

λ = 6, p = 0.3;μ = 8, μ1 = 10, μ2 = 12, γ = 0.5
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Table 3. Effect of capacity N

N E[MS] E[OZ] ER[L1]

5 58.7453 0.6671 0.0194

9 69.4407 1.7003 0.0142

13 78.0358 3.0920 0.0114

17 84.7510 4.7385 0.009

21 89.8669 6.5478 0.0081

25 93.6547 8.4447 0.0070

29 96.3461 10.3693 0.0062

33 98.1249 12.2737 0.0055

37 99.1312 14.1185 0.0049

41 99.4687 15.8698 0.0043

Table 4. Effect of capacity N

N E[MS(1)] E[MS(2)] E[OZMS]

5 3.6707 4.4049 8.0756

9 9.8212 11.7855 21.6067

13 18.5529 22.2635 40.8163

17 29.2967 35.1561 64.4528

21 41.4415 49.7298 91.1714

25 54.4261 65.3113 119.7373

29 67.7752 81.3302 149.1054

33 81.1003 97.3203 178.4206

37 94.0833 112.9000 206.9833

41 106.4575 127.7489 234.2064

S1 =
(−6 3

1 −3

)
;S2 =

(−7 3
2 −4

)

β1 = [0.5, 0.5];β2 = [0.4, 0.6]; p1 = 0.5; p2 = 0.5;

M1 = 2;M2 = 2;n = 2

The data in Tables 3 and 4 shows the effect of N on various performance
measures. Figure 3 shows that the number of type-B customers entering the
main station from the offer zone increases with an increase in value of N . An
optimum value of N can bedetermined based on the cost and revenues associated
with the system.
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7 Conclusion

The results in this paper may be extended to tandem queueing networks con-
sisting of more than two service stations and to the case where the service time
distributions are of so general say Phase type distributions. We plan to investi-
gate such a general problem in future.
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Abstract. This study investigates the repairable single server queue
with working vacations and system disasters. The server allows to take
a working vacation if there is no any customers in the system. There
is a possibility of breakdowns happening in a system. When the system
occurs server breakdowns, the server goes to the failure state and all
customers in the queue are flushed away. The repairing process starts
immediately, when the server comes to the failure state. The explicit
expression for system size probabilities of the queueing system is derived
in terms of the modified Bessel function of first kind using the probability
generating function method, Laplace transform and continued fractions.
Additionally, the mean and variance for number of jobs in the system
at time t are derived as the performance measures. Finally, a numerical
example is presented to study the behavior of the system.

Keywords: M/M/1 queue · Repairable server · Working vacations ·
System disasters

1 Introduction

Applications of queueing model with vacations exist in various fields such as net-
work service, web service, file transfer service and mail service. Working vacation
is one type of the vacation policies and Servi and Finn [19] introduced this con-
cept generalizing the classical single server vacation model. They derived the
explicit expressions for the mean, variance of the number of customers in the
queue. In working vacation duration, the server serves the customers with a
lower rate than the normal service rate. This may be a reason to reduce the
leaving of customers from the system during the vacation period. Wu and Tak-
agi [25] have derived the expressions for the number of jobs in the queue and
the response time for an arbitrary customer extending the M/M/1/WV model
to new M/G/1/WV model. A GI/M/1 queue with multiple working vacations
was analyzed by Baba [3] to obtain the steady state result for the system size
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in the queue both at arrival and arbitrary epochs. Banik et al. [5] discussed
the finite buffer single server GI/M/1 queue with multiple working vacations
and they presented the distribution for number of customers in the system at
pre-arrival and arbitrary epoch. Do [8] obtained time independent expression
for the retrial M/M/1 queue with working vacations. Yang et al. [26] applied
the matrix-analytic method to derive the steady-state probabilities and some
system characteristics of the F -policy M/M/1/K queueing system with work-
ing vacation. Baba [4] studied MX/M/1 queue with multiple working vacation
and he obtained the probability distribution for system size and some of the
performance measures for the queueing system considering that the server is in
its equilibrium state. Arivudainambi et al. [2] have derived stationary result for
a single server retrial queue introducing the concept of single working vacation.
The M/G/1 queue with working vacations has been analyzed by Aissani et al.
[1] to derive the expressions for joint probability distribution of the server state
and system size probabilities of the queue when the server is in steady-state
by using the Laplace and z- transforms. Recently, Vijaya Laxmi and Rajesh [23]
analyzed single sever queue with customer impatience and variant working vaca-
tion policy. They obtained the explicit expression for system size probabilities
and some performance measures at steady state.

Gelenbe [9] introduced the notion of catastrophes and it has been gaining
significant scholarly attention during the last few decades since their applications
are widely used in service systems, computer systems, manufacturing systems
and. Catastrophes occur at random time when server is going to complete the
service for all the customers at that time or the server is waiting for a new
arrival. This situation can be considered as negative customer arrival in queueing
system and they have a property to remove all the customers or some of them in
the queueing system. It may be possible to happen either from another service
station or from outside the system. A mail server with an infected virus can be
considered as an example for a queueing system with catastrophes. Since this
email transmit the virus during its transferring to the other processors, disasters
may occur to clear the operation of all emails stored in the system. Krishna
Kumar and Arivudainambi [14] analyzed the transient solution for an M/M/1
queue with catastrophes. Chao [6] has extended the research which has been
done by Di Crescenzo et al. [7] for the M/M/1 queue with catastrophes to a
network of queues. An M/M/R/N queueing system with balking, reneging and
server break-downs was analyzed by Wang and Chang [24].

Queueing systems with repairable servers often arise in the field of com-
puter and communication switching systems and web servicing systems where
the processors have to handle failing and repairing of them [16]. Therefore, the
studying of queues subjected to catastrophes and breakdowns and repairable
servers has got more attention of the researchers. An M/M/1 queue which has
N servers with server breakdowns and repairs has been analyzed by Neuts and
Lucantoni [17]. A single server priority queue with server failures and queue
flushing has been discussed by Towsley and Tripathi [22]. The transient solu-
tion for an M/M/1 queue subjected to catastrophes with server failure and
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non-zero repairable time has been derived by Krishna Kumar and Pavavi [15].
Giorno et al. [10] has obtained jump diffusion approximation for a double ended
queue with catastrophes and repairs. Kalidass and et al. [13] derived the tran-
sient solution of an N -policy single server queueing system with catastrophes
and repairable server. A single server queueing system with balking, catastro-
phes, server failures and repairs was analyzed by Tarabia [21] extending the
model of Krishna Kumar and Pavai [15] with balking feature and he has obtained
transient and steady state probabilities with the use of probability generating
function technique and a direct approach.

Yechiali [27] has obtained the time independent probabilities of the system
size of the queue with system breakdowns and customer impatience. Expanding
this model, Sudesh [20] derived the transient solutions for the probabilities of
number of customers in the system with the use of generating function methods
and continued fractions. Considering an M/M/1 queue with working vacation
and multiple types of server breakdowns, the distribution for number of jobs in
the system was derived by Jain and Jain [12]. An M/M/1 queueing system with
second optional service and unreliable server has been extensively researched.
Using the matrix geometric technique, Jain and Chauhan [11] have analyzed
a single server queue with unreliable server and second optional service. Deal-
ing with a feedback retrial M/G/1 queue with multiple working vacations and
vacation interruption, Rajadurai et al. [18] has obtained the time independent
probabilities for the system size and some performance measures.

In existing literature, analyzing a repairable single server queue with working
vacations and system disasters in transient state is less researched. Therefore, in
this research, the transient solutions of an M/M/1 queue with working vacations
and system disasters are obtained using Laplace transform, probability generat-
ing function technique and continued fractions. As the performance measures,
mean and variance of the system size are explicitly expressed. The findings of
this study is applicable in manufacturing systems, computer communication sys-
tems, network systems and inventory systems etc. Therefore, the results of this
research may help people who use queueing theory to deal with congestion prob-
lems in the systems.

The different sections of this paper are arranged as follows. Section 2 includes
the model for a repairable single server queue with working vacations and system
disasters in transient state. The transient solution of system size probabilities is
derived in Sect. 3. Section 4 presents the time dependent expected values. Numer-
ical result is presented in Sect. 5. The paper concludes in Sect. 6.

2 Model Description

A single server queueing model with system failure and working vacations is
considered. The assumptions of the system are build up as follows:
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Arrivals are allowed to join the system according to a Poisson process with
rate λ and service takes place according to an exponential distribution with rate
μ. The server takes a working vacation when there are no customers in the sys-
tem. Working vacation policy has an exponential distribution with mean 1/γ
and the server serves the customers with service rate μv(< μ) during the work-
ing vacation. The system faces server breakdowns at a Poisson rate η. When it
suffers a server breakdown, all customers in the queue are flushed away and the
server goes to the failure state. The repairing process is started immediately,
when server comes to the failure state and the repair time has an exponen-
tial distribution with mean 1/ν. It is assumed that inter-arrival times, service
times, repair times and vacation times are mutually independent and the service
discipline is First-In, First-Out (FIFO).

Let {X(t), t ≥ 0} denotes the total number of customers in the system at
time t and let J(t) denotes the state of the system at time t, which is defined as
follows:

J(t) =

⎧
⎨

⎩

0, if the server is in failure state at time t
1, if the server is in functional state at time t
2, if the server is in working vacation at time t

Then {J(t),X(t), t ≥ 0} is a two-dimensional continuous time Markov process
on the state space S = {(j, n); j = 0, 1, 2;n = 0, 1, 2, ...}. Let Pj,n(t) be the time
dependent probabilities for the system to be in the state j with n customers at
time t.

Then, the set of forward Kolmogorov differential difference equations govern-
ing the process is given by

P
′
0,0(t) = − (λ + ν)P0,0(t) + η

∞∑

n=1

(P1,n(t) + P2,n(t)) (1)

P
′
0,n(t) = λP0,n−1(t) − (λ + ν)P0,n(t), n ≥ 1 (2)

P
′
1,1(t) = − (λ + μ + η)P1,1(t) + μP1,2(t) + νP0,1(t) + γP2,1(t) (3)

P
′
1,n(t) = λP1,n−1(t) − (λ + μ + η)P1,n(t) + μP1,n+1(t)

+ νP0,n(t) + γP2,n(t);n ≥ 2 (4)

P
′
2,0(t) = −λP2,0(t) + μvP2,1(t) + μP1,1(t) + νP0,0(t) (5)

P
′
2,n(t) = λP2,n−1(t) − (λ + μv + η + γ)P2,n(t) + μvP2,n+1(t);n ≥ 1 (6)

Initially, it is assumed that P0,0(0) = 0 and P2,0(0) = 1 and Pj,n(0) = 0 for
n ≥ 1 and j = 0, 1, 2.
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3 Transient Probabilities

3.1 Evaluation of P1,n(t)

Multiplying the Eqs. (3) and (4) by appropriate powers of z and summing over
n ≥ 1 and using the definition of the generating function, we can obtain

P (z, t) = ν

∫ t

0

( ∞∑

m=1

P0,m(u)zm

)

e−[λ(1−z)+μ(1−z−1)+η](t−u)du

+ γ

∫ t

0

( ∞∑

m=1

P2,m(u)zm

)

e−[λ(1−z)+μ(1−z−1)+η](t−u)du

−μ

∫ t

0

P1,1(u)e−[λ(1−z)+μ(1−z−1)+η](t−u)du (7)

It is well known that if α = 2
√

λμ and β =
√

λ
μ , then e(λz+µ

z )t =
∑∞

n=−∞ (βz)n
In (αt) where In(·) is the modified Bessel function of the first

kind.
Substituting this equation to the Eq. (7) and after some algebra, we can

obtain

P1,n(t) = ν

∫ t

0

∞∑
m=1

P0,m(u)βn−m [In−m (α(t − u)) − In+m (α(t − u))] e−(λ+μ+η)(t−u)du

+ γ

∫ t

0

∞∑
m=1

P2,m(u)βn−m [In−m (α(t − u)) − In+m (α(t − u))]

× e−(λ+μ+η)(t−u)du (8)

3.2 Evaluation of P0,n(t)

P̂j,n(s) represents Laplace transform of Pj,n(t). Taking the Laplace transform of
the Eq. (2) and substituting the initial value and after some algebra, we have

P̂0,n(s) =
(

λ

s + λ + ν

)n

P̂0,0(s) (9)

We can obtain the following equation after taking the Laplace transform of the
Eq. (1) and applying the initial condition

(s + λ + ν)P̂0,0(s) = η

∞∑

n=1

(
P̂1,n(s) + P̂2,n(s)

)
(10)

Clearly for t > 0,

∞∑

n=0

P0,n(t) +
∞∑

n=1

P1,n(t) +
∞∑

n=0

P2,n(t) = 1
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The above equation can be expressed as follows after taking Laplace transform
and some algebra

∞∑

n=1

(
P̂1,n(s) + P̂2,n(s)

)
=

1
s

− P̂2,0(s) −
∞∑

n=0

P̂0,n(s)

Substituting the above equation to the Eq. (10) and after some mathematical
calculations, we are able to derive

P̂0,0(s) = Â(s)
[
1
s

− P̂2,0(s)
]

(11)

where

Â(s) =
η

(s + λ + ν)

∞∑

k=0

(−1)k

(
η

s + ν

)k

We will have the following equation after taking inversion of the above equation,

P0,0(t) = A(t) ∗ [1 − P2,0(t)]

where

A(t) = e−(λ+ν)t
∞∑

k=0

(−1)kηk+1e−νt tk−1

(k − 1)!

By the Eq. (9), we have

P̂0,n(s) = Â(s)
[
1
s

− P̂2,0(s)
] (

λ

s + λ + ν

)n

After taking inverse Laplace transform transform of the above equation, we have

P0,n(t) = λnA(t) ∗ (1 − P2,0(t)) ∗ e−(λ+ν)t tn−1

(n − 1)!
(12)

where “*” denotes the convolution. The terms for P0,0(t) and P0,n(t) are
expressed in terms of P2,0(t) which is given by the Eq. (18).

3.3 Evaluation of P2,n(t)

Taking Laplace transform the Eq. (6) and applying the initial condition to the
above equation and after some algebra, we have

P̂2,n(s)
P̂2,n−1(s)

=
λ

(s + λ + μv + η + γ) − μv
P̂2,n+1(s)

P̂2,n(s)
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It can be rewritten as follows

P̂2,n(s)
P̂2,n−1(s)

=
λ

(s + λ + μv + η + γ) − Φ(s)
(13)

where

Φ(s) =
λμv

(s + λ + μv + η + γ) − λμv
(s+λ+μv+η+γ)−......

(14)

Clearly Φ(s) satisfies the quadric equation Φ2(s) − (s + λ + μv + η + γ) Φ(s) +

λμv = 0. This equation has two roots P+
√

P 2−4λμv

2 and P−
√

P 2−4λμv

2 . Here, since

|P−
√

P 2−4λμv

2 | < 1, it is the real root of Φ(s). Where P = s + λ + μv + η + γ.
Substituting Φ(s) to the Eq. (14) and after some algebra, we will have

P̂2,n(s) =
(

2λ

P +
√

P 2 − θ2

)n

P̂2,0(s) (15)

where θ = 2
√

λμv.
Taking the Laplace transform of the above equation, we can obtain

P2,n(t) =
(

2
θ

)n−1

λn [In−1(θt) − In+1(θt)] e−(λ+μv+η+γ)t ∗ P2,0(t) (16)

where “*” denotes the convolution.

3.4 Evaluation of P2,0(t)

Taking the Laplace transform of the Eq. (5) and applying the initial condition
and substituting the Eq. (15) for n = 1, we can derive

P̂2,0(s) =
∞∑

j=0

(2λμv)j

(s + λ)j+1 (
P +

√
P 2 − θ2

)j

[
1 + μP̂1,1(s) + νP̂0,0(s)

]

And again, substituting the Eq. (11) to the above equation, we have

P̂2,0(s) =
(
1 + μP̂1,1(s)

)
Ĝi(s)B̂(s) − Ĝi+1(s)

s
(17)

where

B̂(s) =
∞∑

j=0

(2λμv)j

(s + λ)j+1 (
P +

√
P 2 − θ2

)j

and

Ĝn(s) =
∞∑

n=0

(−1)nνn
[
Â(s)

]n [
B̂(s)

]n
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Inversion of the Eq. (18) yields,

P2,0(t) = (1 + μP1,1(t)) ∗ Gi(t) ∗ B(t) −
∫ t

0

Gi+1(u)du (18)

where

B(t) =
∞∑

j=0

(
2
θ

)j−1

(λμv)j
e−λt tj−1

(j − 1)!
∗ [Im−1(θt) − Im+1(θt)] e−(λ+μv+η+γ)t

and

Gn(t) =
∞∑

n=0

(−1)nνn [A(s)]∗n ∗ [B(s)]∗n

where “*” denotes the convolution, while “∗n” represents the n-fold convolution.

3.5 Evaluation of P1,1(t)

Substituting n = 1 to the Eq. (8) and using the fact that I−n(·) = In(·), we can
obtain

P1,1(t) = ν

∫ t

0

∞∑
m=1

P0,m(u)β1−m [Im−1 (α(t − u)) − Im+1 (α(t − u))] e−(λ+μ+η)(t−u)du

+ γ

∫ t

0

∞∑
m=1

P2,m(u)β1−m [Im−1 (α(t − u)) . − Im+1 (α(t − u))]

× e−(λ+μ+η)(t−u)du

Using the following Bessel identity Im−1 (α(t − u)) − Im+1 (α(t − u)) =
2m Im(α(t−u))

α(t−u) and taking the Laplace transform of the above equation and after
some algebra, we have

P̂1,1(s) = 2ν
∞∑

m=1

P̂0,m(s)
β1−m

αm+1

(

P1 −
√

P 2
1 − α2

)m

+ 2γ

∞∑

m=1

P̂2,m(s)
β1−m

αm+1

(

P1 −
√

P 2
1 − α2

)m

where P1 = λ + μ + η.
Again, substituting the Eq. (12) to above equation, we can obtain

P̂1,1(s) =
Â(s)Ĥ(s)

s
+

[
K̂(s) − Â(s)Ĥ(s)

]
P̂2,0(s)
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Finally, we can derive the following expression for P̂1,1(t) substituting the
Eq. (17) to the above equation and doing some mathematical calculations,

P̂1,1(s) =

{
Â(s)Ĥ(s)

s
+

[
K̂(s) − Â(s)Ĥ(s)

] [
Ĝi(s)B̂(s) − Ĝi+1(s)

s

]}

×
{ ∞∑

r=1

μr
[
Ĝi(s)

]r [
B̂(s)

]r
∞∑

m=0

(−1)m

(
r

m

) [
K̂(s)

]m [
Â(s)Ĥ(s)

]r−m
}

(19)

where

Ĥ(s) = 2ν
∞∑

m=1

(
λ

s + λ + ν

)m
β1−m

αm+1

(

P1 −
√

P 2
1 − α2

)m

and

K̂(s) = 2γ
∞∑

m=1

(
2λ

P +
√

P 2 − θ2

)m
β1−m

αm+1

(

P1 −
√

P 2
1 − α2

)m

Inversion of the Eq. (19) provides the following results

P1,1(t) =

{∫ t

0
A(u) ∗ H(u)du+ [K(t) − A(t) ∗ H(t)] ∗

[
Gi(t) ∗ B(t) −

∫ t

0
Gi+1(u)du

]}

∗
{ ∞∑

r=1

µr [Gi(t)]
∗r ∗ [B(t)]∗r ∗

∞∑
m=0

(−1)m
( r

m

)
[K(t)]∗m

∗ [A(t) ∗ H(t)]∗(r−m)
}

(20)

where

H(t) = ν

∞∑

m=1

λmβ1−me−(λ+ν)t tm−1

(m − 1)!
∗ [Im−1(αt) − Im+1(αt)] e−(λ+μ+η)t,

K(t) = γ
∞∑

m=1

(
2
θ

)m−1

λmβ1−m [Im−1(θt) − Im+1(θt)] e−(λ+μv+η+γ)t

∗ [Im−1(αt) − Im+1(αt)] e−(λ+μ+η)t

where ‘*’ denotes convolution while ‘*r’, ‘*m’ and ‘*(r − m)’, represent r-fold
convolution, m-fold convolution and ‘(r − m)’ convolution respectively.

4 Time Dependent Mean and Variance

In this section, time dependent expected value and variance of the system size
distribution are derived.



Transient Analysis of a Repairable Single Server Queue 267

4.1 Mean

Let X(t) denotes the number of jobs in the system at time t. The average number
of jobs in the system at time t is given by

m(t) = E(X(t)) =
∞∑

n=1

n (P0,n(t) + P1,n(t) + P2,n(t))

m(0) =
∞∑

n=1

n (P0,n(0) + P1,n(0) + P2,0(t)) = 0

m
′
(t) =

∞∑

n=1

n
(
P

′
0,n(t) + P

′
1,n(t) + P

′
2,n(t)

)

By the Eqs. (2), (3), (4) and (6) and after some algebra, we have the following
equation

m(t) = λt − η

∞∑

n=1

n

[∫ t

0

P1,n(u)du +
∫ t

0

P2,n(u)du

]

−μ

∞∑

n=1

∫ t

0

P1,n(u)du − μv

∞∑

n=1

∫ t

0

P2,n(u)du (21)

where P1,n(t) and P2,n(t) are given by the Eqs. (8) and (16) respectively.

4.2 Variance

Let X(t) denotes the number of jobs in the system at time t. The variance of
jobs in the system at time t is given by

V ar(X(t)) = E(X2(t)) − [E(X(t))]2 = k(t) − [m(t)]2 (22)

where

k(t) = E(X2(t)) =
∞∑

n=1

n2 (P0,n(t) + P1,n(t) + P2,n(t))

k(0) =
∞∑

n=1

n2 (P0,n(0) + P1,n(0) + P2,n(0)) = 0

k
′
(t) =

∞∑

n=1

n2
(
P

′
0,n(t) + P

′
1,n(t) + P

′
2,n(t)

)
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By Eqs. (2), (3), (4) and (6) and after some algebra, we have the following
equation

k(t) = 2λ
∫ t

0

m(u)du + λt − η

∞∑

n=1

n2

[∫ t

0

P1,n(u)du +
∫ t

0

P2,n(u)du

]

− 2μ

∞∑

n=1

n

∫ t

0

P1,n(u)du − 2μv

∞∑

n=1

n

∫ t

0

P2,n(u)du

+μ
∞∑

n=1

∫ t

0

P1,n(u)du + μv

∞∑

n=1

∫ t

0

P2,n(u)du

Substituting above equation into the Eq. (22), we will have

V ar(X(t)) = 2λ
∫ t

0

m(u)du + λt − η
∞∑

n=1

n2

[∫ t

0

P1,n(u)du +
∫ t

0

P2,n(u)du

]

− 2μ
∞∑

n=1

n

∫ t

0

P1,n(u)du − 2μv

∞∑

n=1

n

∫ t

0

P2,n(u)du

+μ

∞∑

n=1

∫ t

0

P1,n(u)du + μv

∞∑

n=1

∫ t

0

P2,n(u)du − [m(t)]2

where P1,n(t), P2,n(t) and m(t) are given by the Eqs. (8), (16) and (21)
respectively.

Fig. 1. Behaviour of the P0,n(t) against t for varying values of n
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5 Numerical Illustrations

The numerical examples which illustrate the functioning of concerned model in
transient state are presented in this section. Even though, this queuing system
has infinite capacity, system size is limited to 25 considering the purpose of
numerical solutions.

Fig. 2. Behaviour of the P1,n(t) against t for varying values of n

Figure 1 illustrates the behaviour of P0,n(t) against time t for varying values
of n with parameters μ = 1.5, γ1 = 0.03, γ2 = 0.05, ξ = 0.01 and λ = 0.3. It
can be noticed that all the probabilities tend to settle at steady-state when time
progresses.

Figure 2 is plotted to present the behaviour of P1,n(t) against time t for
varying values of n with same parameter values. The values of P1,n(t) start at 0
and they reach to steady state when time progresses.

Figure 3 shows the behaviour of P2,n(t) against time t for varying values of n
with same parameter values. Probabilities P2,n(t) become the steady-state when
time progresses.

Figure 4 shows the variation of the mean number of the jobs in the system
against time t for all values of λ (0.3, 0.5, 0.75, 1, 1.5). The expected system
size increases with time t. When arrival rate is increased, expected number of
customers in the queue increases. Figure 5 is plotted to explain the behaviour of
the variance of the system size against time t with same parameter values for
λ. When arrival rate λ is increased, the variance of the number of jobs in the
queue also increases.
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Fig. 3. Behaviour of the P2,n(t) against t for varying values of n

Fig. 4. Behaviour of the mean against t for varying values of λ
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Fig. 5. Behaviour of the variance against t for varying values of λ

6 Conclusions

A repairable single server queue with working vacations and system disasters
is considered in transient regime and the explicit expression for system size
probabilities of the queueing system are derived in terms of the modified Bessel
function of first kind. Probability generating function method, Laplace transform
and continued fractions are used to derive the transient solution. Additionally,
the mean and variance for number of jobs in the system at time t are derived
as the performance measures. Finally, a numerical example is given to study the
behavior of the system.
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Abstract. In the current study we analyze a queueing inventory system
with a special reference to the allocation of organs for transplantation.
The model is composed of an inventory of organs and queue of patients
who wait for transplantation. The model captures the unexpected arrival
of organs and their highly perishable nature. Reneging of patients due to
death is considered. We design individual search mechanisms for each of
the organs to find an optimal match from the waiting line in the mini-
mum time. The system is modelled as a level dependent quasi birth-death
process and steady state distribution is obtained using matrix analytic
methods. Performance characteristics are obtained and numerical illus-
tration is provided.

Keywords: Search · Perishing · Reneging · Markovian arrival
process · Matrix analytic methods

1 Introduction

Queueing models are widely applicable in health care and management for devel-
oping modelling tools that effectively meet the system requirements. Organ
transplantation systems have already been widely studied in queueing literature.
Organs are highly perishable items and their availability is very rare. The main
concern while designing such models is on the policy for allocation of organs
to suitable patients without time delay. Delay causes perishing of organs and
reneging of patients. There are unexpected events of organ arrival. One of the
main examples is the availability of a heart, which occurs possibly due to a brain
death. Such unexpected arrivals at times complicate finding the process of find-
ing a match. Other major constraints in finding a perfect match for an organ
include physical fitness of patients, financial status, geographical factors etc.

This paper studies an organ transplantation system as a queueing inventory
model with search for finding a matching patient for an inventoried organ. Search
is carried out for each of the organs arrived. The queue considered is the waiting
list of patients who wait for a matching organ. The inventory considered is the
storage system for organs arriving at the transplantation system. The organs are
subjected to perishing and the patients may renege due to death. The current
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study is motivated by the requirement of an efficient mechanism for finding
a perfect match for an organ as soon as it has arrived. The search selects a
candidate from the queue and starts only if the queue of customers is non-
empty. There are possibilities for two events after the commencement of a search,
which are perishing of an organ or finding a match. The search terminates only
if either of these two events happens. The main feature of this model is the
simultaneous running of multiple independent search mechanisms, which are
meant to accelerate the process of finding a match for an organ.

Zenois [31] considers an organ allocation model with random allocation policy
implemented on a system consisting of several classes of organs and several
classes of patients with reneging. In this work policies for reducing the waiting
times of various classes of patients are described. In [9] Boxma, David, Perry
and Stadje describe an organ transplantation model as a double matching queue
in which there are two connected queueing systems of the FCFS type and the
system allocates a patient on his arrival epoch the oldest organ kept in storage.
Also, abandonment of patients and outdating of organs are considered. Bar-Lev,
Boxma, Mathijsen and Perry [4] studied a stochastic model for a blood bank.
Blood is a highly perishable item and demand for blood is also impatient. For a
range of perishability functions and demand impatient functions the steady state
distributions of the amount of blood and its demand are obtained in this work.
Bendersky and David [5] proposes a model that provides an analytical tool to aid
kidney patients in deciding kidney offer admissibility based on continuous time
probabilistic dynamic programming. Drekic, Stanford, Woolford and McAlister
[13] analyze a self-promoting priority queueing model for patient waiting times
that is dependent of the variations in health status of patients. The system
is modelled as a level-dependent -quasi -birth-death process and steady state
distribution is obtained using matrix analytic methods and model is calibrated
with real life data.

Pearlman, Elalouf and Yechiali [30] presents a dynamic flexible resource allo-
cation problem of random stream of resources and a random stream of arriving
objects with applications to kidney cross transplantation. This paper consid-
ers two types of arriving resources waiting in separate queues and upon arrival,
each resource unit is matched with a waiting object and prime objective of study
is finding an optimal state dependent allocation policy. Elalouf, Pearlman and
Yechiali [1] present a double ended queueing model for dynamic allocation of live
organs based on a best fit criterion. This paper reveals a policy of assigning a
reward at each level of fit such that higher rewards are attributed to transplants
between better matched organs and candidates. In [28] Su and Zenois consider
an M/M/1 queue with homogeneous patients and exponential reneging is con-
sidered. Quality of transplant organ is traced by associating each service instant
a reward and the effect of interaction between patient’s choice and queueing dis-
cipline is demonstrated. Berstimas, Farias and Trichakis [6] proposes a method
for allocation of kidneys based on a point system that ranks patients accord-
ing to some priority criteria like waiting time, medical emergency etc through
a data driven analysis. David and Yechiali [11] describe a time dependent stop-
ping problem and its applications to decision making process associated with
transplantation of live organs. The main motivation behind this problem is the
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effect of histocompatibility between the recipient and the donor. The geograph-
ical disparities in access to deceased donor kidneys is studied by Ata, Skaro and
Tayu [3] and an operational solution that offers affordable jet services to the
patients, allowing them to be included them in multiple donation service areas
is proposed.

The concept of search was introduced in the classical queueing context by
Neuts and Ramalhoto [21]. Chakravarthy, Krishnamoorthy and Joshua [10] stud-
ied a multi server retrial queueing model with search having a negligible search
time. Dudin, Deepak, Joshua, Krishnamoorthy and Vishnevsky [14] analyzed a
BMAP/G/1 retrial queue with two types of searches from an orbit and the two
types have differently distributed search times. Krishnamoorthy, Deepak and
Joshua [17] have studied an M/G/1 retrial queue with a probabilistic search
with negligible search time. Deepak, Dudin, Joshua and Krishnamoorthy [12]
carried out a study on a single server retrial queueing model with two differ-
ent search mechanisms for bringing customers from an orbit. In this model, one
type of search selects a single customer while the other type selects a batch of
customers from the orbit. Krishnamoorthy, Joshua and Mathew [19] describe a
retrial queue with search for priority customers, the search is meant to mini-
mize the customer loss due to abandonment. A tandem retrial queueing model
is investigated by Mathew, Krishnamoorthy and Joshua [20], in which search
is turned on when the number of customers present in a service station falls
below a preassigned number. Useful descriptions of search mechanisms can also
be found in [2,18].

Search mechanisms can effectively be utilized in organ transplantation mod-
els so as to reduce the delay in finding a perfect match for an arrived organ.
In this paper we use search in its most generalized version to tackle the key
factors that affect organ matching. The factors may be biological, financial or
even geographical. The main challenge in managing organ inventory systems are
the unexpected arrivals of organs and their high rate of perishability. Efficient
mechanisms are called for to ensure an appropriate candidate before perishing.
Even a biologically matching candidate is likely to refuse organ due to some
reasons such as financial constraints or difficulties in accessing the service area
on time. In this work, by search we mean an optimal mechanism that concerns
all these factors in finding an optimal match for an organ before its decay. One
of the main advantage in designing such a mechanism is that the rate of search
can be increased with the increase in perishing rate of organs and hence number
of perishing may be reduced.

Markovian arrival process (MAP) is a more generalized version of Poisson
process and can effectively be used to capture the correlation and variation in
arrivals. MAP was introduced by Neuts [27] and was extended by Lucantony
[23] to address group arrivals. MAP is a wide class of stochastic counting pro-
cess and include arrival processes like Markov modulated arrival process, phase
type renewal process, super position of these processes etc. MAP can be used
to approximate any point process defined on the non-negative real line as it
is a dense class in the space of all point processes on [0,∞). Exponential dis-
tribution has many characteristics that help to perfectly model service times
and is also well tractable. But the assumptions of exponential distribution are
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highly restrictive in nature. The inadequacies of the exponential distribution
are overcome with the introduction of phase type distribution by Neuts [26]. A
phase type distribution is defined as the distribution of the time until absorp-
tion in a Markov process with a finite state space and a single absorption state
defined over nonnegative real line. A phase type distribution with transient states
{1, 2, . . . , n} and an absorbing state n + 1 is represented by a two tuple of the
form (α, T ), where α is the probability vector of length n according to which the
process selects the initial state from {1, 2, . . . , n} and T is an n × n matrix such

that
(T T 0

0 0

)
generates the process, given the column vector T 0 satisfies the

condition T e + T 0 = 0. (α, T ) is called the representation of the phase type dis-
tribution. The distribution F of time until the chain gets absorbed into the state
n+1 is given by F (x) = 1−αe(Tx)e, x ≥ 0. The set of all phase type distributions
is a dense subset of the set of all distributions on the non-negative real line and
hence it is a best tool to approximate any arbitrary distribution in this set. For
more descriptions on phase type distributions see [15]. Erlang and Coaxian dis-
tributions are special cases of phase type distributions and for more details refer
[8,16]. The system studied in this paper is modelled as a level dependent quasi
birth-death (LDQBD) process. For details of LDQBD see [7,24]. The system
process is analyzed and steady state probability distribution is obtained using
matrix analytic methods. For more about matrix analytic methods see [22,25].

The paper is organized as follows. Section 2 describes the mathematical model
and its analysis. A sufficient condition for the stability of the system under
consideration is also given in this section. In Sect. 3 the steady state distribution
of the stochastic process governing the system is obtained. Section 4 includes
key performance characteristics of the system and Sect. 5 provides a numerical
illustration of the model. Section 6 concludes the study.

2 Mathematical Model

We consider a system consisting of an inventory of organs and a queue of cus-
tomers. Customers in the queue are the patients who are waiting for a matching
organ. The customers arrive to the system according to a MAP. The MAP is
governed by an underlying stochastic process ϕt, t ≥ 0, which is an irreducible
continuous time Markov chain on the state space {1, 2..., a}. The transition rates
of the process ϕt are described by the square matrices D0 and D1 of size a. The
matrix D0 corresponds to the chain transitions without generating any arrival
whereas D1 corresponds to transitions generating an arrival of a single customer.
The matrix D = D0 + D1 is the infinitesimal generator of the process ϕt, t ≥ 0.
The stationary state distribution σ of this chain is the unique solution to the
system σD = 0 and σe = 1, where 0 is a zero row vector and e is the column
vector of 1’s having appropriate dimension. The fundamental arrival rate of the
MAP ν is given by ν = σD1e.
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Organs arrive to the system according to a Poisson process with parameter
λ. Upon arrival of an organ, a random clock starts ticking and realizes at the
moment when the organ perishes. The time duration for the realization of the
clock follows an Erlang distribution of order r with density function.

f(t) =
rμ(rμt)r−1e−rµt

(r − 1)!
, t ≥ 0, μ > 0

The perishing time is assumed to be consisting of r independent exponen-
tial stages, each stage having the mean 1

rµ . An organ is perished when the
corresponding perishing clock completes all the r stages of perishing process.
When the inventory is non empty and there is at least one customer in the
queue, searches are started independently for each of the organs. A search will
be continued until the organ perishes or a match is found. The search times are
independent and identically distributed according to a Coaxian distribution of
order m having phase type representation (α,C), where α = (1, 0, . . . , 0) is the
initial probability distribution and C is matrix giving the transition rates among
the m phases. C takes the form

C =

⎡
⎢⎢⎢⎢⎢⎣

−ρ(1) q1ρ(1)
−ρ(2) q2ρ(2)

. . . . . .
ρ(m − 1) qm−1ρ(r − 1)

−ρ(m)

⎤
⎥⎥⎥⎥⎥⎦

.

where ρ(i), 1 ≤ i ≤ r − 1 is the rate of transition from the phase i to i + 1
and the process moves from the phase i to i+1 with probability qi or enters the
absorption state with the complimentary probability 1 − qi provided the initial
phase is 1. A customer in the queue may renege after a random duration. The
reneging times are exponentially distributed with parameter δ.

Various notations used in the description are collectively given below for easy
understanding of the coming sections.

• λ = Rate of arrival of organs.
• δ = Rate of reneging of customers.
• S = Maximum inventory level.
• r and m respectively represents the order of the Erlang and Coaxian distri-

butions.

The descriptors of the system at time t and are as follows.

• N(t) = Number of customers in the queue.
• i(t) = Number of organs in the inventory.
• vi(t) = (li(t), si(t)) if both inventory and queue are non empty.
• vi(t) = li(t) if queue is empty.
• si(t) = Phase of the perishing clock.
• li(t) = Phase of search.
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• a(t) = Phase of MAP.
• diag(B1, B2, . . . , Bn) is the block diagonal matrix with blocks B1, B2, . . . , Bn.
• 0k is a zero square matrix of order k and 0pq is the zero matrix of order p×q.

The process of the system is modelled as an irreducible continuous time
Markov chain {X (t), t ∈ R+}, where

X (t) = (N(t), i(t), vi(t), vi−1(t), . . . , v1(t), a(t))

The process X (t) is a level LDQBD process on the state space

S =
⋃
k≥0

L(k)

where L(k) stands for the kth level and are describes as follows.

L(0) = {(0, j, u1, u2, . . . , uj , w)/1 ≤ j ≤ S, 1 ≤ u1, . . . , uj ≤ r, 1 ≤ w ≤ a} ∪ {(0, 0, j)/1 ≤ j ≤ a}

L(k) = L1(k) ∪ L2(k), k ≥ 1 where L1(k) = {(k, 0, j)/1 ≤ j ≤ a} and
L2(k) = {(k, j, vj , vj−1, . . . , v1, w)/k ∈ N, 1 ≤ h ≤ S, vh = (lh, sh), 1 ≤ lh ≤ m, 1 ≤ sh ≤ r, 1 ≤ w ≤ a}

The number of states in each level is given as |L(0)| = a rS+1

r−1 and |L(k)| =

a (rm)S+1

rm−1 , k ≥ 1.
The infinitesimal generator Q of the process is

Q =

⎡
⎢⎢⎢⎢⎢⎢⎣

A00 A01

A10 A11 A0

A20 A21 A0

. . . . . . . . .
. . . . . . . . .

⎤
⎥⎥⎥⎥⎥⎥⎦

.

The entries of Q are described in detail below.

A00 =

⎡
⎢⎢⎢⎢⎢⎢⎣

Ψ0 Φ1

Ω1 Ψ1 Φ2

Ω2
. . . . . .
. . . . . . ΦS

ΩS ΨS

⎤
⎥⎥⎥⎥⎥⎥⎦

Ψ0 = D0 − λIa. For 1 ≤ i ≤ S

Ψi =

⎡
⎢⎢⎢⎢⎢⎢⎣

D0 μIa
D0 μIa

. . . . . .
. . . μIa

D0

⎤
⎥⎥⎥⎥⎥⎥⎦

− diag((λ + μ)Ik1 , (λ + 2μ)Ik2)
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where k1 = r2 − 1 and k2 = (rm)i − r2 + 1.
Φ1 =

(
λIa eTr−1 ⊗ 0a

)
, Φi+1 =

(
λIa eTr−1 ⊗ 0a

)
for 1 ≤ i ≤ S − 1.

Ω1 =
(

er−1 ⊗ 0a
μIa

)
, Ωj =

⎡
⎢⎢⎢⎣

V11 V12 . . . V1rj−1

V21 V22 . . . V1rj−1

...
VrJ1 VrJ2 . . . VrJrj−1

⎤
⎥⎥⎥⎦ 2 ≤ j ≤ S

For 1 ≤ l ≤ rj and 1 ≤ k ≤ rj−1, each Vlk is a square matrix of order
a. Elements of Vlk are specified as follows: As the states of A00 corresponds to
the empty queue, search is not initiated hence the corresponding components
vj(t) = lj(t), 1 ≤ j ≤ S. The transitions (0, j, lj . . . , l1, h) → (0, j, lj−1 . . . , l1, h)
correspond to an organ perishing with rate μ. For 1 ≤ m,n ≤ a

Vlk(m,n) =
{

μ, If (0, j, lj . . . , l1, h) → (0, j, lj−1 . . . , l1, h)
0, Otherwise

A01 = diag(Λ1, Λ2 . . . , ΛS)

Λ1 = D1, Λi =

⎡
⎢⎢⎢⎣

U11 U12 . . . Uri(rm)i

U21 U22 . . . Uri(rm)i

...
Uri1 Uri2 . . . Uri(rm)i

⎤
⎥⎥⎥⎦ 1 ≤ i ≤ S.

For 1 ≤ h ≤ ri and 1 ≤ k ≤ (rm)i, Uhk is a square matrix of order a.
Elements of Ulk corresponds to transitions that result in an arrival of a
patient when the queue is empty. These transitions are generally represented
as (0, i, li, li−1, . . . , l1, a(t1)) → (1, i, (li, si), . . . , (lj , sj), . . . , (l1, s1), a(t2)). Now
for 1 ≤ m,n ≤ a,

Ulk(m,n) =
{

D1(m,n), if (0, i, li, li−1, . . . , l1,m) → (1, i, (li, 1), . . . , (l1, 1), n)
0 Otherwise

A10 =

⎡
⎢⎢⎢⎢⎢⎢⎣

Γ0

Γ ∗
1 Γ1

Γ ∗
2

. . .

. . . . . .
Γ ∗
S ΓS

⎤
⎥⎥⎥⎥⎥⎥⎦

.

where Γ0 = δI0, Γ1 = eS ⊗ (δIar). For 2 ≤ i ≤ S, Γi are defined as follows:

Γi =

⎡
⎢⎢⎢⎣

em ⊗ (Ir ⊗ (em ⊗ (δIa))0 . . .0)
em ⊗ (0Ir ⊗ (em ⊗ (δIa))0 . . .0)

...
em ⊗ (0 . . .0(Ir ⊗ (em ⊗ (δIa)))

⎤
⎥⎥⎥⎦ .
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In Γi, 0 are zero matrices of appropriate dimension.

Γ ∗
1 = em ⊗

⎡
⎢⎢⎢⎢⎢⎣

q1ρ(1)
q2ρ(2)

...
qr−1ρ(r − 1)

ρ(r)

⎤
⎥⎥⎥⎥⎥⎦

⊗ Ia, Γ
∗
i = em ⊗

⎡
⎢⎢⎢⎢⎢⎣

q1ρ(1)
q2ρ(2)

...
qr−1ρ(r − 1)

ρ(r)

⎤
⎥⎥⎥⎥⎥⎦

⊗ Iar

A11 = A∗ − diag(0a, ImSrS−1 ⊗ diag((ρ1, ρ2, . . . , ρr) ⊗ Ia) − (μ + δ)IT
where T = (rm)S+1−1

rm−1 .

A∗ =

⎡
⎢⎢⎢⎢⎢⎢⎣

B0 C0

E1 B1 C1

E2
. . .
. . . . . . CS−1

ES BS

⎤
⎥⎥⎥⎥⎥⎥⎦

.

where

B0 = D0, Bj =

⎡
⎢⎢⎢⎢⎢⎢⎣

B∗
1 F1

B∗
2 F2

. . .
. . . Fr−1

B∗
r

⎤
⎥⎥⎥⎥⎥⎥⎦

1 ≤ j ≤ S.

B∗
i =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

D0 p1ρ(1)Ia
D0 p2ρ(2)Ia

. . .
. . . pr−1ρ(r − 1)Ia

D0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

1 ≤ i ≤ r.

Fi = μIam, 1 ≤ j ≤ r − 1

C0 =
[
λIa 0a 0a . . . 0a

]
.

For 1 ≤ i ≤ S − 1, Ci =
[
λIm∗ 0m∗ 0m∗ . . . 0m∗

]
where m∗ = (rm)ia.

E1 =
[
0a . . . 0a em

] ⊗ Ia, Ei =

⎡
⎢⎢⎢⎣

E11

E12

...
E1S

⎤
⎥⎥⎥⎦ 1 ≤ i ≤ S

E1i(u, v) =

{
μ, if (1, i, (li, si), . . . , (l1, s1), n) → (1, i − 1, (li−1, si−1), . . . , (l1, 1), n)
0, Otherwise
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where 1 ≤ n ≤ a. In the state (1, i, (li, si), . . . , (l1, s1), n), there are i organs
in the inventory. When one organ perishes the state (1, i, (li, si), . . . , (l1, s1), n)
changes to the state (1, i, (li, si), . . . , (l1, s1), n).

A0 = IT ⊗ D1, T =
(rm)S+1 − 1

rm − 1
Ai0 = iδIT∗ + Θ, i ≥ 1, T ∗ = aT

Θ =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 . . . 0
Θ1 0 . . . 0

0 Θ2
. . .

...
. . . 0

0 . . . 0 ΘS 0

⎤
⎥⎥⎥⎥⎥⎥⎦

.

Θh = [Θh1 . . . ΘhS ]T , 1 ≤ h ≤ S. The elements of Θh are as follows.

Θh1 = er ⊗

⎡
⎢⎢⎢⎢⎢⎣

q1ρ(1)
q2ρ(2)

...
qr−1ρ(r − 1)

ρ(r)

⎤
⎥⎥⎥⎥⎥⎦

⊗ Ia, Θhl =

⎡
⎢⎢⎢⎢⎢⎣

q1ρ(1)
q2ρ(2)

...
qr−1ρ(r − 1)

ρ(r)

⎤
⎥⎥⎥⎥⎥⎦

⊗ I(mr)a, 1 ≤ l ≤ S

Ai1 = A∗ − diag(0a, ImSrS−1 ⊗ diag((ρ1, ρ2, . . . , ρr) ⊗ Ia) − (μ + iδ)IT .

Theorem 1. The system is always stable.

Proof. Let ψ be the Lyaponov test function defined by ψ(s) = k, where s is a
state in the kth level. The mean drift yu for a state u belonging to ith level is
given by

yu =
∑
p

Qrp(ψ(p) − ψ(u))

∑
p Qrp(ψ(p) − ψ(u)) =

∑
u′ Quu′(ψ(u′) − ψ(u)) +

∑
u′′ Quu′′ − (ψ(u′′) − ψ(u))

+
∑

u′ Quu′(ψ(u′) − ψ(u))

In the above sum, the state u′ is a state in the level i − 1. u′′ is a state it
the ith level and u′′′ is a state in the i + 1th level. Qij is the (i, j)th entry of the
infinitisimal generator. So ψ(u′) = i, ψ(u′′) = i and ψ(u′′′) = i + 1

yu =
∑
p

Qup(ψ(p) − ψ(u))
∑
u′

Quu′ +
∑
u′′′

Quu′′′ = −(Ai0e)u + (Ai2e)u

−(Ai0e)u = −qiρ(sj) − iδ → −∞ as i → ∞, where −(Ai0e)u is uth entry of
the column vector Ai0e. Since number of states in the ith level is finite, (Ai2e)u
is always bounded by a fixed positive real number. Thus given any real number
ε > 0 there exist a natural number N0 such that if i ≥ N0, yu < −ε for any state
u belonging to the ith level. Hence the proof follows from [29].
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3 Steady State Distribution

We compute the steady state probability distribution in its most general form.
Since the process considered is an LDQBD, the steady state distribution is
obtained using the methods proposed by Bright and Taylor [7].

The steady state probability vector has the form x = (x(0),x(1), . . . ) where
x(i) is the subvector corresponding to the ith level described as follows.

x(i) = (x(i,0),x(i,1), . . . ,x(i,S)), i = 1,2, . . .

x(0, 0) = (x(0, 0, 1), x(0, 0, 2), . . . , x(0, 0, a))

x(0, j) = (x(0, j, 1), x(0, j, 2), . . . , x(0, j, k∗)), 1 ≤ j ≤ S, k∗ = arj

x(i, j) = (x(i, j, 1), x(i, j, 2), . . . , x(i, j, k∗)), i ≥ 1, 1 ≤ j ≤ S, k∗ = a(rm)j

For i ≥ 1, x(i) can be expressed as a matrix product x(i) = x(0)
∏i−1

l=0 Ri where
the sequence of matrices {Rk/k ≥ 0} are minimal non negative solutions to the
system of equations.

A01 + R0A11 + R0R1A20 = 0

A0 + RkAk+11 + RkRk+1Ak+20 = 0

Rk is a matrix of dimension (rs)S+1−1
rs1

. x(0) may be obtained by solving the
system of equations

x(0)(A00 + R0A10) = 0

subject to the normalizing condition x(0)e + x(0)
∑∞

k=1

( ∏k−1
l=0 Rl

)
e = 1. As

there are infinitely many terms in the above summation we consider a truncated
sum with a suitable choice for the level of truncation. We take the following
procedure to obtain the level of truncation. We construct a dominating pro-
cess as follows. For the process X (t), we have (Ak0)ij > 0. Hence by [7] there
exist a dominating process X ∗(t) on the same state space as that of X (t). The
infinitismal generator of X ∗(t) is as follows.

Q∗ =

⎡
⎢⎢⎢⎣

A∗
01 A∗

1

A∗
10 A∗

11 A∗
0

A∗
20 A∗

21 A∗
0

. . . . . . . . .

⎤
⎥⎥⎥⎦ .

The etries of Q∗are described below.
(A∗

1)ij = (A01)ij , (A∗
0)ij = (A0e)max

T

A∗
10 = 0, (A∗

k0)ij = (Ak−10e)min

T , k ≥ 0, T = (rm)S+1−1
rm−1

(A∗
n1)ij = (A∗

n1)ij , n ≥ 0
where (Ae)max is the maximum element of the column vector Ae.

Let the marginal distributions of X (t) and X ∗(t) when they are in the steady
state be {ξn/n ≥ 0} and {ξ∗

n/n ≥ 1} respectively. Let θ = (θ1, θ2, . . . ) be
an invariant distribution for X ∗(t). Denote Mn = θne and Y −1 =

∑∞
n=1 Mn.
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When Y −1 < ∞ the steady state distribution of X ∗(t) exists and ξ∗
n is given by

ξ∗
n = Y Mn. Now {ξ∗

n/n ≥ 1} can be considered as a steady state distribution of
a standard QBD on the state space {i ≥ 1}. The rates of transitions q∗(i , j ) are
described as follows.

q∗(0, 1) = 0, q∗(1, 0) = 0
q∗(i, i − 1) = (Ak−10e)min, q∗(i, i + 1) = (A0e)max, i > 0

Now {ξ∗
n/n ≥ 1} can be directly found as ξ∗

n = Y
∏n−1

j=1
q∗(i,i+1)
q∗(i+1,i) , n ≥ 1.

Taking summation on both sides we get Y
∑∞

n=1

∏n−1
j=1

q∗(i,i+1)
q∗(i+1,i) = 1 Conver-

gence of the geomertic series in the above summation sufficiently imply Y −1 < ∞
and hence steady state distribution of X ∗(t) exist. Hence steady state distribu-
tion of X (t) exist since X ∗(t) dominates X (t) stochastically. The truncation
level N∗ can be fixed in such a way that

∑∞
n=N∗ ξ∗

n < ε, for any pre assigned
real number ε > 0. But

∑∞
n=N∗ ξn ≤ ∑∞

n=N∗ ξ∗
n. For the same N∗ we have∑∞

n=N∗ ξn < ε, for any given ε > 0. Then the steady state vector xN∗(k)
are obtained as xN∗(k) = xN∗(0)

∏k−1
j=0 Rj , 0 ≤ k ≤ N∗ with the condition

xN∗(0)(A00+R0A10) = 1. Now for k ≥ N∗, xN∗(k) = x(N∗)
∏k−1

j=1 Rk. Hence the

normalizing condition may be modefied as xN∗(0)e+xN∗(0)
∑N∗

j=1(
∏j−1

h=0 Rh)e+
xN∗(N∗ +1)(I −RN∗)−1e = 1. The term xN∗(N∗ +1)(I −RN∗)−1e can be made
less than any given tolerence level ε > 0.

4 Performance Characteristics of the System

• Expected number of perishings

En(p) =
∞∑
i=1

S∑
j=1

jx(i, j)enj

where nj = (mr)ja, 1 ≤ j ≤ S.
• Expected rate of loss of organs

Rp = x(0, 1)μIae + x(1, 1)μIamre +
∞∑
i=1

S∑
j=1

x(i, j)Eje

Organ perishing takesplace only when inventory is non-empty. The matrices
Ei are described in Sect. 2 and entries of Ej correspond to the perishings of
organs at jth inventory level.

• Expected rate of matching of organs

Rm =
S∑

i=1

x(1, i)Γ ∗
i e +

∞∑
i=2

∞∑
j=2

x(i, j)Θje

Matching occurs only when inventory is non-empty and there is at least one
customer in the queue. The matrices Γ ∗

i and Θi are defined as in Sect. 2 and
entries of these matrices correspond to matching between organs and patients.
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• Probability that the inventory is empty, P0 =
∑∞

i=0 x(i, 0)e
• Probability that a customer reneges when inventory level is zero,

P∗
0 =

∑∞
i=0

∑a
j=1 x(i, j)e

• Expected number of patients in the waiting list Ep =
∑∞

i=0 ix(i)e
• Probability that a search successfully finds a match before perishing of an

organ

Ps =
∞∑
i=1

S∑
k=1

rmja∑
j=1

x(i, k, j)

• Probability that search fails to find a match for an organ before perishing.

Pf = 1 −
∞∑
i=1

S∑
k=1

rmja∑
j=1

x(i, k, j)

5 Numerical Example

For the numerical illustration of the model, we consider a queueing inventory
system to which customers arrive according to a MAP described by the matri-

ces D0 =
(−1.7 1

1 −4.1

)
, D1 =

(
0.5 0.2
2.1 1

)
. Organ arrivals are assumed to be

according to a Poisson process with parameter λ and search times also follow an
exponential distribution with parameter θ. Reneging times of customers is expo-
nentially distributed with parameter δ and Perishing time of an organ follows
exponential distribution with parameter γ. For the computations we fix γ = 2
and δ = 0.2. Rate of search is increased and the corresponding variations in
mean rate of matching and mean rate of loss of organs are analyzed.

Fig. 1. Variation in expected rate of matching with respect to increase in search rate

In Fig. 1, it is obvious that the matching process gets accelerated with the
increase in search rate and the phenomenon is intutively true. The experiment
is carried out for different arrival rates of organs and the same behaviour is
observed. Figure 2 shows that rate of loss of organs decreases with the increase
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in search rate. Same pattern is observed for different arrival rates of organs.
These observations strongly demonstrates the impact of search in the design
and control of the queueing inventory of organs.

Fig. 2. Variation in expected rate of loss of organs with respect to increase in search
rate

6 Conclusion

We studied an organ transplantation model as a queueing inventory system with
search. The central attraction of the model is the introduction of search to find an
optimal match from the waiting list of patients for each of the inventoried organ.
The system is modelled as a multi dimensional Markov chain and a sufficient
condition for the stability of the system is derived. Steady state probability
distribution is obtained using matrix analytic methods and key performance
measures are specified. From the numerical investigation of the model, it is clear
that rate of loss of organs decreases and rate of matching increases with the
increase in search rate. Thus the model uses search as a successful mechanism
to find a matching candidate for an inventoried organ within minimum time.
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Abstract. Mathematical models of the single channel queuing system
with MMPP flow and instantaneous feedback are proposed. After com-
pletion of the service, calls either leave the system or, immediately return
to system to receive repeated services. Service times both of primary and
feedback (secondary) calls has exponential distribution but with different
parameters. Primary calls have pre-emptive priority over feedback calls.
Ergodicity conditions of the models are established and methods to cal-
culation of stationary distribution of the appropriate three-dimensional
Markov chains (3D MC) as well as explicit formulas to determining the
performance measures of the proposed models are developed.
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1 Introduction

The feedback is common property of communication networks in which data
(packets, frames, etc.) are re-transmitted if errors occurred during their initial
transmission. It also often appear in production systems where issues that are
not fully machined are re-processed.

It is necessary to distinguish two types of queuing systems with feedback
(Feedback Queue, FBQ): the Instantaneous Feedback Queue (IFBQ) and the
Delayed Feedback Queue (DFBQ). In IFBQ, the repetition occurs immediately
after the completion of the previous servicing, and in DFBQ, the repetition
occurs after positive delay. The first publications devoted to the study of FBQ
of both types are the works of Takach [1,2]. In them, the method of generating
functions is used to study of two-dimensional Markov models of single-channel
systems with an unbounded queue and an infinite orbit volume (for a model
with delayed feedback). After the classical works of Takach [1,2], FBQ models
did not attract the attention of researchers for a long time. In the past three
decades, various authors have intensively researched these models. A review of
c© Springer Nature Switzerland AG 2019
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some publications can be found in [3], and therefore we will not dwell on the
analysis of known results. We also note the works [4–11], which were not included
in the list of references in [3]. Despite the fact that FBQ models without queues
and with orbits for feedback calls have been studied in sufficient detail (see, for
example, [12–15] and their list of references), there are few works available in the
literature that are devoted to studying models of such systems with queues. One
of the first papers devoted to the study of FBQ models with queues is [16]. In
this work, the matrix-geometric method [17] is used to calculate the steady-state
probabilities of the corresponding four-dimensional Markov chain (4D MC) and
the system characteristics (queue length distribution, call loss probability, etc.)
is also found.

Simple models of single-channel IFBQ with impatient calls using different
mechanisms for keeping them in the queue at the time of the completion of the
allowable waiting time are studied in [18–23]; similar models of multichannel
IFBQs were studied in [24]. The IFBQ model with two heterogeneous servers
and a limited queue, in which incoming calls with known probabilities is assigned
to servers, was studied in [25]. Here it is assumed that the probability of joining
the queue depends on the total number of calls in the queue. In papers [18–25],
one-dimensional birth-death processes is used as mathematical models of the
investigated systems.

Models of IFBQ with single server and infinite separate queues of primary
and feedback calls is been investigated extensively in recent paper [4]. Here it is
assumed that calls arrive to a two-priority system according to a Poisson process
and separate waiting rooms (buffers) have infinity capacity. Calls in waiting line
1 have priority over the ones in line 2. The service time is class-dependent phase
type. After completion of service, high priority calls may feedback for service
according to a Bernoulli process. Feedback calls are send to the low priority
queue and they are served only when no calls in the line 1. Authors assumed
that multiple feedback does not allowed. Both preemptive and non-preemptive
priorities are analyzed. The case where there is no external entry to the line
2 is discussed as well. The matrix-geometric method [17] is used to calculate
the steady-state probabilities of the models and the waiting time distribution of
both type of calls are derived.

The multi-channel DFBQ model with a finite buffer size for primary calls
and an infinite orbit for feedback calls, in which the intensity of feedback calls
does not depend on the number of calls in orbit, is studied in [26]. Using the
matrix-geometric method [17], the stationary distribution of the corresponding
2D MC is found and the system performance measures were calculated.

It is important to note that in all the papers noted above, it is assumed that
the primary calls and feedback calls are identical for all parameters. At the same
time, in real situations they may differ from each other in some parameters,
for example, in the time of their processing, degree of importance, etc. Similar
models of single-channel DFBQ with a limited queue for high-priority calls were
studied in [27,28]. They assume that different types of calls differ from each
other also in terms of load parameters, while low-priority calls cannot wait in a
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queue, and only they can require repeated servicing. The orbit for feedback calls
has infinite size. In [27], it is assumed that high-priority calls do not interrupt
the already started service process of a low-priority call and in [28] it is consid-
ered that such an interruption is possible. In both papers, the matrix-geometric
method [17] is used to study the system.

An analysis of the available literature has shown that the vast majority of
papers study FBQ models with a constant intensity of primary calls. However,
in real situations it is a variable quantity. In addition, in them primary and
feedback calls are considered identical for all parameters.

Based on the above facts, here we study the IFBQ models with the MMPP
flow [29], in which the primary calls have preemptive priority over feedback
ones. The models studied here are similar to the models studied in [4]. However,
there are some differences. So, unlike [4] here it is assumed that the primary
flow is MMPP, and in addition, we also consider models with a finite queue of
primary calls. It is important to note that an alternative method for studying
the proposed models is proposed, which is based on the principle of hierarchical
merging of three-dimensional Markov chains [30].

The paper has the following structure. In Sect. 2, a description of the investi-
gated system with instantaneous feedback and the problem statement are given.
A mathematical model of the system in the form of a 3D MC and its generating
matrix (GM) are developed in Sect. 3. Here, the ergodicity conditions of 3D MC
are obtained and exact and approximate methods are developed for calculat-
ing the steady-state probabilities. Results of numerical experiment are shown in
Sect. 4. Conclusion remarks are given in Sect. 5.

2 Description of the System with Instantaneous Feedback
and the Problem Statement

The structural diagram of the investigated system is shown in Fig. 1. At the input
of a single-channel system with an unlimited buffer, an MMPP flow arrives with
parameters (Σ, Λ), where Σ = ‖σij‖ denotes a GM of the Markov chain with
N > 1 possible states which control the intensity of the incoming flow, and the
vector Λ = (λ1, λ2, ..., λN ) sets the values of the intensities of the incoming
flow. This means that σij determines the intensity of the transition from state
i to state j, j �= i; σii = −∑N

j=1, j �=i σij . It is considered that when the MC is
in a state n, the intensity of the incoming flow is λn, n = 1, 2, ..., N , and with
a change in the state of the controlling MC, the intensity of the incoming flow
changes instantaneously.

After the completion of the service, call received from outside (the primary
call, the p-call) according to the Bernoulli scheme either leaves the system or
instantly requires repeated service. It means that the p-call either with a prob-
ability α leaves the system or with a complementary probability 1 − α instantly
requires re-service. If at the moment of completion of service of the p-call the
queue was empty, and it requires repeated service, then this call (secondary call,
s-call) instantly begins to be serviced. Otherwise, the s-call joins the queue, and
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Fig. 1. Structure of the system.

it is assumed that the queues of p-calls and s-calls are separate (separate or com-
mon queues have meaning only for models with limited buffers). It is assumed
that s-calls cannot require another re-service (single feedback), and servicing of
s-calls starts only when there are no p-calls in the system. In addition, p-calls
have preemptive priorities over s-calls, while the interrupted call returns to the
queue, and it will be re-serviced.

The servicing times for both types of calls are independent and identically
distributed (i.i.d.) random variables (r.v). Suppose that cumulative distribution
function (CDF) of the indicated r.v. are exponential ones with the average service
time for primary and secondary calls being equal 1/μp and 1/μs, respectively.

Changes in the state of the MC that control the intensity of the incoming
flow and service of calls are independent of each other random processes. The
task is to find a joint distribution of the states of the MMPP flow and the
number of calls of each type in the system. Solving this problem allows to find
the performance measures of the system.

3 Calculation of the State Probabilities and Performance
Measures

We consider both exact and approximate methods to solving indicated problem.
First, consider exact method.

3.1 Exact Method

The state of the system is determined by a three-dimensional vector (n, k, r),
where n is the state of the MC which control intensity of the incoming flow, k
is the number of p-calls in the system (including p-call in the channel), r is the
number of s-calls in the system (including s-call in the channel). Then the state
space of this 3D MC is determined as follows:

E = {1, 2, ..., N} × {0, 1, ..., } × {0, 1, ..., } . (1)

The intensity of the transition from state (n, k, r) to state (n′, k′, r′) is
denoted by q((n, k, r), (n′, k′, r′)). These values are calculated as:
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1. the transition (n, k, r) → (n′, k, r) , n′ �= n is carried out with intensity σn,n′

when the state of the MMPP flow changes;
2. the transition (n, k, r) → (n, k + 1, r) is carried out with intensity λn when

a p-call is arrived;
3. the transition (n, k, r) → (n, k − 1, r) , k > 0, is carried out with intensity

μpα at the completion of the service of the p-call and its departure from the
system;

4. transition (n, k, r) → (n, k − 1, r + 1) , k > 0, is carried out with intensity
μp (1 − α) at the completion of the service of the p-call and returning it to
the system for re-servicing;

5. the transition (n, 0, r) → (n, 0, r − 1) , r > 0, is carried out with intensity
μs at the completion of the service of the s-call;

Thus, the positive elements of the GM of the 3D MC are determined from
the following relations:

q
(
(n, k, r) ,

(
n′, k′, r′)) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

σnn′ , if n′ �= n, k′ = k, r′ = r,
λn, if n′ = n, k′ = k + 1, r′ = r,
μpα, if k > 0, n′ = n, k′ = k − 1, r′ = r,
μp (1 − α) , if k > 0, n′ = n, k′ = k − 1, r′ = r + 1,
μs, if k = 0, r > 0, n′ = n, k′ = 0, r′ = r − 1 .

(2)

Let p(n, k, r) denotes the stationary probability of the state (n, k, r) ∈ E.
The conditions for the existence of the stationary mode are obtained below.

The steady-state probabilities satisfy the system of equilibrium equations
(SEE) of infinite dimension. This SEE is based on relations (2) and its explicit
form is not given here because of the obviousness of its compilation.

Finding the steady-state probabilities is sufficient to calculate the perfor-
mance measures(characteristics) of the system. Thus, the average number of
p-calls (Lp) and s-calls (Ls) in the system are defined as the mathematical
expectation of the corresponding r.v.:

Lp =
N∑

n=1

∞∑

k=1

k
∞∑

r=0

p (n, k, r) ; (3)

Ls =
N∑

n=1

∞∑

r=1

r

∞∑

k=0

p (n, k, r) . (4)

Due to the complex structure of the GM (see formulas (2)), it is not possible
to find an analytical solution for the corresponding SEE for steady-state prob-
abilities. Therefore, to solve it, one has to use the method of multidimensional
generating functions, which has a number of methodological and computational
difficulties for use in such systems and is rather cumbersome. So, an alternative
approach for solving this problem, based on a hierarchical space merging method
of multidimensional MC is developed [30].
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3.2 Approximate Method. Case Unlimited Buffers for both Types
of Calls

For the correct application of the developed method, suppose that the MMPP
flow remains in each state for a long time before leaving it, i.e. transitions between
its states occur at low intensities.

Consider the following splitting of the state space (1):

E =
N⋃

n=1

En , En

⋂
En′ = ∅ , if n �= n′, (5)

where En = {(n, k, r) ∈ E : k = 0, 1, ...; r = 0, 1, ...} , n = 1, 2, ..., N.
On the basis of the splitting (5), the merge function U1 (n, k, r) =<

n > , (n, k, r) ∈ En , is determined, where < n > is the merged state,
which includes all states from the class En, n = 1, 2, ..., N . Denote Ω1 =
{< n > : n = 1, 2, ..., N} .

The steady-state probabilities of the initial model are defined as follows
(see [30]):

p (n, k, r) ≈ ρn (k, r) π1 (< n >) , (6)

where ρn (k, r) – probability of state (k, r) inside a split model with a state space,
En, π1 (< n >) –probability of an merged state < n >∈ Ω 1.

Since the transitions between the states of the MC which controlled the
intensity of the incoming flow do not depend on the status of the channel (busy
or idle) the probability of the states π1 (< n >) , < n >∈ Ω1 , is determined by its
GM Σ.Consequently, it will only be necessary to find the stationary distribution
of 2D MC with state spaces En, n = 1, 2, ..., N.

Now to the 2D MC with state space En apply the procedure of merging
(the second level of the hierarchy). Since all split models are identical, then we
fix the value of the parameter n, and consider the split model with the state
space En.

In a class En, consider the following splitting:

En =
∞⋃

r=0

Er
n , Er

n

⋂
Er′

n = ∅ , if r �= r′, (7)

where Er
n = {(k, r) ∈ En : k = 0, 1, ...} , r = 0, 1, ...

Further, on the basis of the splitting (7), the merge function U2 ((k, r)) =<
r > , if (k, r) ∈ Er

n, is determined, where < r > is the merged state, which
includes all the states from the class Er

n. Denote Ω2 = {< r > : r = 0, 1, ...} .
According to [30] we have:

ρn (k, r) ≈ ρr
n (k) πn

2 (< r >) , (8)

where ρr
n (k) is the probability of the state (k, r) inside the split model with the

state space Er
n, πn

2 (< r >) is the probability of the merged state < r >∈ Ω2 .
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In the state vector within the class Er
n, r = 0, 1, ...,, the second component

is constant and equal r. Therefore, when studying split models with a space Er
n,

each state (k, r) can be defined only by the first component, i.e. hereinafter the
state (k, r) ∈ Er

n is denoted as k, k = 0, 1, ...

Fig. 2. Fragment of the state graph for the split model with state space En

Then from relations (2) we conclude that the intensities of transitions
between the states of the split model with the space of states Er

n, r = 0, 1, ...
do not depend on the parameter r, and are determined as follows (see. Fig. 2):

qn (k, k′) =
{

λn, if k′ = k + 1 ,
μpα, if k′ = k − 1 .

(9)

From (9), we find that, if the condition λn < μpα is satisfied, the state
probabilities of the split models with the state space Er

n do not depend on the
index r, r = 0, 1, ..., and are defined as follows (see Fig. 2):

ρr
n (k) = (1 − νn) νk

n , k = 0, 1, ..., (10)

where νn = λn/μpα .
Note 1. Since the condition λn < μpα must be fulfilled for each n, n =

1, 2, ..., N , we get the first condition for ergodicity of the model:

max
n=1,N

{νn} < 1 (11)

Taking into account (2) and (10), we find that the intensity of transitions
between Ω2 states are determined as follows (see Fig. 2):

qn (< r >,< r′ >) =
{

μp (1 − α) νn, if r′ = r + 1 ,
μs (1 − νn) , if r′ = r − 1 .

(12)

Then from relations (12) we conclude that, if the condition θn < 1 is fulfilled
then probability of merged states πn

2 (< r >) , < r >∈ Ω2, are calculated as
follows:

πn
2 (< r >) = θr

n (1 − θn) , r = 0, 1, ..., (13)
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where θn = (1 − α) μp

μs

νn

1−νn
.

Note 2. Since the condition θn < 1 must be satisfied for each n, n =
1, 2, ..., N , we obtain the second condition for the ergodicity of the model:

max
n=1,N

{
νn

1 − νn

}

<
μs

μp (1 − α)
(14)

Thus, relations (11) and (14) determines the ergodicity conditions of the
investigated system. Finally, taking into account relations (6), (8), (10) and
(13), the approximate values of the steady-state probabilities of the original 3D
MC are found in a multiplicative form.

After certain mathematical calculations, we obtain the following simple for-
mulas for an approximate calculation of the performance measures of the system:

Lp ≈
N∑

n=1

νn

1 − νn
π1 (< n >) ; (15)

Ls ≈
N∑

n=1

θn

1 − θn
π1 (< n >) . (16)

It can be seen from formula (15) that the average number of p-calls in the sys-
tem does not depend on the service intensity of s-calls. This is an expected fact,
since p-calls have preemptive priority over s-calls. It is important to note that
this formula has a physical meaning: its right side is a weighted sum of the aver-
age number of calls in the M/M/1/∞ systems with loads νn , n = 1, ..., N, where
the weighting is done according to the stationary distribution of the MMPP
flow. In other words, formula (15) is exact one, and it could be proposed with-
out following the developed approximate procedures. This fact confirms the high
accuracy of the developed approximate formulas. Note that the right side of the
formula (16) is the weighted sum of the average number of calls in the M/M/1/∞
systems with loads θn , n = 1, ..., N,; here the weighting is also performed by the
stationary distribution of the MMPP flow. From formula (16) it can be seen that
the average number of s-calls in the system depends on all system parameters,
including the intensity of their service.

3.3 Approximate Method. Case Limited Buffer for Primary Calls

The developed approach can be used for models in which there are limited buffers
for p-calls and/or s-calls. Due to the limited size of the paper, only a model with
limited separate buffer for p-calls is considered here, and it is considered that
they are impatient in the queue.

Let the maximum number of p-calls in the system be equal Rp < ∞,; Allow-
able waiting time in the queue of p-calls are r.v. that are independent of each
other and have exponential distributions with parameters τp. For simplicity, it is
assumed that reneging rate of p-calls from the queue does not depend on number
of calls in queue, i.e. constant reneging rate is considered.
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The state of this system is also determined by 3D vector(n, k, r), but the
state space of the corresponding 3D MC is given as:

E1 = {1, 2, ..., N} × {0, 1, ..., Rp} × {0, 1, ...} .

The positive elements of GM of this chain is defined similarly to (2), i.e.

q
(
(n, k, r) ,

(
n′, k′, r′)) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

σnn′ , if n′ �= n, k′ = k, r′ = r,
λn, if n′ = n, k′ = k + 1, r′ = r,
μpα, if k = 1, n′ = n, k′ = 0, r′ = r,
μpα + τp, if k > 1, n′ = n, k′ = k − 1, r′ = r,
μp (1 − α) , if k > 0, n′ = n, k′ = k − 1, r′ = r + 1,
μs, if k = 0, r > 0, n′ = n, k′ = 0, r′ = r − 1 .

(17)

The steady-state probabilities can be determined from the SEE, which is
compiled on the basis of relations (17).

In this model, a new performance measure appears – the blocking probability
of p-calls (PBp). It is calculated as follows:

PBp =
∑

(n,Rp,r)∈E1

p (n,Rp, r) +
∑

(n,k,r)∈E1

τp

λn + μp + τp
p (n, k, r) I (k > 1) ,

(18)
where I (A) is indicator function of the event A.

Calculating the steady-state probabilities and the performance measures for
models of moderate dimensionality of the state space E1 presents no difficulties.
At the same time, for models of large dimension for this purpose the approximate
method described above can be used.

Omitting a detailed description of the stages of applying this method, the
final forms of the corresponding formulas are given below.

From (17), we find that in this model, at the second level of the hierarchy,
the state probabilities of split models with the state space Er

n do not depend on
the index r, r = 0, 1, ..., and are defined as:

ρn (k) = νnξk−1
n ρn (0) , k = 1, ..., Rp , (19)

where ξn = λn

μpα+τp
. The probability ρn (0) is calculated from the normalization

condition
∑Rp

k=0 ρn (k) = 1. In other words,

ρn (0) =

(

1 + νn
1 − ξ

Rp
n

1 − ξn

)−1

. (20)

For this model, the probabilities of merged states at the second level of the
hierarchy are calculated as follows:

πn
2 (< r >) = ζr

n (1 − ζn) , r = 0, 1, ..., (21)

where ζn = μp(1−α)(1−ρn(0))
μsρn(0)

.
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Note 3. Since the condition ζn < 1 must be satisfied for each n, n =
1, 2, ..., N , we obtain the ergodicity condition of the model (compare with
Note 2):

max
n=1,N

{
1 − ρn (0)

ρn (0)

}

<
μs

μp (1 − α)
(22)

Further, taking into account relations (6), (8), (19)–(21), the approximate
values of the steady-state probabilities of this model are found.

After certain mathematical calculations, we obtain the following formulas
for an approximate calculation of the performance measures of the system with
limited buffer for p-calls:

Lp ≈
N∑

n=1

π1 (< n >)
Rp∑

k=1

kρn (k) ; (23)

Ls ≈
N∑

n=1

π1 (< n >)
ζn

1 − ζn
; (24)

PBp =
N∑

n=1

π1 (< n >)

⎛

⎝ρn (Rp) +
τp

λn + μp + τp

Rp∑

k=2

ρn (k)

⎞

⎠ . (25)

As in the model with unlimited queues for both types of calls, it is also clear
from formulas (23) and (25) that the average number of p-calls in the system
and the probability of their blocking do not depend on the service intensity of
s-calls. At the same time, it is clear from formula (24) that the average number
of s-calls in the system depends on all structural and load parameters of the
system.

4 Numerical Results

The purpose of the numerical experiments conducted here is to study the behav-
ior of the characteristics of the systems under consideration versus its param-
eters. For a system with infinite queues, for both types of calls, as a variable
parameter is selected α, and for a system with a finite queue for p-calls, as a
variable parameter is selected Rp.

The initial data of a hypothetical model of a system with infinite queues for
both types of calls are determined as follows. The GM of the Markov chain,
which controls the intensity of the incoming flow with states N = 3, is defined
as follows:

Σ =

∥
∥
∥
∥
∥
∥

−34 20 14
18 −32 14
4 16 −20

∥
∥
∥
∥
∥
∥

.

Intensity values of the incoming flow Λ = (15, 10, 5). The behavior of the
characteristics of the system versus the parameter α change is shown in Fig. 3.
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Both characteristics Lp and Ls are decreasing. This was to be expected, since
with an increase in the probability of p-calls leaving the system without repeating
service, the number of s-calls in the system decreases. A decrease in the number
of s-calls in the system leads to a decrease in server load, and therefore the
number of p-calls in the system decreases. Note that from Fig. 3 shows that with
an increase in the service intensity of both types of calls, both characteristics Lp

and Ls decrease and, at the same time, there is a relation Lp > Ls.
The initial data of a hypothetical model of a system with a finite queue for

p-calls is selected as above for a model with infinite queues. The corresponding
results of numerical experiments for this model are shown in Fig. 4, where the
case (μp, μs) = (55, 75) is considered. Figure 4 shows that the characteristics
Lp and Ls are increasing, the characteristic PBp decreases with respect to the
increase in the parameter Rp. These results were expected, since with an increase
in the probabilities of p-calls leaving the system without repeated service, the
chances of such calls being queued increase. Note that with an increase in the
parameter α, all characteristics of the system improve.

Fig. 3. Average number of p-calls (a) and s-calls (b) versus α for the model with
unlimited buffers for both types of calls
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Fig. 4. Average number of p-calls (a), s-calls (b) and blocking probability of p-calls
(c) versus Rp for the model with limited buffer for p-calls

5 Conclusion

The paper studies single-channel systems with unlimited and limited queues,
MMPP-flow and instantaneous feedback. It is assumed that primary and feed-
back calls are served in the common channel, while primary calls has preemptive
priority over feedback calls. It is shown that the mathematical models of the sys-
tems under study are some infinite or finite 3D MCs. For a model with unlimited
queues, the conditions for ergodicity of the model are obtained. For both types
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of models, a unified approximate approach is proposed and simple formulas for
calculating the steady-state probabilities of the corresponding 3D MCs are devel-
oped. In addition, by using these probabilities the performance measures of the
investigated systems are calculated.

As directions for further research should indicate the study of such mod-
els in the presence of MAP-flow and PH-distribution for the service time of
heterogeneous calls. Of interest are also problems of optimization of systems
with feedback regarding the selected criteria. These issues are subject to special
studies.
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Abstract. We model the distribution tails of the end-to-end delay of
services with the help of two-parameter Weibull-tail and log-Weibull-
tail distributions. First we discuss the role of the Weibull-tail and log-
Weibull-tail distributions in statistics of extremes. Then we propose the
statistical procedure based on the largest observations of a sample to
decide between these two tail models and to estimate the parameters of
the selected model. The proposed procedure allows us to estimate the
extreme quantiles from the Weibull-tail and log-Weibull-tail distributions
in an unified way. The efficiency of the introduced methods is illustrated
on a small simulation study.

Keywords: Distribution tail · Extreme value analysis · Extreme
quantile · Weibull-tail index · End-to-end delay distribution

1 Introduction.

The background for a systematic end-to-end delay analysis is given by video
streaming services in Internet and their QoE/QoS assessment, [1]. However, in
teletraffic engineering users often need the whole estimate of the cumulative
distribution function (cdf) or the corresponding probability density function
(pdf) of an underlying random variable (rv). In last decades, a lot of different
models describing the cdf of the monitored delay have been investigated, [2–5],
but regarding real data distributions of the “body” and the “tail”, respectively,
quite often differ and could not be described in the framework of one parametric
model. Therefore, it becomes necessary to estimate the “body” and the tail of
distribution separately. According to statistics of extremes [6,7], only the largest
order statistics can be used for the estimation of the tail, whereas the “body”,
i.e. moderate values of a rv, can be estimated using standard statistical tools.
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For instance, the methods of cdf and pdf estimation that combined the clas-
sical non-parametric kernel method of estimating the “body” and special tail
estimation techniques were proposed in [8–10].

In this work, we model the distribution tails of the end-to-end delay of services
in the Internet by means of two-parameter Weibull-tail and log-Weibull-tail dis-
tributions. We propose an effective testing procedure based on the largest order
statistics of a sample to distinguish between these two classes and develop a
method to estimate the distribution tail in both cases. This method also allows
us to estimate the high level quantiles from both the considered models. The
brief algorithm of the method is provided at the end of the Sect. 2. In Sect. 3,
the finite sample behavior of the proposed estimators are evaluated on the basis
of a simulation study.

1.1 Classical Approach to Tail Estimation

The classical extreme value theory deals with the rare event probabilities and
studies the behavior of the largest observations in independent data. The central
result in this theory is given by the extreme value theorem (cf. [11,12]). It states
that if there exist sequences of constants an > 0, bn, n ∈ N, such that the cdf of
the normalized maximum Mn = max(X1, . . . , Xn) of a sample {Xi}n

i=1 tends to
some non-degenerate cdf G, i.e.,

lim
n→∞ P (Mn ≤ anx + bn) = G(x), (1)

then there exist constants a > 0, b such that G(ax + b) = Gγ(x), where

Gγ(x) = exp
(
−(1 + γx)−1/γ

)
, 1 + γx > 0, (2)

γ ∈ R, and for γ = 0 the right-hand side should be understood as exp(−e−x).
The parameter γ is called the extreme value index [6] (EVI), it allows to clas-
sify the extreme-value distributions (2) into three classes. The cdf of a sample
(X1, . . . , Xn) is said to belong to the Fréchet (inverse-Weibull, Gumbel, respec-
tively) maximum domain of attraction (MDA) if (1) holds for γ > 0 (γ < 0,
γ = 0, respectively). It is known, that the Fréchet MDA contains the distribu-
tions with Pareto-like tails, whereas the distributions from the inverse-Weibull
MDA have a finite right endpoint. The Gumbel MDA is in our interest. It mainly
consists the distributions with the exponentially decreasing tails, including such
distributions as normal, exponential, gamma, log-normal among others.

The problem of tail estimation is central in statistics of extremes. Now
the most popular method of tail estimation is based on Pickands-Balkema-de
Haan theorem (cf. [13,14]). It states that if the cdf F of the random vari-
able X belongs to the MDA of Gγ (2) for some γ ∈ R, then for x, such that
0 < x < (min(0,−γ))−1, it holds

lim
t↑x∗

P

(
X − t

f(t)
> x |X > t

)
= (1 + γx)−1/γ ,
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where x∗
F = sup{x : F (x) < 1}, f(t) is some positive nondecreasing function

(for details, see [6], p. 65), and for γ = 0 the expression (1 + γx)−1/γ should be
understood as e−x. Therefore, it is enough to estimate the EVI to obtain the
estimate of a distribution tail. The most often used estimators of the EVI are the
Hill estimator (that is consistent for γ > 0), the maximum likelihood estimator
(γ > −1) and the moment estimator (γ ∈ R), see for details [6], Chap. 3. For
instance, in [8] the Hill estimator was applied to estimate the distribution tails
of one-way delays and round-trip times in ATM- and IP-networks.

The latter approach yields good results for distributions belonging to
the Fréchet or inverse-Weibull MDA, since these domains are fairly accurate
described by the EVI. Contrariwise, γ = 0 holds for all distributions belong-
ing to the Gumbel MDA, which is the widest of all MDAs. For instance, we
cannot distinguish between the tails of the normal and log-normal distributions
using the above approach and estimate the rate of decrease of distribution tails
from the Gumbel MDA. Therefore, it is necessary to propose other methods and
techniques to solve such problems.

1.2 Weibull-Type and Log-Weibull-type Distributions

Weibull-type and log-Weibull-type distributions constitute two rich subclasses
in the Gumbel MDA. These two classes can be completely described only in
semi-parametric way. We say, that cdf F is of Weibull-type, if for some θ > 0

1 − F (x) = exp(−xθ�(x)), x > 0, (3)

where �(x) is the so-called slowly varying function, i.e. �(λx)/�(x) → 1 as x → ∞
for all positive λ. The parameter θ in (3) is called the Weibull-tail index. Note,
that its lower values indicate slower tail decay. Clearly, distributions such as
normal, exponential, gamma and Weibull distributions are of Weibull-type. In
recent years, several estimators of the Weibull-tail index have been proposed, we
refer to [15–17]. In addition, a general estimation method of a distribution tail
parameter proposed in [18] can be adapted for Weibull-tail index estimation.
The estimator introduced by Beirlant et al. [15] was applied to evaluate the
distribution tail of the end-to-end delay of advanced services in the Internet in [5].

One can define the log-Weibull-type cdf F (x) as a cdf such that F (ex) is of
Weibull-type. In other words, F is of log-Weibull-type, if for some θ > 0

1 − F (x) = exp(−(ln x)θ�∗(x)), x > 1,

where �∗(x) is such that for all ε > 0 there exists x0 = x0(ε) such that

(ln x)−ε ≤ �∗(x) ≤ (ln x)ε

holds for all x > x0. The last relation follows from Drees’ inequality, see [6],
p. 369. If the value of the parameter θ, called the log-Weibull-tail index, is more
than 1, then the corresponding cdf belongs to the Gumbel MDA. A cdf of log-
Weibull-type lies in the Fréchet MDA in case θ = 1 and does not belong to any
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MDA, if θ ∈ (0, 1). An example of a distribution of log-Weibull-type belonging
to the Gumbel MDA is the log-normal distribution. The problem of log-Weibull-
tail index estimation has not been considered yet in the literature separately.
However, the methods, proposed in [18] and [19], allows to derive the estimate
of this tail index. Moreover, estimators of the Weibull-tail index can also be
applied for this problem.

The problem of distinguishing between two corresponding classes of distri-
bution tails is of special interest. In [20], the general test to distinguish between
two separable classes of distribution tails was proposed, see also Sect. 2.1 of this
work. One can apply this test to the latter problem. Goegebeur and Guillou
[21] introduced the goodness-of-fit test to check whether the distribution is of
Weibull-type, see also [22].

2 Parameter Estimation of Weibull-Tail
and Log-Weibull-tail Models

In this section we propose a statistical procedure to decide between two-
parametric Weibull-tail and log-Weibull-tail models and, further, to estimate
the parameters of the selected one. These two models are the particular cases
of two semi-parametric classes of distribution tails introduced in the previous
section. We say, that a cdf F has a Weibull tail with the Weibull-tail index θ > 0
and the scale parameter c > 0 (hereafter F ∼ WT (θ, c)), if

1 − F (x) = exp(−(x/c)θ), x > x0

holds with some sufficiently large x0 > 0. If x0 is equal to 0, then we get a
classical Weibull distribution. If a cdf F has the following tail

1 − F (x) = exp(−(ln(x/c))θ), x > x0

with some sufficiently large x0 > c, θ > 0, c > 0, then we say, that F has
a log-Weibull tail, F ∼ LWT (θ, c). This model with x0 = c is a special case
of the Weibull-Pareto model introduced in [23], called the log-Weibull distri-
bution. Krieger and Markovich [5] modeled the response times in terms of the
Weibull-Pareto model to evaluate the QoE performance of the end-to-end delay
dependent services using the MOS metric. Notice, that if rv Y obeys WT (θ, c),
then its transformation X = exp(cY )/d has the log-Weibull tail with the log-
Weibull-tail index θ and the scale parameter d.

2.1 Model Selection

We consider the problem of distinguishing between Weibull-tail and log-Weibull-
tail models for modeling the distribution tails of the observed data. We know
by previous studies (cf. [8,24]), that in most practical cases the traffic charac-
teristics, i.e. call or session durations or inter-arrival times, can be regarded as
independent identically distributed (iid) observations. Let X = (X1, . . . , Xn) be
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an iid sample with a cdf F, and let X(1) ≤ . . . ≤ X(n) denote the nth order
statistics of a sample X. Denote for k < n

Sk,n = ln
k

n
− 1

k

n∑
i=n−k+1

ln
(

1 − F0

(
X(i)

X(n−k)
uk/n

))
, (4)

with some continuous cdf F0 and uk/n = F−1
0 (1 − k/n), the (1 − k/n)-quantile

of F0. The introduced statistic Sk,n is a slight modification of the statistic Rk,n

proposed in [20],

Rk,n = ln(1 − F0(X(n−k))) − 1
k

n∑
i=n−k+1

ln
(
1 − F0(X(i))

)
,

see also [18]. But in contrast to Rk,n, the statistic Sk,n is not sensitive to scale
parameter changes, what makes it more preferable in our approach.

Consider the null hypothesis H0 : F has a log-Weibull tail against the alterna-
tive H1 : F has a Weibull tail. Select F0(x) = {1 − exp{− exp(−

√
ln x2)}}I(x >

1), as it was recommended in [20]. Then the test to distinguish between
H0 and H1

if Sk,n < 1 +
γα√

k
, then reject H0, (5)

has an asymptotic significance level α and is consistent against the alternative
H1, as k → ∞, k/n → 0, n → ∞, here γα is the α-quantile of the standard
normal distribution, [20].

The selection of the parameter k remains the problem. There is no general
method to select the threshold, or equivalently the number k of the largest order
statistics to be used for testing procedures related to extreme events, [25]. How-
ever, in the framework of the proposed testing procedure to distinguish between
log-Weibull-tail and Weibull-tail models the values of the statistic

√
k(Sk,n − 1)

typically decrease with respect to increasing k, if X ∼ WT (θ, c), but there is
usually no tendency in the behavior of the test statistic, if X ∼ LWT (θ, c),
see also Fig. 1. Our recommendation is to select k ≈ √

n. With such values of
k, the proposed testing procedure yields the best performance in the numerical
simulations, [20].

2.2 Parameter Estimation of the Selected Model

Let us turn to the problem of estimating the parameters of the selected model.
Let F = {Fθ, θ ∈ Θ}, Θ ⊆ R be the parametric family of distribution tails.
Here we assume that θ is a shape parameter. Consider the generalization of the
statistic (4)

Sk,n(θ) = ln
k

n
− 1

k

n∑
i=n−k+1

ln
(

1 − Fθ

(
X(i)

X(n−k)
uk/n(θ)

))
, (6)
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(a) LW (3, 2) (b) W (2, 1)

Fig. 1. Empirical median (solid line) and empirical 95% confidence interval (dashed
lines) of

√
k(Rk,n − 1) as a functions of k, k = 5, . . . , 100 obtained from 1000 samples

of size n = 1000 from (a) Log-Weibull distribution with parameters θ = 3 and c = 2
and (b) Weibull distribution with parameters θ = 2 and c = 1.

where uk/n(θ) = F−1
θ (1−k/n), the (1−k/n)-quantile of Fθ. Assume, that the tail

of a cdf F of a sample X is of F-type, i.e. F (x/c) = Fθ0(x) for some c > 0, θ0 ∈ Θ
and all sufficiently large x. Then the following estimator of the parameter θ

θ̂ = arg{θ : Sk,n(θ) = 1} (7)

is consistent under some weak conditions imposed on F as k → ∞, k
n → 0,

n → ∞, [18].
This approach can be adapted to estimate the parameter θ in the framework

of the Weibull-tail and log-Weibull-tail models. Indeed, assume that we check
the hypothesis H0 : F ∼ LWT (θ, c) using the test (5) and accept it. To obtain
the estimate of θ using the proposed estimation technique, we must choose the
log-Weibull parametric family of cdfs FLW = {FLW

θ , θ > 1} with FLW
θ (x) = 1−

exp(−(ln x)θ), x > 1, in (6) and find the solution θ̂ of the equation Sk,n(θ) = 1.
This solution is unique with the probability tending to 1 as n → ∞, [18]. On the
contrary, if we reject the hypothesis H0 : F ∼ LWT (θ, c) and thus accept the
hypothesis H1 : F ∼ WT (θ, c), we must choose the Weibull parametric family
FW = {FW

θ , θ > 0} with FW
θ (x) = 1 − exp(−xθ), x > 0, in (6). The estimators

of the Weibull-tail index mentioned above can also be applied to estimate the
parameter θ in the framework of the Weibull-tail model. However, the estimator
(7) shows the better simulation results in most cases, than other estimators of
the Weibull-tail index, [18].

The problem to select k for Weibull-tail index estimation has not been in-
vestigated in the literature. We can only propose a heuristic method, that is
similar to one accepted for EVI estimation. We suggest to plot the values of the
selected θ estimator as a function of k and to choose a “stable” point of this
plot, [25].

It remains to propose the method to estimate the scale parameter c. Using
the estimate θ̂ of the parameter θ, the estimate ĉ of the parameter c is derived
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as follows (cf. [26])

ĉ =

(
k−1∏
i=0

X(n−i)

/
k∏

i=1

ui/(n+1)(θ̂)

)1/k

, (8)

where uα(θ̂) is the α-quantile of F
̂θ and Fθ is FW

θ or FLW
θ depending on the

model selected.

2.3 Extreme Quantile Estimation

An extreme quantile upn
of order pn is defined by upn

= F←(1−pn) with pn → 0
as n → ∞, [27]. Here F←(t) = inf{x : F (x) ≥ t}, the so-called generalized
reverse function, that coincides with F−1 if F is strictly monotone and continu-
ous. If npn → ∞ as n → ∞, then the extreme quantile upn

is larger almost surely
than the maximum observation of the sample. This requires extrapolating the
sample values to areas where no data are observed. We refer to applications of
extreme quantiles in reliability [28], finance [29], climatology [30], among other,
see also [6]. In [5], the extreme quantiles of MOS metric are estimated under the
assumption that the response time obeys the Weibull-Pareto distribution.

From the definition of the families WT (θ, c) and LWT (θ, c), we easily obtain

uW
pn

= uW
pn

(θ, c) := F←(1 − pn) = c(− ln pn)1/θ, (9)

with F ∼ W (θ, c) and

uLW
pn

= uLW
pn

(θ, c) = c exp
(
(− ln pn)1/θ

)
(10)

with F ∼ LW (θ, c). Thus plugging the estimates of the parameters θ and c in
(9) and (10) one derives the estimates ûW

pn
and ûLW

pn
of the extreme quantiles

uW
pn

and uLW
pn

respectively.
Another approach to extreme quantile estimation, similar to those proposed

in [17,27], allows us to suggest the estimator depending only on the estimate of
the shape parameter θ. Let F ∼ WT (θ, c). From (9) for quantiles uW

s and uW
t

of F with 0 < s < t < 1 we have

ln uW
s − ln uW

t =
1
θ

(
ln(− ln s) − ln(− ln t)

)
. (11)

Substituting in (11) t = k/n, s = pn, the empirical quantile X(n−k) and some
estimate θ̂ instead of uW

t and θ respectively, an estimator of the extreme quantile
uW

pn
can be derived by

ũW
pn

= X(n−k)

(
ln pn

ln(k/n)

)1/θ̂

.

Similar reasoning leads us to the following estimator of the extreme quantile
uLW

pn

ũLW
pn

= X(n−k) exp
{

(− ln pn)1/θ̂ − (ln(n/k))1/θ̂
}

.
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A comparison of the proposed estimators by numerical simulation is given in
Sect. 3.

2.4 Algorithm

Finally, we provide a brief computational algorithm to implement our estimation
method efficiently:

1. Select k :
√

n ≤ k ≤ 2
√

n, e.g. k =
√

n. Select the significance level α, e.g.
α = 0.05.

2. Use the largest values x(n−k) ≤ . . . ≤ x(n) of the observations (x1, . . . , xn) to
compute the statistics Sk,n

Sk,n = − ln
n

k
+

1
k

n∑
i=n−k+1

exp

(√
2 ln

(
x(i)

x(n−k)
uk/n

))
,

where uk/n = exp
(
1
2 (ln ln n

k )2
)
.

3. Let γα be the α-quantile of N(0, 1) distribution. If Sk,n < 1 + γα√
k
, select the

Weibull-tail model, if not, the log-Weibull-tail model.
4. If the Weibull-tail model is selected, let Fθ(x) = 1 − exp(−xθ), x > 0. If not,

Fθ(x) = 1 − exp(−(ln x)θ), x > 1.
5. For each k = 5m, 2 ≤ m ≤ √

n/5, compute the statistic Sk,n(θ) (6) as a func-
tion of θ and derive θ̂k as a solution of the equation Sk,n(θ) = 1. If the Weibull-
tail model is selected, then uk/n(θ) = (ln(n/k))1/θ should be substituted in
(6); if the log-Weibull-model is selected, then uk/n(θ) = exp((ln(n/k))1/θ).

6. Plot the values of θ̂k as a function of k and derive the estimate of θ from the
stable point (k̂, θ̂) of this plot.

7. Using the estimate θ̂ and the optimal number of the largest observations k̂,
derive the estimate of the scale parameter c, (8).

3 Simulation Study

In this section, we compare numerical properties of the proposed estimator (7)
adapted to the Weibull-tail index estimation with three other estimators of the
Weibull-tail index and study the behavior of the introduced extreme quantile
estimators ûW

pn
, ûLW

pn
, ũW

pn
and ũLW

pn
.

First, we consider the estimator of Girard [31], denoted by θ̂1, the estimator
of Beirlant et al. [15], denoted by θ̂2, and the estimator of Gardes et al. [17],
denoted by θ̂3, of the Weibull-tail index θ. The comparison of these estimators
with our estimator θ̂0 := θ̂ (7) is provided for 4 different distributions:

1. an exponential distribution with 5 as scale parameter (θ = 1);
2. a Weibull distribution with 4 as shape parameter and 3 as scale parameter

(θ = 4);



310 I. V. Rodionov

3. a normal distribution N(0, 100) (θ = 2);
4. a Gamma distribution with 2 as shape and scale parameters (θ = 1).

For each considered distribution, M = 300 samples of size n = 1000 were
simulated. For each sample, the estimates θ̂l,j , l = 0, 1, 2, 3, 1 ≤ j ≤ M are
computed for k = 10, 15, . . . , 150, the empirical means and empirical mean
squared errors of each estimator are built by plotting the pairs

(
k, 1

M

∑
j θ̂l,j

)

and
(
k, 1

M

∑
j(θ̂l,j − θ)2

)
. The true value of θ is indicated by a solid line (Figs.

2 and 3).

Fig. 2. Empirical mean and empirical MSE of θ̂0 (circles), θ̂1 (dotted line), θ̂2 (dashed
line) and θ̂3 (dotted-dashed line) as a functions of k, k = 10, . . . , 150 obtained from
Exp(5) (upper) and Weibull distribution with parameters θ = 4 and c = 3 (bottom).

It appears that our estimator outperforms the estimators θ̂1 and θ̂2 and seems
a bit better than the estimator θ̂3 of Gardes et. al. However, it should be recalled
that the proposed method can be applied not only for estimation of the Weibull-
tail index, but for estimation of the shape parameter of an arbitrary family of
distributions belonging to the Gumbel MDA.

The numerical comparison of the proposed empirical quantile estimators is
provided on Figs. 4 and 5 for 4 different distributions:
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Fig. 3. Empirical mean and empirical MSE of θ̂0 (circles), θ̂1 (dotted line), θ̂2 (dashed
line) and θ̂3 (dotted-dashed line) as a functions of k, k = 10, . . . , 150 obtained from
N(0, 100) (upper) and Γ (2, 2) (bottom).

1. a log-normal distribution with 0 as location parameter and 1/3 as scale param-
eter;

2. a log-Weibull distribution with 3 as shape parameter and 2 as scale parameter;
3. a normal distribution N(0, 9);
4. a Weibull distribution with 0.5 as shape parameter and 5 as scale parameter.

For each considered distribution, M = 300 samples of size n = 500 were
simulated. For each sample, the estimates ûLW

pn,j , ũLW
pn,j , 1 ≤ j ≤ M for the first

two distributions and ûW
pn,j , ũW

pn,j , 1 ≤ j ≤ M for the last two distributions are
computed for pn = 0.95, 0.951, . . . , 0.999 with k = 50. The empirical means of
each estimator are built by plotting the pairs (pn, 1

M

∑
j u∗

j ). The true quantile
values are indicated by a solid line.

It appears that the extreme quantile estimates obtained with and without
use of the scale parameter estimator ĉ have almost the same behavior and both
show a good numerical performance.
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Fig. 4. Empirical means and empirical 95% confidence intervals of ûLW
pn

(squares and
dotted-dashed lines) and ũLW

pn
(circles and dashed lines) as a functions of pn, pn =

0.95, . . . , 0.999 obtained from LN(0, 1/9) (left) and LW (3, 2) (right).

Fig. 5. Empirical means and empirical 95% confidence intervals of ûW
pn

(squares and
dotted-dashed lines) and ũW

pn
(circles and dashed lines) as a functions of pn, pn =

0.95, . . . , 0.999 obtained from N(0, 9) (left) and W (0.5, 5) (right).

4 Conclusion

The real data distribution cannot always be well described within the framework
of one parametric model, since distributions of the moderate observations and
the “tail”, respectively, quite often differ. Whereas moderate sample values can
be estimated using standard statistical tools like non-parametric kernel method,
estimation of the tail often remains a parametric problem.

In order to model the distribution tails of the end-to-end delay of user ser-
vices in the Internet the Weibull-tail and log-Weibull-tail distributions can be
considered. Firstly, we discuss the role of these two tail models in statistics
of extremes. Next, we propose the statistical procedure based on the largest
order statistics of a sample to distinguish between these two models and to esti-
mate the parameters of the selected model. The proposed procedure also allows
us to estimate the extreme quantiles of the Weibull-tail and log-Weibull-tail
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distributions in a similar way. Finally, we provide a compact computational
algorithm to implement our estimation method efficiently. The numerical per-
formance of the proposed methods is evaluated by a simulation study.
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Abstract. We consider retrial queue with Markov-modulated Poisson
input process and exponential probability distribution of service dura-
tions. The object of our research is output flow of the system. We use
asymptotic analysis method under low rate of retrials limit condition to
obtain probability distribution of the number of served customers at the
moment t. The obtained formulae has explicit expression and contains
matrix exponential. Furthermore, we show that the output belongs to
the class of Markovian arrival processes.

Keywords: Output process · Retrial queue · Markov-modulated
poisson process · Markovian arrival process · Queueing system ·
Asymptotic analysis method

1 Introduction

Classic queueing models [8] arose, first of all, as an analytic tool for making
decisions in production management. Moreover, the nature of the simulated pro-
cesses can be very diverse (for example, students waiting for a consultation with
their professor or servicing insurance company contracts). At the same time,
two main classes of models were distinguished - systems with expectation and
systems with losses.

The rapid development of information technologies has led to the need to
simulate the operation of telecommunication systems, mobile networks, call cen-
ters, etc., the functioning of which uses various modifications of random multiple
access protocols. To simulate such processes, another class of queuing models
with repeated calls or the RQ-system (Retrial Queueing System) is used.

A feature of this class of models is that the application received in the sys-
tem while another application is being serviced is not lost, but joins an orbit
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and after a while repeats the attempt to occupy the server. Various modifica-
tions of such phenomena arise in cellular communication systems, random access
communication systems and others. Such situations can be caused not only by
the lack of free servers at the receipt time of application, but by some technical
reasons.

The first works on similar models appeared in the middle of the twentieth
century [5,16], but most of the work falls on recent decades. A detailed descrip-
tion of retrial queues and a review of the classical results of their research are
presented in monographs [1,6]. Currently, there are various modifications of ser-
vice disciplines in retrial queues, which allow more adequately simulate various
processes in applied problems. For example, in [2,13], retrial queues with two-
way communication, in which the server processes both incoming and outgoing
calls, are considered.

Most of the studies on the aforementioned models are devoted to the numer-
ical analysis, asymptotic analysis and simulation of the number of customers
in the system or in the orbit. Although one of the main characteristics that
determines the quality of the communication system is the number of customers
served by the system per unit of time. Information on the characteristics of the
output process is of great practical interest, since often the output process of
one system is input to another. The research results of outgoing flows in queuing
networks are widely used in the modeling of computer systems, in the design of
data transmission networks and in the analysis of complex multi-stage produc-
tion processes.

Note that to date, insufficient attention has been paid to the study of out-
put processes. This is due to the fact that the output process depends on the
functioning of the entire system, which greatly complicates the analytical study.
However, there are no general approaches to their study, although information
on their characteristics is of great interest - in particular, in the study of tandem
models and multiphase systems.

The main results of an analytical study of the output processes in the frame-
work of the classical theory were made in the middle of the twentieth century
[3,7,15]. An analysis of the output flow in systems with cyclic servicing can be
found in [14]; in [9], the output of a single server system with correlated input
process is considered. A more detailed review of the outgoing flows can be found
in [10].

In [11], an asymptotic probability distribution of the number of events of
the outgoing flow in a classical retrial queue with the Poisson input process was
obtained. In this paper, we propose a study of the output process of Markovian
retrial queue with Markov modulated Poisson input, which has a more complex
structure and can more adequately describe real telecommunication processes.

Analysis of the proposed model is carried out by the method of asymptotic
analysis. The used approach makes it possible to find the form of the limiting
distribution of the number of events in the output flow in the MMPP/M/1
retrial queue under low rate of retrials asymptotic condition.
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2 Mathematical Model and Problem Definition

We consider single server retrial queue with Markov-modulated Poisson input
[4,12]. Let k(t) is a continuous time Markov chain with finite set of states
k = 1, 2, . . . ,K and denotes an underlying process of MMPP. The infinitesi-
mal generator of k(t) is defined by matrix Q of qij elements. Diagonal matrix Λ
contains conditional arrival rates λk.

Upon arrival a customer occupies the server if it is idle. Service duration is an
exponentially distributed random variable with rate μ. The customer that finds
the server busy joins the orbit and makes a random delay for an exponentially
distributed time with rate σ and repeats his request for service.

Our goal is to obtain probability distribution of the number of served cus-
tomers in the system.

3 Kolmogorov System of Equations

We introduce following denotes to clarify the analysis:
k(t) is the state of MMPP underlying process;
i(t) is the number of customers in the system at the moment t;
n(t) is the state of server at the moment t: 0 if the server is idle, 1 if the

server is busy;
m(t) is the number of served customers at the moment t.
We denote the probability distribution of the three-dimensional process

P {n(t) = n, k(t) = k, i(t) = i,m(t) = m} = Pn(k, i,m, t). (1)

As the process {n(t), k(t), i(t),m(t)} is Markovian then the probability distri-
bution (1) is the unique solution of Kolmogorov system of differential equations

∂P0(k,i,m,t)
∂t = − (λk + iσ)P0(k, i,m, t) + μP1(k, i + 1,m − 1, t)

+
K∑

v=1
P0(v, i,m, t)qvn,

∂P1(k,i,m,t)
∂t = − (λk + μ)P1(k, i,m, t) + iσP0(k, i,m, t)

+λkP0(k, i − 1,m, t) + λkP1(k, i − 1,m, t) +
K∑

v=1
P1(v, i,m, t)qvn.

(2)

Let Hn(k, u1, u, t) denotes the partial characteristic functions

Hn(k, u1, u, t) =
∞∑

i=0

∞∑

m=0

eju1iejumPn(k, i,m, t), (3)
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where j =
√−1. Then using (2) we obtain

∂H0(k,u1,u,t)
∂t = −λkH0(k, u1, u, t) + jσ ∂H0(k,u1,u,t)

∂u1

+μe−ju1ejuH1(k, u1, u, t) +
K∑

v=1
H0(k, u1, u, t)qvn,

∂H1(k,u1,u,t)
∂t = λkeju1H0(k, u1, u, t) − jσ ∂H0(k,u1,u,t)

∂u1

− (λk + μ)H1(k, u1, u, t) + λeju1H1(k, u1, u, t) +
K∑

v=1
H1(k, u1, u, t)qvn.

Denoting

Hn(u1, u, t) = {Hn(1, u1, u, t),Hn(2, u1, u, t), ..,Hn(K,u1, u, t)},

we rewrite the system in following form
∂H0(u1,u,t)

∂t =

H0(u1, u, t)(Q − Λ) + μe−ju1ejuH1(u1, u, t) + jσ ∂H0(u1,u,t)
∂u1

,

∂H1(u1,u,t)
∂t = eju1H0(u1, u, t)Λ

+H1(u1, u, t)(Q + (eju1 − 1)Λ − μI) − jσ ∂H0(u1,u,t)
∂u1

,

(4)

where I is unit matrix of K dimensions.
The obtained system (4) completely describes the process of states changes

in MMPP/M/1 retrial queue which includes the output process. Some charac-
teristics of the random processes k(t), n(t), i(t) and m(t) can be derived using
the obtained system (4) with marginal distribution consistency condition.

4 Asymptotic Analysis Method

We will investigate the obtained system of equations (4) using asymptotic anal-
ysis method under low rate of retrials condition (σ → 0).

Denoting σ = ε we introduce the following notations in the system (4)

u1 = εw, Hn(u1, u, t) = Fn(w, u, t, ε),

to obtain the system of equations (5)
∂F0(w,u,t,ε)

∂t =

F0(w, u, t, ε)(Q − Λ) + μe−jεwejuF1(w, u, t, ε) + j ∂F0(w,u,t,ε)
∂w ,

∂F1(w,u,t,ε)
∂t = ejεwF0(w, u, t, ε)Λ

+F1(w, u, t, ε)(Q + (ejεw − 1)Λ − μI) − j ∂F0(w,u,t,ε)
∂w .

(5)
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The solution of the system of equations (5) is formulated in Lemma and
Theorem.

Lemma 1. Let i(t) is the number of customers in MMPP/M/1 retrial queue,
then in the stationary regime we obtain

lim
ε→0

{F0(w, 0, t, ε) + F1(w, 0, t, ε)} = lim
σ→0

Mejwσi(t) = ejwκ, (6)

where κ is positive root of equation

rΛe − μ + μ2r(Λ + (κ + μ)I − Q)−1e = 0, (7)

Vector R has K dimensions and occurs to be the stationary probability distribu-
tion of the states of underlying process k(t). Vector R is the unique solution of
the system RQ = 0, Re = 1, where e is unit vector.

Proof. In the system (5) we set u = 0, which removes the process m(t) from
consideration. The resulting system of equations for the process {k(t), n(t), i(t)}
we consider in stationary regime, which allows us to get away from the time
derivatives.

Denoting
Fn(w, ε) = lim

t→∞ Fn(w, 0, t, ε),

we rewrite the system in following form

F0(w, ε)(Q − Λ) + μe−jεwF1(w, ε) + j
∂F0(w, ε)

∂w
= 0,

ejεwF0(w, ε)Λ + F1(w, ε)(Q + (ejεw − 1)Λ − μI) − j
∂F0(w, ε)

∂w
= 0. (8)

To derive an additional equation we sum up the equations of the system (8)
and multiply the result by a unit column vector e of K dimensions on the right.

Denoting F(w, ε) = F0(w, ε) + F1(w, ε), we obtain

(ejεw − 1)F(w, ε)Λe + μ(e−jεw − 1)F1(w, ε)e = 0. (9)

Taking the limit as ε → 0 in the system (8), denoting the following functions
Fn(w) = limε→0 Fn(w, ε), we write

F0(w)(Q − Λ) + μF1(w) + j ∂F0(w)
∂w = 0,

F0(w)Λ + F1(w)(Q − μI) − j ∂F0(w)
∂w = 0.

(10)

We assume the solution of the system (10) can be obtained in the following
form

Fn(w) = RnΦ(w), then we rewrite this system as follows

R0(Q − Λ) + μR1 + j ∂Φ′(w)
∂Φ(w) = 0,

R0Λ + R1(Q − μI) − j ∂Φ′(w)
∂Φ(w) = 0.

(11)
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Denote, that vectors R0 and R1 are two-dimensional probability distribution of
the random process {k(t), n(t)}. Since the relation Φ′(w)/Φ(w) doesn’t depend
on w the function Φ(w) itself is an exponential

Φ(w) = ejκw,
Φ′(w)
Φ(w)

= jκ.

Then the system (11) has following form

R0(Q − Λ) + μR1 − κR1 = 0,

R0Λ + R1(Q − μI) + κR1 = 0.
(12)

From (12) we obtain the expression for R0

R0 = μR(Λ + (κ + μ)I − Q)−1. (13)

Returning back to the Eq. (9) we lay out the exhibitors in Taylor series, divide
both sides of the equation by jεw and take the limit as ε → 0. Given the form
of the solution for Fn(w) = RnΦ(w), we obtain

RΛe = μ − μR0e. (14)

Vector R = R0 + R1 occurs to be the stationary probability distribution of the
states of underlying process k(t). Vector R is the unique solution of the system
RQ = 0, Re = 1, where e. Substituting the expression (11) for R0 in (14), we
obtain the equations for κ

rΛe − μ + μ2r(Λ + (κ + μ)I − Q)−1e = 0

which coincides with (7). The lemma is proved.

Theorem 1. Let m(t) is the number of served customers in MMPP/M/1
retrial queue during t, then

lim
ε→0

{F0(0, u, t, ε) + F1(0, u, t, ε)} = lim
σ→0

Mejum(t) = ReG(u)te, (15)

where the matrix G(u) contains four blocks of K×K dimensions given as follows

G(u) =
[
(Q − Λ − κI) (Λ + κI)

μejuI (Q − μI)

]

,

vector R = {R0,R1} has 2K dimensions and its blocks r0 and r1 are two-
dimensional probability distribution of the random process {k(t), n(t)} and appear
as the solution of the system

R0 = μr(Λ + (κ + μ)I − Q)−1,

R1 = r − r0.
(16)
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Proof. We consider the system (5). Taking the limit as ε → 0 in this system,
denoting the following functions

Fn(w, u, t) = lim
ε→0

Fn(w, u, t, ε)

we rewrite the system in following form

∂F0(w,u,t)
∂t = F0(w, u, t)(Q − Λ) + μejuF1(w, u, t) + j ∂F0(w,u,t)

∂w ,

∂F1(w,u,t)
∂t = F0(w, u, t)Λ + F1(w, u, t)(Q − μI) − j ∂F0(w,u,t)

∂w .

(17)

We assume the solution of the system (17) can be obtained in the following
form

Fn(w, u, t) = Φ(w)Fn(u, t).

Then we rewrite this system as follows

∂F0(u,t)
∂t = F0(u, t)(Q − Λ) + μejuF1(u, t) + j ∂Φ′(w)

∂Φ(w) ,

∂F1(u,t)
∂t = F0(u, t)Λ + F1(u, t)(Q − μI) − j ∂Φ′(w)

∂Φ(w) .

(18)

Here the function Φ(w) the function makes sense of the asymptotic approxima-
tion of the characteristic function of the process i(t). Its form has been found in
the proof of Lemma.

Φ(w) = ejκw,
Φ′(w)
Φ(w)

= jκ.

Taking it into account, the system (18) has following form

∂F0(u,t)
∂t = F0(u, t)(Q − Λ − κI) + μejuF1(u, t),

∂F1(u,t)
∂t = F0(u, t)(Λ + κI) + F1(u, t)(Q − μI).

(19)

After that we move on to the vector notation for the component n(t). Note
that the system under consideration (19) is written in vector form with respect
to the component k(t) and the vector rows Fn(u, t) of K dimension. We denote
vector FF(u, t) = {F0(u, t),F1(u, t)}, which has 2K dimension, and matrix G(u)

G(u) =
[
(Q − Λ − κI) (Λ + κI)

μejuI (Q − μI)

]

,

blocks of which correspond to the matrix coefficients for unknowns in the system
(19). Then this system can be presented in form of ordinary differential equation
in the matrix form

∂FF(u, t)
∂t

= FF(u, t)G(u). (20)
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To solve this equation we write an initial condition. At the moment of output
process observation start (t = 0), the system was functioning in a stationary
mode and the process m(t) = 0. Therefore, the initial condition can be written
as follows

FF(u, 0) = R. (21)

vector R = {R0,R1} has 2K dimensions and its blocks R0 and R1 are two-
dimensional probability distribution of the random process {k(t), n(t)}. We write
the solution of the obtained Cauchy problem (20)–(21).

FF(u, t) = ReG(u).

Now we can find the asymptotic approximation of the characteristic function
of the process m(t)

lim
σ→0

Mejum(t) = lim
ε→0

{F0(0, u, t, ε) + F1(0, u, t, ε)}e

= ReG(u)tee.

here ee is a unit column vector of 2K dimensions. The obtained expression is
equal to (15).

As the right part of (8) has the same form as the formulae for characteristic
function of the number of events in Markovian arrival process [4,12], then we
can take the corresponding laying out and formulate the following Corollary.

Corollary 1. Output process of considered retrial queue under low rate of retri-
als condition (σ → 0) is synchronous Markovian arrival process [12] defined by
infinitesimal generator Q1 of underlying Markov chain of 2K dimensions

Q1 =
[
(Q − Λ − κI) (Λ + κI)

μI (Q − μI)

]

,

and probability matrix D of event occurrence in MAP at the moment of state
changes of underlying Markov chain

D =
[
0 0
I 0

]

,B = Q1 ∗ D =
[
0 0
μI 0

]

,

where sign ∗ is Hadamard product.

Proof. It was shown in [12] that the equation defining the characteristic function
of the probability distribution of the number of events that occurred in the MAP
for some time t has the form (15). Moreover, the matrix G(u) is determined using
the matrices defining the MAP as follows

G(u) = Q1 + (eju − 1)[Λ1 + Q1 ∗ D].

The matrix Q1 is an infinitesimal generator of the underlying Markov process;
Λ1 is a matrix of events conditional intensities on the intervals of the control
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circuit states constancy; D is a probability matrix of events occurring during
state switch of underlying Markov process. Now, the matrix G(u) obtained in
the Theorem can be expressed in terms of the corresponding matrices defining
the MAP.

G(u) =
[
(Q − Λ − κI) (Λ + κI)

μejuI (Q − μI)

]

=
[

(Q − Λ − κI) (Λ + κI)
((eju − 1)μI + μI) (Q − μI)

]

=
[
(Q − Λ − κI) (Λ + κI)

μI (Q − μI)

]

+ (eju − 1)
[

0 0
μI 0

]

.

In our case we obtain

Q1 =
[
(Q − Λ − κI) (Λ + κI)

μI (Q − μI)

]

,

and probability matrix D of event occurrence in MAP at the moment of state
changes of underlying Markov chain

D =
[
0 0
I 0

]

,Q1 ∗ D =
[
0 0
μI 0

]

,Λ1 =
[
0 0
0 0

]

where sign ∗ is Hadamard product.
Since we expressed the matrix G(u) in terms of the matrices that determine

the MAP, the output of the considered system when the asymptotic condition
of a low rate of retrials is fulfilled belongs to the class of MAP. As the matrix of
conditional intensities Λ1 in this case turned out to be zero, this point process
belongs to the class of synchronous Markov arrival processes.

5 Conclusion

In this paper, we have considered retrial queue with MMPP input and expo-
nentially distributed service times. We have been provided the output process
research using asymptotic analysis method. The results of the research has been
formulated in Lemma, Theorem and Corollary.

In Lemma we have been derived an equation to obtain the normalized asymp-
totic mean number of customers in the system. This result is an auxiliary to the
research of an output process and can be used to obtain the characteristics of
retrial queue.

The main contribution of this paper we have been formulated in Theorem and
its Corollary. During the proof of the Theorem we have been obtained an explicit
expression (15) for an asymptotic approximation of characteristic function of the
number of occurred events in MMPP/M/1 retrial queue output process. This
formula requires calculating the matrix exponent. During conducting numerical
experiments, we have been used the method of spectral decomposition of the
matrix, in which the matrix was reduced to a diagonal form with eigenvalues on
the diagonal using the matrix of eigenvectors. In this form, the matrix function
can be calculated directly.
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A very important fact is proved in the Corollary. We have been shown that it
is possible not only to find the asymptotic distribution of the number of events
in the output process, but also to tell which class of flows it belongs to. This
is a very important result, which can greatly simplify the research of tandem
systems.
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Abstract. In this paper, a multiserver retrial system with constant
retrial policy is considered. The input is assumed to be a general renewal
process, service times are iid with a general distribution and the retrial
attempts follow an exponential distribution. The system is described with
a regenerative process, and we focus on the logarithmic asymptotics of
the large deviation (overflow) probability that the orbit size reaches a
high level N within regeneration cycle. To analyze the upper bound of
this probability, we interpret the retrial system as a buffered system with
service times of a special type. Simulation results show the accuracy of
the obtained bound for Weibull/M/2 retrial system.

Keywords: Retrial system · Large deviations · Overflow probability ·
Upper bound · Constant retrial rate · Logarithmic asymptotics

1 Introduction

In this paper, we study the asymptotic of the large deviation probability in a
multiserver retrial queueing system with constant retrial rate. In such systems,
retrial rate remains constant and does not depend on the orbit size as long as
the orbit is non idle. The retrial models are highly motivated by numerous appli-
cations in the modern telecommunications systems, see for instance [7–10]. In
this work, we consider the large deviation (overflow) probability that the orbit
size of the retrial system reaches a (high) level N within regeneration cycle. The
large deviation asymptotics of the overflow probability, being an important QoS
indicator, plays a critical role in the analysis of modern computer and telecom-
munication systems, see [2,3]. The problem of estimating the overflow probability
in retrial systems has been previously considered, in particular, in [4,5] for the
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queue size process in MAP/G/1 systems. In a recent work [14], an exponential
large deviation asymptotics of the overflow probability during regeneration cycle,
in the retrial systems with general renewal input and both classic and constant
retrial rates, is established. More exactly, the lower and upper bounds for the
decay rate of this probability are obtained based on the analysis developed in
the recent paper [6] and on the well-known large deviation asymptotics for the
queue size in classic buffered systems proved in [1]. In [14], the authors estab-
lish upper and lower bounds for the logarithmic asymptotic of the stationary
overflow probabilities and the overflow probability during regeneration cycle, in
a single-server retrial queue. Moreover, the asymptotical analysis in [14] covers
also the multi-server case, however only for the case of overflow probability dur-
ing the so-called full busy cycle, but not for a regeneration cycle. It is because
the fundamental result obtained in [1] holds namely for the full busy cycle. On
the other hand, the key idea of the approach in [14] was, based on the results of
the work [1], to modify appropriately the original retrial system and interpret it
as a classic buffered system.

We touch upon the approximation of the retrial system by a classical buffered
system. A heuristic approach allowing to construct a classic buffered system
which is being very close to a single-server system with constant retrial rate
has been suggested in the work [13]. In the paper [14], the interpretation of a
single-server retrial queue as a classic system is used to develop a large devia-
tion analysis of the overflow probability during a regenerative cycle. While the
estimation the overflow probability within full busy cycle is motivated by appli-
cations to the models of the modern telecommunication systems and computer
networks, it is also quite natural to develop large deviation analysis of the over-
flow probability during classic regeneration cycle of the system. However the
main difficulty to analyze the latter probability in the multiserver retrial system
is that there are no results for this quantity which would be similar to that have
been obtained in [1] for the overflow probability within full busy cycle.

This paper addresses this problem and develops large deviation asymptotics
for the overflow probability during regeneration cycle using an alternative app-
roach. The main contribution of this research is a large deviation analysis of
the multiserver system based on the moment properties of the regeneration cycle
of classic buffered systems. More exactly, we consider the approach based on
the moment properties of the regeneration cycle of a classic multiserver system,
obtained by Thorisson [11] which is combined with the asymptotic properties
of the renewal processes (see, for instance, Asmussen [12]). Using this approach
we obtain the upper bound of logarithmic asymptotic of the overflow probabil-
ity during a regenerative cycle in multi-server retrial queue with general service
times and with a special class of inter-arrival time distributions.

The paper is organized as follows. Section 2 contains description of the retrial
system and the basic regenerative process. Section 3 contains the main analysis
of the paper concerning the upper bound of the overflow probability during a
regeneration cycle. In Sect. 4, simulation results are presented. Section 5 contains
summary of the main results.
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2 Multiserver Retrial System

We consider a GI/GI/m-type retrial system, denoted Σ, with a renewal input
of customers arriving at the instants {tn}, with the iid interarrival times τn :=
tn+1 − tn, t1 = 0, and iid service times Sn, n � 1. We omit serial index to
denote a generic element of an iid sequence. For instance, τ and S denote generic
interarrival time and generic service time, respectively. We denote the input rate
λ = 1/Eτ and service rate μ = 1/ES. Also introduce the traffic intensity ρ = λ/μ.
It is assumed that the system has m � 1 identical servers working in parallel. The
system follows a retrial policy, namely, if a new customer finds the server busy,
he joins an infinite-capacity virtual orbit and attempts to occupy server after an
exponentially distributed time with rate γ. We consider constant retrial policy.
It means that the total intensity of retrials from the orbit remains constant and
equals γ regardless of the orbit size. In such a system, we may assume that
customers in the orbit form a First-Come-First-Served queue, where only the
oldest customer makes the attempts to enter server.

Define the basic process Q = {Q(t), t � 0}, where Q(t) is the number of
customers in the system (in orbit and in server) at instant t−. Denote Q(tk) =
Qk, the number of customers which customer k finds upon arrival, k � 1. Now
we define the classic regenerations of the process Q. These regenerations occur
when an arrival finds fully empty system. More exactly, let Z0 = 0, and define
the instances

Zn+1 = min(tk > Zn : Qk = 0), n � 0, (1)

which are (classic) the regenerations of the process Q [12]. Denote T the generic
length of regeneration cycle, that is, T =st Zn+1 − Zn for each n, where =st

means stochastic equality. By construction, the regeneration cycle lengths are
iid. In what follows we need the following condition

P(τ > S) > 0, (2)

which is used to construct classic regenerations in the system Σ [9]. We assume
that the retrial system Σ is positive recurrent, meaning that the length of regen-
eration cycle has finite mean, ET < ∞. It is well-known that, under mild con-
ditions, positive recurrence implies the existence of the stationary distribution
of the regenerative process Q (for more detail see [12]). Thus, positive recur-
rence, implying stability of the system, is the main assumption required for our
analysis.

In what follows, we study the logarithmic asymptotics of the (overflow) prob-
ability, that the number of customers in the stationary retrial system Σ reaches
a level N during a regeneration cycle, as N → ∞.

3 Asymptotic of the Overflow Probability During
Regeneration Cycle

The logarithmic asymptotics of the overflow probability in the multi-server
retrial system has been studied previously, in particular, the stationary prob-
ability PN that the number of customers reaches a level N during a full busy
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cycle has been considered [14]. Note that a full busy cycle starts and ends by
an arrival which meets exactly m − 1 busy servers. In the keystone paper [1]),
J. Sadowsky obtained the logarithmic asymptotic of the overflow probability
during full busy cycle in classic multi-server system. In turn, in the paper [14],
the authors have extended this result to the large deviation analysis of the multi-
server retrial systems. However, it seems difficult or impossible to extend this
analysis further to capture the probability of overflow during classic regenera-
tion cycle in the retrial system. On the other hand, such a generalization would
be valuable because regenerations divide the paths of queuieng process on iid
segments (random elements), and the performance analysis of such a system is
reduced to analysis of the system over regeneration cycle [12]. By this reason, the
main purpose of the subsequent analysis is to obtain the upper bound of the log-
arithmic asymptotics of the probability that stationary queue Q in a multi-server
retrial system with constant retrial rate exceeds a threshold N , that is

PN := P(Q � N during regeneration cycle). (3)

It is useful for the subsequent analysis to recall the asymptotics of the stationary
overflow probability during a full busy cycle found in [14].

For a random variable X, we denote the logarithmic (log) moment generating
function, ΛX(θ) = log EeθX , θ > 0. Assume that function ΛS(θ) = log EeθS

exists for some θ > 0 and denote

θ̂ = sup(θ > 0 : EeθS < ∞) > 0. (4)

The following result has been proved in [14].

Theorem 1. Assume that conditions (2) and

P(S > mτ) > 0, (5)

ρ +
λ

γ
< m (6)

hold true. Then the system Σ is positive recurrent and the decay rate of the
overflow probability satisfies the following lower and upper bounds

Λτ (−mθ∗) � lim sup
N→∞

1
N

logPN � Λτ (−mθ∗), (7)

where
θ∗ = sup

(
θ ∈ (0, θ̂) : Λτ (−mθ) + ΛS(θ) � 0

)
, (8)

θ∗ = sup(θ > 0 : Λτ (−mθ) + ΛS(θ) + log
γ

γ − θ
� 0). (9)

This result is based on comparison the original retrial system Σ with a classic
minorant and mojorant multi-server systems, which in turn are studied in [1]. In
the analysis developed in [14], the original retrial system, is replaced by a FCFS
queueing system which is stochastically equivalent to original retrial system.
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In the new (buffered) system, each new customer joins the “end” of the orbit-
queue regardless of the state of server. This is a key point of analysis, and me
focus on it in more detail.

If the server is busy upon an arrival, then the behaviour of this customer
is identical in both systems. Otherwise, if a customer meets idle server upon
arrival, then the oldest customer in the orbit-queue jumps to server to be served
immediately, instead of the new arrival. The idle time of server after departure
is then interpreted as a part of the service time of the departed customer. This
replacement does not change distributional properties of the queue size, and both
systems are equivalent from the point of view of stability. Such an interpretation
of the retrial system allows to apply monotonicity properties to compare the
number of customers in retrial system and classic FCFS queues and, as a result,
to apply the analysis developed in [1].

Now we apply this idea for the analysis of the probability PN defined by
(3). To guarantee the existence of classic regenerations in the system, we need
condition (2) to be held, while to accumulate an arbitrary large queue in the
system, to study large deviation, we also need condition

P(S > mτ) > 0. (10)

(For a more detailed discussion these conditions, see [14].)
For the subsequent analysis, we restrict the class of the renewal input pro-

cesses. In this regard we recall that a distribution F is called New-Better-
than-Used (NBU) if, for any x, y � 0, its tail F̄ = 1 − F satisfies inequality
(see [17])

F̄ (x + y) � F̄ (y)F̄ (x). (11)

Note that Weibull distribution with density,

f(x) =
a

b

(x

b

)a−1

e−(x/b)a , x � 0, b > 0, a � 1. (12)

and the uniform distribution are examples of NBU distributions.
Introduce the total time which the process Q spends at or above level N

during a regeneration cycle,

TN =
∫ T

0

1(Q(t) � N)dt, (13)

where 1 is an indicator function. It is easy to show that TN is bounded from
below by a positive constant independently of N . Denote the event

A = {Q � N within a regeneration cycle}.

The proof of the following statement is similar to the proof of Lemma 2 in [14].

Lemma 1. If (10) holds, then there exists a constant c ∈ (0, ∞) such that, for
all N � 1,

E[TN |A] � c. (14)
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For the positive recurrent process Q, there exists the weak limit (in distri-
bution) Qn ⇒ Q∞ that represents the stationary number of customers in the
system just before arrival. Moreover, if the interarrival time τ is non-lattice, then
there exists the weak limit Q(t) ⇒ Q(∞) representing the stationary number of
customers in the system at arbitrary time [12].

Theorem 2. Assume that, in the system Σ, interarrival time τ is non-lattice
and has NBU distribution. Moreover assume that conditions (2) and (6) hold
true. Then the system Σ is positive recurrent and the decay rate of the overflow
probability (3) satisfies the following upper bound:

lim sup
N→∞

1
N

log PN � lim sup
N→∞

1
N

logP(Q(∞) � N) (15)

� lim sup
N→∞

1
N

logP(Q∞ � N) (16)

� Λτ (−θ̃), (17)

where parameter θ̃ is defined as

θ̃ = min(θ̂, γ). (18)

Proof. Following [14], first we show positive recurrence. Instead of the original
retrial system we consider its modification described in previous Section. We
do not distinguish these two systems since they are equivalent from the point
of view of our analysis. Thus we keep the notation Σ for the modified system.
Consider a classic FCFS m-server system GI/GI/m, denoted Σ̂, with the same
input as in the original system Σ, and with the iid service times {Ŝn} that are
distributed as Ŝ = S +ξ, where Sn is the service time of the nth customer in the
original system and ξ is exponential with parameter γ. We remind that, since
we consider a constant retrial rate, the delay of the top orbital customer, before
to jump in server, is always distributed as exponential variable ξ. Hence, the
following inequality holds

Ŝn � Sn, n � 1. (19)

Then it is easy to see that the well-known (classic) stability condition of the
buffered system Σ̂

EŜ < mEτ,

can be rewritten as condition (6). By (19), the queue size process in the system
Σ̂ dominates the corresponding process in the original system Σ [12,20]. Then
it follows that both systems are positive recurrent regenerative and all required
weak limits exist.

To prove inequalities (15) and (16), we can repeat the steps of the the proof
of Lemma 3 in [14] (developed for the single-server retrial system). First, by the
positive recurrence, we apply a regenerative argument, to obtain, as t → ∞,

1
t

∫ t

0

1(Q(u) � N)du → ETN

ET
= P(Q(∞) � N). (20)
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Since ETN = E[TN |A]PN , then, combining (20), and (14), we obtain the same
upper bound as in [14]:

PN � 1
c
ET P(Q(∞) � N). (21)

To prove inequality (16), we show, as in [14], that

P(Q(∞) � N) � P(Q∞ + 1 � N). (22)

Now, as in [14], denote by Vk the sojourn time of customer k in stationary regime,
in which case the queue size Qk is distributed as Q∞. Note that Qk � N if the
sojourn time Vk−N+1 of customer k−N +1 exceeds the sum of N −1 interarrival
times. Then it is a key observation that, unlike single-server case, now we obtain
the following inequality:

P(Qk � N) � P

(
Vk−N+1 �

k−1∑
i=k−N+1

τi

)
, (23)

where the sojourn time Vk−N+1 and the
∑k−1

i=k−N+1 τi are independent. Then, as
in [14], we obtain, by Chernoff bound [18], that for any θ > 0,

P

(
Vk−N+1 �

k−1∑
i=k−N+1

τi

)
� E

[
eθVk−N+1

]
E

[
e−θ

∑k−1
i=k−N+1 τi

]
. (24)

Recall that the sojourn time Vk−N+1 =st V∞. To prove inequality (17), we need
to show the finiteness of the expectation E

[
eθVk−N+1

]
. Namely in this point we

apply another approach than that is developed in the single-server case in [14].
In the following discussion we assume that θ ∈ (0, θ∗). In particular, then

EeθŜ = EeθS γ

γ − θ
< ∞. (25)

Denote T̂ the length of regeneration period in the system Σ̂, and let FT̂ be its
distribution function. By the positive recurrence, ET̂ < ∞. Moreover, the length
T̂ has the same finite moments as service time Ŝ [19]. Then, by (25), we obtain

EeθT̂ < ∞. (26)

Define the remaining regeneration time at instant t,

T̂ (t) = inf
k

(t − T̂k : t − T̂k > 0), t � 0.

Since the interarrival time τ is non-lattice, then the weak limit T̂ (t) ⇒ T̂ (∞)
exists and is the stationary remaining regeneration time with the distribution
function [12]:

P(T̂ (∞) � x) =
1
ET̂

∫ x

0

P(T̂ > u)du

=
1
ET̂

∫ x

0

(1 − FT̂ (u))du =: G(x), x � 0.
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Then, by (26),

EeθT̂ (∞) =
∫ ∞

0

eθxdG(x) =
1
ET̂

∫ ∞

0

eθx(1 − FT̂ (x))dx

=
1

ET̂ θ

∫ ∞

0

eθxdFT̂ (x) =
EeθT̂

ET̂ θ
< ∞, (27)

where we apply integration by part. In the system Σ̂ we denote: the station-
ary waiting time Ŵ (∞) and the stationary sojourn time V̂ (∞) at an arbitrary
instant; the stationary waiting time Ŵ∞ and the stationary sojourn time V̂∞ at
the arrival instants. Also let W∞ and V∞ be, respectively, the stationary waiting
time and stationary sojourn time at the arrival instants in the original system Σ.
(V∞ in fact is used in (23)). The following stochastic relations are then evident:

Ŵ (∞) �st T̂ (∞), V̂ (∞) =st Ŵ (∞) + Ŝ.

Then it follows by (4), (18) and (27) that

EeθŴ (∞) < ∞, EeθV̂ (∞) = EeθŴ (∞) EeθŜ < ∞, (28)

where the independence between Ŵ (∞) and Ŝ is used. Since the interarrival
time τ has NBU distribution, then Ŵ∞ �st Ŵ (∞), see [15–17], and thus,
by (28),

EeθŴ∞ � EeθŴ (∞) < ∞. (29)

Because V̂∞ =st Ŵ∞ + Ŝ, then (29) implies

EeθV̂∞ = EeθŴ∞ EeθŜ � C(θ), (30)

where a constant C(θ) < ∞ depends on θ. On the other hand, Ŝ �st S, and
then W∞ �st Ŵ∞ by the monotonicity of the waiting time and its stationary
version, see [12,20,21]. This implies

V∞ =st W∞ + S �st Ŵ∞ + Ŝ =st V̂∞. (31)

Now, by (30), (31), we obtain that

EeθV∞ � EeθV̂∞ � C(θ) < ∞ (32)

for each θ ∈ (0, θ̃). Because

Vk =st V∞, Qk =st Q∞,

then we finally obtain

lim sup
N→∞

1
N

logP(Q∞ � N) � lim sup
N→∞

1
N

(
log C(θ) + log Ee−θ

∑k−1
i=k−N+1 τi

)

= Λτ (−θ).

Then the tightest bound (17) follows with θ = θ̃ [1].
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4 Simulation Results

In this section we present simulation results to demonstrate the accuracy of the
bound of the overflow probability PN in a two-server Weibull/M/2 constant
retrial rate system. We note that in this system conditions (2) and (10) always
hold true.

Experiment 1. We simulate the retrial system with Weibull inter-arrival time
(12) with parameters a = 2, b = 1, service rate μ = 2 and two values of retrial
rate, γ = 10, 100, which satisfy condition (6), and thus the statements of The-
orem 2 hold true. Although it is a hard problem in general to derive function
Λτ (θ) in an explicit form, in this setting the upper bound is easily available (see
[14] for details), implying θ̃ = θ̂ = μ = 2, see (18).

Fig. 1. The estimate P̂N of the overflow probability PN vs. upper bound, for
Weibull/M/2 retrial system with γ = 10 (left) and γ = 100 (right), logarithmic scale.

Figure 1 shows that the estimate is indeed located under the upper bound.
Note that the upper bound does not depend on γ since in both cases γ > μ =
θ̂ = min(θ̂, γ) = θ̃.

Experiment 2. Now we take a = 2, b = 1, μ = 10 and γ = 7, γ = 20, so
condition (6) is satisfied in both cases and the statements of Theorem 2 hold true
as well. Figure 2 shows that the estimate of the overflow probability is located
under the bound. If γ = 7 (and thus γ < μ = 10) then θ̃ = min(θ̂, γ) = γ = 7. In
this case the upper bound depends on γ, and both bounds are quite tight, see
Fig. 2 (left). When γ = 20, we obtain θ̃ = μ = 10.

It is worth mentioning that the upper bound does not depend on γ, when γ > μ,
and does not depend on μ when γ < μ.
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Fig. 2. The estimate P̂N of the overflow probability vs. upper bound, for Weibull/M/2
retrial system with γ = 7 (left) and γ = 20 (right), logarithmic scale.

Fig. 3. The accuracy of the upper bounds, Δf vs. Δr, in Weibull/M/2 retrial system
with γ = 10 (left) and γ = 100 (right).

Experiment 3. Again, we simulate the retrial system with parameters a = 2,
b = 1, μ = 2 and γ = 10, 100 to compare the accuracy of the upper bound
L := Λτ (−mθ∗) in (7) for the stationary overflow probability PN during full
busy cycle (studied in [14]), and the upper bound L := Λτ (−θ̃) in (17) for
the overflow probability PN (during regeneration cycle). In this setting, the
conditions of Theorems 1 and 2 hold true, and the upper bounds (7) and (17)
can be easily calculated (see Experiment 1 and [14]). Then we calculate the
estimates P̂N and P̂N of the probabilities PN and PN , respectively, and consider
the accuracy of the bound:

Δf = L − P̂N , (33)

Δr = L − P̂N . (34)
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Fig. 4. The accuracy of the upper bounds, Δf vs. Δr, in Weibull/M/2 retrial system
with γ = 7 (left) and γ = 20 (right).

Simulation results on Fig. 3 show that Δf > Δr for γ = 10, so the upper bound
of PN is tighter than that for PN , and situation is opposite for γ = 100.

Experiment 4. Now we repeat the steps of the Experiment 3 in the settings of
the Experiment 2, that is we simulate the retrial system with parameters a = 2,
b = 1, μ = 6 and γ = 7, 20 and again we compare the accuracy of the upper
bounds L and L. Then we calculate values Δf (33) and Δr (34) and compare
the accuracy of the bounds, see Fig. 4.

Thus, both experiments show that the upper bound of PN is tighter than
that for PN , when rate γ is rather small, so it indicates that the upper bound L
has a promising potential in large deviation analysis of the retrial systems.

5 Conclusion

A large deviation analysis of a multi-server retrial system with constant retrial
policy is considered. Using the regenerative approach and renewal theory we
construct an upper bound of the logarithmic asymptotics of the stationary over-
flow probability that the orbit size reaches a high level N within regeneration
cycle. The key element of the analysis is the interpretation of the retrial system
as a classic (buffered) system. We also present simulation results showing the
accuracy of the bound for Weibull/M/2 retrial system with constant retrial rate.
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Abstract. We consider a correlated semi-synchronous event flow of the
second order with two states; it is one of the mathematical models for
an incoming stream of claims (events) in modern digital integral servic-
ing networks, telecommunication systems and satellite communication
networks. We obtain an explicit form for a probability density of the
values of the interval duration between the moments of the events occur-
rence and an explicit form of the joint probability density of the values
of the adjacent intervals durations. We solve the problem of estimating
the probability density parameters by the method of moments for general
and special cases of setting the flow parameters. The results of statistical
experiments performed on a flow simulation model are given.

Keywords: Doubly stochastic event flow · Correlated
semi-synchronous event flow · Probability density function · Joint
probability density function · Estimation of the parameters · Method of
moments

1 Introduction

Nowadays when describing and analyzing real economic, technical, physical, and
other processes and systems, it is quite often necessary to use mathematical
models of queueing theory. The main task of queueing theory is to establish the
relationship between the probabilistic characteristics that determine the func-
tional capabilities of the queueing system and the effectiveness of its functioning.
Thanks to the fast development of information technologies, another important
fields of queueing theory applications are the design and creation of digital inte-
grated service networks (DISN). Since in practice, the parameters defining the
event flow change randomly in time, the doubly stochastic event flows are ade-
quate mathematical models of information flows of messages operating in the
DISN [1–8]. These flows are characterized by double randomness: the moments
when events occur are random and the intensity of the flow is a random process.

However, the operating conditions of real processes and systems are such
that the parameters of the incoming flows are unobservable, only the moments of
c© Springer Nature Switzerland AG 2019
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the flow events occurrence are observed. Therefore, it is of considerable interest
to solve the problems of estimating the states [9,10] and parameters [11–14]
of doubly stochastic event flows from observations of the moments of events
occurrence.

In this paper, we consider a doubly stochastic event flow, the accompanying
random process of which is a piecewise constant with a finite number of states
equal to two. Depending on how the transition from state to state occurs, these
event flows can be divided into three types: (1) synchronous flows, the transition
from state to state in which depends directly on the occurrence of the event; (2)
asynchronous flows, the transition from state to state in which does not depend
on whether an event has occurred or not; (3) semi-synchronous flows, for which
the definition of the first type is true for one state and the second type for the
second state. A semi-synchronous event flow of the second order is the object of
studying in this work.

The problem of optimal states estimation for the considered event flow under
its complete observability was solved in [10] and with partial observability in [15].

In this paper, we obtain the explicit form of the probability density of the
values of the interval duration between the moments of the events occurrence
for general and special cases of setting the parameters of a correlated semi-
synchronous event flow of the second order, and we also obtain an explicit form
of the joint probability density of the values of the durations of adjacent inter-
vals. The problem of estimating density parameters is solved by the method
of moments for each considered case. The quality of estimation is established
by conducting a series of experiments on a simulation model of the flow under
consideration.

2 Problem Setting

We consider the stationary operation mode of a semi-synchronous doubly
stochastic event flow of the second order (hereinafter flow), the accompanying
random process of which is a piecewise constant process λ(t) with two states S1

and S2. Hereinafter, the ith state of the process is understood as the state Si,
i = 1, 2.

The duration of the interval between the flow events at the first state is
determined by the random variable η = min(ξ(1), ξ(2)), where random variable
ξ(1) has distribution function F

(1)
1 (t) = 1 − e−λ1t, random variable ξ(2) has

distribution function F
(2)
1 (t) = 1 − e−α1t; ξ(1) and ξ(2) are independent random

variables.
At the moment of the flow event occurrence, the process λ(t) transits from

the state S1 to Sj either with probability P
(1)
1 (λj |λ1), or with probability

P
(2)
1 (λj |λ1), depending on what value the random variable η has taken, j = 1, 2.

Here
∑2

j=1 P
(k)
1 (λj |λ1) = 1, k = 1, 2. The duration of the interval between

the flow events at the first state is random variable with distribution function
F (t) = 1 − e−(λ1+α1)t.
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The time during which the process λ(t) remains at the second state is ran-
dom variable with distribution function F2(t) = 1 − e−α2t. During the time
when the process λ(t) is in the second state, there is a Poisson event flow with
parameter λ2.

Hereinafter, it is assumed that the state Si (ith state) of the process λ(t)
takes place if λ(t) = λi, i = 1, 2; λ1 > λ2 ≥ 0.

We note that the flow is called semi-synchronous, because the change of
state from S1 to S2 takes place only at the moment of the flow event occurrence
(synchrony), while the change of state from S2 to S1 occurs at an arbitrary
time moment that is not associated with the moment of the event occurrence
(asynchrony).

Since the process λ(t) is unobservable in principle, and we can only observe
time moments t1, t2, ... when events occur in the flow, then λ(t) is a hidden
Markov process or an unobservable accompanying Markov process. The sequence
{λ(tk)} at the time moments t1, t2, ..., tk, ... of events occurrence is an embedded
Markov chain.

We denote by τk = tk+1 − tk, k = 1, 2, ..., the value of interval duration
between neighboring events, and by p(τ) the probability density of the value
of interval duration between neighboring events in the observed flow. Since we
consider the stationary operation mode of the observed flow then p(τk) = p(τ)
for all k = 1, 2, ..., τ ≥ 0. Then we can let the moment of event occurrence tk
equal to zero without loss of generality, i.e. the moment of the event occurrence
is τ = 0.

3 Derivation of Probability Density p(τ )

We introduce the conditional probability pij(τ) that there are no events on
the interval (0, τ) and that the process value λ(τ) = λj at the time moment
τ , provided that the process value λ(0) = λi, i, j = 1, 2 at the time moment
τ = 0 [16].

3.1 Probability Density for the General Case of Setting Flow
Parameters

Lemma 1. The conditional probabilities pij(τ), i, j = 1, 2, in a correlated semi-
synchronous event flow of the second order are given by the following

p11(τ) = e−(λ1+α1)τ , p12(τ) = 0, p22(τ) = e−(λ2+α2)τ ,

p21(τ) =
α2

(λ1 + α1) − (λ2 + α2)
[e−(λ2+α2)τ − e−(λ1+α1)τ ], τ ≥ 0, (1)

where (λ1 + α1) − (λ2 + α2) �= 0.

Proof. We note that, in accordance with the definition of flow, the transition of
a process λ(τ) from the state S1 to the state S2 is accompanied by the event
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occurrence. In this regard, the probability p12(τ) = 0. The system of differential
equations to find conditional probabilities p11(τ), p22(τ), p21(τ) is the following:

p′
ii(τ) = −(λi + αi)pii(τ), i = 1, 2, p′

21(τ) = −(λ1 + α1)p21(τ) + α2p22(τ),

p11(0) = 1, p22(0) = 1, p21(0) = 0.

Solving this system of differential equations taking into account the initial
conditions, we get (1).

The proof is carried out by solving differential equations for pij(τ), i, j = 1, 2.

Lemma 2. The probability densities p̃ij(τ), i, j = 1, 2, in a correlated semi-
synchronous event flow of the second order are given by the following formulas

p̃1j(τ) = [λ1P
(1)
1 (λj |λ1) + α1P

(2)
1 (λj |λ1)]e−(λ1+α1)τ , j = 1, 2,

p̃21(τ) =
α2[λ1P

(1)
1 (λ1|λ1) + α1P

(2)
1 (λ1|λ1)]

(λ1 + α1) − (λ2 + α2)
[e−(λ2+α2)τ − e−(λ1+α1)τ ], (2)

p̃22(τ) =
α2[λ1P

(1)
1 (λ2|λ1) + α1P

(2)
1 (λ2|λ1)]

(λ1 + α1) − (λ2 + α2)
[e−(λ2+α2)τ − e−(λ1+α1)τ ]+

+ λ2e
−(λ2+α2)τ ,

where τ ≥ 0, (λ1 + α1) − (λ2 + α2) �= 0.

Proof. We introduce the joint probability that without flow events occurrence
at the interval (0, τ) the process λ(τ) transited from the first state to the first
at this interval, then the event occurred at the half-interval [τ, τ + Δτ) with
probability 1 − e−λ1Δτ and, at the moment of the flow event occurrence, the
process λ(τ) transited from the first state to the first (S1 → S1) with proba-
bility P

(1)
1 (λ1|λ1) or, on the half-interval [τ, τ + Δτ) a flow event occurred with

probability 1 − e−α1Δτ and at the moment of the flow event occurrence the
process λ(τ) transited from the first state to the first (S1 → S1) with prob-
ability P

(2)
1 (λ1|λ1). This joint probability is as follows p11(τ)[λ1P

(1)
1 (λ1|λ1) +

α1P
(2)
1 (λ1|λ1)]Δτ + o(Δτ). We note that the joint probability under considera-

tion can be represented as p11(τ)[λ1P
(1)
1 (λ1|λ1) + α1P

(2)
1 (λ1|λ1)]Δτ + o(Δτ) =

p̃11(τ)Δτ + o(Δτ), where p̃11(τ) is the probability density corresponding to the
joint probability. Writing the last equality in the form p̃11(τ) + o(Δτ)/Δτ =
[λ1P

(1)
1 (λ1|λ1) + α1P

(2)
1 (λ1|λ1)]p11(τ) + o(Δτ)/Δτ and tending Δτ to zero, we

find p̃11(τ) = [λ1P
(1)
1 (λ1|λ1) + α1P

(2)
1 (λ1|λ1)]p11(τ). We define the remaining

joint probabilities in the same way. Thus, the probability density pij(τ) that the
process λ(τ) transits from the state Si to Sj , i, j = 1, 2, at the interval (0, τ),
without the flow event occurrence at this interval and with the event occurrence
at the moment τ , is written in the form

p̃1j(τ) = [λ1P
(1)
1 (λj |λ1) + α1P

(2)
1 (λj |λ1)]p11(τ), j = 1, 2,

p̃21(τ) = [λ1P
(1)
1 (λ1|λ1) + α1P

(2)
1 (λ1|λ1)]p21(τ),

p̃22(τ) = [λ1P
(1)
1 (λ2|λ1) + α1P

(2)
1 (λ2|λ1)]p21(τ) + λ2p22(τ). (3)

Substituting (1) into (3), we obtain (2).
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We define pij , i, j = 1, 2, the probability of the process λ(τ) transition from
the state Si to Sj for a time which will pass from the moment τ = 0 until the
next flow event occurrence. Since τ is an arbitrary time moment, then these
transition probabilities are defined as

pij =
∫ ∞

0

p̃ij(τ)dτ, i, j = 1, 2. (4)

Lemma 3. The transition probabilities pij, i, j = 1, 2, in a correlated semi-
synchronous event flow of the second order are given by the following

p1j = (λ1P
(1)
1 (λj |λ1) + α1P

(2)
1 (λj |λ1))/(λ1 + α1), j = 1, 2,

p21 = (α2[λ1P
(1)
1 (λ1|λ1) + α1P

(2)
1 (λ1|λ1)])/[(λ1 + α1)(λ2 + α2)],

p22 = (α2[λ1P
(1)
1 (λ2|λ1) + α1P

(2)
1 (λ2|λ1)])/[(λ1 + α1)(λ2 + α2)] + λ2/(λ2 + α2). (5)

Proof. Substituting (2) into (4), we obtain (5).

Let us consider the conditional stationary probability πi(0) that the process
λ(τ) is in the state Si at the time τ = 0, provided that a flow event has occurred
at the time τ = 0, i, j = 1, 2, π1(0) + π2(0) = 1.

Lemma 4. The conditional stationary probabilities πi(0), i = 1, 2, in a corre-
lated semi-synchronous event flow of the second order are given by the following
formulas

π1(0) =
α2[λ1P

(1)
1 (λ1|λ1) + α1P

(2)
1 (λ1|λ1)]

λ2[λ1P
(1)
1 (λ2|λ1) + α1P

(2)
1 (λ2|λ1)] + (λ1 + α1)α2

,

π2(0) =
(λ2 + α2)[λ1P

(1)
1 (λ2|λ1) + α1P

(2)
1 (λ2|λ1)]

λ2[λ1P
(1)
1 (λ2|λ1) + α1P

(2)
1 (λ2|λ1)] + (λ1 + α1)α2

, π1(0) + π2(0) = 1.

(6)

Proof. Since the sequence of the moments t1, t2, ..., tk, ... forms an embedded
Markov chain {λ(tk)} then the following equations are valid for probabilities
πi(0)

π1(0) = p11π1(0) + p21π2(0), π2(0) = p12π1(0) + p22π2(0), (7)

where the probabilities pij , i, j = 1, 2, are defined by (5).
From (7), taking into account that π1(0) + π2(0) = 1, we find

π1(0) = p21/(p12 + p21), π2(0) = p12/(p12 + p21). (8)

Substituting (5) into (8), we obtain (6).

Lemmas 2 and 4 yield the following theorem.
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Theorem 1. The probability density of the value of interval duration between
neighboring events in a correlated semi-synchronous event flow of the second
order is given by the following

p(τ) = γz1e
−z1τ + (1 − γ)z2e−z2τ , τ ≥ 0, (9)

γ =
π1(0)(λ1 + α1 − λ2) − α2

(λ1 + α1) − (λ2 + α2)
, z1 = λ1 + α1, z2 = λ2 + α2,

where (λ1 + α1) − (λ2 + α2) �= 0, and the probability π1(0) is defined in (6).

Proof. Due to the fact that the process λ(t) has a Markov property, if its evo-
lution is considered starting from the time moment tk, k = 1, 2, ..., of the flow
event occurrence, the probability density p(τ) of the value of interval duration
between neighboring events in the flow under consideration is determined as

p(τ) =
2∑

i=1

πi(0)
2∑

j=1

p̃ij(τ), τ ≥ 0. (10)

Substituting the expressions (2) and (6) into (10), after the necessary trans-
formations, we obtain (9).

3.2 Probability Density for the Special Case of Setting Flow
Parameters

Let us consider the case when the coefficient (λ1 + α1) − (λ2 + α2) = 0 in (9).

Lemma 5. The conditional probabilities pij(τ), i, j = 1, 2, in a correlated semi-
synchronous event flow of the second order in the case when (λ1 + α1) − (λ2 +
α2) = 0 are given by the following

p11(τ) = e−(λ1+α1)τ , p12(τ) = 0, p22(τ) = e−(λ1+α1)τ ,

p21(τ) = (λ1 + α1 − λ2)τe−(λ1+α1)τ , τ ≥ 0. (11)

Proof. Similarly as in the general case of setting parameters, the system of differ-
ential equations for pij(τ), i, j = 1, 2, in the case when (λ1 +α1)− (λ2 +α2) = 0
is following:

p′
11(τ) = −(λ1 + α1)p11(τ), p′

22(τ) = −(λ1 + α1)p22(τ),

p′
21(τ) = −(λ1 + α1)p21(τ) + (λ1 + α1 − λ2)p22(τ),

p11(0) = 1, p22(0) = 1, p21(0) = 0,

note that p12(τ) = 0. Solving this system of differential equations we get (11).

Then, based on Lemmas 4 and 5, we formulate the following theorem.
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Theorem 2. The probability density of the value of interval duration between
neighboring events in a correlated semi-synchronous event flow of the second
order in the case when (λ1 + α1) − (λ2 + α2) = 0 is given by the following

p(τ) = [(λ1 +α1)−π2(0)(λ1 +α1 −λ2)(1− (λ1 +α1)τ)]e−(λ1+α1)τ , τ ≥ 0, (12)

where the probability π2(0) is defined in (6).

Proof. Substituting (11) into (3), we find the densities p̃ij(τ); substituting (3)
into (4) and (4) into (8), we obtain the probabilities πi(0). Substituting p̃ij(τ)
and πi(0), i, j = 1, 2, into (10), as a result of the necessary transformations we
obtain (12).

4 Derivation of Joint Probability Density p(τ1, τ2)

Let us consider two adjacent time intervals (t1, t2), (t2, t3) with the values of
intervals durations τ1 = t2 − t1 and τ2 = t3 − t2, respectively. We denote the
joint probability density by p(τ1, τ2), τ1 ≥ 0, τ2 ≥ 0 [16].

Theorem 3. A semi-synchronous event flow of second-order is correlated in
general and the joint probability density of the values of the adjacent intervals
durations is the following

p(τ1, τ2) = p(τ1)p(τ2) + γ(1 − γ)

(

1 − λ1P
(1)
1 (λ2|λ1) + α1P

(2)
1 (λ2|λ1)

λ1 + α1

)

×

× λ2

λ2 + α2
[z1e−z1τ1 − z2e

−z2τ1 ][z1e−z1τ2 − z2e
−z2τ2 ], (13)

where τ1 ≥ 0, τ2 ≥ 0, γ, z1, z2, p(τk) are defined for τ = τk, k = 1, 2, in (9).

Proof. Since the sequence of the time moments of the flow events occurrence
t1, t2, ..., tk, ... forms an embedded Markov chain {λ(tk)}, then the following holds
for density p(τ1, τ2)

p(τ1, τ2) =
2∑

i=1

πi(0)
2∑

j=1

p̃ij(τ1)
2∑

k=1

p̃jk(τ2), (14)

where p̃ij(τ1), p̃ij(τ2) are the probability densities that correspond to the tran-
sition probabilities pij(τ1), pij(τ2) and are calculated by the formulas (2) for
τ = τ1 and τ = τ2.

Substituting the expressions for p̃ij(τ1), p̃ij(τ2), then for πi(0), i = 1, 2,
defined by formulas (6), into (14), after the necessary transformations, we obtain
(13).

Remark 1. It can be shown that if either 1 − λ1P
(1)
1 (λ2|λ1)+α1P

(2)
1 (λ2|λ1)

λ1+α1
= 0, or

λ2 = 0, or γ(1 − γ) = 0 then the probability density p(τ1, τ2, ..., τn) =
n∏

k=1

p(τk),

i.e. a semi-synchronous event flow of the second order is recurrent.
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5 Estimation of the Distribution Parameters by the
Method of Moments

Let us consider the statistics Cl = 1
n

∑n
k=1 τ l

k, where τk = tk+1 − tk.

5.1 General Case of Setting Flow Parameters

Let us have a sample τ1, τ2, ..., τn from the distribution p(τ |z1, z2, γ) depending
on three unknown parameters z1, z2, γ. Let M(τ l) =

∫ ∞
0

τ lp(τ |z1, z2, γ)dτ be the
initial theoretical moment of the lth order which is a function of the unknown
parameters. Then it is close to the corresponding selective moment τ̄ l which is
the Cl = 1

n

∑n
k=1 τ l

k statistics. For the first three initial moments we write the
moment equations

M(τ l) = Cl, l = 1, 2, 3. (15)

Given the kind of density (9), we get M(τ l) = l!γ/zl
l + l!(1−γ)/zl

2, l = 1, 2, 3.
Then the system (15) takes the following form

z1z2C1 − z2γ − z1(1 − γ) = 0, (z1 + z2)C1 − z1z2C2/2 = 1, (16)
(z1 + z2)C2 − z1z2C3/3 = 2C1.

Solving the system of equations (16), we find parameter estimates of p(τ)

ẑ1,2 =
1
2

⎛

⎝−2(C3 − 3C1C2)
3C2

2 − 2C1C3
±

√(
2(C3 − 3C1C2)
3C2

2 − 2C1C3

)2

+ 4
6(C2 − 2C2

1 )
3C2

2 − 2C1C3

⎞

⎠ .

(17)
Since z1 = λ1 + α1, z2 = λ2 + α2, where λ1 > λ2 ≥ 0, and the relation-

ship between parameters α1 and α2 is unknown, then the relationship between
parameters z1 and z2 is unknown too. Thus, in order to determine which root of
equation (17) can be chosen as the parameter estimate ẑ1 and which parameter
as the estimate ẑ2, additional information about the flow is needed.

From the first equation of system (16), we obtain the estimate of the param-
eter γ

γ̂ = ẑ1(1 − C1ẑ2)/(ẑ1 − ẑ2), ẑ2 �= ẑ1. (18)

Let us introduce the density p(τ) in the following form

p(τ) = γ(λ1 + α1)e−(λ1+α1)τ + (1 − γ)(λ2 + α2)e−(λ2+α2)τ , τ ≥ 0.

And let us solve the problem of estimating parameters λ1, λ2, α1, α2 of
the density function by the method of moments with a known value of the
parameter γ. We note that the parameters under estimation coincide with the
flow parameters.

Let us have a sample τ1, τ2, ..., τn from the distribution p(τ |λ1, λ2, α1, α2)
depending on four unknown parameters. So for estimating λ1, λ2, α1, α2 it is
necessary to have four moment equations, i.e. M(τ l) = Cl, l = 1, 2, 3, 4. As a
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result of the necessary transformations, the system of moments equations takes
the form

(λ1 + α1)(λ2 + α2)C1 − (λ2 + α2)γ − (λ1 + α1)(1 − γ) = 0,
((λ1 + α1) + (λ2 + α2))C1 − 1/2(λ1 + α1)(λ2 + α2)C2 = 1,

((λ1 + α1) + (λ2 + α2))C2 − 1/3(λ1 + α1)(λ2 + α2)C3 = 2C1, (19)
((λ1 + α1) + (λ2 + α2))C3 − 1/4(λ1 + α1)(λ2 + α2)C4 = 3C2.

Theorem 4. The system (19) for the unknown parameters λ1, λ2, α1, α2 of a
semi-synchronous event flow of the second order is incompatible.

Proof. We reduce the system (19) to a linearly inhomogeneous system by letting

x1 = λ2 + α2 − λ1 − α1, x2 = λ1 + α1, x3 = λ2 + α2 + λ1 + α1, x4 = (λ1 + α1)(λ2 + α2).

The resulting system of linear inhomogeneous equations for four unknowns
xi, i = 1, 2, 3, 4, is the following

γx1 + x2 − C1x4 = 0, C1x3 − C2x4/2 = 1, C2x3 − C3x4/3 = 2C1, (20)
C3x3 − C4x4/4 = 3C2.

The system (20) has no solutions, i.e. the system is incompatible and it is impos-
sible to estimate the flow parameters λ1, λ2, α1, α2 having only information
about the density p(τ).

5.2 Special Case of Setting Flow Parameters

Let us introduce the density (12) in the following form

p(τ) = [z − a(1 − zτ)]e−zτ , z = λ1 + α1, a = π2(0)α2, τ ≥ 0. (21)

Let us have a sample τ1, τ2, ..., τn from the distribution p(τ |z, a) depending
on two unknown parameters z, a. Let M(τ l) =

∫ ∞
0

τ lp(τ |z, a)dτ be the initial
theoretical moment of the lth order which is a function of the unknown parame-
ters. Considering the form of the density (21), we obtain M(τ l) = l!/zi [1 + a/z],
l = 1, 2.

Then the system of moments equations takes the following form

[z + a]/z2 = C1, [z + 2a]/z3 = C2. (22)

Solving the system (22), we find

ẑ(1) =
1
C2

(

2C1 −
√

4C2
1 − 2C2

)

/C2, ẑ(2) =
1
C2

(

2C1 +
√

4C2
1 − 2C2

)

. (23)

In this case, the following conditions must be satisfied

ẑ(1)ẑ(2) = 2/C2 > 0, ẑ(1) + ẑ(2) = 4C1/C2 > 0, 4C2
1 − 2C2 ≥ 0.
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Substituting the estimates ẑ(1) and ẑ(1) into the first equation of (22), we
obtain

â(1) = C1(ẑ(1))2 − ẑ(1), â(2) = C1(ẑ(2))2 − ẑ(2). (24)

The question naturally arises of which pair {ẑ(1), â(1)} and {ẑ(2), â(2)} to
choose as a solution of the problem. Taking into account the explicit form of the
parameters z = λ1+α1, a = π2(0)α2 and the condition (λ1+α1)−(λ2+α2) = 0,
it is easy to show that ẑ and â must satisfy the conditions â > 0 and ẑ − â >
0. During the analytical test of the obtained pairs for the fulfillment of these
conditions, the following conclusions were made. If C2/2 ≤ C2

1 < 2C2/3 then
both pairs are equal and any of them can be chosen as an estimate; if C2

1 ≥ 2C2/3
then only {ẑ(1), â(1)} can be chosen as the solution of the estimation problem.

Remark 2. It can be shown that for the special case of setting flow parameters
(λ1 + α1) − (λ2 + α2) = 0, a system of three or more moment equations is
incompatible.

6 Results of Numerical Calculations

In order to establish the quality of estimation, we developed the algorithm for
calculating parameter estimates of the density. The algorithm consists of two
stages. The simulation of the semi-synchronous event flow of the second order is
performed directly at the first stage of the implementation algorithm. Parameter
estimates are calculated at the second stage of the algorithm using the formulas
obtained.

Let us consider general case of setting the parameters of the flow. For this
case we compute the estimates ẑ1, ẑ2, γ by the formulas (17), (18) and we obtain
sample averages M̂(θ̂) = 1

N

∑N
k=1 θ̂(k) and offset estimates δ(θ) = |M̂(θ̂) − θ|,

where θ ∈ {z1, z2, γ}, θ̂ ∈ {ẑ1, ẑ2, γ̂}.
In the first statistical experiment, we consider the dependence of M̂(θ̂), δ(θ)

from the values λ1 = 2, 3, 4, 5, 6 for simulation time T = 100 units of time, N =
100, probabilities P

(1)
1 (λ1|λ1) = P

(2)
1 (λ2|λ1) = 0, 4, P

(1)
1 (λ2|λ1) = P

(2)
1 (λ1|λ1) =

0, 6 and parameters λ2 = 0, 8, α1 = 2, α2 = 0, 8. The experiment results are
given in Table 1, where the last three rows are the real values of the parameters
under evaluation.

In the second statistical experiment, we consider the dependence of M̂(θ̂),
δ(θ) from the values α1 = 2, 3, 4, 5, 6 for T = 100 units of time, N = 100,
probabilities P

(1)
1 (λ1|λ1) = P

(2)
1 (λ2|λ1) = 0, 4, P

(1)
1 (λ2|λ1) = P

(2)
1 (λ1|λ1) = 0, 6

and parameters λ1 = 2, λ2 = 0, 8, α1 = 0, 8. The results of this experiment are
given in Table 2, where the last three rows are the real values of the parameters
under evaluation.

The results of these statistical experiments are illustrated in Fig. 1, where the
behavior of δ(z1) is indicated by a gray marker, δ(z2) by black, δ(γ) by white.

Analyzing the numerical results given in Tables 1 and 2 and in Fig. 1, we can
make the following conclusions. There is a displacement in the obtained esti-
mates by an amount δ(θ), θ ∈ {z1, z2, γ}, relative to the initial values of the
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Table 1. The results of the first statistical experiment for z1, z2, γ

λ1 2 3 4 5 6

M̂(ẑ1) 4,3298 5,2167 6,1552 7,0959 8,0483

δ(z1) 0,3298 0,2167 0,1552 0,0959 0,0483

M̂(ẑ2) 3,1902 3,0743 3,0377 2,9545 2,9151

δ(z2) 0,3902 0,2743 0,2377 0,1545 0,1151

M̂(γ̂) 0,3621 0,3393 0,3291 0,2909 0,2717

δ(γ) 0,2510 0,1846 0,1513 0,0989 0,0701

z1 4 5 6 7 8

z2 2,8 2,8 2,8 2,8 2,8

γ 0,1111 0,1547 0,1778 0,1920 0,2016

Table 2. The results of the second statistical experiment for z1, z2, γ

α1 2 3 4 5 6

M̂(ẑ1) 4,3502 5,2681 6,1798 7,1102 8,0611

δ(z1) 0,3502 0,2681 0,1798 0,1102 0,0611

M̂(ẑ2) 1,9802 1,9213 1,8103 1,7699 1,7145

δ(z2) 0,3802 0,3213 0,2103 0,1699 0,1145

M̂(γ̂) 0,3578 0,3788 0,3968 0,3978 0,3851

δ(γ) 0,2467 0,1801 0,1489 0,1183 0,0834

z1 4 5 6 7 8

z2 1,6 1,6 1,6 1,6 1,6

γ 0,1111 0,1987 0,2479 0,2795 0,3017

estimated parameters. The offset δ(θ) decreases with the increase of the param-
eter λ1 (Table 1). This is due to the fact that the frequency of transitions from
the first state to the second of the process λ(t) increases with the increase of
the parameter λ1, which has a positive effect on the conditions of states distin-
guishability. In other words, the convergence of the values of the parameters λ1

and λ2 affects negatively on the conditions of states distinguishability therefore
δ(θ) has large values with λ1 − λ2 decreasing.

The offset δ(θ) decreases with the increase of the parameter α1 (Table 2),
which is also explained by the frequency of state changes.

Let us consider special case of setting the parameters of the flow. For this
case we compute the estimates ẑ, â, γ by the formulas (23), (24) and we obtain
sample averages M̂(θ̂) and offset estimates δ(θ), where θ ∈ {z, a}, θ̂ ∈ {ẑ, â}.

In the third statistical experiment, we consider the dependence of M̂(θ̂),
δ(θ) from the simulation time values Tm for fixed N = 100, probabilities
P

(1)
1 (λ1|λ1) = P

(2)
1 (λ1|λ1) = 0, 65, P

(1)
1 (λ2|λ1) = P

(2)
1 (λ2|λ1) = 0, 35 and flow
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Fig. 1. The dependence of δ(θ), θ ∈ {z1, z2, γ}, on the parameter λ1 values (on the
left) and on the α1 values (on the right)

parameters λ1 = 4, λ2 = 1, 5, α1 = 0, 5, α2 = 3. The results of the experiment
are given in Table 3, where the last two rows are the real values of the parame-
ters under evaluation, and are also illustrated on Fig. 2, where the evolution of
the M̂(θ̂) is shown by a dotted line, and the behavior of the real value of the
parameter by continuous line.

Table 3. The results of the third statistical experiment for z, a

Tm 50 100 150 200 . . . 900 950 1000

M̂(ẑ) 4,8894 4,7864 4,7664 4,7463 . . . 4,5398 4,5397 4,5388

δ(z) 0,3894 0,2864 0,2664 0,2463 . . . 0,0398 0,0397 0,0388

M̂(â) 1,6402 1,5211 1,4984 1,4698 . . . 1,3777 1,3775 1,3769

δ(a) 0,2998 0,1807 0,1580 0,1294 . . . 0,0373 0,0371 0,0365

z 4,5 4,5 4,5 4,5 . . . 4,5 4,5 4,5

a 1,3404 1,3404 1,3404 1,3404 . . . 1,3404 1,3404 1,3404

Analysis of the numerical results given in Table 3 and in Fig. 2 shows that
the offset δ(θ), θ ∈ {z, a}, decreases with the increase of the Tm, which is quite
normal. In other words, the quality of estimating the density parameters is the
better (in the sense of reducing the offset estimates), the larger the simulation
time Tm.

In the fourth statistical experiment, we consider the dependence of M̂(θ̂),
δ(θ) from the parameter λ1 = 2, 3, 4, 5, 6 for simulation time T = 100 units
of time, N = 100, probabilities P

(1)
1 (λ1|λ1) = P

(2)
1 (λ2|λ1) = 0, 4, P

(1)
1 (λ2|λ1) =

P
(2)
1 (λ1|λ1) = 0, 6 and flow parameters λ2 = 1, α1 = 0, 8. And the parameter α2

is calculated by the formula α2 = λ1+α1−λ2. The results of this experiment are
given in Table 4, where the last two rows are the real values of the parameters
under evaluation.
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Fig. 2. The dependence of M̂(ẑ), z (on the left) and M̂(â), a (on the right) on the Tm

values

Table 4. The results of the fourth statistical experiment for z, a

λ1 2 3 4 5 6

α2 1,8 2,8 3,8 4,8 5,8

M̂(ẑ) 3,1823 3,9902 4,9281 5,8682 6,8279

δ(z) 0,3823 0,1902 0,1281 0,0682 0,0279

M̂(â) 1,5620 1,9810 2,4835 3,0254 3,5955

δ(a) 0,3942 0,2133 0,1165 0,0592 0,0299

z 2,8 3,8 4,8 5,8 6,8

a 1,1678 1,7677 2,3670 2,9662 3,5656

Analyzing the numerical results obtained in Table 4, we can make the follow-
ing conclusions. With the increase of the parameter value λ1 and, respectively,
with the increase of the parameter α2, the offset value δ(θ) decreases, since the
states of the process λ(t) become more distinguishable (λ1 > λ2).

7 Conclusion

In this paper, the semi-synchronous event flow of the second order was consid-
ered under its complete observability; the explicit form of the probability density
of the values of the interval duration between the moments of the events occur-
rence was obtained for general and special cases of setting the flow parameters,
the explicit form of the joint probability density of the values of the adjacent
intervals durations was obtained as well. The estimates of probability density
parameters were found by the method of moments. The expressions for param-
eter estimates are obtained explicitly, which allows for calculations without the
use of numerical methods. The algorithm for calculating estimates of density
parameters is implemented in C# with Visual Studio 2013. In order to establish
the quality of estimation, statistical experiments were performed, the numerical
results of which do not contradict the physical interpretation.
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Abstract. In this paper, we propose the modification of the dynamic
screening method for the resource queueing systems with customers copy-
ing at the second phase. We obtain the characteristic function of the stud-
ied three-dimensional Markov chain and the main numerical character-
istics. The obtained analytical results are compared with the simulation
ones, the high accuracy of probability is demonstrated, the recommended
limit value of the system and the loss probability are found.
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1 Introduction

The interest to the study of resource queueing systems (RQS) is determined by
the possibility of their application in the modelling of modern technical devices,
next-generation data networks and computer systems, including cloud comput-
ing systems. Obviously, the physical objects resources, including radio resources
in data transmission networks are limited, that is, the incoming demand is lost
if the system does not have enough resources to service it. However, rarely it
is possible to obtain adequate analytical results. In this regard, the group of
authors of this paper proposes methods for studying RQS mathematical models
without failures, that is, with an unlimited resource amount and an unlimited
devices number. Using the result, it is easy to estimate the sufficient resource
amount in the systems, to assess the loss probability and minimize it.
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The growing wireless network popularity necessitates the creation of new
approaches to assessing the telecommunication operators services quality [4,5].
In these networks, each active connection requires a certain amount of each
of radio resources, which are deliberately limited, provided to the request at
the time of its receipt (call, message, video recording) and are released at the
connection end [14]. The required resources amount is determined by a pre-
defined probability distribution, which can take into account the various radio
resource distribution schemes features in analyzing the wireless networks per-
formance [6,9]. Wireless communication networks modeling using RQS, starting
with [7] and other, is represented by a large publications number. However,
most of the results were obtained under simplifying assumptions: deterministic
resources requests, exponentially distributed service time, Poisson arrival, sim-
plest QS configuration, which is associated with the complexity of constructing
the corresponding random processes (see [2,8,11,13] and the review therein).

In addition, RQS, where clients require a server and a certain resources
amount during their service, allow to simulate any the resources distribution
features in modern wireless networks. The signals inclusion that trigger the
resources redistribution makes it possible to take into account the subscribers
mobility [1,15,16]. Multicast technology offers a possible solution to the trans-
ferring the same data to different devices problem, which leads to a significant
improvement in the spectral efficiency and throughput of a wireless network.
Since the same frequency band is used for several devices in the multicast mode,
the data transfer rate can reach higher values compared to the unicast mode,
where only a small separate frequency band is allocated for each device [3].
Simultaneous servicing at different stations is modeled using RQS with parallel
servicing, sequential servicing at different stations is modeled using multiphase
RQS [10]. As well as the possibility to take into account the requests heterogene-
ity [8] and their requirements for a resources variety [12].

The rest of the current paper is organized as follows. Section 2 is devoted to
mathematical model of the two phase resource queueing system with three ser-
vice units and Poisson input flow. The duration of the service time in each unit
is arbitrary distributed. In Sect. 3, we obtain the Kolmogorov integro-differential
equation describing the system behaviour and solve this equation to obtain the
explicit expression of the characteristic function of the total volume of require-
ments in the system. Furthermore, we derive the expression for the average
service time in the system. Section 4 is devoted to estimate optimal resource
size for models with a limited resource. In Sect. 5 we obtain this values for one
example and find the loss probability. Section 6 is devoted to some concluding
remarks.

2 Mathematical Model

Let us consider a queueing system with unlimited servers number and arbitrary
service time. Customers arrive according to a Poisson process with parameter
λ. We will assume that each requirement is characterized by some random vol-
ume. Each arriving customer immediately occupies any free server on the first
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phase and requires resource. The service time distribution is B1(τ) and the vol-
ume distribution given by probability function G1(y). After servicing at the first
phase, the application proceeds to the next two phases by copying. The applica-
tion takes a random amount of a certain resource with the distribution function
B2(τ) at the second phase and B3(τ) at the third one, respectively. The service
times on the second and the third phases don’t depend on each other and have
corresponding arbitrary distribution functions G2(y) and G3(y). When the ser-
vice is complete in the second and third phases, the customer leaves the system.
Resource amount and service times are mutually independent and do not depend
on the epochs of customer arrivals. Figure 1 shows the structure of the system.

�λ

V0(t)

B0(τ)

B0(τ)

. . .

�����

�����

V1(t)

V2(t)

B1(τ)

B2(τ)

. . .

. . .

Fig. 1. Queueing system with unlimited servers number and the customers copying at
the second phase

Denote by Vk(t) the total resource amount at the k-th phase at time
t, (k = 1, 2, 3). Our goal is to derive the probabilistic characterization of the
3-dimensional process V(t) = {V1(t), V2(t), V3(t)}. This process, in general,
is not Markovian. Therefore, we use the dynamic screening method for its
investigation.

Consider four time axes that are numbered from 0 to 3 (Fig. 2). Let axis 0
shows the epochs of customers’ arrivals, axes 1, 2 and 3 correspond to the first,
second and third screened processes respectively.

We introduce functions (dynamic probability) Sk(t), that satisfy the condi-
tion 0 ≤ Sk(t) ≤ 1. Let the system be empty at moment t0, and let us fix some
arbitrary moment T in the future. S1(t) represents the probability that a cus-
tomer arriving at the time t > t0 will be serviced at the system by moment T .
It is easy to show that

S1(t) = 1 − B1(T − t)

for t0 ≤ t ≤ T .
The probability that the customer that came to the system at time t > t0 by

time T will finish service at the first and the third phases, but will not be finish
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Fig. 2. Screening of the customers arrivals

it at the second phase (it’s screened at the second axis) is equal to

S2(t) = (B3 ∗ B1)(T − t) −
T−t∫

0

B2(T − t − x)B3(T − t − x)dB1(x).

The probability that the customer that came to the system at time t > t0
by time T will finish service at the first and the second phases, but will not be
finish it at the third phase (it’s screened at the third axis) is equal to

S3(t) = (B2 ∗ B1)(T − t) −
T−t∫

0

B2(T − t − x)B3(T − t − x)dB1(x).

The probability that the customer that came to the system at time t > t0 by
time T will finish service at the first and will not be finish it at the second and
the third phases (it’s screened at the second and the third axes) is equal to

S23(t) = B1(T − t) − (B2 ∗ B1)(T − t) − (B3 ∗ B1)(T − t)+

T−t∫

0

B2(T − t − x)B3(T − t − x)dB1(x).
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According to the initial condition

S1(t) + S2(t) + S3(t) + S23(t) ≤ 1.

Denote by
S0 = 1 − S1(t) − S2(t) − S3(t) − S23(t).

Denote by Wi(t) the total amount of resources screened on axis k, (k =
1, 2, 3). It is easy to prove that

P {V1(t) < z1, V2(t) < z2, V3(t) < z3} =
P {W1(t) < z1,W2(t) < z2,W3(t) < z3} ,

(1)

for z1, z2, z3 > 0. We use equality (1) to investigate the process {V1(t), V2(t),
V3(t)} via the analysis of the process {W1(t),W2(t),W3(t)}.

3 Kolmogorov Integro-Differential Equation

We introduce the notation for the probability distribution of the Markov process

P {W1(t) < z1,W2(t) < z2,W3(t) < z3} = P (z1, z2, z3, t).

For this distribution, we make up a direct system of Kolmogorov integro-
differential equations using the Δt-method. By the formula of total probability
we get

P (z1, z2, z3, t + Δt) = λΔtS1(t)

z1∫

0

P (z1 − y, z2, z3, t)dG1(y)+

λΔtS2(t)

z2∫

0

P (z1, z2 − y, z3, t)dG2(y)+

λΔtS3(t)

z3∫

0

P (z1, z2, z3 − y, t)dG3(y)+

λΔtS23(t)

z2∫

0

z3∫

0

P (z1, z2 − y2, z3 − y3, t)dG2(y2)dG3(y3)+

P (z1, z2, z3, t)(1 − λΔt) + P (z1, z2, z3, t)λΔtS0(t) + o(Δt),

and we can write the following system of Kolmogorov integro-differential
equations
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∂P (z1, z2, z3, t)
∂t

= λS1(t)

⎡
⎣

z1∫

0

P (z1 − y, z2, z3, t)dG1(y) − P (z1, z2, z3, t)

⎤
⎦ +

λS2(t)

⎡
⎣

z2∫

0

P (z1, z2 − y, z3, t)dG2(y) − P (z1, z2, z3, t)

⎤
⎦ +

λS3(t)

⎡
⎣

z3∫

0

P (z1, z2, z3 − y, t)dG3(y) − P (z1, z2, z3, t)

⎤
⎦ +

λS23(t)

⎡
⎣

z2∫

0

z3∫

0

P (z1, z2 − y2, z3 − y3, t)dG2(y2)dG3(y3) − P (z1, z2, z3, t)

⎤
⎦ ,

with the initial condition

P (z1, z2, z3, t0) =
{

1, z1 = z2 = z3 = 0,
0, otherwise.

We introduce the partial characteristic function

h(v1, v2, v3, t) =

∞∫

0

ejv1z1

∞∫

0

ejv2z2

∞∫

0

ejv3z3P (dz1, dz2, dz3, t),

where j =
√−1 is the imaginary unit.

The following theorem has been formulated.

Theorem 1. Characteristic function of the total volume of the occupied resource
at each phase of the system is as follows

h(v1, v2, v3, t) = exp

⎧⎨
⎩λ

⎡
⎣(G∗

1(v1) − 1)

t∫

t0

S1(τ)dτ + (G∗
2(v2) − 1)

t∫

t0

S2(τ)dτ+

(G∗
3(v3) − 1)

t∫

t0

S3(τ)dτ + (G∗
2(v2)G

∗
3(v3) − 1)

t∫

t0

S23(τ)dτ

⎤
⎦

⎫⎬
⎭ .

Proof. We can write the following differential equation

∂h(v1, v2, v3, t)
∂t

= λh(v1, v2, v3, t)
[
S1(t) (G∗

1(v1) − 1) + S2(t) (G∗
2(v2) − 1) +

S3(t) (G∗
3(v3) − 1) + S23(t) (G∗

2(v2)G
∗
3(v3) − 1)

]
,

where

G∗
k(α) =

∞∫

0

ejαydGk(y), k = 1, 2, 3.
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The solution of this equation has the form

h(v1, v2, v3, t) = exp

⎧⎨
⎩λ

⎡
⎣(G∗

1(v1) − 1)

t∫

t0

S1(τ)dτ + (G∗
2(v2) − 1)

t∫

t0

S2(τ)dτ+

(G∗
3(v3) − 1)

t∫

t0

S3(τ)dτ + (G∗
2(v2)G

∗
3(v3) − 1)

t∫

t0

S23(τ)dτ

⎤
⎦

⎫⎬
⎭ .

Corollary 1. The characteristic function of the process {V1(t), V2(t), V3(t)} in
the steady-state regime

h(v1, v2, v3) = exp
{

λ

[
(G∗

1(v1) − 1) b1 + (G∗
2(v2) − 1) b2 +

(G∗
3(v3) − 1) b3 + (G∗

2(v2)G
∗
3(v3) − 1) b23

]}
, (2)

where

b1 =

∞∫

0

(1 − B1(τ)) dτ,

b2 =

∞∫

0

⎡
⎣(B3 ∗ B1)(τ) −

T∫

0

B2(τ − y)B3(τ − y)dB1(y)

⎤
⎦ dτ,

b3 =

∞∫

0

⎡
⎣(B2 ∗ B1)(τ) −

T∫

0

B2(τ − y)B3(τ − y)dB1(y)

⎤
⎦ dτ,

b23 =

∞∫

0

⎡
⎣B1(τ) − (B2 ∗ B1)(τ) − (B3 ∗ B1)(τ) +

T∫

0

B2(τ − y)B3(τ − y)dB1(y)

⎤
⎦ dτ.

Proof. It is easy to show, using (1), when t = T and t0 → −∞.

Using the result, it is easy to estimate the amount of a sufficient resource
amount in the systems, to assess the probability of loss and minimize it.

4 Initial Moments Method

We use the initial moments method for deriving the mean and the variance of
the total volume of the occupied resource on each systems block. These values
will be necessary to obtain the recommended value for the resource limit.

Given that

∂h(v1, v2, v3)
∂vi

∥∥∥∥
v1=v2=v3=0

= jm
(i)
1 ,

∂2h(v1, v2, v3)
∂2vi

∥∥∥∥
v1=v2=v3=0

= j2m
(i)
2 ,
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where m
(i)
1 is the stationary expectation of Vi(t), m

(i)
2 is the stationary second

initial moment of Vi(t). So, from (2), we get:

∂h(v1, v2, v3)
∂v1

∥∥∥∥
v1=v2=v3=0

=
[
exp

{
λ

[
(G∗

1(v1) − 1) b1 + (G∗
2(v2) − 1) b2 +

(G∗
3(v3) − 1) b3 + (G∗

2(v2)G
∗
3(v3) − 1) b23

]}
· λ (G∗

1(v1))
′
b1

]∥∥∥∥
v1=v2=v3=0

,

∂h(v1, v2, v3)
∂v2

∥∥∥∥
v1=v2=v3=0

=

[
exp

{
λ

[
(G∗

1(v1) − 1) b1 + (G∗
2(v2) − 1) b2 +

(G∗
3(v3) − 1) b3 + (G∗

2(v2)G
∗
3(v3) − 1) b23

]}
·

[
λ (G∗

2(v2))
′
b2 + G∗

3(v3) ∗ (G∗
2(v2))

′
b23

]]∥∥
v1=v2=v3=0

,

∂h(v1, v2, v3)
∂v3

∥∥∥∥
v1=v2=v3=0

=

[
exp

{
λ

[
(G∗

1(v1) − 1) b1 + (G∗
2(v2) − 1) b2 +

(G∗
3(v3) − 1) b3 + (G∗

2(v2)G
∗
3(v3) − 1) b23

]}
·

[
λ (G∗

3(v3))
′
b3 + G∗

2(v2) ∗ (G∗
3(v3))

′
b23

]]∥∥
v1=v2=v3=0

.

Note that for an infinitesimal quantity ε, it is hold:

G∗
i (ε) =

∞∫

0

ejεydG1(y) ≈
∞∫

0

(
1 + jεy +

(jεy)2

2

)
dGi(y) =

1 + jεa
(i)
1 +

(jε)2

2
a
(i)
2 , (3)

then
(G∗

i (0))′ = ja
(i)
1 , G∗

i (0) = 1.

We obtain

jm
(1)
1 = jλa

(1)
1 b1,

jm
(2)
1 = jλa

(2)
1 (b2 + b23),

jm
(3)
1 = jλa

(3)
1 (b3 + b23).
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From the second derivative (2), we obtain:

∂2h(v1, v2, v3)
∂2v1

∥∥∥∥
v1=v2=v3=0

=

[
exp

{
λ

[
(G∗

1(v1) − 1) b1 + (G∗
2(v2) − 1) b2+

(G∗
3(v3) − 1) b3 + (G∗

2(v2)G
∗
3(v3) − 1) b23

]}
·

(
λ (G∗

1(v1))
′
b1

)2
+ λ (G∗

1(v1))
′′

b1

]∥∥∥
v1=v2=v3=0

,

∂2h(v1, v2, v3)
∂2v2

∥∥∥∥
v1=v2=v3=0

=

[
exp

{
λ

[
(G∗

1(v1) − 1) b1 + (G∗
2(v2) − 1) b2 +

(G∗
3(v3) − 1) b3 + (G∗

2(v2)G
∗
3(v3) − 1) b23

]}
·

[[
λ (G∗

2(v2))
′
b2 + G∗

3(v3) ∗ (G∗
2(v2))

′
b23

]2
+

λ (G∗
2(v2))

′′
b2 + G∗

3(v3) (G∗
2(v2))

′′
b23

]]∥∥
v1=v2=v3=0

,

∂2h(v1, v2, v3)
∂2v3

∥∥∥∥
v1=v2=v3=0

=

[
exp

{
λ

[
(G∗

1(v1) − 1) b1 + (G∗
2(v2) − 1) b2 +

(G∗
3(v3) − 1) b3 + (G∗

2(v2)G
∗
3(v3) − 1) b23

]}
·

[[
λ (G∗

3(v3))
′
b3 + G∗

2(v2) ∗ (G∗
3(v3))

′
b23

]2
+

λ (G∗
3(v3))

′′
b3 + G∗

2(v2) ∗ (G∗
3(v3))

′′
b23

]]∥∥
v1=v2=v3=0

.

Here, from (3), we get:

(G∗
i (0))′′ =

j2a
(i)
2

2
,

then

j2m
(1)
2 =

(
jλa

(1)
1 b1

)2

+
j2λa

(1)
2 b1
2

,

j2m
(2)
2 =

(
jλa

(2)
1 (b2 + b23)

)2

+
j2λa

(2)
2 (b2 + b23)

2
,

j2m
(3)
2 =

(
jλa

(3)
1 (b3 + b23)

)2

+
j2λa

(3)
2 (b3 + b23)

2
.
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Therefore, the characteristics are presented in Table 1.

Table 1. Numerical characteristics

Unit i E{Vi(t)} V ar{Vi(t)}

1 λa
(1)
1 b1

λa
(1)
2 b1
2

2 λa
(2)
1 (b2 + b23)

λa
(2)
2 (b2 + b23)

2

3 λa
(3)
1 (b3 + b23)

λa
(3)
2 (b3 + b23)

2

Then, according to the “three sigma rule”, we conclude: in order for the
probability of a denial of the service to be negligible, it is necessary to set the
limit per resource on each block in the amount of

Ri = E{Vi(t)} + 3 ∗
√

V ar{Vi(t)}
or, in case, when the resource has total buffer

R = R1 + R2 + R3.

5 Numerical Example

Let Poisson arrival has the parameter λ = 1, the customers service time charac-
terized by Gamma distribution with parameters α1 = β1 = 1.5, α2 = β2 = 2.5
and α3 = β3 = 3.5. So, let resource distributions have uniform on [0; 3], [0; 2]
and [0; 1], respectively. You can see the results at Table 2.

Table 2. Numerical characteristics and resource limits

Unit i E{Vi(t)} V ar{Vi(t)} Ri

1 1.5 1.500 5.174

2 1.0 0.667 3.449

3 0.5 0.167 1.725

Total R − − 10.348

In the simulation model, we limit the resource capabilities of each block as
Ri. In this case, the request will be refused if the free resource is not enough for
maintenance. We estimate the loss probability as “the customers number that
were refused”/“total number of all customers”. Then, the loss probability will be
equal 0.005. We can control this probability by changing the limit on the total
resource amount. We can reduce it to ensure the best quality of connections, we
can increase it to minimize the cost of buying and installing the equipment.
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6 Conclusion

In the present work, the resource QS was studied with the customers copying at
the second system phase and with the Poisson arrival. The joint characteristic
function of the occupied resource on the blocks total volume was found, from
which the probability distribution can be obtained using the inverse Fourier
transform. In addition, from the obtained characteristic function, the main total
volume numerical characteristics of the occupied resource were found in the
paper, which made it possible to calculate the required resource amount in RQS
with rejects and to find the loss probability.
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Abstract. In this paper we consider a mathematical model of parallel
servicing of dual customers in the form of a queuing system with two
service units each of them contains of an unlimited number of devices.
Input flow is the Poisson flow of dual customers. Each customer is char-
acterized by a random total capacity which is independent of the ser-
vice time. Based on the method of moments it is possible to deduce the
expressions for characteristic function of the process of the total amount
of resource in two-service unit system. The mathematical models of this
type could be of great interest in terms of application in telecommunica-
tion, for example, for modeling wireless network, enhancing the existing
and designing new ones.

Keywords: Queueing system · Server · Resource · Dual customer ·
Random capacity

1 Introduction

Nowadays resources and a problem of their optimal allocation (or sharing) are
of interest and call for the exact solution with mathematical instruments. There
are many examples of such resources in computer networks and telecommunica-
tions: bit-rate, packet size of information, energy demand in mobile devices, size
of storage space of cloud or other memory for media content transmission. In
common case, every claim (or customer) have different random capacity require-
ment on the same resource (that is limited in the most of cases) at the same time.
The goal is, on the one hand, to service all customers in parallel way and to give
them demanded amount of the resource, on the other hand. The queuing system
is the most convenient mathematical tool for studying behaviour of such real sys-
tems because the models take account of that input claims are stochastic. There
are many papers devoted to resource queueing system research and applications
[1–21]. The detailed overview of the resource queuing systems is given by authors
Gorbunova, Naumov, Gaidamaka, Samuylov in the article “Resource Queuing
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Systems as Models of Wireless Communication Systems” [14]. The authors show
the state of studying of such systems and mark that “there have been very few
works devoted to their analysis until recently, which was due to the complexity of
constructing a random process to describe their functioning and, accordingly, of
obtaining the numerical results. However, in recent years, there has been a signif-
icant shift in the study of the resource systems - new methods for their analysis
have been proposed, which made it possible to construct recursive algorithms
suitable for the numerical calculations”. In this paper they also consider the
models of wireless communication systems based on resource queuing systems
without waiting space with exponentially distributed service time.

Our research is devoted to queueing systems with splitting (or copying) of
arriving customers and their parallel service. Such models is used to describe
real processes in multi-service networks and telecommunication systems. Queue-
ing systems with service units which work in parallel is presented in papers by
Basharin, Samouylov, Movaghar, Knessl, Morrison [15–17] and others. The dif-
ferent systems with parallel service such as queueing systems with one server
and finite or infinite buffer, priority-service discipline, impatient customers and
general arrivals; queueing systems with two and more service units with finite
numbers of servers and finite queue are studied in the research. Among the works
on analysis of data network resource sharing with two types of traffic it can be
mentioned the paper by Boussetta, Beylot [18].

There are many works where resource queueing systems with Poison incom-
ing flow and exponential distribution of the service time are investigated with
analytical methods but the most of real systems are described by more complex
models and, therefore, require different ways of studying (for example, asymp-
totic analysis method) [3,5,9,19]. In the present paper we use Poisson arrival
process and not exponential distribution of service time but any one with dis-
tribution function B(x). To study the system with such complicated structure
we preliminary use the dynamic screening method and then apply method of
moments [19]. Analogical problems of analysis of queueing systems with split-
ting of arrivals and infinite numbers of servers for different types of input flows
are considered in [20,21].

All our results were obtained in assumption that service time and customers
capacity volume are independent quantities (this assumption satisfies the real
computer and communication systems [3]). For instance, in [6] performance anal-
ysis of LTE networks is carried out in terms of flow level dynamics and the
amount of required radio resources does not depend on the duration of the flow.

One more point to vary mathematical models of described systems is the
number of service devices. Single server queueing systems for customers with ran-
dom bandwidth with the simplest input flow, where service time is distributed
exponentially arbitrarily under the assumption that customer capacity and ser-
vice time are independent were considered in [2]. Similar results were established
in [3] for infinite-server system with exponential and arbitrary distributed service
times. We study queueing system with two type of infinite-server units.
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The rest of the paper is organized as follows. The general information about
mathematical model of the studied resource queueing system with dual requests
and their parallel service and the problem statement are presented in Sect. 2.
In Sect. 2, the system of Kolmogorov differential equations is also performed
and obtained expressions of characteristic functions that are used in the method
of moments are given. Section 3 consists of the application of the method of
moments for solving the problem under consideration. Section 4 concludes the
paper.

2 Statement of the Problem

2.1 Mathematical Model

Consider the queueing system with two service units each of which contains of
unlimited number of servers. There are two types of resources and each customer
requires a random quantity of the both of them. We use arrival process as Poisson
process with rate λ. At the time of occurrence of the event in the arriving flow
each customer splits (flow of original customers and flow of customers copies),
and we have two flow of claims in the system (or we can say that one customer
induces two types of claims or customers). Each customer goes to a free server
in the first and the second service units, where its service is performed during
a random time distributed with any function Bi (x), i = 1, 2, corresponding to
the type of unit.

Figure 1 shows the model of the resource queueing system with dual requests
and their parallel service.

Fig. 1. Heterogeneous queue M (2,v)|G(2,v)|∞ with random customers capacities

Let each customer with number j requires some random capacity ν
(j)
i > 0,

i = 1, 2, with distribution function Gi (y), i = 1, 2.



Resource Queueing System with Dual Requests and Their Parallel Service 367

Denote by ν =
{

ν
(j)
1 (t), ν(j)

2 (t)
}

capacity of each customer on each service
unit in the system at time t. Set the problem of exploring of two-dimensional
stochastic process {V1(t), V2(t)} of total capacity on each service unit in the
system at time t, where

Vi(t) =
∞∑
j=1

ν
(j)
i , i = 1, 2.

This process is not Markovian, therefore, we use the dynamic screening
method for its investigation (Fig. 2).

Fig. 2. Screening of the customers arrivals

We assume the system is empty at the moment t0, and let us fix some arbi-
trary moment T in the future. Si(t) represents the probability that a customer
arriving at time t will be serviced in the system by the moment T on i-type of
service unit

Si(t) = 1 − Bi (T − t) ,

i = 1, 2, t0 ≤ t ≤ T .
Denote by {W1(t),W2(t)} the total capacity of arrivals screened before the

moment t.
As it is shown in [5], the probability distribution of the capacity of the cus-

tomer in the system at the moment T coincides with the probability distribution
of the capacity of screened arrivals on the axis

P{V1(T ) < w1, V2(T ) < w2} = P{W1(T ) < w1,W2(T ) < w2}.
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2.2 Kolmogorov Differential Equations

Consider the process {W1(t),W2(t)} and denote by

P (w1, w2, t) = P {W1 (t) < w1,W2 (t) < w2} ,

We can write for two-dimensional Markovian process the following system of
Kolmogorov differential equations

∂P (w1, w2, t)
∂t

= −λ(S1(t)+S2(t) − S1(t)S2(t))P (w1, w2, t)

+λS1(t)(1 − S2(t))

w1∫

0

P (w1 − y1, w2, t)dG1(y1)

+λ(1 − S1(t))S2(t)

w2∫

0

P (w1, w2 − y2, t)dG2(y2)

+λS1(t)S2(t)

w1∫

0

w2∫

0

P (w1 − y1, w2 − y2, t)dG2(y1)dG2(y2)

(1)

with initial condition

P (k,w1, w2, t0) =
{

1, if w1 = w2;
0, if w1 �= w2;

where wi > 0, i = 1, 2.
We introduce the characteristic function

h(u1, u2, t) =

∞∫

0

eju1w1

∞∫

0

eju2w2P (dw1, dw2, t),

where j =
√−1 hereinafter is the imaginary unit.

Then we can rewrite the system (1)

∂h(u1, u2, t)
∂t

= −λ(S1(t) + S2(t) − S1(t)S2(t))h(u1, u2, t)

+λS1(t)(1 − S2(t))G∗
1(u1)h(u1, u2, t)

+λ(1 − S1(t))S2(t)G∗
2(u2)h(u1, u2, t)

+λS1(t)S2(t)G∗
1(u1)G∗

2(u2)h(u1, u2, t),

(2)

where

G∗
i (ui) =

∞∫

0

ejuiyidGi(yi), i = 1, 2.
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Let us transform and simplify the system (2)

∂h(u1, u2, t)
∂t

=λh(u1, u2, t)[S1(t)(G∗
1(u1) − 1) + S2(t)(G∗

2(u2) − 1)

+ S1(t)S2(t)(G∗
1(u1) − 1)(G∗

2(u2) − 1)].
(3)

In the Eq. (3) we separate the variables

dh(u1, u2, t)
h(u1, u2, t)

= λ[S1(t)(G∗
1(u1) − 1) + S2(t)(G∗

2(u2) − 1)

+S1(t)S2(t)(G∗
1(u1) − 1)(G∗

2(u2) − 1)]dt.

(4)

Then we obtain the solution of the differential equation (4)

h(u1, u2, t) = C · exp
{

λ

t∫

t0

[
S1(τ)(G∗

1(u1) − 1) + S2(τ)(G∗
2(u2) − 1)

+ S1(τ)S2(τ)(G∗
1(u1) − 1)(G∗

2(u2) − 1)
]
dτ

}
.

(5)

In the resulting solution (5) we set t = T , perform the limit t0 → −∞ and
define a constant from the initial condition C = 1, then we can rewrite

h(u1, u2, T ) = exp
{

λ(G∗
1(u1) − 1)

T∫

−∞
(1 − B1(T − τ))dτ

+λ(G∗
2(u2) − 1)

T∫

−∞
(1 − B2(T − τ))dτ + λ(G∗

1(u1) − 1)(G∗
2(u2) − 1)

×
T∫

−∞
(1 − B1(T − τ))(1 − B2(T − τ))dτ

}
.

(6)

In the expression (6) perform the exchange of variables w = T − t and let us
denote

T∫

−∞
(1 − Bi(T − τ))dτ =

∞∫

0

(1 − Bi(w))dw = bi, i = 1, 2,

T∫

−∞
(1 − B1(T − τ))(1 − B2(T − τ))dτ =

∞∫

0

(1 − B1(w))(1 − B2(w))dw = b12,

where bi, i = 1, 2, is average service time on first and second service units, b12 is
average service time of the dual customer in both service units.
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Taking into account the introduced notation we finally obtain the form of
the characteristic function of the customers capacity of the required resource in
two service units

h(u1, u2) = exp
{

λ
[
(G∗

1(u1) − 1) b1 + (G∗
2(u2) − 1) b2

+ (G∗
1(u1) − 1) (G∗

2(u2) − 1) b12

]}
.

(7)

3 Method of Moments

To find probabilistic characteristics, we use the following properties of the char-
acteristic function

∂h(u1, u2)
∂u1

∣∣∣∣
u1=0

= jE{V1},
∂h(u1, u2)

∂u2

∣∣∣∣
u2=0

= jE{V2},

∂2h(u1, u2)
∂u1

2

∣∣∣∣
u1=0

= − E{V1
2},

∂2h(u1, u2)
∂u2

2

∣∣∣∣
u2=0

= −E{V2
2}.

Let us differentiate last equation for h(u1, u2) (7) by variable u1

∂h(u1, u2)
∂u1

= λ
[
G

′∗
1 (u1)b1 + G

′∗
1 (u1)(G∗

2(u2) − 1)b12
]

× exp
{

λ
[
(G∗

1(u1) − 1) b1 + (G∗
2(u2) − 1) b2

+ (G∗
1(u1) − 1) (G∗

2(u2) − 1) b12

]}
.

(8)

and by variable u2

∂h(u1, u2)

∂u2
= λ

[
G

′∗
2 (u2)b2 + (G∗

1(u1) − 1)G
′∗
2 (u2)b12

]

× exp
{

λ
[
(G∗

1(u1) − 1)b1 + (G∗
2(u2) − 1)b2

+ (G∗
1(u1) − 1)(G∗

2(u2) − 1)b12
]}

.

(9)

and consider at the point u1 = u2 = 0

∂h(u1, u2)
∂u1

∣∣∣∣
u1=u2=0

= jλa
(1)
1 b1,

∂h(u1, u2)
∂u2

∣∣∣∣
u1=u2=0

= jλa
(1)
2 b2,

where

a
(1)
i =

∞∫

0

yidGi(yi), i = 1, 2.

We obtain the expressions for the first moments

E{Vi} = λa
(1)
i bi, i = 1, 2.
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To obtain the second moments, we differentiate the Eqs. (8) and (9) one more
time by variables u1

∂2h(u1, u2)
∂u2

1

= exp
{

λ
[
(G∗

1(u1) − 1) b1 + (G∗
2(u2) − 1) b2

+ (G∗
1(u1) − 1) (G∗

2(u2) − 1) b12

]}

×
[
λj(G

′∗
1 (u1)b1 + G

′∗
1 (u1)(G∗

2(u2) − 1)b12)
]2

+ exp
{

λ
[
(G∗

1(u1) − 1)b1 + (G∗
2(u2) − 1)b2

+ (G∗
1(u1) − 1)(G∗

2(u2) − 1)b12
]}

×
[
λ(G

′′∗
1 (u1)b1 + G

′′∗
1 (u1)(G∗

2(u2) − 1)b12)
]
.

(10)

and by variable u2

∂2h(u1, u2)
∂u2

2

= exp
{

λ
[
(G∗

1(u1) − 1)b1 + (G∗
2(u2) − 1)b2

+ (G∗
1(u1) − 1)(G∗

2(u2) − 1)b12
]}

×
[
λj(G

′∗
2 (u2)b2 + (G∗

1(u1) − 1)G
′∗
2 (u2)b12)

]2

+ exp
{

λ
[
(G∗

1(u1) − 1)b1 + (G∗
2(u2) − 1)b2

+ (G∗
1(u1) − 1)(G∗

2(u2) − 1)b12
]}

×
[
λj(G

′′∗
2 (u2)b2 + (G∗

1(u1) − 1)G
′′∗
2 (u2)b12)

]
.

(11)

and consider (10), (11) at the point u1 = u2 = 0

∂2h(u1, u2)
∂u2

1

∣∣∣∣
u1=u2=0

= (jλa
(1)
1 b1)2 + λj2a

(2)
1 b1,

∂2h(u1, u2)
∂u2

2

∣∣∣∣
u1=u2=0

= (jλa
(1)
2 b2)2 + λj2a

(2)
2 b2,

where

a
(2)
i =

∞∫

0

y2
i dGi(yi), i = 1, 2.

We obtain the expressions for the second moments

E{V 2
i } = λa

(2)
i bi + (λa

(1)
i bi)2, i = 1, 2.

Then we can write expressions for variance

V ar{Vi} = E{Vi
2} − E{Vi}2 = λa

(2)
i bi, i = 1, 2.
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To obtain correlation let us calculate the mixed derivative of the equation for
h(u1, u2)

∂2h(u1, u2)
∂u1∂u2

= exp
{

λ
[
(G∗

1(u1) − 1)b1 + (G∗
2(u2) − 1)b2

+ (G∗
1(u1) − 1)(G∗

2(u2) − 1)b12
]}

λG
′∗
1 (u1)G

′∗
2 (u2)b12

+ exp
{

λ
[
(G∗

1(u1) − 1)b1 + (G∗
2(u2) − 1)b2 + (G∗

1(u1) − 1)(G∗
2(u2) − 1)b12

]}

×λ2
[
G

′∗
1 (u1)b1 + G

′∗
1 (u1)(G∗

2(u2) − 1)b12
][

G
′∗
2 (u2)b2 + (G∗

1(u1) − 1)G
′∗
2 (u2)b12

]
.

and consider at the point u1 = u2 = 0

E{V1V2} =
∂2h(u1, u2)

∂u1∂u2

∣∣∣∣
u1=u2=0

= λa
(1)
1 a

(1)
2 b12 + λ2a

(1)
1 a

(1)
2 b1b2.

We obtain the expression of correlation

r =
E{V1V2} − E{V1}E{V2}√

V ar{V1}
√

V ar{V2}
=

a
(1)
1 a

(1)
2 b12√

a
(2)
1 a

(2)
2 b1b2

.

4 Conclusion

Thus, a mathematical model of M (2,v)|GI(2,v)|∞ type queuing system was con-
structed, expressions were found for the characteristic function, first and second
moments, variance and correlation.

Explicit form of generating function lets to find the law of probability for
given functions Gi(y) and Bi(x), i = 1, 2. Obtained numerical results show that
coefficient of correlation between V1(t) and V2(t) increases when parameters of
servicing are close and decrease if otherwise (for example, means are differ by
a factor of 10). However, for the systems with non-Poison incoming flow it is
possible to write the Kolmogorov differential equations that will not be resolved
with analytical methods. In this case we should use the method of asymptotic
analysis, and it is our further study.
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Abstract. The possibilities of improving the reliability and timeliness
of the computer systems’ interaction as a result of redundant transmis-
sions through aggregated channels are investigated. The implementation
options for computer nodes of distributed separate queues for access to
each channel, or a general queue for access to all channels, are taken into
account. Simulation models of the considered variants of the reserved
exchange through aggregated channels are built and the effectiveness of
the use of the analyzed variants is determined. For the first exchange
option, there are separate queues for access to each channel in each com-
puter node. The incoming request is copied k times depending on the
criticality to the waiting time, and each copy is placed in one of the
queues. For the second variant, there is one common queue to all chan-
nels in each computer node, into which each incoming packet is entered
(request for its transmission). K copies of the transmitted packet are
generated when a request is issued from the common queue. Each copy
is transmitted through one of the n channels when the node gets access
to channel.

Keywords: Transfer redundancy · Aggregated channels · Queues ·
Multiple access · Reliability · Accuracy · Transfer timeliness

1 Introduction

The fundamental task of designing infocommunication systems is to ensure their
reliability, security [1–5] and timeliness of processing, data transfer and storage
[6–10]. It is necessary to ensure not only the structural reliability and fault tol-
erance of the infocommunication subsystem for a stable (reliable) inter-machine
exchange of a computer system, but also its functional reliability. Functional reli-
ability is determined not only by the operability of nodes and communication
channels involved in data exchange, but also by the ability of the network, as a
queuing system, to maintain the timeliness of unmistakable delivery of data
c© Springer Nature Switzerland AG 2019
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(packets) in conditions of failures, halting and external destructive impacts.
Increasing the probability of unmistakable and timely execution of requests
(especially critical for real-time systems) is possible based on reserve mainte-
nance requests [11], under certain conditions, despite the increase in the overall
system load. Copies are made that are sent to different resources for execution
with reserve maintenance, for each request. The effect is achieved due to the
fact that at least one copy will be made earlier than the others, which increases
the probability of the request being executed within the maximum permissible
time. It also reduces the average time it waits for at least one of the copies to be
executed. The principle of reserve maintenance can be applied both in cluster
data processing systems [11] and in data transfer systems for the backup transfer
of packets‘ copies along different paths (routes, channels) [12–15]. Reservation
of transfers for ensuring timeliness of inter-machine exchange can be combined
with traffic prioritization and balancing, with packet segmentation, etc. When
reserving transfers, there are copies of the packets that are transmitted through
different channels (paths), which makes it possible to increase the probability of
unmistakable and timely delivery of at least one of the generated copies of the
packets during the inter-machine exchange in systems that exclude the possi-
bility of retransfers. In multipath reserve transfer, a path is understood as the
minimum set of elements whose operability ensures the required interaction of
computers in the system, while the failure of any of the elements included in the
minimum path leads to loss of connectivity through it.

In the studied systems, the multiplicity of reserve (copying) is set depending
on the criticality of requests (packets) to allowable delays [11].

The effectiveness of inter-machine exchange through aggregated channels is
largely determined by the influence of the maintenance‘s organization of queuing
distributed over computer nodes on reserve exchanges and depends, among other
things, on the implementation of multiple access used to provide authority to
service requests from queues of different nodes.

The purpose of the work is to study the possibilities of increasing the relia-
bility and timeliness of inter-machine exchange as a result of reserved transfers
through aggregated channels, taking into account the implementation options in
computer nodes of distributed separate queues for access to each channel, or a
common distributed queue for access to all channels.

The research method is based on the construction of simulation models [16] of
the reserved exchange‘s variants through aggregated channels and the determi-
nation of the effectiveness and the area of expedient use of each of the analyzed
variants.

2 Options for Reserved Inter-machine Exchange

Consider two options for the organization of the reserved exchange (interaction
of nodes) differing in the organization of the queues distributed among the nodes
for access to the aggregated channels:

Option A: with separate distributed queues for access to channels:
Each computer node has n separate queues, each for access to a separate channel.
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Fig. 1. A variant of a reserved inter-machine exchange with the organization of queues
distributed over computer nodes to each channel

The incoming request is copied k times (depending on time-criticality), and each
copy is placed in one of the n queues (Fig. 1). We present this variant in the
form of n single-channel queuing systems (QS) [17,18] with queues distributed
between nodes.

Option B: with a shared distributed queue for access to channels:
One common queue is organized in each computer node into which each incoming
packet is entered (request for its transfer). When issuing a request from a queue,
k copies of the packet are formed, each of which is transmitted through one of
the channels as the node receives access rights to the channels (Fig. 2). Thus, an
asynchronous multichannel transfer of a given number of copies is realized as far
as the unused channels are provided to the node (the channels can be provided
based on multiple access, carried out independently and asynchronously for each
channel). This option can be represented by multi-channel QS with a common
distributed queue and n maintaining devices (channels).

A feature of reserved maintenance is the formation for each request k of
its copies issued for service in different channels. A maintenance is considered
successfully completed if at least one of the k created copies of the request is
executed without error (at least one copy of the packet is transmitted without
error).
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Fig. 2. Options for reserved inter-machine exchange with the organization of the queue,
distributed among computer nodes for access to all channels

For variants of inter-machine exchange with reserved transfer of packet copies,
modification is possible when channels are combined into groups with the imple-
mentation of a single multiple access procedure for all grouped channels (options
A1 and B1), and thus the simultaneous authorization of reserved transfers of all
copies through channels of the group is realized. As a result of such a combination,
the reserved transfer of copies by the packet is realized simultaneously for all chan-
nels and the effect is achieved only as a result of an increase in the probability of
unmistakable delivery of at least one copy of the k transfers.

We represent variant A1 in the form of N single-channel QS, with each group
of channels considered as one single-channel QS with queues distributed between
nodes.

The number of channels grouped into different groups may not coincide,
while:

N∑

i=1

ki = n

Option B1 can be represented by a multi-channel QS with a common dis-
tributed queue and N maintaining devices (each service channel represents ki
physical channels).
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3 Reliability, Timeliness and Accuracy of Reserved
Transfers

The studied real-time intermachine exchange processes are sensitive to packet
transmission delays, which in some cases excludes the possibility of packet
retransmissions if they are lost or distorted. Such cases are characteristic of real-
time control systems, including cyberphysical systems critical to the continuity
of computational processes. The effectiveness of the systems under consideration
is evaluated by the readiness of the structure to perform the required tasks, the
probability of faultlessness and timeliness of maintenance requests including the
transmission of packets through the network.

For the systems under consideration, without taking into account the require-
ments of stationarity and timeliness of exchange through the network, the prob-
ability of operability (readiness) of at least one of the n aggregated channels for
data transmission is determined as:

P = 1 − (1 − p)n,

in this case, if a subscriber needs to be connected to a channel to transmit a
packet through a channel, then p = papc and if the exchange between a pair of
subscribers, then p = p2apc, where pa and pc are the probability of operability of
the adapter and the communication line (channel).

When reserving communication channels and functionally similar servers, the
probability of the subscriber’s computer node being connected to at least one of
the ns servers, at least one through the n channels is calculated as:

P = 1 − (1 − papc[1 − (1 − pa)ns ])n,

If there are ns servers with different types of functionality and the require-
ment that the subscriber’s computer is connected with each type of server, at
least through one channel will find how:

P =
n∑

i=1

Ci
n(papc)i(1 − papc)n−i[1 − (1 − pa)i]ns ,

The probability of the system being ready for exchange between a pair
of computers in the stationary mode with the multiplicity of packet reserva-
tion ki, which has a value not less than the number of healthy channels i, is
calculated as

P =
n∑

i=1

δiC
i
npi(1 − p)n−i,

Wherein stationary condition

δi =

{
1, if(Λkiν/i) < 1),
0, if(Λkiν/i) ≥ 1),

(1)
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ki =

{
i, if (i < k),
k, if (i ≥ k),

(2)

where k is the redundancy ratio in the initial state without accumulation of
failures, the average transfer time of a packet of length L (bit) and speed of the
channel s (bit/s) is ν = L/s.

Fig. 3. The probability of timely delivery (a) and average delivery time (b) of at least
one copy of packets to the addressee

The probability of the system being ready for exchange in a stationary mode
with the multiplicity of packet’s reserve k and the condition of unmistakable
delivery of at least one copy of the packet is calculated as:

P =
n∑

i=1

δi{1 − [1 − (1 − b)L]ki}Ci
npi(1 − p)n−i, (3)

where b is the probability of bit errors, and the multiplicity of packet reserve
ki is determined by the formula (2).

With the adaptive assignment of the reserve transfers’ ratio, depending on
the number of healthy channels and the intensity of the request stream, the
probability of unmistakable backup transfern is determined by the formula (3).
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Fig. 4. The probability of timely delivery (a) and average delivery time (b) of at least
one copy of packets to the addressee

In this case, the multiplicity factor of the reservation ki in the case of the health
of the i channels is defined as the value of j (j = 1,2, ..., i), at which the maximum
probability of unmistakable transfer is reached in the stationary mode:

Maxj(δij{1 − [1 − (1 − b)L]j}), (4)

δij =

{
1, if(Λjν/i) < 1),
0, if(Λjν/i) ≥ 1),

If the requirement of waiting for requests is no more than t0, the probabil-
ity of the system being ready for exchange with the packet reservation ratio k
and the condition of timely delivery of at least one copy of the packet in the
initial state (if all n communication channels and network adapters are opera-
tional) assuming the simplest input stream and exponential service time (packet
transfer) is calculated as [11]:

P (t0) = 1 − [
Λkν

n
e(

Λk
n − 1

ν )t0 ]k,
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For the option without redundant transmissions, the probability of waiting
for packets less than the maximum permissible time is calculated as [6]:

P (t0) = 1 − Λν

n
e(

Λ
n − 1

ν )t0 ,

Considering possible failures of network adapters and communication
channels:

P (t0) =
n∑

i=1

[1 − (
Λkiν

n
e(

Λki
n − 1

ν )t0)ki ]Ci
npi(1 − p)n−i,

where ki is determined by the formula (2).
For real-time systems, the optimal reserve ratio ki in case of i channels health

can be assigned based on the achievement of the maximum probability of a
timely, unmistakable transfer in stationary mode, which in the case of nonexpo-
nential distribution of the packet transmission time can be determined based on
simulation.

As a generalized indicator of the effectiveness of the organization of reserved
transfers for the efficiency status of n channels, we use an indicator reflecting
the delay in unmistakable packet delivery.

M(n, k, Λ) = B(k)(t0 − T (n, k, Λ)), (5)

at the same time, B(k) is the probability of unmistakable delivery of at least
one of k transmitted copies of packets, T (n, k, Λ) is the average residence time of
a packet‘s copy in the system, with the intensity of requests for transfer packets
Λ, t0 is the maximum allowable residence time package in the system.

Taking into account the possible working states of the system with a different
number of failed channels, the indicator M(n, k, Λ) can be modified as:

M(n, k, Λ) =
n∑

i=1

δiB(ki)(t0 − T (i, ki, Λ)), (6)

at the same time, the condition of stationarity of the exchange mode δi is
determined by the formula (1) and the reserve ratio ki can be found by (2) or
when optimizing it based on finding the value ki at which the maximum prob-
ability of unmistakable transferis reached with i channels that have preserved
operability.

4 Simulation Experiments

Simulation models were built in the AnyLogic 7 modeling environment. Exist-
ing simulation models with multi-path reserved transfer [19] do not take into
account the options for organizing distributed queues for access to aggregated
channels, therefore, in this paper, models are developed for conducting simu-
lation experiments taking into account the specified features of the study. For
variants of the organization of reserved maintenances, simulation experiments
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were performed with varying the intensity of the input stream with the values
of O and the multiplicity of reserved transfers.

Fig. 5. The dependence of the probability of timely delivery on the multiplicity of reser-
vation of transfers in the implementation of the general distributed (a) and individual
queues to channels (b).

For variants A and B of the organization of reserved transmissions, a number
of simulation experiments were carried out to determine the dependence of the
probability of timely delivery P (< t0) on the total intensity of the input stream;
at the maximum allowable delay t0 = 2.28 ·10−4 s; bandwidth of communication
channels L = 1 Mbit/s; average packet length N = 1024 bits. The probability
of timely delivery P (< t0) is defined as the ratio of the number of packets
delivered over time to the total number of packets transmitted during this time.
A package is considered to be transmitted successfully if at least one of its copies
is delivered on time. Modeling is carried out for random and marker multiple
access methods.

The dependence of the probability of timely delivery for error-free transmis-
sions on the total intensity of the incoming packet stream when implementing
individual queues to channels with transmission redundancy ratios k = 1, 2, 3
is represented by the curves 1–3, and when implementing a common queue to
all channels, the curves 4–6 in Fig. 3 with a random multiple access method.
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Fig. 6. The dependence of the probability of timely delivery on the multiplicity of reser-
vation of transfers in the implementation of the general distributed (a) and individual
queues to channels (b).

As can be seen from the graph, reserved packet transmission can increase the
likelihood of timely delivery even in the absence of bit errors in the communica-
tion channels. With reserved transmission, taking into account the possibility of
bit errors, the probability of timely delivery of at least one copy of the packet to
the recipient increases. It has been established that redundancy of transmissions
allows to reduce the average delay time with sufficient delivery of at least one
copy of the transmitted packet to the addressee. So the results of simulation to
determine the average delivery delays of the first copy for the above source data
are shown in Fig. 4. The figures show the presence of a reserved transmission
efficiency area.

In Figs. 5 and 6 shows the dependences of the probability of timely delivery
on the multiplicity of reserved transmissions when implementing the general
distributed (a) and individual queues to channels (b). Simulation results at query
flow intensities O = 1000, 2000.3000.4000, 5000s−1 are represented by the curves
1–6, respectively. The results were obtained with the above source data and the
probability of bit errors in the communication channels b = 10−5.

From the presented dependencies, the existence of an optimal multiplicity
of reserved transfers is seen. For the given initial data, the optimal redundancy
ratio is k = 2.
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The simulation results for determining the efficiency of reserved transfers
using the complex criterion (5) of the input stream intensity O are presented in
Fig. 7. The results were obtained with the maximum allowable network delay t0 =
2.28 · 10−4 s; communication channel bandwidth L = 1 Mbit/s; - average packet
length N = 1024; - probability of bit errors in communication channels b =
10−5. The dependencies of the efficiency of reserved transfers when implementing
individual queues for access to channels with transfer reserve ratios k = 1, 2, 3
are represented by the curves 1–3, and when implementing a common queue, for
all channels of transmission reserve ratios k = 1, 2, 3 by the curves 4, 5, 6.

Fig. 7. Dependence of transfer efficiency by the complex criterion M on the intensity
of the input packet stream

In Fig. 8 there are dependency graphs of the efficiency of the system from
the redundancy ratio k (with option B), in which curves 1–3 correspond to the
intensity of the input stream Λ = 300, 500, 800 1/s. Experiments were carried
out with the number of communication channels n = 4 ; bandwidth of each
channel s = 1 Mbit/s; the probability of bit errors b = 10−4; the average length
of packets arriving at the system is L = 2048 bits; The maximum allowable
delivery time is t0 = 0.0005 s.

From the presented graph shows that there is an optimal multiplicity of
reserved transfers, the value of which depends on the intensity of the stream.
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Fig. 8. The dependence of the multiplicative criterion M under option B (λ = 300 1/s
- curve 1, λ = 500 1/s - curve 2, λ = 800 1/s - curve 3) on the redundancy ratio k

Let us compare the efficiency of the exchange options A and B by the average
residence time, depending on the intensity of the stream of requests. In Fig. 9 for
options A and B, the curves 1 and 2 represent the dependencies of the average
times T of packets in the system on the intensity of the input packet stream,
and the curve 3 their differences. From the presented graph it can be seen that,
depending on the intensity of the steam of requests, there is an area of effective
use of options A and B.

From the presented graph shows that there is an optimal multiplicity of
reserved transfers, the value of which depends on the intensity of the stream.

Let us compare the efficiency of the exchange options A and B by the average
residence time, depending on the intensity of the stream of requests. In Fig. 4 for
options A and B, the curves 1 and 2 represent the dependencies of the average
times T of packets in the system on the intensity of the input packet stream,
and the curve 3 their differences. From the presented graph it can be seen that,
depending on the intensity of the steam of requests, there is an area of effective
use of options A and B.
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Fig. 9. Dependence of the average residence time T on the total intensity of the input
streams Λ

5 Conclusion

The possibilities of improving the reliability and timeliness of inter-machine
exchange based on reserved transfers through aggregated channels were
studied.

The effectiveness of reserved exchanges implemented in computer nodes was
analyzed. The efficiency with distributed separate queue for access to each chan-
nel and the general distributed queue for access to all channels was investigated.

The area of considered variants’ effectiveness of the reserved inter-machine
exchange is defined.
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Abstract. The paper considers estimating the average waiting time of
a request in a queue when processing correlated traffic in a hypothet-
ical queuing system M/M/1. We assume that inter-arrival and service
time are correlated with each other. The solution based on the repre-
sentation of the joint cumulative distribution function through the cop-
ula function according to the Sklar’s theorem. A variant has been pro-
posed for establishing the analytical relationship between the mutual
correlation coefficient of the considered time sequences and the Farlie-
Gumbel-Morgenstern copula parameter. To achieve a quantitative result,
the spectral method for solving the Lindley integral equation is used. It
is shown that the presence of mutual correlation decreases the average
time of a request in a queue compared to the case when inter-arrival and
service time are independent.

Keywords: Queuing system · Correlated traffic · Copula function

1 Introduction

It is known [1,2] that traffic in computer and telecommunication networks has
fractal properties. From a theoretical point of view, this means that traffic as a
discrete random process has a correlation function with a long-term dependence
and hyperbolic attenuation. As a result, the series of the consecutive values of
the correlation function is nonsummable and diverges. So, we cannot get satis-
factory results characterizing the operation of network devices strictly following
the assumption that traffic is really a self-similar random process.

On the other hand, there are many examples that the correlation function has
a certain number of significant decreasing counts, which allows us to consider
the correlation function to be finite in time. For example [3], IPTV traffic at
the access level has pronounced correlation properties with a finite correlation
function. Paper [4] describes an experiment based on the simultaneous processing
different types of traffic (Internet of things and video) in a network device. This
experiment showed that the presence of insignificant HTTP traffic of Internet
of things greatly increases the correlation of the arrival flow but the correlation
function also remains finite. Thus, a self-similar random process is not always
c© Springer Nature Switzerland AG 2019
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suitable for describing traffic with correlation properties due to the nonsummable
correlation function. Also, using self-similar process as an arrival flow (traffic) for
a queuing system (QS) describing the operation of any network device assumes
asymptotic approximations. Therefore, QS with a self-similar arrival flow is not
suitable for analytical research [5]. However, we have to take into account the
correlation of the arrival flow in the QS because of presence of positive counts
of the correlation function leads to the bursty traffic, significantly distorts the
queue statistics and worsens the main characteristics of QS [6]. There are a large
number of papers devoted to the analysis of QS with a correlated arrival flow.
A detailed analysis of these works is given in [5].

It is also possible to use renewal correlated flows to simulate correlated traf-
fic. These flows allow reducing the task of processing the correlated traffic to
processing traffic with independent time intervals with modified marginal distri-
butions using index of dispersion of the arrival flow [7,8].

The variety of physical causes indicated in [9] generates traffic where the
inter-arrival time and service time in QS also turn out to be correlated. This
situation is discussed below.

2 Lindley Integral Equation Solution for Estimating the
Waiting Time

The classical queuing theory is based on the assumption that the inter-arrival
time and service time are stationary sequences of random variables with inde-
pendent elements [10,11]. Moreover, independence postulated for elements both
within each sequence and between elements of different sequences. At the same
time, the most important parameter characterizing the quality of service in the
general type QS (G/G/1), namely, the waiting time of a request in a queue can
be determined with the solution of the Lindley integral equation:

F (y) =

∞∫

0−

K(y − x)dF (x), y > 0,

where F (y) is the cumulative distribution function (CDF) of waiting time
for service requests in the queue, K(y) is the kernel of the integral equation,
written as:

K(y) =

∞∫

0

B(y + x)dA(x), (1)

where B(·) is the CDF of service time and A(·) is the CDF of inter-arrival time.
The value of F (0) for a single server QS determines the probability that the

system is empty and has the form F (0) = 1 − ρ [10], where ρ is the utilization
coefficient, ρ < 1. Essential attention is given to a random variable u = η − ν
[10] representing the time difference between the service of the n-th request and
the time interval between the receipt of the n-th and the (n + 1)-th requests.
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As shown in [10] the distribution of the random variable u assumed to be the
same for all n.

The CDF of random variable u is the kernel K(y) of an integral equation
assuming independence of the sequences defining the random variable u.

If the random variables η and ν are correlated (with the correlation coef-
ficient R), then the probability density function (PDF) associated with the
kernel (1) is

d

dy
K(y) = wu(y),

and can only be determined through the joint PDF wη,ν(·, ·) of random variables
η and ν:

wu(y) =

∞∫

0

wη,ν(x, y + x)dx. (2)

3 Synthesis of a Joint Distribution Based on the Copula
Function

If the traffic monitoring system allows to estimate the one-dimensional distribu-
tions wη(·) and wν(·), as well as the correlation coefficient R for sequences η and
ν then we can use the Sklar’s theorem to synthesize the joint PDF [12,13]. This
theorem states that using the concept of a copula, the joint PDF of correlated
random variables X and Y is:

wXY (x, y) = c(WX(x), WY (y))wX(x)wY (y), (3)

where c(u, v) = ∂2C(u, v)
∂u∂v is the derivative of the copula (density).

C(u, v) is the copula function defined on a set [0, 1] × [0, 1], and is essen-
tially a joint CDF on a given set with variables u = WX(x) and v = WY (y).
WX(x), WY (y) are the distribution functions for X and Y .

Copulas are of interest for the synthesis of multidimensional distributions
with the certain dependence of traffic counts. We can describe this dependence
not only by the Pearson correlation coefficient R, but also by others, for example,
the Kendall’s rank correlation coefficient and the Spearman’s coefficient Rs.
These factors operate with the finer structure of the dependence of the traffic
counts.

It is important to choose the correct copula for expression (3), which allow
to obtain an adequate and simple description for the joint distribution. There
are an overview in [13] of some types of copulas and the possibilities of their use
for modeling joint distributions of random variables. In particular, the Farlie-
Gumbel-Morgenstern family with polynomial extension [12] in the form:

C(u, v) = uv [1 + θ(1 − up)(1 − vp)] , (4)

where p is an integer, p = 2, 3, . . . The parameter θ of this copula characterizes
the dependence of traffic counts and satisfies the condition:

−(
max{1, p2})−2 ≤ θ < p−1.
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At the same time, the Spearman’s correlation coefficient Rs(u, v) related to the
θ parameter by the ratio:

Rs(u, v) = 3θ
(

p

p + 2

)2

.

For example, when p = 3 the parameter θ can be within −0.012 ≤ θ < 0, 333,
and the maximum value of Rs(u, v) for a given copula is Rsmax = 0, 36. The
PDF wXY (x, y) with p = 3 and copula (4) is:

wXY (x, y) =
[
1 + θ

(
1 − 3u2

) (
1 − 3v2

)]
wX(x)wY (y), (5)

where u and v are chosen CDFs.

4 Relationship Between the Correlation Coefficient and
the Copula Parameter

Since the interdependence of variables in joint density (5) is determined by the
parameter θ, it is necessary to establish a relationship between the correlation
coefficient R and this parameter. The following version of this relationship pro-
posed in [13].

The correlation coefficient of random variables X and Y is:

R(X,Y ) =
E(XY ) − E(X)E(Y )√

σ2
Xσ2

Y

. (6)

where the mutual average E(XY ) with the selected PDF (5) is:

E(XY ) =

∞∫

0

∞∫

0

xydWXY (x, y) =

∞∫

0

∞∫

0

xyW ′
X(x)W ′

Y (y)dxdy

+ θ

∞∫

0

∞∫

0

xyW ′
X(x)W ′

Y (y)
[
1 − 3W 2

X(x)
] [

1 − 3W 2
Y (y)

]
dxdy.

(7)

The average values and variances from (6) can be easily found for known one-
dimensional distributions wX(x) and wY (y). After substituting (7) into (6) we
can determine the value of the parameter θ.

We should also note that expression (6) loses its meaning with one-
dimensional distributions with heavy tails when variance may tend to infinity,
so it is more expedient to characterize the relationship between X and Y with
the Kendall’s rank correlation coefficient τ .

5 M/M/1 Queuing System with Correlated Traffic

For the sake of simplicity, consider a hypothetical QS M/M/1 where the inter-
arrival time and service time are correlated with the correlation coefficient R
(according to Pearson):

WX(x) = (1 − e−λx),WY (y) = (1 − e−μy),
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The expression (5) will take the form:

wXY (x, y) = λμ
[
1 + θ

(
1 − 3(1 − e−λx)

2
) (

1 − 3(1 − e−μy)2
)]

e−λxe−μy.

After calculating the integrals in expression (7), the relationship between R and
θ will be θ = R

2,592 . For example, when R = 0, 7 will be θ = 0, 27, less than
the allowed value of 0.333 for selected p = 3 for this copula. Figures 1 and 2
show the joint PDF wXY (x, y) for ρ = 0, 5 with different R = 0 (θ = 0) and
R = 0, 7 (θ = 0, 27).

In accordance with (2), the PDF wu( y) satisfying the normalization condition
can now be written as:

wu(y) =
1
Δ

{
λ

1 + ρ
e−μy + λθ

[
αe−μy + βe−2μy + γe−3μy

]}
, (8)

where ρ = λ/μ, α =
2(8ρ2+5ρ+1)

(1+ρ)(1+2ρ)(1+3ρ) , β =
−2(8ρ2+5ρ+2)

(1+ρ)(2+ρ)(2+3ρ) , γ =
(8ρ2+5ρ+1)

3(1+ρ)(3+ρ)(3+2ρ) , Δ is the normalizing factor equal to the value of a definite
integral within the limits (0, ∞) of the function inside the curly brackets.

Figure 3 shows the wu( y) with λ = 0, 2; μ = 0, 4 and R = 0, 7 (θ = 0, 27).
The first term in (8), depicted by a black solid line, characterizes the density
wu( y) for noncorrelated η and ν.

We have to note that it is difficult to distinguish between graphs in Figs. 1,
2 and 3, related respectively to correlated and noncorrelated traffic, although
the difference in the expressions is significant. We can explain this by saying
that in either case we use exponential distributions.The difference will be more
noticeable for quantitative results for non-exponential types of traffic.

If we also use the spectral method for solving the Lindley integral equation
as in [10], then the main problem for obtaining F (y) is the factoring problem of
the right side of the expression:

K ′(s) − 1 =
ψ+

ψ−
,

where the functions ψ+ and ψ− should be analytical without right half plane
zeros for ψ+ and in the Re(s) < D half plane for ψ− (D > 0 was selected during
decomposition). Therefore, the choice of reasonable approximations for K ′(s) is
always justified, leading to the expression K ′(s) − 1 being a rational function of
s. For example, we can use hyperexponential distributions that can approximate
densities wη(·) and wt(·).

The kernel derivative (8) has been already represented as the sum of expo-
nential functions. The Laplace transform from (8) is:

K ′(s) =
λ

Δ

{
[1 + αθ(1 + ρ)]

1 + ρ
· 1
s + μ

+
βθ

s + 2μ
+

γθ

s + 3μ

}

=
k1

s + μ
+

k2
s + 2μ

+
k3

s + 3μ
,

(9)
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Fig. 1. Joint exponential distribution with R = 0 (θ = 0).

Fig. 2. Joint exponential distribution with R = 0, 7 (θ = 0, 27).
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Fig. 3. Probability density function wu( y).

where the k1, k2 and k3 are obvious from the first line of the expression.
As a result, for decomposition K ′(s) − 1 = ψ+

ψ−
we can write:

ψ+

ψ−
=

(s − s1)(s − s2)(s − s3)
(s + μ)(s + 2μ)(s + 3μ)

,

where the roots si, i = 1, 2, 3 can be found from the solution of the equation:

s3−s2(k1+k2+k3−6μ)−sμ(5k1+4k2+3k3−11μ)−μ2(6k1+3k2+2k3−6μ) = 0.

The numerical solution gives s1 = −1, 1; s2 = −0, 87; s3 = 0, 03. This allows
us to select functions ψ+ and ψ− as

ψ+ =
(s − s1)(s − s2)(s − s3)
(s + μ)(s + 2μ)(s + 3μ)

, ψ− =
1

(s − s3)
.

Following [10], we introduce the function Φ+ - the Laplace transform of the CDF
of the waiting time of a request in a queue. Also Φ+ can be defined as Φ+ = K0

ψ+
,

where K0 = (1−ρ)
λ ψ−(0).

Finally, we can find the average waiting time of a request in a queue using
a derivative of the characteristic function ϕ(s) = sΦ+(s) of PDF of the waiting
time in a queue:

E(WR) = − dφ(s)
ds

∣∣∣∣
s=0

. (10)

Now we can compare E(WR) with the E(W ) - the average waiting time of a
request in a queue for M/M/1 system with noncorrelated traffic using expres-
sion E(W ) = ρ/μ(1 − ρ). So, E(W ) = 2, 5 with ρ = 0, 5; μ = 0, 4 and using
expressions (10) and (9) E(WR) ≈ 2, 03 with R = 0, 7 and ρ = 0, 5; μ = 0, 4.
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6 M/G/1 Queuing System with Correlated Traffic

This section focuses on the effect of correlated inter-arrival time and service time
for M/G/1 queuing system. Here for the M/G/1 QS the Weibull distribution is
selected as a distribution of service time intervals:

w(x) =
α

β

(
x

β

)α−1

e−( x
β )α

, x ≥ 0,

and it follows from expression (5) that:

w2(x, y) =
[
1 + θ

(
1 − 3

(
1 − e−( x

β )2
)2

)(
1 − 3

(
1 − e−λy

)2)]

× 2
β

(
x

β

)
e−( x

β )2λe−λy.

Here λ is the arrival rate, and α = 2.
The following integrals from [14]:

∞∫

0

exp
(

−x2

4η
− γx

)
dx =

√
πηeηγ2

[1 − Φ(γ
√

η] , Re η > 0,

∞∫

0

x exp(−μx2 − 2νx)dx =
1
2μ

− ν

2μ

√
π

μ
e

ν2
μ

[
1 − Φ

(
ν√
μ

)]
,

Re μ > 0, |arg ν| <
π

2
,

where Φ(x) = 2√
π

x∫
0

e−t2dt, helps to obtain the derivative of the kernel of the

Lindley integral equation:

K ′(u) = λe
− u2

β2

{
1 − λβ

√
π

2
exp

(
(2u + λβ2)2

4β2

)[
1 − Φ

(
2u + λβ2

2β

)]}
. (11)

The graph of the derivative of the kernel according to (11) is shown in Fig. 4
for β = 1 and λ = 1. It coincides with the plot of PDF of the random value
u = η − ν for independent η and ν.

Now, using (2) it can be written for w2(y, x + y):

w2(y, x + y) = S + θ · S×[
1 − 3

(
1 − e−( x+y

β )2
)2

−3
(
1 − e−λy

)2
+ 9

(
1 − e−λy

)2(
1 − e−( x+y

β )2
)2

]
,

(12)

where S = 2
λ

β

(
x+y

β

)
e−λye−( x+y

β )2 .
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Fig. 4. The derivative K′
R(u) of the kernel of the integral equation

We made the following approximation for Φ(·) [15] for calculating the two-
dimensional PDF (12):

Φ(x) = 1 − (a1t + a2t
2 + a3t

3)e−x2
, t =

1
1 + qx

,

with parameters q = 0, 47047; , a1 = 0, 34802, a2 = −0, 09587, a3 =
0, 74785. For K ′

R(u), the obtained result is presented in Fig. 5 for different values
of the θ parameter (θ = 0, 1; 0, 2; 0, 45). The graph for K ′(u) (11), corresponding
to the case θ = 0 value, is also given. The difference between these graphs
characterizes the effect of correlation on the form of the kernel of the Lindley
integral equation and on the distribution of the delay time of a request in the
M/G/1 QS with correlated traffic.

The correlation coefficient R can be determined according to the expressions
(6) and (7). For the Weibull distribution the mean and variance are:

E(X) = βΓ

(
3
2

)
=

β
√

π

2
, σ2

X = β2

[
Γ (2) − Γ 2

(
3
2

)]
= β2

[
1 −

(√
π

2

)2
]

,

and for exponential distribution:

E(Y ) =
1
λ

σ2
Y =

1
λ2

.

Now, the relation between R and θ can be written in the form:

R =
β
λ

(√
π
2 + θ · 0, 337

)
− β

√
π

2λ√
β2

λ2

[
1 −

(√
π
2

)2
] = θ · 0, 728. (13)
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with the values β = 1 and λ = 1.

Fig. 5. K′
R(u) with the different values of θ.

It follows from (13) that for the chosen copula and parameter α = 2 for the
Weibull distribution, expression (13) is valid for any choice of the remaining
parameters of distributions. Inequality −1 ≤ θ < 0, 5 defines the boundaries for
the change of θ parameter for a given copula and it follows from (13) that:

−0, 728 ≤ R < 0, 364.

Now it is possible to determine the θ parameter and solve the Lindley equation
with any kernel defined (Fig. 5) for a given value of the correlation coefficient R.
As it was shown before, the Laplace transform from the derivative of the kernel
is desired to be a rational function for the solution of Lindley integral equation.
So, K ′

R(u) is approximated here with the sum of decaying exponentials. The
form of the distributions presented in Fig. 5 allows to use such an approximation:

K̂ ′
R(u) ≈

N∑
i=1

qie
−γiu,

where qi, γi, i = 1, N are determined provided that K̂ ′
R(u) and K ′

R(u) coincide
with a minimum approximation error.
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The following approximation procedure can be suggested here. N points on
the curve for K ′

R(u) are selected where the curves need to be matched, and a
system of 2N nonlinear equations relative to unknowns qi, γi is created. The
system is solved by the Newton-Kantorovich method, for example. The form
of the curve K ′

R(u) with θ = 0, 45 allows us to consider the simplest case for
N = 2. The solution gives an approximation in the form:

K̂ ′
R(u) ≈ q1e

−γ1u + q2e
−γ2u, (14)

with parameters q1 = 0, 05; q2 = 1, 09; γ1 = 2, 47; γ2 = 1, 8.
The idea of using approximation in the form of the sum of decaying exponents

is in the extreme simplicity of the spectral method of solving the Lindley integral
equation at approximation of this type.

The determination of the average waiting time of a request in the queue is
reduced now to the analysis of some equivalent QS M/Ĝ/1, where the correlation
properties are determined by the parameters of distribution Ĝ , i.e. parameters
K̂ ′

R(u).
For approximation (14) using the spectral method of solving the Lindley

equation, it can be shown that:

K̂ ′
R(s) =

q1
γ1 + s

+
q2

γ2 + s
, ψ+(s) =

(s − s1)(s − s2)s
(s + μ1)(s + s2)

,

where s1 = −2, 445 and s2 = −0, 685 are the roots of the numerator of the
expression q1

γ1+s + q2
γ2+s − 1.

In this case, the characteristic function of the waiting time of the request in
the queue is determined as φ(s) = ks

ψ+(s) , and the constant k is k = lim
s→0

ψ+(s)
s .

After calculating φ(s), the average waiting time in the queue is calculated using
the expression:

E(WR) = − dφ(s)
ds

∣∣∣∣
s=0

For our case, it is easy to obtain: E(WR) = 0, 914 units of time.
In the absence of correlation, the value of E(W ) for the M/G/1 QS is deter-

mined with the Pollaczek-Khinchine formula:

E(W ) =
λ(τ2)

2(1 − ρ)
,

where (τ2) is the second moment of the distribution of the service time.
For the Weibull distribution used with the parameters α = 2, β = 1:

(τ2) = β2Γ

(
1 +

2
α

)
= Γ (2) = 1

Considering ρ = λ(τ) = λβΓ
(
1 + 1

α

)
= Γ (1, 5) =

√
π
2 (since λ = 1 was accepted

above), E(W ) = 4, 386 units of time. The analysis shows that for the M/G/1
QS, the correlation between the inter-arrival time and the service time leads to
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a more noticeable decrease in the waiting time of the request in the queue than
in the M/M/1 QS, compared to the case when the time intervals considered are
independent.

7 Conclusion

This result shows that the presence of a correlation between the inter-arrival
time and service time decreases waiting time of the request in the queue. It is
not unexpected because of certain “consistency” of the mentioned intervals can
occur due to presence of a correlation. Therefore, this may lead to decrease in
the waiting time for a request in the queue.

Finally, use of the copula function allows us to investigate the behavior of any
network node simulated by the general type queuing system processing correlated
traffic, which certainly expands the possibilities of the classical queuing theory.
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Abstract. We explore multi-orbit retrial system with classical retrial
policy. Arrivals enter the system according to renewal input. A random
customer belongs to class j with a given probability pj , j = 1, · · · , K.
If new arrival, meets the server busy, it joins to corresponding infinite
capacity orbit and then retries to attack server after a random time
interval distributed as ξ(j). The main feature of considered system is
general distribution of retrial times. Our goal in this paper is to verify
the stability by exploring the behavior of orbit dynamics for different
distributions of ξ(j) under the sufficient stability condition, obtained for
the systems with exponential and NBU retrials.

Keywords: Retrial system · Classical retrial policy · Stability ·
General retrials

1 Introduction

The paper deals with a single-server K-class retrial model with a classical policy.
Arriving customers enter the system according to renewal input with a given rate
λ. A random arrival belongs to a class j = 1, · · · ,K with a probability pj > 0
and has class dependent service time distributed as S(j). In case the server is
busy, a customer joins the corresponding j-th virtual buffer (so called orbit) and
retry to access server after a random time interval ξ(j) until the server is found
idle. Such intervals are considered independent and identically distributed within
the class. As retrial discipline is classical, all orbital costumers make independent
attempts and total class j retrial (or orbit) rate is proportional to corresponding
orbit size.

Retrial queuing systems are successfully used in simulation of a wide class
of models like modern wireless telecommunication systems, cellular mobile net-
works or multi-access protocols, where rejected packages are sent again after
some waiting period. Other important field of application are call centers. In
such a model customer, who finds a busy operator, decides to call again after
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some time and independently of other callers. Thus, with a growth of failures,
the number of “secondary” calls (analogue of orbit customers) also increases, and
that leads to a bigger attack to the server. The significant feature of considered
model is a general distribution of retrial times ξ(j). Unlike usually-mentioned
models with exponential retrials, the presented system could be useful for a
wider class of applications.

Regarding to the overview of retrial theory it is worth mention such a signifi-
cant works as [1–4]. Note, that most of research in this field is dedicated to more
widespread single-class models with exponential retrials like in [5–8]. In that
case authors may rely on Marcovian theory and establish explicit statements for
stability conditions or stationary characteristics.

One of the first results, obtained for single-server single-class retrial model
with non-exponential retrials is presented in [9]. Authors analyzed stability
region for a general retrial queue. Stability analysis of multi-server single-class
system with classical retrial discipline was extended in [11]. The research was
based on regenerative approach. Later, stability of a single-class multi-server
retrial model with generally distributed retrial times has been analyses in [10],
where method was based on fluid model equations. And the original model was
reduced to its deterministic analogue.

The stability of general multi-class retrial queueing systems with the renewal
input, general class-dependent service time and with exponential class-dependent
retrial times were studied in [12]. Authors established that considered system is
stable if and only if the number of servers is greater, than load coefficient. The
necessary condition for such a system was obtained basing on balance equation
for the workload process, while the proof of sufficiency relied on regenerative
method. Results, presented in [12], were extended in recent work [13] for more
general case of multi-class system, where distributions of retrial times ξ(j) has
so-called New Better than Used (NBU) property.

Our goal in this paper is to explore multi-class retrial system and verify by
simulation the stability of general-retrials case, basing on known results for cor-
responding exponential and NBU retrials system. Namely, we investigate system
behaviour under sufficient stability conditions, obtained in [12] for multi-server
system with exponential distribution of ξ(j) and extended in [13] for single-server
system with NBU retrials.

The paper is organized as follows. Section 2 contains the detailed description
of presented model. Section 3 includes some preliminary results for the stability of
related multi-class model with exponential and NBU retrials. Section 4 presents
simulation results for two-class system in which retrial times ξ(j) have class-
dependent distribution. We demonstrate, that under the sufficient condition,
obtained for exponential and NBU cases, orbits in considered system are also
stable. Moreover, we illustrate that, varying orbit rates in stable regime, we can
manage the behavior of the system. Section 5 concludes the paper.
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2 Description of the Model

We construct a single-server bufferless retrial system with classical retrial policy.
Consider a sequence of inter-arrival instants {tn, n ≥ 1}, assume t0 = 0. As
input stream is renewal, inter-arrival times τn = tn − tn−1 are independent and
identically distributed (i.i.d.). We define the generic arrival interval by τ and
obtain the input rate as λ = 1/Eτ .

The system accepts K ≥ 1 classes of customers. Note, that a random arrival
belongs to class j = 1, . . . , K with a probability pj > 0 and assume {S

(j)
n , n ≥ 1}

are i.i.d. service times for the corresponding class (with a generic element S(j)).
Thus, the j-th class input and service rates are defined as

λj = pjλ, μj = 1/ES(j), (1)

respectively.
If the j-th class arrival meets the server busy, it is not lost, but joins the

corresponding virtual infinite capacity orbit and then tries to call the server
again after a random time interval distributed as ξ(j) (so called inter-retrial
time). Define by N (j)(t) the size of orbit-j at time instant t. Thus, the total
orbit is obtained as follows:

N(t) = N (1)(t) + · · · + N (K)(t). (2)

The considered model is organized according to classical retrial policy: all orbit
customers makes independent attempts. Thus, total retrial rate is proportional
to orbit size (number of orbit customers). Namely, every orbit customer attacks
the server with a rate gj = 1/Eξ(j) until successful attempt. Although the value
gj is often called retrial (or orbit) rate, it represents the behavior of individual
calls. Actual (or total) rate from class-j orbit at instant t consists of summary
attempts of all N (j)(t) customers.

When N(t) > 0 after a departure, the server would stay idle up to the first
orbital attempt. Namely, the operator stays empty, while customers are still
waiting in the system, such an effect reduces the capacity. The classical retrial
policy implies, that with a growth of N(t), orbit streams become more intensive,
and gaps between attempts decrease. It means, that more loaded system becomes
more effective.

Note, that the only reason and indicator of stability is infinite growth of orbit
size N(t). The stability region (appropriate values of input parameters λj , μj , gj ,
which provide stable orbit) could be establish analytically for Markov case. For
more general models we can rely on regenerative approach. Consider a queue
process {ν(t), t ≥ 0} ∈ {0, 1}. Namely, it indicates the server state (idle/busy)
at instant t. Then construct the process X(t) = ν(t) + N(t) – total number
of customers at instant t. For its discrete analogue Xn = X(t−n ) consider the
sequence as follows:

βn+1 = inf
k

(
k > βn : Xk = 0

)
, β0 = 0, n ≥ 0. (3)
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Thus, βn indicates the actual number of arrival, which joins totally empty sys-
tem. At time instants {tβn

} the system starts over in stochastic sense or regen-
erates. The sequence {βn, n ≥ 0} denotes regeneration points. The lengths of
regeneration cycles αn+1 = βn+1 − βn are i.i.d. Denote generic length by α. We
consider zero initial state X(0) = 0. If the mean cycle length is finite:

Eα < ∞, (4)

then basic regenerative process X is called positive recurrent. The demand of pos-
itive recurrence is a necessary condition for application of regenerative method,
which could be effectively used for analysis of a wide class of stochastic models
and estimation of QoS parameters. Namely, the fulfillness of (4) is equivalent,
that considered retrial system is stable.

3 Preliminary Results

In this section we present some stability results, established for related systems.
We rely on these results in further analysis. First, denote the class-j load coeffi-
cient by ρj := λj/μj , which implies the total load coefficient

ρ := ρ1 + · · · + ρK . (5)

In [12] was obtained that m-server multi-class retrial system with exponential
retrials is stable if and only if

max
1≤j≤K

P(τ > S(j)) > 0, (6)

ρ < m. (7)

The proof of necessity is based on the balance equation for the workload process
and does not depend on retrials-times distribution. Assume, that Aj(t) is the
number of class-j arrivals, D(t) and R(t) are total departed and remaining work,
respectively in the interval [0, t). It is easy to evaluate, that

K∑
j=1

Aj(t)∑
n=1

S(j)
n = R(t) + D(t). (8)

Dividing both parts of (8) by t and taking t → ∞, we obtain (7). The condition
(6) is automatically implied for unbounded τ (holds for the most considered
models). Necessary stability condition from [12] could be easily extended to the
case of general retrials. Thus, if considered single server system is stable, then
ρ < 1.

The recent paper [13] explored the stability of multi-class system with a
specific distribution of inter-retrial times. The sufficient stability condition was
obtained for the case, when distributions ξ(j) have so called New Better than
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Used (NBU) property. Namely, for x, y ≥ 0 and j = 1, . . . ,K the following
inequality holds

P(ξ(j) > x + y|ξ(j) > y) ≤ P(ξ(j) > x). (9)

Authors in [13] also assumed the unbounded inter-arrival time τ :

P(τ > x) > 0, x ≥ 0, (10)

zero initial state X(0) = 0 and established the following result.
Consider ξ(j) belongs to NBU distributions and

inf
x

P(ξ(j) ≤ x) > 0, j = 1, · · · ,K. (11)

If the condition
ρ < 1 (12)

holds, then single-server K-class retrial system is stable.
The proof is based on regenerative approach. As the stability is equivalent

to the positive recurrence of a basic regenerative process X, its enough to show,
that mean cycle length is finite Eα < ∞. In this framework, under the condition
(12) authors established the negative drift of the orbit size process.

Let Nn = N(t−n ) define a discrete analogue of total orbit process, considered
in arrival instants {tn, n ≥ 0}. The NBU retrials and condition (11) are technical
requirements, which are used to establish, that mean interval between retrial
attempts from all K orbits converges to zero with a growth of total orbit size.
That makes possible to show, that under the assumption Nn ⇒ ∞, the mean
idle period EΔn among the arrival interval τn convergence to zero, as n → ∞.
Meanwhile, the condition ρ < 1 implies EΔn �→ 0. Thus, the assumption leads
to contradiction and

Nn �⇒ ∞, n → ∞, (13)

The process Nn visits a bounded set infinitely often. This makes possible to
show, that remaining regeneration time

β(n) = min
k

(βk − n : βk − n > 0) (14)

does not go to infinity. By the regenerative theory, the result

β(n) �⇒ ∞, n → ∞ (15)

is equivalent to condition Eα < ∞ and the system is stable.
Basing on stability analysis from [12,13], we can assume, that ρ < 1 is a suf-

ficient stability condition of considered multi-class system with general retrials.
In this way we had to rely on simulation and explore the orbit dynamics N

(j)
n

in case the load coefficient is less than number of servers.
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4 Simulation

In this section we present some numerical results related to single-server retrial
system with two classes (two orbits). With no loss of generality, we consider
Poisson input and exponential service times and investigate orbit dynamics for
different distributions of inter-retrial times ξ(1), ξ(2). In all configurations we
consider the fulfillness of condition

ρ1 + ρ2 < 1 (16)

and expect, that considered system is stable. As the orbit behavior illustrates
the stability, we explore the dynamics of mean orbit sizes N

(1)
n , N

(2)
n for both

classes of costumers.
In all experiments we consider 10 000 arrivals (n = 1, · · · , 10 000) and con-

struct average orbit sizes over k = 300 independent paths for each arrival instant
as follows:

MN [j]n =
1
k

k∑
i=1

N (j)
n (i), (17)

where i indicates the number of replication, j = 1, 2 is associated with the class
and n shows the number of arrival.

We explore a few distributions of inter-retrial times to verify the stability of
considered system. It is expected, that light load (small values of ρ) will provide
bounded mean orbit sizes, thus we are interested in configurations which shows
the system near to the stability border and consider ρ close to 1.

First, assume Weibull distribution of ξ(j). We define scale parameter fixed
and equal to 1 and shape parameter denoted by wj :

P(ξ(j) ≤ x) = 1 − exp(−xwj ), j = 1, 2. (18)

The corresponding orbit rates are defined via Γ (Gamma-function) as follows

gj =
1

Eξ(j)
=

[
Γ

( 1
wj

+ 1
)]−1

. (19)

Weibull distribution changes its stochastic properties for different values of wj .
Namely, for wj > 1, the property (9) holds and inter-retrial times belong to the
NBU class. For wj < 1 the distribution of ξ(j) belongs to opposite New Worse
Than Used (NWU) class and

P(ξ(j) > x + y|ξ(j) > y) > P(ξ(j) > x). (20)

Note, that for wj = 1 retrials are exponential and we obtain equality in (9).
As the sufficient condition for NBU retrials was established in [13], we explore
NWU case.

Consider retrial rate as a function of corresponding shape parameter gj =
gj(wj) and let wj ∈ (0, 1]. By the properties of Gamma-function, gj monotoni-
cally increases with respect to wj and

lim
wj→0

gj(wj) = 0, gj(1) = 1. (21)
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We assumed ρ1 < ρ2 (the 2-nd class customers provides bigger load) and explore
different relations of retrial rates g1, g2. We illustrate just a few numerical exam-
ples, as tests for other configurations had shown rather similar results.

The set of parameters, which corresponds to the system with Weibull retrials
is presented in Table 1.

Table 1. Configuration for Weibull retrials system.

Test j λj μj ρj ρ wj gj

1. 1 0.50 2.00 0.25 0.91 0.90 0.92

2 1.00 1.50 0.66 0.40 0.30

2. 1 0.50 2.00 0.25 0.91 0.40 0.30

2 1.00 1.50 0.66 0.90 0.92
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MN[1]_n,  g_1=0.92
MN[2]_n,  g_2=0.30

Fig. 1. Weibull retrials, test 1.: ρ1 = 0.25, ρ2 = 0.66.

Figure 1 illustrates the case of more intensive 1-st class retrials g1 > g2. The
2-nd class customers arrives to the system and load the server more actively
ρ2 > ρ1. Thus, the second mean orbit systematically dominates the first one.
The simulation results had shown, that both orbits are stable.

Figure 2 presents the system with the same set of load parameters, as on
Fig. 1, but consider opposite relation of retrial rates: g1 < g2. However ρ1 < ρ2,
the 1-st class orbit is more loaded. This phenomenon is explained by rate values:
the 2-nd class retrial attempts are more intensive and unload the orbit faster.
Thus, we can conclude that the appropriate choice of orbit rates can redistribute
server attacks between two classes.
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MN[2]_n,  g_2=0.92

Fig. 2. Weibull retrials, test 2.: ρ1 = 0.25, ρ2 = 0.66.

Next we explore the system with Pareto retrials. Define the basic parameter
by αj > 1 and the scale parameter fixed equal to 1. Thus,

P(ξ(j) ≤ x) = 1 − x−αj , x ≥ 1, (22)

the orbit rate is obtained as

gj =
αj − 1

αj
∈ [0, 1) (23)

and monotonically increases with respect to αj . The set of parameters for the
system with Pareto distribution of inter-retrial times is presented in Table 2.

Choosing the configuration, we relied on the same approach as for the Weibull
retrials system. First test describes the case of more loaded 2-nd class orbit:
more intensive arrivals λ2 > λ1, slower service μ2 < μ1 and less aggressive orbit
attempts g2 < g1. In second test we consider more intensive orbit 2.

Figure 3 illustrates joint results for both experiments. Black lines present
the case, when the 1-st class attempts is more intensive (α1 = 20, α2 = 1.2),
and grey lines are related to opposite case (α1 = 1.2, α2 = 20). Note, that we

Table 2. Configuration for Pareto retrials system.

Test j λj μj ρj ρ αj gj

1. 1 0.40 2.00 0.20 0.90 1.20 0.95

2 0.70 1.00 0.70 20.00 0.17

2. 1 0.40 2.00 0.20 0.90 20.00 0.17

2 0.70 1.00 0.70 1.20 0.95
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simulate the system for n = 10 0000 arrivals, but present MN [j]n dynamics only
for n = 5000, as further behavior does not significantly influence for the results.

Fig. 3. Pareto retrials: two systems comparison ρ1 = 0.2, ρ2 = 0.7.

As in Weibull case, experiments for Pareto retrials illustrate that both orbits
are stable, even the 2nd orbit in first test (black dash line). And rates gj signif-
icantly influences to orbit behavior: in 2-nd test MN [1]n systematically domi-
nates MN [2]n, while 1-st class load coefficient is less then the 2-nd one.

Last, we present simulation results for a model with Uniform distribution
(U) of inter-retrial times. Note, that considered system is quite similar to the
multi-class queueing system with infinite buffer, where the demand ρ < 1 is also
a stability criterion. The main difference between systems is that in retrial model
rejected customers does not enter the server immediately, as it became idle. We
additionally construct 2-class infinite-buffer and single server queueing system
with the same inter-arrival times and same distribution of service times, as in
original retrial system. Note, that total queue in such auxiliary model contains
of two components Q(1)(t), Q(2)(t), which correspond to different classes. We
can expect, that total orbit N(t) will dominate the total queue in corresponding
queuing system at time instant t. Our goal is to simulate both systems and
present for n = 5000 arrivals the dynamics of mean orbits MN [j]n and mean
queue components (among k = 300 independent paths):

MQ[j]n =
1
k

k∑
i=1

Q(j)
n (i), (24)
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Table 3. Configuration for Uniform retrials.

j λj μj ρj ρ ξ(j) gj

1 0.30 1.00 0.30 0.90 U [0, 0.5] 4.00

2 1.20 2.00 0.60 U [4, 5] 0.22

Fig. 4. Retrial system vs. Queuing system, ρ1 = 0.3, ρ2 = 0.6. (Uniform retrials.)
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Fig. 5. Uniform retrials, MN [2]n dynamics.
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where Q
(j)
n (i) denotes the j-class queue component just before time instant tn

in i-th independent replication. The set of common parameters for considered
systems is presented in Table 3.

Figure 4 demonstrates results related to both systems. Note, that in this
configuration, the 2-nd class orbit is significantly grater than the 1-st class orbit
and queue size components. The dynamics of MN [2]n is presented in Fig. 5 in
more appropriate scale, the second orbit is stable. The main interest relates to
the 1-st class. The situation is rather surprising: the queue size dominates the
orbit. As in previous cases, the obtained results illustrates, that varying the orbit
rate, we can unload (at least) one of the orbits and manage the system behavior.

5 Conclusion

We explored the behavior of multi-orbit (multi-class) retrial system with gen-
eral distributions of inter-retrial times under the sufficient stability condition
obtained in [12,13] for the system with exponential and NBU retrials, respec-
tively. All experiments had shown that orbits are stable. Thus, we can expect,
that criterion ρ < 1 could be considered the sufficient stability condition of pre-
sented system. We also demonstrated, that appropriate choice of orbit param-
eters could redistribute server attacks among different classes and unload the
required orbit, independently of marginal load coefficients. Such an approach
could be useful in modeling of systems with priority-like policy.
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Abstract. The paper describes approach to reliability analysis of sys-
tems with cyclic mode of operation, in which recovery actions after
failures become possible only in offline mode. Theoretical basis of this
investigation is continuous-time discrete state Markov processes. Com-
plex reliability measure which is both cumulative and instantaneous is
created for investigation of operative availability of such systems. Step
by step schema for calculating operative availability index is suggested.
Results of analysis of main redundant configurations of these systems
with imperfect fault coverage are presented.

Keywords: Availability · Built-in-test · Fault coverage · Hybrid
recovery · Latent faults · Markov process · Reliability · Testability

1 Introduction

We consider reusable cyclic systems with built-in-test (BIT) whose duty cycle
consists of a target operation phases (TOP), repair phases (RP), inspection and
maintenance phases (IMP). Mission profile of such systems is shown in Fig. 1.
During the TOP phase, the system is on-line and operates as intended. When
the system is online (target operation phase), recovery is not possible, and infor-
mation about failures detected by the BIT is recorded in the onboard computer
memory. Recovery becomes possible only in offline mode after performing oper-
ation phase. During repair phase, only those components whose failures were
detected by the built-in-test are recovered. The imperfect fault coverage of the
BIT results in imperfect system recovery during RP phase (system renewal per-
centage < 100%). Full system recovery occurs during IMP after every m cycles
each of which includes operation phase (TOP) and repair phase (RP). At the
phase of inspection and maintenance all faults are eliminated, including latent
(hidden) faults that were not detected by the BIT. Detailed inspection, func-
tional checks, servicing, repairing or replacing of faulty components support
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100% system renewal during IMP. Systems with such a maintenance program
are called hybrid recovery systems (HRS). Classical logical-probabilistic reliabil-
ity analysis methods including fault-trees and reliability block diagrams has been
intensively applied to engineering problems [1–3]. Logical-probabilistic methods
are based on the construction of a Boolean function relating the state of the sys-
tem with the states of its elements. The resulting Boolean function is transformed
to a form that allows to replace logical variables by corresponding probabilities.
Static models of these methods for the case of repairable systems allow us to
calculate only the differential (instantaneous) reliability indicators determined
at the time instant t and not describe system reliability behavior as the process
developing in time. So, they are not suitable for investigation of the systems
with hybrid recovery.

Fig. 1. Mission profile of hybrid recovery system.

Markov modeling allows taking into account dynamic features of reliability
behavior, imperfect built-in test equipment leading to the presence of undetected
failures, smart recovery strategies. In addition, dynamic Markov models allow
you to calculate all the main dependability measures both for repairable and non-
repairable systems. These measures are instantaneous indices (e.g. availability
at the time instant); interval indices (e.g. reliability during the time interval),
time-independent stationary indicators (e.g. mean time between failures). Conse-
quently, Markov processes can be directly applied to reliability analysis of HRS.
However, the state space explosion; stiffness of transient solution of Kolmogorov
equations (or ill-conditionality for stationary case); limitation to exponential
distribution of random time variables of the model are well known drawbacks
inherent in Markov models. The problem of large size of the Markov model can
be solved by decomposition and aggregation of the model parts and by automa-
tion of the model construction. Successful implementations of this approach are
dynamic failure trees [4] and Boolean logicdriven Markov processes [5]. The tech-
nique of merging states of a Markov model is described in [3, pp. 141–144].

Different approaches to numerical evaluation of Markov model transient
behavior were presented in [6,7]. They are uniformization, an explicit solution
method (Runge-Kutta) and special stable implicit method (TR-BDF2). Here we
apply efficient method based on evaluation of matrix exponential at a small step
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[8, pp. 81–112]. This method ensures a fast and accurate transient solution of
stiff systems of differential equations.

In our opinion, the restriction of the Markov model to the exponential dis-
tribution is not so important. At the design stage, we dont have, as a rule,
objective information about the distribution functions of random time variables
of the model. In addition, all generally accepted standards of reliability predic-
tion [9] and Data Bases [10,11] of failure parameters of electronic and nonelec-
tronic parts are oriented specifically to the exponential distribution. Therefore,
we believe that the assumption of exponentiality is quite acceptable and appro-
priate, especially in terms of practical calculations of system reliability.

2 Computational Schemes for Calculating Reliability
Indices of HRS

The main criterion of dependability of a system with hybrid recovery is the
probability that at the beginning of the (j +1)th TOP it is available and will be
operational during the time interval (Tj+1)

A(tj , Tj+1) =
∑

i∈Ωg

Ai(tj)Ri(Tj+1) (1)

where Ωg is the set of operational system states; Tj+1 is duration of target
operation phase (j + 1); j = 0,m; Ri(Tj+1) is system reliability for the time
interval (tj , tj+1) provided that (j + 1)th TOP starts from state i; Ai(tj) is the
probability that the system state is i at the time instant tj .

Let the number of states of Markov reliability model of the HRS be n. Let
Ωf be the set of failed system states. For reliability calculation the states from
Ωf are absorbing states, so they can be merged into one state. Let it be the state
with the number n. Then the system of Kolmogorov differential equations is

P ′(t) = P (t)Λ (2)

where Λ is n×n infinitesimal matrix of transition rates; P (t) = (P1(t), P2(t), . . . ,
Pn(t)) is row-vector of state probability at time instant t; initial condition vector
is P (0) = (P1(0), P2(0), . . . , Pn(0)).

Our task is to assess the trend of operative availability based on the results of
calculating the index (1) at intervals (T1, T2, . . . , Tm). To do this, we need to solve
system (2) m times, each time forming a new vector of initial conditions. The
vector of initial conditions is formed on the basis of the solution at the previous
step. It takes into account that all failures detected by the BIT are eliminated
during the recovery phase. Therefore, the probability of finding the system in
the original good state (i = 1) increases by the total probability of states with
detectable failures. Thereby P (0)(0) = (1, 0, . . . , 0) for the first interval T1. For
subsequent intervals (T2, T3, . . . , Tm), the components of the vector P (j)(0) are
determined by the rule

P
(j)
i (0) =

⎧
⎨

⎩

P1(tj) +
∑

i∈Ωbit
Pi(tj) if i = 1

Pi(tj) if i ∈ Ωnbit

0, if i ∈ Ωbit

(3)
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Hear Ωbit is the set of system states with at least one detected by BIT failure;
Ωnbit is the set of system states with only latent failures; i = 1, n; j = 1,m − 1.

The method of calculating initial vector will be demonstrated on specific
examples of the next section.

System reliability over the time interval Tj under initial conditions calculated
by (3) is operative availability

R(Tj+1) =
n−1∑

i=1

Pi(tj+1) = A(tj , Tj+1) (4)

As a result of step-by-step calculation of the complex indicator (1), a curve of
operative availability of a system with a hybrid recovery is formed.

3 Markov Reliability Models of Main Redundant
Structures

Hybrid recovery cannot be implemented without the use of structural and/or
functional redundancy. The redundancy of the components of technical or func-
tional structure allows the system to perform the task on the time interval of
operational phase in the presence of both hidden and BIT detected failures. The
failure rate of channel (element) of redundant structure is denoted by λ.

Let us construct Markov reliability models of the main redundant structures
duplicate (1 out of 2), triple (1 out of 3), majority (2 out of 3). When constructing
the model, a channel (element) is considered as consisting of two parts - covered
and uncovered by BIT. In general, the BIT coverage (fault detection percentage)
can be defined as the conditional probability of detecting a failure, provided that
the failure has occurred: η = 1−e− ∫ t

0 λbit(τ)dτ

1−e− ∫ t
0 λ(τ)dτ

, where λbit failure rate of covered

by BIT part; λ failure rate of channel (element). In the case of the exponential
distribution of random time to failure and λt � 1 η = λbit

λ . Thereby failure rate
of the covered part is ηλ, the failure rate of uncovered part is (1 − η)λ.

3.1 Duplicate and Majority Structures

Reliability Block Diagram (RBD) of 1 out of 2 and 2 out of 3 structures and
Markov graph of reliability behavior of duplicate and majority systems at TOP
time interval are shown in Fig. 2.

Descriptions of the model states:
1 - all elements are operational;
2 - latent failure in one of reserved channels (elements) occurs, the other

channels are operational, the system is operable in a whole, but there is a hidden
failure of one of the channels (elements), this failure will not be eliminated at
RP stage;

3 - detected failure in one of reserved channels (elements) occurs, the other
channels are operational, the system is operable in a whole, but there is a failure
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Fig. 2. Markov reliability model of duplicate and majority hybrid recovery system at
TOP time interval.

of one of the channels (elements), which is covered by BIT, this failure will be
eliminated at RP stage;

4 - there are two failures in one of the channels (elements), one is detected
and another is undetected, the other channels are operational, the system is
operable in a whole, the faulty channel (element) will be recovered at the RP
stage;

5 - in two channels (elements) there are detected failures, the system is inop-
erable in a whole, but is recoverable at the RP stage;

6 - in two channels (elements) there are undetected failures, the system in a
whole is inoperable and is not recoverable at the RP stage.

In the presence of only latent failures (states 2, 6) the system 100% restora-
tion will be possible only at heavy maintenance stage (IMP).

Vector of initial condition for every jth calculation step are defined by (3) as
follows:

P
(j)
1 (0) = P1(tj) + P3(tj) + P4(tj) + P5(tj);

P
(j)
2 (0) = P2(tj);

P
(j)
3 (0) = P

(j)
4 (0) = P

(j)
5 (0) = 0;

P
(j)
6 (0) = P6(tj).
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3.2 Triple Module Structure

Markov graph of reliability behavior of triple module redundancy system at TOP
time interval is shown in Fig. 3. RBD of 1 out of 3 structure is shown in Fig. 2.

Fig. 3. Markov reliability model of triple hybrid recovery system at TOP time interval.

Descriptions of the model states:
States (1–4) related to the failure of one channel (element) are similar to the

previous model (Fig. 2);
5 - in two out of three channels (elements) there are undetected failures, the

system in a whole is operable, these failures will not be eliminated at the RP
stage;

6 - in two out of three channels (elements) there are detected by BIT failures,
the system in a whole is operable, these failures will be eliminated at the RP
stage;
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7 - in two out of three channels (elements) there are failures, one failure is
detected by BIT, another failure is latent, system in a whole is operable, the
system will be recovered at the RP stage;

8 - state with three failures in two channels (elements), one channel has
two failures, one of which is detected by BIT, the other is hidden, the second
channel has an undetected failure, the third channel and the system in a whole
are operable;

9 - a state with three failures in two channels (elements), one channel has
two failures, one of which is detected by BIT, the other is hidden, the second
channel has detected failure, the third channel and the system in a whole are
operable;

10 - a state with four failures in two channels (elements), each channel has
two failures, one of which is detected by BIT, the other is hidden, the third
channel and the system in a whole are operable;

11 - in this state, there are failures in all three channels, therefore the struc-
ture is inoperable; but among these failures there are detected ones, therefore,
restoration to the original fully operational state is possible at the RP stage;

12 - in this state, there are latent failures in all three channels, therefore the
structure is inoperable, elimination of these failures is not possible at the RP
stage.

In the presence of only latent failures (states 2, 5, 12) the system 100%
restoration will be possible only at heavy maintenance stage (IMP).
Vector of initial condition for every jth calculation step are defined as follows:

P
(j)
1 (0) = P1(tj)+P3(tj)+P4(tj)+P6(tj)+P7(tj)+P8(tj)+P9(tj)+P10(tj)+

P11(tj);
P

(j)
2 (0) = P2(tj);

P
(j)
3 (0) = P

(j)
4 (0) = 0;

P
(j)
5 (0) = P5(tj).

P
(j)
6 (0) = P

(j)
7 (0) = P

(j)
8 (0) = P

(j)
9 (0) = P

(j)
10 (0) = P

(j)
11 (0) = 0;

P
(j)
12 (0) = P12(tj).

4 Operative Availability Analysis

We analyze the operative availability as a function of time. Two configura-
tions are considered and compared - a system without redundancy and a dupli-
cate system. Calculations of A(tj , Tj+1) for duplicate system was performed
in accordance with the procedure described in the previous section. Model of
non-redundant system is presented in Fig. 4. This hybrid recovery mode can be
implemented in multi-functional systems. As a result of analytical solution of
the system of Kolmogorov equations of non-redundant HRS, we obtain

P1(tj+1) = C1(tj) exp (−λTj+1) = A(tj , Tj+1);
P3(tj+1) = C3 exp (−ηλTj+1) − C1(tj) exp (−λTj+1);
P2(tj+1) = 1 − (P1(tj+1) + P3(tj+1)),
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Fig. 4. Markov reliability model of non-redundant hybrid recovery system at TOP time
interval.

Fig. 5. Operative availability trend between heavy maintenance of duplicate system.
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where arbitrary constants are defined as
C1(tj) = P1(tj) + P2(tj);
C3 = 1.

Initial conditions are
P

(j)
1 (0) = P1(tj) + P2(tj);

P
(j)
2 (0) = 0;

P
(j)
3 (0) = P3(tj).

Cureves of operative availability of duplicate and non-redundant systems
are shown in Figs. 5 and 6 respectively. The curves A(tj , Tj+1) versus time are
plotted for each TOP stages between heavy maintenance. Interval between heavy
maintenance TΣ =

∑m
j=1 Tj .

Fig. 6. Operative availability trend between heavy maintenance of non-redundant
system.
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TΣ = 1000 h; TOP duration Tj = 20 h; channel (element) failure rate =
4.85 · 10−5 /hour.

The curves are plotted for three values of BIT coverage:

– η = 0: completely uncovered system;
– η = 0.883: real data for avionics channels;
– η = 1: fully BIT covered system.

Results of analysis show:

– when η = 0, the system with a hybrid recovery turns into a non-recoverable
system, and operative availability is monotonically decreasing function of
time;

– when η = 1, operative availability has a sawtooth form, the availability of the
system at the beginning of each TOP interval is equal to 1, since all failures
are detected, and therefore are eliminated at RP stages;

– when 0 < η < 1, operative availability has a sawtooth form, P
(0)
1 (0) =

1;P (j)
1 (0) < 1 for all j > 0, and P

(j)
1 (0) > P

(j+1)
1 (0), which is due to the

accumulation of latent, unrecoverable failures;
– “aging” inherent in redundant structures leads to an increase in the rate of

decline of A(tj , Tj+1) on each subsequent TOP interval when 0 < η < 1.

5 Conclusions

The hybrid recovery mode is typical for objects of aircraft industry, shipbuilding,
hazardous technological production. The proposed approach to the analysis of
operative availability can be used to set the requirements for fault coverage of
the built-in test and determine the maintenance intervals that guarantee the safe
operation of facilities. The described computational scheme for the calculation of
operative availability is implemented in the software for analyzing the testability
of aviation equipment [12,13].
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Abstract. Taking account for the graph randomness, our purpose is a
node classification by their extremal indexes (EI) as the local depen-
dence measure of node influence characteristics. The EI was calculated
by node PageRanks of the local tree related to the node, which is a kind
of Thorny Branching Tree (TBT). The blocks estimator was used for
the EI estimation by sliding and disjoint block definitions. The classi-
fication by the node EI value and the average block size for the local
node TBT was introduced for simulated graphs by the Forest Fire and
Erdős-Rényi Models and the Berkeley-Stanford dataset as a real exam-
ple. The new classification methodology is proposed irrespective on the
graph structure.

Keywords: PageRank · Extremal index · Bootstrap · Random
graph · Sliding block · Disjoint block

1 Introduction

A node classification in the random directed graph, graph with the random num-
ber of links between nodes, is a well-known problem with a lot of applications.
The node influence characteristic is an important constrain of the statistical
analysis. One of the popular node influence is the in-degree, i.e. a number of the
ingoing links to a node [1]. The alternative way is PageRank [1]. By Google’s
definition [2] PageRank is determined as the rank R(pi) = Ri of node (Web
page) pi by

R(pi) =
∑

pj∈N(pi)

c

Dj
R(pj) + (1 − c)qi, i = 1, v, (1)

where N(pi) is a set of nodes, in-degree connected with current one pi, Dj is
an out-degree of node pj (a number of the outgoing links from a node), c ∈
(0, 1) is a damping factor, qi ≥ 0 is a personalization probability of node pi,
v = |V | is a number of nodes in the complete directed graph G = (V,E).

The reported study was partly funded by RFBR, project number 19-01-00090 (recipient
N.M. Markovich, conceptualization, mathematical model development, methodology
development; recipient M. S. Ryzhov, numerical analysis, validation).

c© Springer Nature Switzerland AG 2019
V. M. Vishnevskiy et al. (Eds.): DCCN 2019, CCIS 1141, pp. 424–435, 2019.
https://doi.org/10.1007/978-3-030-36625-4_34

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-36625-4_34&domain=pdf
http://orcid.org/0000-0003-2936-7642
http://orcid.org/0000-0002-4807-1348
https://doi.org/10.1007/978-3-030-36625-4_34


Random Graph Node Classification by Extremal Index of PageRank 425

The damping factor is often assumed to be equal to c = 0.85 as an average
probability to browse a web-page connected with current one [2,7]. PageRank
is a numeric measure of inter-relations between nodes. Thus, PageRank reflects
the local network structure.

In previous work [13], one of approaches was statistical clustering according
to node extremal indexes (EI). The stationary sequence {Xn}n≥1 with the dis-
tribution function F (x) is said to have EI θ ∈[0, 1] if for each 0 < τ < ∞ there
is a sequence of real numbers un = un(τ) such that it holds mixing condition
D(u) and

lim
n→∞ n(1 − F (un)) = τ, (2)

lim
n→∞ P{Mn ≤ un} = e−τθ, (3)

where Mk,l = max{Xk+1, . . . , Xl} is a maximum of subsequence, 0 ≤ k <
l,Mn = M0,n [8]. The EI shows relations between the distributions of extremes
and a single random variable [8]

P (Mn ≤ un) = (F (un))nθ + o(1), n → ∞. (4)

For independent random variables the EI is equal to one, other cases indicate
about dependence. In our work conclusions were made that the EI describes the
dependence of extremes in the graph and shows the ability to attract highly
ranked nodes in the orbit of a randomly selected node.

Our main task is to classify nodes of a random directed graph which cor-
responds to a structure of complex graphs. Common classification methods, as
for example Within-Network Classification [5] and PageRank-based classifica-
tion [3], need a partial initial classification, and they are generally applicable to
the determined graphs. On the first side, an assumption can be made that the
node EI is a measure of the current node dependence on neighbours in the graph
G. On the other hand, the consideration were given in [4] that PageRank in a
random graph is an autoregressive process with random coefficients and a ran-
dom depth of dependence on it. Thus, a local graph structure can be defined as a
branching tree with the investigated node as a root, a kind of Thorny Branching
Tree (TBT) [6], based on PageRank relations between nodes. That means the
node EI value should be found with an attribute sequence {Xn}n≥1 for nodes,
belonged to the associated node TBT. According to mentioned above the EI is
chosen as an appropriate dependence measure of nodes for the classification.

The paper is organized as follows. In Sect. 2 a theoretical basis of our study
and an explanation of chosen assumptions are given. There we propose an adap-
tation of the blocks estimator of the node EI. In Sects. 3.1 and 3.2 a classification
is introduced for a graph from Stanford datasets [15] or modelled by the Forest
Fire [9] and Erdős-Rényi [14] models respectively. In Sect. 4 the exposition is
finalized by some conclusions.
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2 Related Work

In practice, the rank estimation is provided by the iterative formula, which could
be used for dangling nodes [6]:

R
(0)
i = 1, R

(k)
i =

∑

j→i

c

Dj
R

(k−1)
j + (1 − c)qi, i = 1, v, k > 1, (5)

where (k) is an iteration number. After a limited number of the iterations the
result sequence will have the same distribution as PageRanks received by (1) [6].

The EI value is empirically calculating by an appropriate estimator. One of
the common used estimators is the blocks estimator [11]

θ̂Bl,n(u) =
n

∑l
i=1 1

(
M(i−1)r,ir > u

)

rl
∑n−1

i=0 1 (Xi > u)
, (6)

where r = [n
l ] is a block size, l is a number of blocks. The calculated EI may be

interpreted as a number of the clusters divided with a number of the exceedances,
exceeding over a chosen level u [11]:

1
θ

≈ the mean cluster size =
A number of the exceedances

A number of the clusters
. (7)

Here a cluster of the exceedances, or a cluster, is a block contained at least one
observation over a chosen level u.

Obviously, the blocks estimator can be applied for the graph after the redefi-
nition of the blocks and clusters sequences. Then a block is a group of the graph
nodes having in-degree edges with the same parent node. Their PageRanks struc-
tured in the blocks are suitable for the further estimations. However, there can
be interconnections between nodes within the same or/and other blocks, that is
why additional assumptions are needed:

1. Sliding blocks. If a node attends in different blocks, its copy should be added
in each one.

2. Disjoint blocks. Block intersections should be excluded from the blocks. Their
unions are interpreted as new blocks.

Examples of the blocks are shown in Fig. 1. In the same way, a cluster is the
block of nodes which PageRanks may exceed a predefined threshold. For sliding
model block sizes are equal to in-degrees. For disjoint model it becomes more
complex, but block sizes stay be random variables. This means that the blocks
estimator (6) should be rewritten as

θ̂rBL,n(u) =
n∗ ∑l

j=1 1(M̂j > u)

rmnl
∑n−1

i=0 di1(Xi > u)
, (8)

where n∗ =
∑n

i=1 di, di ≤ Di is a count of blocks which i node belongs to, what
is not greater then node out-degree count, rmn = 1

l

∑l
i=1 ri, M̂j is a maximum
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Fig. 1. Examples of the block definition: sliding block (left), disjoint block (right).

from rj block. Since any EI estimator including the blocks one depends on the
threshold parameter u, one can estimate it by bootstrap method as it is proposed
in [13].

As result the following algorithm of the node EI estimation is presented:

Algorithm 1

1. Estimate the PR (1) values of each directed graph G = (V, E) node by the method
(5).

2. For the chosen node pi receive a node sequence {pjk : k ≥ 1, pj1 = pi} associated
with the sequence of the k largest values {εi

jk
}k≥1, where [12]

εi
j =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1, pi = pj ,
ck−1Rj

∏k−1
m=1 DjmRi

, ∃(pj1 , . . . , pjk) = min{(pj1 , . . . , pjf ) :

∀m = 2, f → (pjm−1 , pjm) ∈ E, pj1 = pj , pjk = pi},

0, otherwise.

(9)

3. The EI value is empirically calculating by the (8) estimator according to the sliding
or disjoint blocks model (Fig. 1). Level u is chosen with the bootstrap method [13].

4. Estimating the EI for the enlarging length k, k+1, . . . node sequence until a stable
value is reached.

Here it should be noticed that the presented definitions of the blocks type
2 are not the only possible ones. The idea naturally arises to break up the
nodes into dependent or independent communities. The division into indepen-
dent community-like blocks were applied like presented in Leskovec work [9].
In order to take account into the intersections, highly cohesive substructures
(HCSs) described in the work [10] were applied. The latter were chosen because
of the similarity with the concept of the node local graph constructing, a kind
of TBT, for the EI determining. The study showed three possible cases: the
identical equality of node EI to one, the presence of only one community or
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communities consisted of one node, which makes such definition unsuitable in
our case. However, their study have an interest in the case of an undirected
graph, which is the goal for the future work.

3 Node Classification

3.1 Simulation Study

First, a set of graphs was modeled by the Forest Fire Model [9], in which edges
are added via a recursive “burning” mechanism: adding and removing of edges
are determined by geometrical distributions with the parameters pα and pβ .
Next, for each node a subgraph related to the whole network that is a kind of
Thorny Branching Tree (TBT) [6] was found [12]. The EI was estimated by (8)
for each node with the sequence of PageRanks (5) provided by the local TBT.
The block configuration is defined by the sliding and disjoint models. All of these
steps are described in the Algorithm 1.

Fig. 2. Example of the mean cluster size (7) against the node EI calculated by (8)
(left). Example of the node EI calculated by (8) against the number of nodes in its
TBT (right).

The condition (7) is fulfilled for each modeled graph as in Fig. 2 (left), which
allowed our results to be theory-based. The EI value is selected corresponding
to the stability interval of the plot in Fig. 2 (right).

Next part of our investigation was an EI comparison with other node and
graph properties. The EI value relates to the graph structure. In Fig. 3 one
can see similar trends reflecting an inverse proportionality between considered
properties. This approves that the EI describes a local node structure and a
dependence between nodes. Received results are similar for both disjoint and
sliding blocks models in Fig. 3 (the first raw). However, the dependence of the
EI and the number of nodes in the local TBT is different for mentioned models,
see Fig. 3 (the second raw). The latter is caused by the intersections counting.
In case of intersected blocks, a node from intersections is related to the new
block to apply the disjoint block estimator. The different value of nodes in the
local TBT is arisen due to different stability intervals, as in Fig. 2 (right) for
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Fig. 3. The average block size (the first raw) and the number of nodes (the second
raw) in the local TBT versus the node EI calculated by (8) for two Forest Fire Model
graphs with 1000 nodes: pα = 0.3 and pβ = 0.8 (left column), pα = 0.8 and pβ = 0.3
(right column). The black and grey dotes show the sliding and disjoint blocks models,
respectively.

different block definitions. According to the sliding blocks model, the small EI
value corresponds to a large number of nodes in the TBT. Nodes with the same
EI value may have different PageRanks and in-degrees (Fig. 4). Important is that
sliding models allow separating into classes better than the disjoint model.

Same results were provided for the Erdős–Rényi random graph model [14]. On
this step we decided to exclude the disjoint block model from the investigation
due to higher probability of node partition on the one node-sized blocks (see,
Fig. 5 for sliding block model).

According to the better definition on large graph scales the following nodes
classes can be introduced, see Fig. 6, where ETBT (Ni) = n∗

n is the average block
size in the local TBT:

1. θ ≤ 0.5, θ ≈ 1
ETBT (Ni)

= n
n∗ corresponds to the strong local dependence and

a large number of nodes in a block.
2. θ > 0.5, θ ≈ 1

ETBT (Ni)
= n

n∗ corresponds to the weak local dependence and a
small number of nodes in a block.

3. θ > 0.5, θ ≈ 1− 1
ETBT (Ni)

= 1− n
n∗ corresponds to the weak local dependence

and a large number of nodes in a block.
4. θ ≤ 0.5, θ ≈ 1− 1

ETBT (Ni)
= 1− n

n∗ corresponds to the strong local dependence
and a small number of nodes in a block (the case was not found in the modelled
graphs).
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Fig. 4. The node PageRank (the first raw) and the node in-degree (the second raw)
versus the node EI calculated by (8) for two Forest Fire Model graphs with 1000 nodes:
pα = 0.3 and pβ = 0.8 (left column), pα = 0.8 and pβ = 0.3 (right column). The black
and grey dotes show the sliding and disjoint blocks models, respectively.

Fig. 5. The average block size (left top), the number of nodes (right top), the node
PageRank (left bottom), the node in-degree (right bottom) versus the node EI calcu-
lated by Algorithm1 and the sliding block model for G(n, p) model graph, p = 0.1 with
1000 nodes.
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Fig. 6. Example of the node classification for the sliding blocks model for the Fire
Forests Model graph with 10000 nodes, pα = 0.3 and pβ = 0.8. The grey, black and
white nodes belong to the first, the second and the third classes, respectively.

On Figs. 7, 8 and 9 examples of the node classification are given according
to above mentioned classes. It can be seen that there is a dependence of the
distribution of the nodes classes and the graph sparsity: the first and second
classes of nodes prevail in the more sparse graphs, otherwise the third class
prevails. This means that knowledge of the nodes EI can describe the graph
structure.

Fig. 7. Example of the node classification for two Forest Fire Model graphs with 1000
nodes: pα = 0.3 and pβ = 0.8 (left), pα = 0.8 and pβ = 0.3 (right). The grey, white
and black nodes belong to the first, the second and the third class, respectively. The
node sizes are proportional to their PageRanks.
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Fig. 8. Example of the node classification for G(n, p) model graph with 1000 nodes,
p = 0.1. The grey, white and black nodes belong to the first, the second and the third
class, respectively.

Fig. 9. The node classification for G(n, p) model, p = 0.1 (grey), and Forest Fire Model,
pα = 0.3 and pβ = 0.8 (black), graphs with 1000 nodes.

3.2 Web Graph Dataset

The proposed classification method is verified on a real network data. For
this purpose we chose Berkeley-Stanford web graph dataset (685,230 nodes
and 7,600,595 edges) [15]. Since the nodes EIs calculation becomes more time-
spending due to the graph size, the decision was made to obtain sets of nodes
independently for the Berkeley and Stanford subgraphs by random walk with a
random transition [16]. The results are visible on Figs. 10 and 11.

The classification shows that both subgraphs obtained by random walk are
sparse: the nodes from the first two classes are most often found. It is also seen
that the neighbour nodes, if they belong to a strong-connected community, have
close EI values and belong to the same class. This affects the fact that EI can
be used for random graph node clustering.
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Fig. 10. The average block size versus the node EI (the first raw) calculated by
Algorithm 1 and the sliding block model, the node classification (the second raw)
for Berkeley (left column) and Stanford (right column) subgraphs. The grey, white and
black nodes belong to the first, the second and the third class, respectively. The nodes
were received by the random walk process.

Fig. 11. The node classification for Berkeley (grey) and Stanford (black) subgraphs,
n = 1000.
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4 Conclusion

Our main task was to classify nodes of the random graph according to the EI
value as the local dependence measure. The EI was calculated by node PageR-
anks of the local TBT tree related to the node. The reciprocal EI value relates
to the average block size and the number of nodes in the local node TBT. The
latter fact is used for the nodes partition into the four different classes. The
distribution of the nodes classes and the graph sparsity are dependent, which
means that knowledge can describe the graph structure. The proposed tool is a
novel classification method.
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Abstract. We propose a new method of a sensor signal coding for an
alarm signalization in large monitoring networks with working indepen-
dently sensors when sensors do not be synchronized in time. This method
bases on the method of group polling for alarming sensors identification
for a synchronized network and has similar characteristics of complex-
ity. Our method has more complicated structure than previous ones and
includes a special part of the signal named as the starting code. Based
on numerical simulations, it is found that the proposed group polling
method may be effective for unsynchronized networks with thousands
or more sensors and the decoding algorithm may be realized on-time
using parallel executions. Recommended length of the starting code is
proposed.

Keywords: Wireless sensor network · Sensor for an alarm
signalization · Group polling · Unsynchronized time

1 Introduction

The exponential increase in the number of devices on the Internet of Things (IoT)
is leading to an increase in the M2M connections traffic and, consequently, to an
exponential increase of the traffic in the wireless data networks that provide these
connections. Most IoT devices are devices that keep monitoring and telemetry
systems functioning, therefore, it is actual the problem to limit the traffic of such
devices.

Such systems are increasingly infiltrating all areas of human activity, also
due to the success of microelectronics, which have led to the creation of low-cost
sensors that transmit information about the state of objects. Modern wireless
sensor networks (WSN) should be able to monitor the state of various systems
and objects and allow detecting violations in their functioning in the shortest
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possible time. Here, the natural unit of time is the time of response to an emer-
gency: the time of an active sensor detecting should be the same order.

At the same time, it is necessary to strive to ensure that the cost of operating
this kind of WSN was low, while the volume of the WSN can contain thousands or
more sensors. The principles of the possible organization and operation of WSN
have been actively researched recently (see, for example, [1] and [2]). Methods
of information exchange between sensors and the control center (CC) have a
significant impact on the physical device of sensors, protocols of information
exchange, and on the WSN traffic.

This paper examines the interaction of sensors with the CC via the WSN,
where three sensor states are possible: the sensor transmits information about
its current state according to a given schedule sharing information with the
CC; the sensor reports the occurrence of an emergency on the communication
channel which is common to all sensors; the sensor transmits information about
the emergency at the request of the CC through the dedicated communication
channel. This interaction organization minimizes the WSN no predicted traffic,
as only a narrowband channel is reserved for reports of an emergency that is
common to all sensors.

If a sensor detects an emergency then it sends the alarm signal. We call
such sensor as an active one. It is evident that WSN has a few such sensors.
Remaining sensors are no active and so not send a signal. Let us t be a number
of sensors in the network and s be a number of active sensors. It is natural to
assume that s is small compared to t, because the probability of an emergency
in any point of the domain by the WSN is low and a time of an active sensor
detection is small. By this reason we investigate asymptotic properties of our
method of active sensor detecting when t → ∞ and s is fixed.

This paper examines monitoring and telemetry systems consisting of thou-
sands or more sensors that transmit information about the occurrence of emer-
gencies at different parts of the network. Since sensors in such networks transmit
information only in the event of an emergency that is low likely, the methods
developed for high-activity sensor systems are not effective, as the time of survey
in such systems are proportional to the number of sensors and linearly grows as
their number increases. Therefore, the time of an active sensor detecting is very
large in WSN servicing millions sensors and it is necessary to develop survey
methods based on group polling, where multiple sensors are surveyed simultane-
ously on the same bandwidth, thereby significantly reducing the time required
to detect active sensors.

The mathematical basis for this task is the planning of the screening experi-
ments [3,4]. In this case a number of necessary experiments for detecting s0 active
elements between t elements is O(s0 log t). This is contrast with the traditional
methods of polling when a time of active elements detecting is O(t) [5].

In the paper [6], it is proposed the method of group polling for detecting
of active sensors in the monitoring network where properties of this method
are investigated under the assumption of independent activity of the alarming
sensors. It is supposed that the monitoring network is very large and contains
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thousands of sensors but all sensors synchronize in time their alarm signals. The
last demand is difficult for its practical realization. But proposed in [6] method
ensures the fulfillment of a short time of alarming sensors detection, i.e. the
detection time is O(log t).

In the papers [7] and [8], it is proposed a generalization of this method onto
a case of unsynchronized in time alarming signal sending. It is showed that the
group polling method for alarming sensors identification is applicable in this case
but its computation complexity is such that it is difficult to use this method for
an online detection.

The goal of our paper is to propose a more complex profiles of an alarming
sensor signal which give us possibility to detect alarming sensors in time similar
to WSN with synchronized by time alarming signal sending and to investigate
some properties of this method by numerical modeling.

The formulation of the problem is presented in Sect. 2. In Sect. 3 it is
described the algorithm of WSN output signal modeling when alarming sensors
begin their signals in random time moments and take into account digitization
in time of the output signal.

In Sect. 4 we examine our new element of an alarming sensor profile that
is named as the starting point of the alarming signal. In the next sections we
present the calculated results with variations in such model parameters as the
threshold level of accepting a sensor as an active one L0, the number of sensors
in network t, the parameter of noise intensity in communication channel α, the
real value of active sensors sr in contrast with supposed in the algorithm value of
active sensors s0. We examine the characteristics P—the detection of redundant
alarming sensors is not an error and s—the mean number of identified passive
sensors as active ones.

Finally, we present conclusions and recommendations on the group polling
of sensors.

2 Setting of the Problem

We will follow, in general, the notations of [7]. We develop a polling strategy
aimed at the fastest identification of s sensors that are ready for data transmis-
sion and named as alarming sensors. We assume that s � t (a relatively small
number of the active sensors in the network). Such scenario is typical for the
sensor network that is located at a relatively large area where the probability of
local emergency is very low.

The i-th alarming sensor begins to send the signal in a random time ui,
i = 1, . . . , s, and is sending it during a time U . After the time ui + U it may
repeat the signal by a special scenario while an operator of CC does not identify
its and switches its working state. After this moment the sensor does not alarm.
Therefore, the number of simultaneously alarming sensors is no less then the
number of sensors with ui such that |ui − uj | ≤ O(U) and may be small.

The alarming signal is dropped onto short time intervals with the length
Δ, in every of this intervals the sensor may send or not send the special signal.
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This interprets as sending 1 or 0, respectively. The generated sequence of symbols
0 or 1 is named as the profile of this sensor alarming signal.

For the alarming signal creating every sensor has its unique code a = (a1, . . . ,
aN ), ai = 0 or 1, and for the i-th sensor its code is denoted by ai, N is the
code length. The first question is how to construct the vectors ai, i = 1, . . . , t.
According with [3], it is proposed the procedure for the Boolean matrix A =
(ai, i = 1, . . . , t), ai �= aj if i �= j, with near to optimal properties, where aj

i are
independent random numbers 0 or 1 with a proper probability p0 (see (5)) for 1
in the matrix for maximizing the channel capacity.

Using a small time of alarming signal we must identify the active sensors in
such a way that the mean probability of the false identification of one sensor does
not exceed a predetermined level (the averaging is performed with respect to a
priori uniform distribution of alarming sensors on the set T = {1, . . . , t} denoted
by P). We use two criteria for an admissibility of alarming sensors identification
denoted by values P1 and s: P1 is the probability to loss an active sensor and s
is the mean number of identified passive sensors as active ones.

The mathematical model of the sensors activity may be described as follow.
The state of t sensors to be alarming or not is described using variables x1, . . . , xt

that can be 0 or 1 (a passive sensor, which is not alarming, and an active sen-
sor, which is alarming, respectively). The variables with numbers i1, . . . , is are
unities, and the remaining variables are zeros. Let S be the ordered set of alarm-
ing sensors, i.e. S = {i1, . . . , is}. Let Ŝ be the set of identified sensors then
P1 = 1 − P(Ŝ ⊇ S).

In the group polling, we simultaneously receive signals from several sensors.
The j-th column of A gives us the group of sensors involving in the j-th polling (if
aj
i = 1(0) then the i-th sensor is (is not) involved in the polling). When the group

contains at least one alarming sensor, we receive the signal that is interpreted as
1. If the group does not contain alarming sensors, we do not receive signals and
the result is 0. Thus, response of the sensors of the j-th group is represented as

fj = (aj
1 ∧ x1) ∨ · · · ∨ (aj

t ∧ xt),

where ∧ is the Boolean product and ∨ is the Boolean sum.
We assume that data transmission errors are possible in the network. This

means that the value fj is known with a certain error. In each polling session,
the result is distorted regardless of the remaining polling sessions in accordance
with the stochastic transition matrix

W =
(

1 − α0, α0

α1, 1 − α1

)
(1)

where α0 is the probability of false zero (i.e., detection of 1 instead of 0 as the
output signal) and α1 is the probability of false unity (i.e., detection of 0 instead
of 1). Therefore, the result of the j-th polling is f̂j , which is 0 or 1 in accordance
with matrix W regardless of the results in the remaining sessions provided that
the values of fj are fixed.
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3 Profiles for Signals of Active Sensors

The code ai generates a profile for a signal of the i-th sensor when this sensor
is active by the following way. The profile consists of two part; every part has
three portions.

Let us begin with the first part. Let us suppose that the i-th sensors begins
to be active at time ui. Therefore, on the first portion the sensor is passive, i.e.

ai(u) = 0, if u < ui.

On the second potion the sensor is sending a special signal

ai(u) = 1, if ui ≤ u < ui + LΔ, (2)

where L is one of parameters for the profile. This is a new element in the profile
in contrast with [7].

On the third portion we followe in general to the profile from [7] by the
following

ai(u) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

1, if a0
i = 0 for ui + ΔL ≤ u < ui + Δ(L + 1) and

0 for ui + (L + 1)Δ ≤ u < ui + (L + k + 1)Δ,

aj
i , if aj

i = aj−1
i for the next time interval kΔ,

aj−1
i , if aj

i �= aj−1
i for the next time interval Δ and

aj
i for the next time interval (k + 1)Δ,

and so on,

(3)

where k, k > 1, is a number of repeating of code symbols and is a parameter of
the profile. Therefore, the length of the third portion depends on the vector ai
and is denoted by niΔ and ni is a random value with the mean k + p0(1 − p0).

On the second part the first portion of the profile is as for the first part but
it has a random length v with the exponential distribution with a parameter
λ = O(niΔ). This pause gives us a possibility to limit an ifluence of another
active sensors on detecting this sensor if it is active.

After them the sensor repeats the portios 2 and 3 of the first part and does
not send a signal late.

Thus, we get response of the sensors at an arbitrary time is represented as

f(u) = (a1(u) ∧ x1)∨, . . . ,∨(at(u) ∧ xt). (4)

The result of output continuous signal is dropped onto short time intervals
with the length Δ. Therefore, the continuous function f(u) drops onto the group
of observations (f1, f2 . . . ), that can be 0, 1 or nil.

The value nil we introduce as in [7] by the following reason. We observe 0
value of the function f(u) for a time interval of digitization in the situation of
absence of signals during the time from the interval, that means f(u) ≡ 0 on
the interval. We observe 1 value of the function f(u) at the interval if f(u) ≡ 1
on the interval. When the function f(u) at the interval changes its value (from
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0 to 1, or 1 to 0), i.e. ∃u1, u2 : f(u1) �= f(u2), we cannot interpret the received
signal correctly. This situation is a conflict and we should mark such signals as
nil. Thus, for the j-th Δ-interval f(u) from (4) transforms to

fj =

⎧⎨
⎩

1, if f(u) ≡ 1,
0, if f(u) ≡ 0,

nil, if ∃u1, u2 : f(u1) �= f(u2).

This conflicts is determined by the functions ai(u) for alarming sensors also.
By the same way we construct discrete values âi(j) that can be also 0, 1 or nil
(i is the number of the sensor and j is the number of the corresponding time
interval). The value

Ni = 2(L + ni) + [v/Δ]

is the length of the i-th sensor profile after its digitization.
Then the result of an output signal for the j-th interval is

fj = (â1(j) ∧ x1)∨, . . . ,∨(ât(j) ∧ xt),

providing that 1 ∨ nil ≡ 1 and 0 ∨ nil ≡ nil.
Finally, results 0 or 1 of fj we transform in accordance with the matrix W

and we get the vector of observation f̂ . If fj = nil then f̂j equals 0 or 1 with
probability 0.5 and the observations fj = nil cannot help for an alarming sensor
detection. Therefore, we lose a part of information in contrast with the case from
[6] and need to have longer sensors codes for an alarming sensor identification
with the same quality. By this reason, we use p0 such as

p0 =
2 + k − 4p0 − √

(2 + k)2 − 16(1 + k)p0(1 − p0)
4 − 8p0

(5)

for p0 < 0.5 and p0 = 0.5 for p0 = 0.5, where

p0 = 1 − s0

√
1
2 − α0

1 − α0 − α1
(6)

and s0 is a supposing number of active sensors.
In [8] it was proposed to use k = 3 and we use this value of k in all subsequence

numerical simulations for the algorithm properties investigation.

4 The Algorithm of Active Sensors Detecting

4.1 Start Points Detecting

As followed from a sensor profile (see (2)), it begins with the sequence of L
symbols 1. This sequence in the profile of an active sensor generates outputs
fj = 1, j = 1, . . . , L. Such as we suppose that αi, i = 0, 1, are small then
it does not exceed α2

1O(L2) the probability that the corresponding sequence
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f̂j , j = 1, . . . , L, has more then one 0. Therefore, if we observe in the sequence
f̂ a subsequence of L consecutive elements which contains no more then one 0
then we suppose that this subsequence is generated by starting symbols of an
active sensor profile. The first index of this subsequence in f̂ is named as a start
point of the time when an active sensor begins to send its signal. By this way
we have the sequence start points j1, . . . , jm′ based on the vector of observation
f̂ .

As it is followed from the next subsection, a number of such start points
needs be a small as possible but real start points must not be pass. Therefore
we need to choose a suitable value of L which is not so small that we find many
wrong start points and is not so big that we loss real start points. Based on
numerical simulations we propose L when start points are founded as described
above.

In Table 1 we present results of numerical simulation the model of WSN with
parameters as in [8] with the new signal profiles. In the table s0 is a number
of active sensors, t is the number of sensors in the network, L is a code length
of the second portion of a profile with symbols 1, M is the mean value of the
number of detected starting points m′, σ is its standard deviation, and P is the
probability to detect not all alarming sensors.

Table 1. Mean and standard deviation of number of starting points

s0 t L M σ P s0 t L M σ P

2 1000 10 67.8 22.7 0.015 3 1000 18 63.2 19.2 0.136

2 1000 12 48.2 18.0 0.019 3 1000 20 58.0 17.9 0.146

2 1000 14 37.9 13.8 0.017 3 1000 25 52.3 17.3 0.174

2 1000 16 32.8 12.5 0.019 3 2000 18 64.8 20.7 0.059

2 1000 18 29.6 10.6 0.018 2 10000 18 32.6 11.8 0.034

2 2000 18 30.1 11.0 0.005 2 100000 18 35.3 12.8 0.256

It is followed from the results in Table 1 that for L = 18 we have stable
values of P and M for all t if s0 = 2. Therefore we use this value of L for simu-
lations in the next subsection where we investigate properties of our algorithm
for active sensors detection. If L is less than 18 then M is significantly reduced
with increasing L. If s0 = 3 then the growth of the magnitude of L does not
increase the accuracy of start points detection. To address this circumstance in
the proposed method of coding sensor signal transmission retry is provided with
pause a random duration on the assumption that part of active sensors to the
re-transmission time is detected, thus reducing the magnitude of s0.

The computational complexity of the sensor detecting method from [7,8] for
the i-th sensor is O(N3

i ) per one sensor in contrast with [6], where it is O(N). For
our method (see the next section) the computational complexity is O(m′Ni). The
main result followed from Table 1 consists in that the computational complexity



Group Polling Method Upon the Independent Activity of Sensors in WSN 443

of our method grows approximately in 30 times in comparison with synchronized
WSN in contrast with the method from [7,8] where the complexity is approxi-
mately in 106 times greater than for the synchronized case such as Ni ≈ 103.

For more stable detection of real start points we add to the set

J = {j1, . . . , jm′}
⋃

i=1,...,m′
{ji − 1}

⋃
i=1,...,m′

{ji + 1}, (7)

and form by this way the final set of start points j1, . . . , jm. Therefore the prob-
ability to miss a start point does not exceed α2

1O(L2).
Such as generated by the start symbols of an active sensor profile observations

are not informative for active sensors detection it is necessary to exclude this
elements in f̂ in an algorithm of active sensors detection in contrast with the
algorithms in [7,8], and [6]. Therefore, we form the set of indexes

J1 =
⋃

j1,...,jm

{ji, ji + 1, . . . , ji + L − 1}

as the set of no informative observations and its complement J0.

4.2 Active Sensors Detecting

The algorithm of active sensors detecting has the following steps.
(i) The algorithm is described by the input parameters: t is the number of

sensors in WSN, s0 is the supposed number of active sensors in WSN, α0 is the
parameters of the noise in the WSN channel (1) (α1 = α0), Ni is the length of the
i-th sensor alarm signal profile (3), i = 1, . . . , t, L is the length the starting code
of the alarm signal profile (2), k is the number of repeating of code symbols (3),
m is the number of elements in the set J (7), L0 is the threshold for accepting
a sensor as the active one and is determined later (8).

To simplify the identification procedure, we make a decision on the activity of
the given sensor using the factor analysis with the aid of the maximum likelihood
method of [3].

(ii) The decision on the activity of the sensor is based on the following data.
For any start point jk and any sensor i for the window of observations [jk, jk +
l], l ≤ ni, we calculate: x00(i, l) is the number of observations in which the i-th
sensor is not interrogated, i.e. aj

i = 0, the polling result is f̂j = 0, and j ∈ J0;
x10(i, l) is the number of observations in which aj

i = 0, f̂j = 1, and j ∈ J0;
x01(i, l) is the number of observations in which aj

i = 0, the polling result is
f̂j = 0, j ∈ J0; and finally x11(i, l) is the number of observations in which
aj
i = 1, f̂j = 1, j ∈ J0.

We calculate

Li(l) = a00x00(i, l) + a10x10(i, l) + a01x01(i, l) + a11x11(i, l),

where

a00 = log
1 − α0 − p̂(1 − α0 − α1)
1 − α0 − p∗(1 − α0 − α1)

,
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a01 = log
p̂(1 − α0 − α1) + α0

p∗(1 − α0 − α1) + α0
,

a10 = log
α1

1 − α0 − p∗(1 − α0 − α1)
,

a11 = log
1 − α1

α0 + p∗(1 − α0 − α1)
,

p̂ = 1 − (1 − p0)s0−1, p∗ = 1 − (1 − p0)s0 .

For justification of the values aij see [6].
(iii) We compare logarithm of the likelihood ratio Li(l) with the threshold L0

for each l, l ≤ ni. If it exists l such that Li(l) is greater than the threshold level,
we conclude that the i-th sensor is active and must be ready for the transmission
of data of emergency.

(iv) Based on all start points we get quantities î1, . . . , îŝ as the output
parameters of the algorithm, where ŝ is the number of identified active sensors
and î1, . . . , îŝ are the numbers of identified sensors.

(v) The quality of algorithm is characterized by the probability of correct
identification of active sensors. Let Ŝ = {̂i1, . . . , îŝ} then P1 is the probability
of missing of active sensor, so that S ⊆ Ŝ (the detection of redundant active
sensors is not an error. The probabilities are calculated on the assumption that
a uniform distribution is determined on the set of the possible values of S.

5 Numerical Results of the Method Effectiveness
Simulating

In this section we outline the results of computation modeling for different input
parameters of the network model.

5.1 Determining of the Parameter L0

We begin with determining the main parameter

L0 = cCN, (8)

where
C = 1 − p0h(α0) − (1 − p0)h(α1)

is the capacity of the communication channal,

h(α) = −(α log(α) + (1 − α) log(1 − α)), 0 < α < 1.

Based on the result of [6] we need to find the value c which does not depend on
t and C.

It is obvious that with the increase in the threshold of L0 it is increased the
probability of losing active sensors, and at its small values it is increased the
number of mistakenly identified sensors as active. Therefore, it is necessary to
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Table 2. Accuracy of the algorithm for active sensors detecting in depending of L0

when α0 = α1 = 0.01, t = 1000, s0 = sr = 2, N = 126, L = 18

c P1 P2 L0

6.3 0.0001 323.9 121.6

6.6 0.0003 282.3 127.4

6.9 0.0014 188.5 133.2

7.2 0.0037 47.3 139.0

7.5 0.0083 3.0 144.8

7.8 0.0177 0.1 150.6

determine the value of L0, at which errors of the first and second types will be
acceptable. The Table 2 provides numerical studies of the impact of the L0 on
the quality of the algorithm. The acceptable value of c is 7.5.

We get a very short interval of acceptable values for c. It is necessary to
increase the value N for a more wide interval of acceptable values for c.

This value c will be used in subsequent studies of the impact of other param-
eters of the algorithm on the quality of its work.

5.2 Numerical Simulations of Active Sensors Detecting
in Depending of the Number of Sensors t

In Table 3 we outline results of the numerical simulations of active sensors detect-
ing in depending of the number of sensors t. It is followed from the Table that the
accuracy of the algorithm increases with the number of sensors. This effect was
outlined and analysed in [6]. If for t = 1000 the profile has the length 2520 or 2.5
per one sensor but P1 ≈ 0.008, for t = 100000 the profile has the length 4320 or
0.0432 per one sensor but P1 ≈ 0.0004. Therefore, the method effectiveness grows
with increasing of t and proposed method is effective for networks with thousands
or million sensors since the length of sensor profile grows logarithmical of t.

Table 3. Accuracy of the algorithm for active sensors detecting in depending of t when
α0 = α1 = 0.01, c = 7.5, s0 = sr = 2, L = 18

t P1 s L0 N

1000 0.0083 3 144.8 126

5000 0.0026 9 179.3 156

10000 0.0023 1 193.0 168

25000 0.0012 2 213.7 186

100000 0.0004 0 248.2 216
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5.3 Numerical Simulations of Active Sensors Detecting
in Depending of the Noise Intensity α

In this section it is explored the stability of the algorithm of active sensors search
to the amount of noise in the CC communication channel. A WSN with 100000
sensors has been selected for certainty, of which only 2 are active. The increase
in noise values has little impact on the growth of the sensor profile length, and
the characteristics of the algorithm only improve. This paradox is because the
required number of observations for finding active sensors is redundant and as
noise intensity increases the redundancy increases.

Table 4. Accuracy of the algorithm for active sensors detecting in depending of α0

when α1 = α0, t = 100000, c = 7.5, s0 = sr = 2, L = 18

α0 P1 s N m σ

0.01 0.0002 0 216 38 14.9

0.02 0.0003 0 228 111 38.3

0.05 0.0000 0 276 105 36.3

0.10 0.0038 0 372 103 34.7

At the same time, for α0 = 0.1 there is a deterioration in the properties of
the algorithm: the probability of missing the active sensor increases. This effect
is because it is increased the probability of missing a start point of the signal
transmission by an active sensor. The latter is because it is permissible to distort
only one signal when transmitting a starting combination of signals; at α0 = 0.1
the probability of such an event is approximately 0.03. The fact that the P1 is
an order of magnitude less is provided by duplication of signal transmission.

The results of Table 4 show the sustainability of the proposed method of
detecting active sensors to interference in the communication channel.

5.4 Numerical Simulations of Active Sensors Detecting
in Depending of Active Sensors Real Value sr

This section looks at a situation where assumptions about the state of the WSN
network do not match the actual ones, meaning the number of suspected active
sensors s0 does not match the actual ones sr. If sr < s0, as the first line of the
Table 5 shows, the algorithm for detecting of active sensors gives a good result.
This is because the number of observations significantly exceeds the number of
observations required for this, although observations are not as informative as
for the case sr = s0 because the choice of p0 is incorrect: in (5), (6) we use s0
instead of sr.

In the case sr > s0 the situation changes: the probability of missing active
sensors increases dramatically. This is because the required number of obser-
vations is greater such as N = s0 log(t) instead of requirement N = sr log(t).
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Table 5. Accuracy of the algorithm for active sensors detecting in depending of sr
when α0 = α1 = 0.01, t = 100000, c = 7.5, s0 = 2, L = 18

sr P1 s m σ

1 0.0000 0 12 5.5

2 0.0004 0 38 14.9

3 0.4325 0 344 76.8

4 0.7783 0 507 63.3

In addition, the observations themselves are not informative due to the incor-
rect choice of the magnitude of p0. However, a certain number of active sensors
are detected: for the case sr = 3 the average number of detected active sensors
is at least 1.7, and for sr = 4 it is at least 0.8. Since the signal transmission
algorithm involves the re-independent transmission of the signal after a random
time, during this time the detected sensors will be switched to the transmission
of information about the emergency and will not transmit the alarm signal, then
the new value sr may be valid for detecting the remaining active sensors.

However, this situation requires more researches to ensure greater stability
of the proposed algorithm.

6 Conclusion

The main result consists in that for unsynchronized in time WSN may be con-
structed a group polling with O(log t) time for alarming sensors detection. The
constant before log t is more that the analogous constant for the synchronized
WSN because we loss same information per one observation.

Computational complexity is growing no so much as in the case of [8]. There-
fore, our group polling method has near to [6] parameters of effectiveness and
complexity.

Recommended in [8] number of the code signal repetitions k is valid for our
method.

The decoding procedure is more complicated for no synchronized WSN and
requires additional investigations for WSN with dependent alarming sensors as,
for example, it is outlined in [9] for more accurate choose of algorithm parameters.
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Abstract. We study the problem of implied volatility surface construc-
tion when asset prices are determined by a stochastic model, differ-
ent from Black-Scholes constant volatility model. Implied volatility of a
European call option is determined using Nesterov-Nemirovsky version
of damped Newton’s method or Levenberg-Marquardt method. Initial
approximation for implied volatility is given by Brenner-Subrahmanyam
formula. The suggested algorithm for construction of implied volatil-
ity surface is implemented in Python using NumPy, SciPy and Mat-
plotlib packages. The implementation is used for construction of implied
volatility surfaces for option prices in shifted-lognormal, Cox-Ross and
hyperbolic-sine local volatility models.

Keywords: Option pricing · Black-Scholes model · Implied volatility
surface · Local volatility model

1 Introduction

Stochastic investment models forecast dynamics of financial asset returns and
prices. In continuous time stochastic investment models are usually represented
by stochastic differential equations (SDE).

The most significant stochastic model by Black and Scholes (BS model) [2,20]
is given by SDE

dS

S
= r dt + σ dW, (1)

where S is the price at time t of a non-dividend financial asset (stock) in risk-
neutral framework, r > 0 is the annualized continuously compounded risk-free
interest rate, σ > 0 is the volatility (standard deviation) of the asset returns, W
is a standard Wiener process.

In BS model [2] the fair value (price) of a European call option with strike
price K and maturity T is equal to

cBS (S, t,K, T, r, σ) = S Φ (d+) − K e−r (T−t) Φ (d−) , (2)
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d± =
ln

(
S
K

)
+

(
r ± σ2

2

)
(T − t)

σ
√

T − t
, Φ (x) =

x∫

+∞

1√
2π

e−u2
2 du.

BS model is widely used for derivative pricing, market risk management,
credit risk modeling and in many other areas, including telecommunications [18].
But unfortunately BS model fails to explain some important financial market
phenomena, including the so-called volatility smiles [11] and fat tails of financial
data distributions [23]. Therefore BS model was extended [4,8,9,12] to local
volatility models with a more general SDE for the underlying asset price

dS

S
= r dt + σ (S, t) dW (3)

with volatility σ being a function of asset price S and time t.
When European call option price cE is determined by financial market or

some theoretical option pricing model, the implied volatility σimp of the option
[13,15] is the volatility of the underlying asset, for which BS model produces
the fair value of the option cBS , equal to the given option price cE , i.e. implied
volatility σimp of the option is a solution to the following equation

cBS (S, t,K, T, r, σimp) = cE (4)

with left-hand side given by (2).
Implied volatility surface (IVS) is the 3d plot of dependence of implied volatil-

ity σimp on strike price K and maturity T with other components of the option
fair value in (2) fixed.

Usually IVS is determined from some restricted data set of European call
option market prices. We consider the problem of IVS construction for the case
when option prices are determined by a local volatility model with extended
range of strike prices and maturities.

2 Implied Volatility

2.1 Methods of Implied Volatility Construction

Put-call parity of European call and put options [14] on a non-dividend asset
implies that the price of a call option cE satisfies the following double inequality

max(0, S − K e−r (T−t)) ≤ cE ≤ S (5)

and hence belongs to the half-strip area in Fig. 1.
The first derivative of call option price cBS by volatility σ is equal to

Λ =
∂cBS

∂σ
=

S
√

T − t√
2π

e− 1
2 (d+)2 (6)

and is called the vega of call option [14]. Since Λ > 0 for S > 0, T > t, the price
of European call option cBS is an increasing function of volatility σ.
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cE

0 K e−r (T−t) K S

Fig. 1. European call option prices

If volatility σ approaches 0 from the right, then d± tends to ±∞ depending
on the sign of expression ln

(
S
K

)
+ r (T − t) and cBS tends to 0 when ln

(
S
K

)
+

r (T − t) < 0 and tends to S − K e−r (T−t) when ln
(

S
K

)
+ r (T − t) ≥ 0.

If volatility σ tends to +∞, then d+ tends to +∞ and d− tends to −∞, thus
cBS tends to S (from the left).

So for fixed strike price K and maturity T each point inside the area, deter-
mined by inequalities (5) and shown in gray in Fig. 1, corresponds to some com-
bination of underlying asset price S and volatility σ.

The Eq. (4) for the determination of implied volatility σimp is a nonlinear
equation without analytically tractable closed-form solutions, therefore we have
to use approximations and/or numerical methods [22] to obtain a solution.

Implied volatility σimp from Eq. (4) can be approximated in a number of ways,
including approaches by Brenner, Subrahmanyam [3], Bharadia, Christofides,
Salkin [1], Chance [6], Corrado, Miller [7], Li [17]. When using Brenner-
Subrahmanyam formula [3], implied volatility is approximated by expression

σimp ≈
√

2π

T

cE − δ

S
, δ =

S − K e−r (T−t)

2
. (7)

2.2 Algorithm of Implied Volatility Construction

The most basic version of the Newton’s root-cfunction f (x) is the iterative
procedure

xn+1 = xn − f (xn)
f ′ (xn)

, (8)

which ends, when desired level of accuracy ε is reached, i.e. |xn+1 − xn| < ε.
If the derivative f

′
(x) takes values close to zero, then various modifications

of the Newton’s method are used to solve the equation f (x) = 0.
In damped Newton’s method [10] a modified iterative procedure

xn+1 = xn − αn
f (xn)
f ′ (xn)

, (9)
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with adaptive step αn is used. Here 0 < αn ≤ 1 and the step αn is chosen to
achieve decrease of |f (xn)|, in other words, the step αn is reduced to ensure the
condition |f (xn+1)| < |f (xn)|.

In Nesterov-Nemirovsky version of damped Newton’s method [21] the step
αn is equal to

αn = 1, |δn| ≤ 1
4
, αn =

1
1 + δn

, |δn| >
1
4
, (10)

where δn = f(xn)√
f ′ (xn)

.

If f
′
(xn) is close to zero, instead of procedure (9) we can use the iterative

procedure of Levenberg–Marquardt method [16,19]:

xn+1 = xn − f (xn)
αn + f ′ (xn)

. (11)

The values of αn in (11) are selected from inequality |f (xn+1)| < |f (xn)|.
Hereby, for the determination of implied volatility σimp we build a sequence

{σn}, which converges to σimp. The initial term of the sequence σ0 is calcu-
lated by Brenner-Subrahmanyam formula (7). The iteration process stops if
|σn+1 − σn| < ε, where ε is the given accuracy.

The vega value (6) measures the call option’s sensitivity to volatility. Vega
of a call option is always positive, but may be quite close to zero in some cases.

Assume that asset price S = 1, current time t = 0, strike-price K varies from
0,5 to 1,5, maturity T varies from 0 to 0,25, risk-free rate r = 0,05, volatility
σ = 0,4.

Table 1. European call option vega values (S = 1, t = 0, r = 0,05, σ = 0,4)

Vega values T = 0,0 T = 0,05 T = 0,1 T = 0,15 T = 0,2 T = 0,25

K = 0,5 0,000 4,6e−15 2,2e−08 3,9e−06 5,5e−05 0,0003

K = 0,6 0,000 4,9e−09 2,4e−05 0,0004 0,0020 0,0050

K = 0,7 0,000 2,3e−05 0,0018 0,0081 0,0181 0,0300

K = 0,8 0,000 0,0033 0,0221 0,0453 0,0676 0,0881

K = 0,9 0,000 0,0408 0,0814 0,1117 0,1362 0,1573

K = 1,0 0,000 0,0889 0,1255 0,1533 0,1765 0,1969

K = 1,1 0,000 0,0545 0,1021 0,1371 0,1655 0,1899

K = 1,2 0,000 0,0129 0,0515 0,0889 0,1218 0,1507

K = 1,3 0,000 0,0015 0,0181 0,0452 0,0745 0,1030

K = 1,4 0,000 9,9e-05 0,0048 0,0191 0,0396 0,0628

K = 1,5 0,000 4,3e−06 0,0010 0,0069 0,0188 0,0350

From Table 1 it follows that vega values are zero (or are close to zero) when
the call option is near maturity or strike-price K is far from current asset price S.
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When the vega of call option (6) is far from zero, we perform the iteration
using the Nesterov-Nemirovsky version of damped Newton’s method (9), (10):

σn+1 = σn − αn

S Φ
(
d
(n)
+

)
− K e−r (T−t) Φ

(
d
(n)
−

)
− cE

S
√

T−t√
2π

e
− 1

2

(
d
(n)
+

)2 , (12)

d
(n)
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ln
(

S
K

)
+

(
r ± σ2

n

2

)
(T − t)

σn

√
T − t

, αn = 1, |δn| ≤ 1
4
, αn =

1
1 + δn

, |δn| >
1
4
,
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S Φ
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d
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+
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d
(n)
−
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√
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√
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2π

e
− 1

2

(
d
(n)
+

)2
.

When the vega of call option (6) is close to zero, i.e. Λ < ε, where ε is some
vega threshold, we perform the iteration using Levenberg-Marquardt method
(11):

σn+1 = σn −
S Φ

(
d
(n)
+

)
− K e−r (T−t) Φ

(
d
(n)
−

)
− cE

αn + S
√

T−t√
2π

e
− 1

2

(
d
(n)
+

)2 ,

where α2
n > 1

4
S

√
T−t√
2π

e
− 1

2

(
d
(n)
+

)2
d+d−

σn

(
−SΦ(d(n)+ ) + Ke−r(T−t)Φ(d(n)− ) + cE

)
>0.

3 Implied Volatility Surfaces for Local Volatility Models

3.1 IVS for Shifted-Lognormal Model

The volatility function of shifted-lognormal (SL) model [4]

σ (S, t) = σSL

(
1 − α er t

S

)
, σSL > 0, (13)

is a constant, when parameter α vanishes, thus SL model is a direct generalization
of BS model. SL model behaves differently depending on the sign of parameter α.

The European call option price in SL model [4] is equal to

cSL (S, t,K, T, r, σSL, α) =
(
S − α er t

)
Φ

(
d
(SL)
+

)

− (
K − α er T

)
e−r (T−t) Φ

(
d
(SL)
−

)
, (14)

where

d
(SL)
± =

ln
(

S−α er t

K−α er T

)
+

(
r ± σ2

SL

2

)
(T − t)

σSL

√
T − t

.

Calculation of European call option prices using (14) with asset price S = 1,
current time t = 0, strike prices K from 0,5 to 1,5, maturity T from 0 to 0,25,
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Table 2. European call option prices in shifted-lognormal model with α < 0

Option prices T = 0,0 T = 0,05 T = 0,1 T = 0,15 T = 0,2 T = 0,25

K = 0,5 0,500 0,5012 0,5025 0,5040 0,5058 0,5080

K = 0,6 0,400 0,4015 0,4033 0,4060 0,4095 0,4136

K = 0,7 0,300 0,3020 0,3060 0,3117 0,3183 0,3252

K = 0,8 0,200 0,2048 0,2148 0,2256 0,2361 0,2461

K = 0,9 0,100 0,1181 0,1368 0,1526 0,1665 0,1790

K = 1,0 0,000 0,0547 0,0780 0,0962 0,1116 0,1253

K = 1,1 0,000 0,0197 0,0397 0,0565 0,0712 0,0845

K = 1,2 0,000 0,0055 0,0180 0,0310 0,0434 0,0551

K = 1,3 0,000 0,0012 0,0074 0,0160 0,0253 0,0348

K = 1,4 0,000 0,0002 0,0027 0,0078 0,0142 0,0214

K = 1,5 0,000 0,0000 0,0009 0,0036 0,0077 0,0128

risk-free rate r = 0,05, volatility multiplier σSL = 0,4 and negative parameter
α = −0,5 gives us the following table of option prices (Table 2).

All the values in Table 2 satisfy inequalities (5), therefore we are able to
determine implied volatilities, corresponding to option prices in Table 2.

For the construction of implied volatility surface we have to determine implied
volatilities for option prices and visualize the obtained implied volatilities as a
3d plot. Table 1 shows that vega values for some combinations of strike prices

Fig. 2. IVS for shifted-lognormal model (α < 0)
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and maturities from Table 2 are close to zero, so we have to use the algorithm
from Sect. 3 for the determination of implied volatility.

The IVS for SL model with negative α is visualized in Fig. 2 for strike prices
K from 0,5 to 1,5 and maturity T from 0 to 0,25.

The shape of IVS in Fig. 2 indicates that for short time to maturity SL model
with α < 0 captures the smile effect of volatility and for longer time to maturity
the surface is flattened into a plane with some skew effect for small strike prices.

Calculation of European call option prices using (14) with positive parameter
α = 0,5 and all other parameters, taken from the previous calculation, gives us
the following table of option prices (Table 3).

When α > 0, the volatility function (13) takes lower values than when α < 0.
This leads to lower option prices, because option price is an increasing function
of volatility. Some values in the first row of Table 3 are not computed due to a
negative argument to logarithmic function.

Table 3. European call option prices in shifted-lognormal model with α > 0

Option prices T = 0,0 T = 0,05 T = 0,1 T = 0,15 T = 0,2 T = 0,25

K = 0,5 0,500 – – – – –

K = 0,6 0,400 0,4015 0,4030 0,4045 0,4060 0,4075

K = 0,7 0,300 0,3017 0,3035 0,3052 0,3070 0,3087

K = 0,8 0,200 0,2020 0,2040 0,2060 0,2080 0,2100

K = 0,9 0,100 0,1023 0,1052 0,1085 0,1120 0,1156

K = 1,0 0,000 0,0191 0,0277 0,0345 0,0405 0,0459

K = 1,1 0,000 0,0004 0,0027 0,0059 0,0094 0,0131

K = 1,2 0,000 0,0000 0,0001 0,0006 0,0016 0,0029

K = 1,3 0,000 0,0000 0,0000 0,0000 0,0002 0,0005

K = 1,4 0,000 0,0000 0,0000 0,0000 0,0000 0,0001

K = 1,5 0,000 0,0000 0,0000 0,0000 0,0000 0,0000

The shape of IVS for SL model with α > 0 in Fig. 3 demonstrates strong
smile effect for short maturities which becomes smoother for longer maturities.

3.2 IVS for Cox-Ross Model

The volatility function of Cox–Ross (CR) local volatility model [9] is equal to

σ (S, t) =
σCR

S
, σCR > 0. (15)
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Fig. 3. IVS for shifted-lognormal model (α > 0)

The European call option price in CR model is equal to

cCR (S, t,K, T, r, σCR) =
(
S − K e−r (T−t)

)
Φ

(
d
(CR)
+

)
+

+
σCR

√
1 − e−2 r (T−t)

2
√

π r
e

− 1
2

(
d
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+

)2

, (16)

where

d
(CR)
+ =

√
2 r

S er (T−t) − K

σCR

√
e2 r (T−t) − 1

.

Calculation of European call option prices using (16) with asset price S = 1,
current time t = 0, strike-prices K from 0,5 to 1,5, maturity T from 0 to 0,25,
risk-free rate r = 0, 05, volatility multiplier σCR = 0, 4 gives us the Table 4.

Basically, option prices in Table 4 are between option prices in Tables 2 and
3 for SL model with negative and positive parameter α.

Following the algorithm from Sect. 3 for the determination of implied volatil-
ity we receive the IVS for CR model in Fig. 4 for strike-prices K from 0,5 to 1,5
and maturity T from 0 to 0,25.

The shape of IVS for CR model in Fig. 4 is similar to the IVS for SL model
with negative parameter α with lower level of volatility and greater surface slope
for longer time to maturity.
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Table 4. European call option prices in Cox-Ross model

Option prices T = 0,0 T = 0,05 T = 0,1 T = 0,15 T = 0,2 T = 0,25

K = 0,5 0,500 0,5012 0,5025 0,5038 0,5051 0,5066

K = 0,6 0,400 0,4015 0,4030 0,4047 0,4067 0,4089

K = 0,7 0,300 0,3018 0,3038 0,3066 0,3100 0,3139

K = 0,8 0,200 0,2024 0,2068 0,2125 0,2186 0,2248

K = 0,9 0,100 0,1079 0,1189 0,1291 0,1384 0,1470

K = 1,0 0,000 0,0369 0,0529 0,0654 0,0761 0,0857

K = 1,1 0,000 0,0063 0,0166 0,0263 0,0352 0,0435

K = 1,2 0,000 0,0004 0,0034 0,0080 0,0133 0,0188

K = 1,3 0,000 0,0000 0,0004 0,0018 0,0040 0,0068

K = 1,4 0,000 0,0000 0,0000 0,0003 0,0009 0,0021

K = 1,5 0,000 0,0000 0,0000 0,0000 0,0002 0,0005

Fig. 4. IVS for Cox-Ross model

3.3 IVS for Hyperbolic-Sine Model

The volatility function of hyperbolic-sine (HS) local volatility model [24]

σ (S, t) =

√
λ2

S2
+ 2 r (17)

is an exact solution of PDE, derived by Carr, Tari, Zariphopoulou [5].
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The European call option price in HS model is equal to

cHS (S, t, K, T, r, λ) =
1

2
S

(
Φ

(√
2r (T − t) − K∗

)
+ Φ

(
−

√
2r (T − t) − K∗

))
+

+
1
2

√
λ2

2 r
+ S2

(
Φ

(√
2 r (T − t) − K∗

)
− Φ

(
−

√
2 r (T − t) − K∗

))
−

− e−r (T−t)K Φ (−K∗) , (18)

where

K∗ =
1

√
2 r (T − t)

(

arsinh

(√
2 r

λ
K

)

− arsinh

(√
2 r

λ
S

))

.

Calculation of European call option prices using (18) with asset price S = 1,
current time t = 0, strike-prices K from 0,5 to 1,5, maturity T from 0 to 0,25,
risk-free rate r = 0, 05, hyperbolic-sine model parameter λ = 0, 4 gives us the
following table of option prices (Table 5).

Table 5. European call option prices in hyperbolic-sine model

Option prices T = 0,0 T = 0,05 T = 0,1 T = 0,15 T = 0,2 T = 0,25

K = 0,5 0,500 0,5012 0,5025 0,5039 0,5055 0,5074

K = 0,6 0,400 0,4015 0,4032 0,4053 0,4082 0,4115

K = 0,7 0,300 0,3018 0,3048 0,3092 0,3143 0,3199

K = 0,8 0,200 0,2034 0,2108 0,2193 0,2279 0,2363

K = 0,9 0,100 0,1132 0,1285 0,1419 0,1538 0,1646

K = 1,0 0,000 0,0467 0,0667 0,0823 0,0956 0,1075

K = 1,1 0,000 0,0131 0,0288 0,0424 0,0546 0,0657

K = 1,2 0,000 0,0024 0,0102 0,0193 0,0285 0,0375

K = 1,3 0,000 0,0003 0,0030 0,0078 0,0137 0,0201

K = 1,4 0,000 0,0000 0,0007 0,0028 0,0061 0,0101

K = 1,5 0,000 0,0000 0,0001 0,0009 0,0025 0,0048

Option prices in Table 5 are above option prices in Table 3 for SL model with
positive parameter α and Table 4 for CR model, but are below option prices in
Table 2 for SL model with negative parameter α.

The IVS for HS model is visualized in Fig. 5 for strike-prices K from 0,5 to
1,5 and maturity T from 0 to 0,25.

The shape of IVS for HS model in Fig. 5 is similar to the IVS for SL model
with negative parameter α and IVS for CR model and captures smile effect for
short maturities and skew effect for longer maturities.
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Fig. 5. IVS for hyperbolic-sine model

4 Conclusion

We obtained the IVS for option prices in several local volatility models, including
shifted-lognormal model with positive and negative model parameter, Cox-Ross
model and hyperbolic-sine model. IVS for these models demonstrate that all
the models capture both smile and skew effects of implied volatility with some
peculiarities. This suggests that alternative volatility models can be used instead
of BS model in various practical applications of stochastic modelling, including
derivative pricing and risk management.
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Abstract. In the paper, the retrial queueing system of M/M/1 type
with collisions and impatient calls is considered. The impatience of calls
in the orbit is exponential distributed. The process of the number of calls
in the orbit is analyzed. We propose the method of the negative binomial
approximation using the first and the second moments of the distribution
which were obtained asymptotically. The numerical analysis of compar-
ison exact (obtained by simulation) and approximate distributions for
different values of the system parameters are presented.

Keywords: Retrial queueing system · Negative binomial distribution ·
Collisions · Impatient calls

1 Introduction

Nowadays, an analysis and an optimization of various telecommunication sys-
tems are an important problem. One of the most used mathematical model for
description of communication systems controlled via random multiple access pro-
tocol, mobile networks, call centers and other technical systems is retrial queue-
ing model [1–8]. The main feature of such models is the presence of repeated
calls to a device in some random time after failure to get service. Such cases can
be produced not only by lack of free servers at arrival time, but also by technical
reasons. The books of Artalejo and Gómez-Corral [9], Falin and Templeton [10]
give detailed description of retrial queues.

More complicated models are retrial queues with collisions examined in [11–
13]. Usually collisions happen in networks when a message is transmitted during
the transmission of another message. As the result, this messages “collide”. It
is supposed that both messages are deformed and they go into the orbit, where
they try to get service again after a random delay.

One else research direction of retrial queueing theory is investigating of
the retrial queues with losses, where unserviced calls leave the system. Such
retrial queues were studied by Cohen [3], Falin [10], Yang, Templeton [14],
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Krishnamoorthy [15], Kim [16], Aissani [17], Kumar [18], etc. In mentioned
works, after an unsuccessful attempt to receive the service, a call with prob-
ability p goes into orbit and with probability 1 − p leaves the system (so called
p–persistence). In this paper, we consider the retrial queue with impatient calls
that leave the system after a random time of waiting in the orbit (without neces-
sarily calling on the device). The same model was studied in papers [13,19–21].

The majority of studies devoted to RQ-systems investigation are performed
by matrix methods [9,16,22] and further numerical analysis or computer simu-
lation [23,24] etc. Analytical results are obtained only for the simplest models,
e.g. retrial queues with a stationary Poisson arrival process and an exponential
distribution of the service time [10].

Various asymptotic methods and approaches in queuing theory are described
in [10,25]. The Tomsk research school develops asymptotic method for inves-
tigating queueing systems of various configurations and under different limit
conditions, including retrial queues [11–13,19–21]. Such method allows obtain-
ing asymptotic expressions of necessary system’s characteristics in cases when
pre-limit research of considered RQ-system is impossible. And obtained results
are acceptable for practice.

In the previous paper [13], we studied the retrial queue with collision by the
asymptotic analysis method with assumption of a long delay and high patience
of calls in the orbit. We have proved the theorem about the Gaussian form of the
probability distribution of the number of calls in the orbit and the asymptotic
mean and variance of the distribution of the number of calls in the orbit was
been obtained. There we have compared asymptotic and simulated distributions
and have made the conclusion about the asymptotic method applicability area.
In this paper, we will use obtained formulas and perform the comparison of the
asymptotic and the exact moments.

In addition, it is known that the probability distribution of the number of
calls in the simplest retrial queues has the negative binomial distribution (it is
also called as the discrete gamma distribution). Also this distribution is close
enough to the exact distribution even for retrial queues with MMPP arrivals [26].
Thus in this paper, we propose to apply the negative binomial approximation
for more complicated models – a retrial queue with collision.

The rest of the paper is organized as follows. The general information about
mathematical model of the studied retrial queueing system and the problem
statement are presented in Sect. 2. In Sect. 3, the main theorem about asymp-
totic formulas for the first and the second moments of the studied process is
formulated and the numerical analysis of this formulas accuracy is performed.
Section 4 consists of the definition of the negative binomial distribution and the
description of the approximation method. Some numerical results of analysis of
approximation method applicability are presented in Sect. 5. Section 6 concludes
the paper.
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2 Model Description

We consider an retrial queue with one server and Poisson arrival process with
rate λ. If an arriving call (or customer) founds the service device free, call takes
it for the service for random time distributed exponentially with parameter μ. If
the device is busy, arriving and services calls enter into a “collision” and go into
the orbit. On the orbit each call waits during exponential distributed random
time with parameter σ, and then again tries to get access the device. If the device
is free, the call occupies it for random servicing time. If the device is busy, we
have a “collision” again, so both calls immediately go into the orbit and wait
once more random time. Moreover, a call from the orbit leaves the system after
exponential distributed time with parameter α, demonstrating the “impatience”
property.

Figure 1 shows the model of the retrial queueing system of the M |M |1 type
with collisions and impatient calls.

Fig. 1. Retrial queue M |M |1 with collisions and impatient calls

Let us denote i(t) the process of the number of calls in the orbit at the
moment t. The problem is to study the stationary distribution P (i) of the num-
ber of calls in the orbit for the described system. It is worth noting that the
Kolmogorov’s system of differential equations for P (i) can not be directly solved
analytically and we use some limit (asymptotic) condition for finding a decision.

3 Asymptotic Results

For the approximation constructing by negative binomial distribution, we need
to know values of the first and the second moments of the studied process. But in
the considered model, the exact formulas for the moments can not be obtained.
Thus we use the results from paper [13], where the following theorem about the
Gaussian form of the distribution of the number of call in the orbit has been
proved by means of applying the asymptotic analysis method.
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Theorem 1. The stationary distribution of the number of calls in orbit in the
RQ-system M/M/1 with collisions and impatient calls (with the Poisson arrival
process of intensity λ, exponential servicing distribution with parameter μ, expo-
nential distribution law of the random delay parameter σ, exponential distribu-
tion of a call’s impatience with parameter α = qσ, and constant q > 0) is an
asymptotically normal distribution under the long delay and the high patience of
calls condition with mean E{i(t)} and variance Var{i(t)}

E{i(t)} =
λ − μR1

qσ
, (1)

Var{i(t)} =
−μf1 + λR1 + qσE{i(t)} (1 − R1)

qσ
, (2)

where
f1 = b/ (1 + a) ,

a =
λ (1 + q) + 2R1 (qσE{i(t)} − λ)

q (λ + μ + σE{i(t)}) + (1 − 2R1) (μ + qσE{i(t)} − λ)
,

b =
[(1 − 2R1) (λ − qσE{i(t)}) − qσE{i(t)} (1 + q)] R1

q (λ + μ + σE{i(t)}) + (1 − 2R1) (μ + qσE{i(t)} − λ)
,

and R1 is the probability that the device is occupied in the stationary mode of
system operation, which is determined by equation

2μR2
1 − (2λ + μ) (1 + q) R1 + λ (1 + q) = 0, R1 ∈ [0; 1] .

The numerical analysis has shown that the value of the Kolmogorov distance
between the asymptotic and simulated distributions decreases with the growth
of the system load and with the increase in delay time of orders in orbit (σ → 0).
Some examples showing the quality of approximation are presented on Figs. 2
and 3. In [13] we made the conclusion that the asymptotic results can be applied
for σ ≤ 0.01 if ρ = 0.8.

Table 1. Relative precision for the asymptotic mean for various values of ρ and σ

σ = 0.005 σ = 0.01 σ = 0.05 σ = 0.1 σ = 1

ρ = 0.4 0.00054 0.00107 0.00481 0.00853 0.02800

ρ = 0.5 0.00056 0.00110 0.00506 0.00918 0.03400

ρ = 0.6 0.00053 0.00105 0.00492 0.00907 0.03700

ρ = 0.7 0.00049 0.00097 0.00460 0.00859 0.03800

ρ = 0.8 0.00044 0.00088 0.00422 0.00796 0.03700

ρ = 0.9 0.00040 0.00080 0.00383 0.00727 0.03600

ρ = 1.0 0.00036 0.00072 0.00347 0.00665 0.03500

ρ = 2.0 0.00704 0.00028 0.00140 0.00276 0.02000
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Fig. 2. Comparison of the asymptotic (dashed line) and the simulated (solid line)
distributions for σ = 0.01 and ρ = 0.8

Fig. 3. Comparison of the asymptotic (dashed line) and the simulated (solid line)
distributions for σ = 0.1 and ρ = 0.8
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Table 2. Relative precision for the second moment for various values of ρ and σ

σ = 0.005 σ = 0.01 σ = 0.05 σ = 0.1 σ = 1

ρ = 0.4 0.00055 0.00109 0.00503 0.00912 0.03100

ρ = 0.5 0.00030 0.00591 0.00289 0.00550 0.02200

ρ = 0.6 0.00006 0.00013 0.00786 0.00177 0.02200

ρ = 0.7 0.00014 0.00026 0.00103 0.00155 0.00108

ρ = 0.8 0.00029 0.00057 0.00249 0.00430 0.01200

ρ = 0.9 0.00040 0.00080 0.00363 0.00650 0.02300

ρ = 1.0 0.00049 0.00097 0.00449 0.00821 0.03200

ρ = 2.0 0.11400 0.00131 0.00638 0.01200 0.07500

For formulas (1)–(2) accuracy estimating, we present values of relative pre-
cisions for the mean and the variance in Tables 1, 2 respectively.

We see that the asymptotic moments are close enough to exact ones for
various values of the system parameters.

Distributions on Fig. 2 have not Gaussian form, so to improve research results,
we will use formulas (1) and (2) for negative binomial approximation constructing.

4 Negative Binomial Approximation

It is known that the probability distribution of the number of calls in the system
in the simplest retrial queues has the negative binomial distribution (it is also
calls as the discrete gamma distribution [26]). Thus we offer to construct the
negative binomial approximation for more complicated retrial queues studying
such as retrial queus with collision and impatient calls.

First of all, we present the definition of negative binomial distribution.

Definition 1. The negative binomial distribution is a discrete probability dis-
tribution Pg(i) for i ≥ 0, which characteristic function has the following form

G(u) =
(

1 − γ

1 − γeju

)η

,

with parameters η > 0 and 0 < γ < 1, j =
√−1.

It is easy to show that the parameters η and γ are expressed in terms of the
mean E{i(t)} and the variance Var{i(t)} of the distribution Pg(i) as follows

γ = 1 − E{i(t)}
Var{i(t)} , η = E{i(t)} · 1 − γ

γ
. (3)

The method of the approximation consists in approximating the probability
distribution of the number of calls in the orbit P (i) by the negative binomial
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distribution Pg(i) which parameters are calculated via known mean and variance
of P (i) by formulas (3).

For demonstrating the applicability area of the proposed approximation, we
present some numerical examples in the following section.

5 Numerical Analysis

We perform the solving of the system evolution by simulation [27] and compare
statistical results with analytical ones derived in the paper. For the demonstrat-
ing the applicability area of the negative binomial approximation, let us compare
the probability distribution of the number of calls in the retrial queueing system
P (i) calculated via simulation and its approximation Pg(i) constructed by using
the asymptotic moments (1)–(2) for different values of the system parameters.

In the example, let the service rate be μ = 1, α = 2σ. We variate parameters
ρ = λ/μ and σ for the results demonstrating. To evaluate the result we use
Kolmogorov distance between respective distribution functions:

d = max
i≥0

∣∣∣∣∣
i∑

l=0

[P (l) − Pg(l)]

∣∣∣∣∣.

The comparison of the distributions is shown in Figs. 4, 5 and 6. Values of Kol-
mogorov distance are presented in Table 3.

Fig. 4. Comparison of the approximate (dashed line) and the simulated (solid line)
distributions for σ = 0.01 and ρ = 0.8
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Fig. 5. Comparison of the approximate (dashed line) and the simulated (solid line)
distributions for σ = 0.1 and ρ = 0.8

Fig. 6. Comparison of the approximate (dashed line) and the simulated (solid line)
distributions for σ = 1 and ρ = 0.8
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Table 3. Kolmogorov distances d for various values of the parameter ρ and σ

σ = 0.005 σ = 0.01 σ = 0.05 σ = 0.1 σ = 1

ρ = 0.4 0.0050 0.0069 0.0200 0.0160 0.0077

ρ = 0.5 0.0040 0.0056 0.0180 0.0150 0.0120

ρ = 0.6 0.0034 0.0047 0.0130 0.0150 0.0170

ρ = 0.7 0.0029 0.0040 0.0087 0.0150 0.0210

ρ = 0.8 0.0025 0.0035 0.0072 0.0130 0.0250

ρ = 0.9 0.0022 0.0031 0.0060 0.0110 0.0280

ρ = 1.0 0.0019 0.0027 0.0055 0.0085 0.0300

ρ = 2.0 0.0180 0.0012 0.0026 0.0035 0.0203

Thus, Kolmogorov distances between the distributions have values d ≤ 0.03
for different σ and ρ. We obtain the same results for other values of the system
parameters.

6 Conclusions

In this regard, the method of the negative binomial approximation for the prob-
ability distribution of the number of calls in the orbit is offered for the retrial
queue of M/M/1 type with collisions and impatient calls. The numerical com-
parison of the distributions obtained via simulation and approximate one for
different values of the system parameters shows the wide range of the method
application.
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Abstract. The article discusses the use of Physical Web approaches for
the expansion of social networks. This implies the presentation of data
from social networks in a real (physical) context, as well as the inverse
task of using information about a real physical context in querying and
analyzing data from social networks. First of all, mobile phones of social
network users are considered as real objects that will be used both in
data dissemination and in gathering information about the context. In
this case, the purpose of consideration is to build a “natural” extension,
when the implementation does not require the creation of a special type
of social network entries. The general scheme or model of implementation
is based on the minimization (or even complete absence) of requesting
additional rights to access the social network, the absence of marks in the
social network, and the use of basic functionality and standard protocols
for mobile devices.

Keywords: Physical Web · Network proximity · Social networks
1 Introduction

The term Physical Web refers to the ability to interact with physical objects.
The word “interaction” here means the possibility of obtaining any information
related to or associated with real objects [1]. In general, we are talking about
projects related to proximity services. And proximity, in this case, will be deter-
mined in relation to other objects (close to other objects). Any interaction with
physical objects is understood as the possibility of obtaining any information
from closely located (located somewhere nearby) real physical objects. To deter-
mine this proximity, it must somehow be measured. In other words, we need to
introduce some metrics [2].

The measurement (determination) of proximity is a separate problem. The
first thing that comes to mind in this situation is the use of proximity sensors
on mobile devices (mobile phones). The proximity sensor is a contactless sensor
that allows you to determine the object in front of you and the distance to it [3].
As a rule, it is an infrared emitter and receiver [4]. If the receiver does not receive
the infrared beam from the emitter reflected by the object, then this means that
c© Springer Nature Switzerland AG 2019
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Fig. 1. Proximity sensors [6].

there are no objects in front of the sensor, and if the signal is reflected, then
there is an object. In fact, the principles of action may be different [5] (Fig. 1).

However, the practical use of such sensors today is difficult. First, they may
not be present on all mobile devices. Secondly, there is no standard API here.
Many measurement methods can be inconvenient to use. For example, it can
interrupt or even fully eliminate the work of other applications. Proximity sen-
sors cannot determine what is nearby. For example, they cannot determine the
presence of another phone. The picture is quite real when sensors based on dif-
ferent physical signs are better suited for different types of objects.

All this leads to the fact that in practice, the proximity of objects is under-
stood in terms of network proximity. This is the ability to receive signals of any
wireless networks with limited range. This is where the terms such as Bluetooth
distance, Wi-Fi distance, etc. came from. In other words, if the device registers
(“sees”) the Bluetooth network, then this means, for example, that the device
(most often it is a mobile phone) is located in the interval of 1–10 m from the
source. Thus, signal reception is an indication of proximity, and various mea-
sured characteristics of such a signal (for example, the RSSI - signal strength)
can be used in calculating metrics. The network proximity and its applications
are described in many of our papers [7,8].
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The data transfer for nearby devices is also connected with the physical prox-
imity [9]. Initially, it all started with RFID-based projects, then large companies
began to offer solutions that became de-facto standards. First, here we need to
mention Apple’s iBeacon [10]. These are Bluetooth tags that send a couple of
integers. Applications can take on these values and, depending on this, take some
action (Fig. 2).

Fig. 2. iBeacon: how it works [11].

The interpretation of these values depends on the application. For example,
for an information system in a store, the first value received from a tag is the
number of the sales area, the second value is the shelf in this room. It is possible
to build some global directories with the data of the installed tags (for example,
for navigation in airports).

An alternative solution from another large company (Google) is also a Blue-
tooth tag (Eddystone), which can send a URL as content. Actually, Google and
coined the term physical web. A web link (URL) is associated with a certain
object, which is represented by the Bluetooth tag (Fig. 3).

Everywhere further in the work under the physical web, we will understand
just such a model. A physical object (a tag representing it or a tag that is associ-
ated with it) will distribute some URL. The physical web describes exactly how
that URL turns out (how it is formed) and how it is distributed. And its process-
ing upon receipt is, of course, already the specificity of a particular application
service. The above-mentioned EddyStone distributes URLs associated with com-
mercial services (Fig. 4). As it will be explained below, our model will distribute
links from social networks.

Also, we should note a very important practical point. The tags mentioned
here can be created (can be emulated) programmatically. iBeacon is not only a
hardware tag but also, for example, an iPhone mobile phone. Bluetooth point
can be opened on Android phone programmatically and so on.

The next point on which it is necessary to stop in the introduction is the
nature of data our approach is dealing with and the distribution of which is dis-
cussed in this paper. The article discusses the possibilities of expanding (in terms
of information dissemination) social networks. Needless to say about the great
penetration of social networks. All Internet users, one way or another are present
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Fig. 3. The Physical Web: how it works [12].

Fig. 4. The Physical Web: business models [13].
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in social networks. In reality, the younger generation “lives” on social media.
These can be public networks (Facebook), professional networks (Linkedin), net-
works that specialize in some type of content (Instagram), etc. In any case, social
networks today are a huge distribution and consumption of content. At the same
time (according to the concept and current statistics of mobile first) content is
created (and consumed), first of all, on mobile devices. Accordingly, this arti-
cle discusses approaches that allow sharing content from social networks among
mobile subscribers (mobile users) located in a certain geographically-limited area
(near the author). But we should note here an important addition. The tradi-
tional approach of social networks in this issue is to use the so-called check-in
- marks (records) in the social network, which contain information about the
location. Then simply select the records that contain close coordinates. This
paper discusses an approach that is not associated with any special publications
(entries) on the social network. We are based on the direct dissemination of data
by mobile devices. This can be called a natural extension of the social network.

The next important note is that almost all mobile applications (services)
are context-sensitive (context-aware) or should be, as a result, such. Context is
any measurable data that can be added to a location. Information about the
physical environment of a mobile device that transmits data is, of course, part
of the context (in fact, most of it) [14]. Accordingly, the expansion of the social
network should also be context sensitive.

The remainder of the article is structured as follows. In Sect. 2, we consider
passive extension methods. Section 3 deals with active extension methods.

2 Context-Aware QR-Codes

In this section, we want to focus on passive distribution data (links) from social
networks. The passive methods just links (associate) data with physical objects
and make them available by requests.

A QR code is currently a popular and well-known way of presenting data for
mobile users. Classically, a QR code is a two-dimensional bar code that encodes
information for quick recognition using the camera on a mobile phone. It is
currently a widely-used approach in practical applications [15].

QR codes are usually associated with some physical objects. A picture with
a QR code is applied (pasted) on some object (object). This is the most famous
use. Essentially - some static information is presented. Just like regular bar codes
that are applied, for example, on a packaging. By virtue of its architecture, QR
codes provide more information than a regular bar code. Accordingly, it allows
you to enter some formats (interpretation) for the provided text. In addition to
the actual text, it can be a link (URL), SMS dialogue, vCard information, etc.

In the context of this work, we are interested in the representation of links
(URL). The idea of including additional information in such a presentation was
considered in several papers. In addition to the above-mentioned work [15], the
paper [16] can be highlighted here. In the paper [16], QR code is a location
source too. In this case, some symbolic location code is encoded into the URL.
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The context server is then used to map locations to symbolic locations. There are
several ways to describe symbolic locations. For example, Geohash codes were
designed to be used in short URLs to identify locations. Usually, symbolic codes
should represent an area, not a point, where the size of the area is variable.

In the paper [17] authors create context-aware QR codes from two parts:
“traditional” QR code info and XML-based description for messages that should
be provided to the reader.

In our approach, we propose to transfer contextual information through the
transmission of data about the wireless environment. It is about creating a cus-
tomized version of the QR-code reader, which can work in the modes of adding
and checking the availability of contextual information. Information about avail-
able wireless networks can be represented in the form of a so-called fingerprint.
This approach is widely used, for example, in context-sensitive services that
are based on network proximity approaches. The fingerprint includes informa-
tion about the available nodes of wireless networks (for example, their MAC
addresses) and, optionally, signal characteristics (for example, RSSI). For exam-
ple, a list of MAC addresses, a list of MAC addresses and two limits for RSSI
(minimal and maximal value), etc. All these examples are valid fingerprints.

A custom QR code reader can automatically add information about available
wireless networks to the recognized link (for example, as GET parameters).
Accordingly, when accessing the specified URL, the site (CGI script) in the
request will receive information about the wireless environment in the place
where the QR code was scanned. This can be used, for example, for positioning
a scanning application (if you know where the wireless node/network is located)
or for any additional checks (if other networks are present).

Using the information about wireless networks has its advantages over using
global positioning systems (GPS):

– GPS request is very energy intensive.
– When positioning in the premises, the request for GPS coordinates may not be

possible. Using the information on wireless networks, we can provide greater
accuracy than using commercially available GPS systems.

– GPS signal may be muffled/changed.
– Access to a service based only on geographic coordinates is more difficult to

limit (a location request is available to everyone).
– One of the most important advantages: geographical coordinates - do not

change. And if we base the service on proximity to the object (object), which
itself moves, then we get a completely new class of services, which was impos-
sible with geographic coordinates. The service (available information, possible
actions, etc.) is tied to the current location of the reference object and moves
with it. By analogy with the geo-grid, we can talk about proximity-fence.

In another use case, a customized QR-code reader can compare information
about a wireless environment with information that is actually available at a
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given time and location. Model service that allows using an account (profile) in
a social network for physical authorization:

– Mobile user is authorized in the social network right from the own phone.
– As a result of authorization, our application will get a link to a user profile

in a social network.
– For the received profile (URL), a QR code is built and a wireless fingerprint

is used as a contextual information.
– This QR code is presented for verification right from the mobile phone screen.

The code is simply displayed on the screen. And the code will also be scanned
directly from the screen. The code screen is displayed in the same way as a
paper ID document.

– When scanning a QR code (on the checking phone), the profile of the user
being checked in the social network (for example, you can compare the pro-
file picture with the original) and, most importantly, the data on the wireless
environment presented in the QR code are compared with the live environ-
ment as it is seen from the checking phone. The coincidence of these data
(within one or another metric) indicates that the user has logged in to the
social network directly at the inspection site, and does not show a previously
prepared picture.

Note that this approach does not require any marks on the social network.
Here the application does not write (and also does not read anything) on the
social network. The network is used only for authorization. It just confirms
of authorship. This is an extension of the social network where identification
information is used in the real (physical) space.

3 Wireless Node Advertising as a Data Sharing Tool

Unlike the previous passive approach, where the user identification in the social
network (link to his profile) in some way was presented on demand, this approach
can be called active. Here we intend to distribute through the network links to
profiles of social network users located nearby. As a tool for distribution, it is
proposed to use the mobile phone of a user who is authorized in a social network.
In essence, the proposed approach turns a mobile phone into a tag similar to
Google Eddystone, which will distribute some URL. In our case, it is a link to a
user profile in a social network. In other words, it will be a classic Physical Web
in its very original definition.

The idea is to override the function (procedure) of announcing wireless nodes.
Nodes in wireless networks will learn about the existence (presence) of other
nodes due to the presence of the presentation procedure. The node informs other
nodes about its existence. Thus, mobile devices will recognize, for example, the
presence of a Wi-Fi access point, a Bluetooth scan on a mobile phone will indi-
cate the presence of other nodes, and so on. This all represents the process
of advertising of wireless nodes and, accordingly, the mechanism of disclosure
(search, definition) of wireless nodes.
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So, our idea is to use the advertising process to distribute information defined
by the end user. The advantages of this approach are obvious - we use regular
mechanisms of wireless networks, and there is no need to somehow modify the
system software on a mobile device to receive any information from neighboring
nodes. Details of this approach are described in our works [18].

The key point here is just a simple detection (discovery) of nearby devices
(mobile users), without the need for users to perform any special actions. That
is why the process of searching (discovering) for devices is an ideal candidate.
We also note that new technologies, such as, for example, Wi-Fi Direct, support
fairly advanced presentation technologies (Wi-Fi Direct thus represents avail-
able services). This opens up great opportunities for distributing user-generated
content in these service messages.

As per technical details, a Bluetooth 4.0 device, for example, may operate in
three different modes depending on required functionality: advertising, scanning
and initiating. It is illustrated in Fig. 5. A device in advertising mode, named
advertiser, periodically transmits advertising information in three channels [19].

For example, the SSID (node’s name) is a 32-byte string. For this service, the
first three bytes are reserved for the standard prefix. Accordingly, when scanning,
only Bluetooth nodes with such prefixes are selected. If we consider this as the
transmission of data on the network, the following figures can be cited. Changing
the name of the Bluetooth node and recognizing the new name by surrounding
devices takes 500–1000 ms. Accordingly, from the point of view of information

Fig. 5. On advertising (a) and scanning (b) in Bluetooth 4.0 [20]
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transfer, this corresponds to a transmission rate of 32 bytes per second [18].
However, the amount of data transmitted in such a “network” is very small, the
approach itself is 100% compatible with all models of model phones. In addition,
this approach will work even in the absence of a telecom operator.

In other words, the representation (advertising) of a wireless node is used to
transmit user information. This creates a new quality for services. Receiving such
an advertisement indicates closeness to the source of the message and at the same
time receives some data from it. If you compare this approach with geo-location
services, for example, there, after receiving the coordinates on the mobile device
with them, as a rule, you need to contact the server to obtain data related
to these coordinates. The proposed model combines the definition of proximity
(this replaces the acquisition of geo-coordinates) and request information. This
direction has been developed by the authors of the article for a long time. This
bibliography illustrates our various works in this field.

What the service looks like:

1. In the mobile application, the user is authorized in the social network.
2. After authorization, the application receives a user ID. This ID allows you

to uniquely create a link to a user profile in a social network. For example,
this is something like https://network.server.com/ID.php. The details of the
URL can vary, but the general approach remains the same for all networks
(Facebook, Vkontakte, Linkedin, etc.). Actually, it is the standard template
for web applications - the so-called well-known URL.

3. Using the received ID, we can programmatically create (open) a Bluetooth
point directly on the author’s phone, using the received ID from the social
network as a name for our node. We can make this node discoverable. It could
be done via Android API too. This is the representation of the wireless node.
Accordingly, other mobile devices that are nearby (Bluetooth distance) can
“see” this ID.

4. Io is the same mobile application, which is used for authorization in a social
network in parallel scans the available (“visible”) Bluetooth nodes. This oper-
ation, in fact, is available in some local neighborhood - the so-called Blue-
tooth distance [23]. In most cases - up to 10 m. Among the available Bluetooth
nodes, you can select those that broadcast ID from the social network. This
is achieved by adding a prefix to the point name during translation.

5. Having collected the available (“visible”) identifiers, the application can
obtain publicly available information for each of them. This also works uni-
formly for all networks – another well-known URL will allow you to get a
public image (avatar) of a profile.

6. As a result, you can create an illustrated list of profiles of social network
users who are nearby. The list is made up of pictures of profiles and clickable
links to profiles. Accordingly, if necessary, you can go to the profile of the
selected neighbor and there already interact with it as allowed by a specific
social network. Note that in this way the application will work in all social
networks, where you can form a “well known URL” for the user profile. The
figure below from the diploma project carried out in Lomonosov Moscow

https://network.server.com/ID.php
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State University under the direction of the author illustrates the work in the
network VK.com - the most popular social network in Russia.

As a simple business model of an application, you can call an analog badge
for a conference or other social event, where instead of a physical card with a
name and a photo, there is a link to a social profile with a name and a photo.

Also, we should note that this approach does not require to make any entries
in the social network or even getting any permissions to read data from the social
network. Other users of the network can not get information about such a test.
In fact, an ID from a social network is shown only to those who physically see
its owner.

For social networks, the proposed model is a typical example of customized
check-ins [21]. Classically, a check-in record in a social network is some message
(post, status, etc.) linked to the particular location (to the particular geograph-
ical place). In other words, it is some geo-located message, presented on a social
network [24]. These marks are made in order to introduce the social network
user to other users nearby (according to their own check-ins). In this model, we
can generally avoid any marks on social networks, and directly present the user
to his neighbors.

Traditionally, “places” in social networks are described via classical geo-
location info (latitude and longitude pair). Of course, it is already problematic
for indoor applications. With this model, we can remove “places” from social
networks and make them completely dynamic. Any new “place” is just a net-
work fingerprint [25]. In our case, it is a set of “visible” Bluetooth nodes. And
the “places” in this definition are completely dynamic. Turning a Bluetooth node
on or off defines a new “location” (Fig. 6).

This design can also be called serverless check-in. A social network user does
not actually report their location to the social network. He shares his represen-
tation in the social network with those who at the moment can see it physically
and only with them. In reality, the social network here can be replaced by any
other service that confirms authorship.

Speaking of security and privacy issues, two points should be noted. Firstly,
we are not talking about monitoring problems. This is a conscious and benevolent
representation of a user’s link to his or her profile on a social network. The closest
analogue is to wear a badge with your name on it at the conference. The user
fully controls when he provides such information (takes off and puts on a badge).
Accordingly, we are not talking about privacy violations here. The information
thus can receive only those who are in physical proximity (literally - can see the
author). When we talk about security, it is necessary to note the following. The
proposed approach does not imply any connection between the devices. This is
exactly what provides security.
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Fig. 6. Main screen [22]

4 Conclusion

In this article, we examined the mechanisms for expanding social networks in
the physical space. This term was understood as the direct use of data (links)
from social networks without the need to make any marks in the profiles of social
network users. The basic model of the services presented here can be described
as the use of social network identification in real (physical) space. In the given
model examples, confirmed user identification in a social network, performed
in close proximity to other mobile users, became available to these users. This
accessibility was provided by the dissemination of the URL (web link) to the user
profile on the social network. At the same time, the proposed approach does not
require any entries (marks) in the social network.

The proposed model is an illustration of the general approach to the devel-
opment of services based on proximity, when customized advertising of wireless
nodes is used to redistribute user-defined information.
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1 Introduction

The problem of mitigation of congestion and congestion avoidance in modern
communication networks is the actual task for researches and practitioners, and,
as may be seen [1], this problem does not have a satisfying solution.

According to RFC 7567 [1] active queue management (AQM) is consid-
ered as a best practice of network congestion avoidance (reducing) in Internet
routers. The active queue management is a based on some rules (algorithms
such as random early detection (RED) [2–20], Random Exponential Marking
(REM), Blue [21] and stochastic fair Blue (SFB), Adaptive virtual queue algo-
rithm [18–20,22], Explicit Congestion Notification (ECN) [3,23], or controlled
delay (CoDel) [24–26]) technique of intelligent drop of network packets inside
a buffer associated with a network interface controller (NIC), when that buffer
becomes full or gets close to becoming full.

But, as was mentioned before, the problem of congestion avoidance is still
actual [31–36], so there exists the IETF working group on ‘’Active Queue Man-
agement and Packet Scheduling” [27], where some more novel AQM algorithms
are investigated and standardised. A numerous number of AQM schemes have
been proposed [19,28–37]. The performance analysis of the most of them is per-
formed by simulation (for example, [34,38]) and the bridges between the available
use-case results and analytic results, as well as between the available analytic
results are very few (see, for example, [39–43]).

We will consider only the case of RED algorithm and some its modifications.
RED has the ability to absorb bursts and also is simple, robust and quite effective
at reducing persistent queues [2–5].

In this paper the mathematical model of RED-like algorithm with thresholds
will be presented. The word “RED-like” is used because in contrast to standard
RED algorithm, when a possible reset occurs at the time of arriving of the next
packet in the system [2] and the control parameter is an exponentially weighted
average queue length as for classic RED [2], our model is based on completely
different idea: the decision about a possible packet drop is synchronised with
the service completions. Thus we will use the so called renovation mechanism
[44,57–60,63,64].

Some experimental results [61,62] in this direction show that the use of the
renovation mechanism in the finite-capacity single server queues under heavy
overload conditions allows one to achieve at least the same performance level, as
the one guaranteed by the classical random early detection scheme.

The structure of the article is following: the Sect. 2 gives the brief description
of the classic RED algorithm, the Sect. 3 is devoted to the general renovation
mechanism, some results concerning RED and renovation, and our mathematical
model based on general renovation mechanism with thresholds. The last section
concludes the paper with the short discussion.
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2 The Brief Description of RED Algorithm Module

The classic RED [2] is a queueing discipline with two thresholds (Qmin and
Qmax) and a low-pass filter to calculate the average queue size Q̂:

Q̂k+1 = (1 − wq)Q̂k + wqQ̂k, k = 0, 1, 2, . . . , (1)

where wq, 0 < wq < 1 is a weight coefficient of the exponentially weighted
moving-average and determines the time constant of the low-pass filter. In the
optimal bounds for wq are presented.

RED monitors the average queue size and drops (or marks when used in
conjunction with ECN) packets based on statistical probabilities p(Q̂) [2].

p(Q̂) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0, 0 ≤ Q̂ ≤ Qmin,

Q̂ − Qmin

Qmax − Qmin
pmax, Qmin < Q̂ ≤ Qmax,

1, Q̂ > Qmax,

(2)

pmax is the maximum level of packages to be dropped (marked or reset).
RED is more fair than tail drop when the incoming packet is dropped only

if the buffer is full. Also RED does not possess a bias against bursty traffic that
uses only a small portion of the bandwidth. But, as shown in [7], RED has a
number of problems, one of which is that it need tuning and has a little guidance
on how to set configuration parameters.

The RED modifications are well presented in [37], but we will specify some
of them.

Weighted RED (WRED) [8]—in this algorithm different probabilities for dif-
ferent types of traffic with different priorities (IP precedence, DSCP) and/or
queues may be defined. The modification of WRED is Distributed Weighted
RED (DWRED)[9].

Adaptive RED or active RED (ARED) [10]—was designed in order to make
RED algorithm (based on the observation of the average queue length) more or
less aggressive. If the average queue length Q̂ oscillates around Qmin minimum
threshold then early detection considers to be aggressive. If the average queue
length Q̂ oscillates around Qmax threshold then early detection is being too
conservative. The drop probability is changed by the algorithm according to
how aggressively it senses it has been discarding traffic.

Robust RED (RRED) [11]—is proposed for TCP throughput improvement
against DoS (Denial-of-Service) attacks, especially LDoS (Low-rate Denial-of-
Service) attacks. The basic idea behind the RRED is to detect and filter out
LDoS attack packets from incoming flows before they feed to the RED algorithm.
When loss of a sent packet is detected by the source then there will be a transmit
delay, so a packet which was sent within a short-range after a loss detection will
be suspected to be an attacking packet. This is the basic idea of the detection
algorithm of Robust RED (RRED).
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EASY RED [12]—is a simpler variant of RED. the drop probability is defined
not by average queue length but by instantaneous queue length. The reason is
to inform the sender about congestion as soon as possible. The EASY RED
parameters are the minimum threshold Qmin and the drop probability pdrop,
which is a constant and used only when the instantaneous queue length is greater
or equal to Qmin.

Stabilized RED (SRED) [13]—aims at stabilizing buffer occupation by esti-
mating the number of active connections in order to set the drop probability
as a function of the number of the active flows and of the instantaneous queue
length.

Flow RED (FRED) [14]—uses per-active-flow accounting (based on minimum
and maximum limits on the packets that a each flow may have in the queue) to
impose on each incoming flow a loss rate (depends on the degree of buffer usage
by a flow), it also uses a more aggressive drop against the flows that violates the
maximum bound. The state information about active connections also needs to
be maintained in the routers.

Balanced RED (BRED) [15]—is proposed to regulate the bandwidth of a
flow also by doing per-active-flow accounting for the buffer, similar to FRED
but with a different approach: in BRED, two variables (the measures of the
packet number for one flow in the buffer and the packet number accepted from
this flow since the previous packet dropping) for each flow having packets in
the buffer are maintained, which are. As a result the decision of packet drop or
acceptance is based on before mentioned two flow state variables.

Dynamic RED (DRED) [16]—is proposed to discard packets with a load
dependent probability. The drop probability is updated by employing an integral
controller (the input of the controller is the difference between the average queue
length and the target buffer level, the output is the drop probability).

The more information about RED and its modifications (Gentle RED
(GRED), RED with In and Out (RIO), WRED with thresholds (WRT), Expo-
nential RED (EXPRED), Double Slope RED (DSRED), Random Early Dynamic
Detection (REDD)), as other AQM algorithms (Random Exponential Marking
(REM), Blue [21] and stochastic fair Blue (SFB), Adaptive virtual queue algo-
rithm) is available at Sally Floyd webpage [17], or in [18–20], new approaches to
AQM [22].

3 General Renovation as an Active Queue Management
Scheme

3.1 The Definition of General Renovation Mechanism

The renovation mechanism was first defined in the paper [44] and the idea of
this mechanism was following: at the moment of the end of its service the packet
on the server may either just leave the system with some non-zero probability
p, or may empty the buffer with the renovation probability q = 1−p. In [44] the
steady-state probability distributions for several types of queueing systems were
presented.
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Some applications of the renovation mechanism in finance other fields were
shown in [45]. So, the queues with renovation are similar to queues with disasters
(or negative customers), when the incoming flow of signals cause the buffer to
drop some or all the packets, or to queues with unreliable servers, which cause
the packet dropping ( [46–56]).

In [57] the mathematical model of renovation mechanism with repeated
service (or feedback) was proposed by P. P. Bocharov. It means that the
served packet after emptying the buffer with probability q enters the server
for another round of service. The main characteristics in matrix-analytical form
were obtained.

Later on the renovation mechanism was further generalised by Pechinkin [58],
who proposed the mathematical model of general renovation: at the end of ser-
vice the packet discards from the buffer of capacity 0 < r < ∞ exactly i, i ≥ 1,
other packets with probability q(i) and leaves the system, or just leaves the sys-

tem without any effect on it with the complementary probability p = 1−
r∑

i=1

q(i).

In [58–60] the multiserver GI|M |n|∞ and GI|M |n|r queueing systems with dif-
ferent renovation and service disciplines were studied. The general renovation
with feedback (the retrial queueing system with general renovation and recur-
rent input flow) was investigated in [63,64].

3.2 The Mathematical Model of RED-like Algorithm by Queueing
System with Renovation and Thresholds

In this part of the article we will discuss another model of RED-like algorithm
based on queueing systems with renovation and thresholds.

In [65] the queueing system with two thresholds (qmin < qmax), recurrent
input flow of packets and exponentially identically distributed service times on
C servers with renovation mechanism was considered.

The idea of mechanism of renovation with thresholds is following. At the
moment of the end of a packet service the current queue length q̃ is compared
with thresholds qmin and qmax, and if q̃ ≤ qmin then no one of the packets from
the buffer is dropped. If qmin + 1 ≥ q̃ ≤ qmax then the last packet in the buffer
is dropped with probability p(q̃), 0 < p(q̃) < pmax. If q̃ ≥ qmax + 1 also the last
packet in the buffer is dropped but with maximal probability pmax.

The steady-state probability distribution of packets in the system(for the
imbedded upon arrival moments Markov chain) were obtained in geometric form:

p0 =
C−1∑

j=1

pj−1Aj,0 + pC−1A
∗
0, (3)

pi =
C−1∑

j=i−1

pjAj+1,i + pC−1A
∗
i , i = 1, C − 1, (4)

pC+j = pC−1

j∏

m=0

gqmin−m, j = 0, qmin − 1, (5)
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pC+qmin+j = pC−1

qmin∏

m=1

gm

j∏

l=0

g̃qmax−qmin−l, j = 0, qmax − qmin − 1, (6)

pC+qmax+j = pC−1ĝ
j+1

qmin∏

m=1

gm

qmax−qmin∏

l=0

g̃l, j ≥ 0, (7)

where A(i, j), i, j ≥ 0 are elements of the transition probability matrix of the
embedded Markov chain [65], A∗

i , i = 0, C − 1 are auxiliary values [65], ĝ is
the unique solution of the equation ĝ = α (Cμ(1 − ĝ)) which belongs to the
interval (0; 1), α(·) is the Laplace-Stieltjes transformation, the values gi and g̃i
are defined by

gi =
α(Cμ)

Li
, i = 1, qmin, g̃i =

Cμ

Ki
, i = 1, qmax − qmin − 1, (8)

and Li, i = 1, qmin, Ki, i = 1, qmax − qmin − 1 are also fully defined in [65].
The probability ploss that the incoming packet will be dropped from the

system by one of the served packets is:

ploss = pC−1 (1 − α(Cμ))

⎛

⎝
qmax−1∑

i=qmin

p(q̂)
qmin∏

m=1

gm

i−qmin∏

l=0

g̃qmax−qmin−l+

+
qmin∏

m=1

gm

qmax−qmin∏

l=0

g̃l
ĝ

1 − ĝ

)

. (9)

The probability pserv that the incoming packet will be served is:

pserv = 1 − ploss. (10)

The mean waiting time of a served packet wserv is

wserv =
pC−1

pserv

⎛

⎝
qmin−1∑

i=0

i + 1
Cμ

i∏

m=0

gqmin−m + +
qmin∏

m=1

gm

qmax−1∑

i=qmin

i−qmin∏

l=0

g̃qmax−qmin−l

(
(i + 1)(1 − p(q̃))

Cμ
− α(1)(Cμ) +

(i + 1)α(Cμ)
Cμ

)

+

+
qmin∏

m=1

gm

qmax−qmin∏

l=0

g̃l

(
α(Cμ)ĝqmax

Cμ(1 − ĝ)
+

α(Cμ)ĝ
Cμ(1 − ĝ)2

− α(1)(Cμ)ĝ
(1 − ĝ)

))

. (11)

The recommendations on the optimal values of (qmin < qmax) (based on the
numerical analysis of the obtained characteristics) were similar as in [5].
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3.3 The Mathematical Model of RED-like Algorithm by Queueing
System with General Renovation and One or Two Thresholds

But we want to consider the model with general renovation — when a group
of packets may be dropped from the buffer. For example, the authors work on
the G|M |1|∞ system with only one threshold qmin. If the current queue size
q̃ ≤ qmin, then served packet just leave the system. But if qmin+1 ≥ q̃ then three
different types of dropping mechanism may be applied:

1. with probability q(i) (i ≥ 1) the group of i packets from the buffer is dropped
(if there are less than i packets in buffer, the buffer will be emptied);

2. with probability q(i) (i ≥ 1) the group of i packets from the buffer is dropped
if there were qmin + i packets or only qmin packets will remain in the buffer;

3. the virtual threshold q∗ is introduced and with probability q(i) (i ≥ 1) the
group of i packets from the buffer is dropped if q̃ − i ≤ q∗ or only q∗ packets
will remain in the buffer.

The minus of the first drop mechanism is that too many packets may be
dropped. The minus of the second drop mechanism is that the buffer may remain
overflowed. The third mechanism is the combination of the previous ones without
minuses of the previous ones, but it may be difficult for analytical investigation.

Our goal is to construct mathematical models for all three cases and to com-
pare such characteristics as the probability ploss of an arbitrary arrived packet
being dropped from the system, and mean sojourn times wloss and wserv for lost
(dropped) packets and served packets.

For the first model we obtained the steady-state probability distribution of
packets pi (i ≥ 0) in the system(for imbedded Markov chain), some probabilities
are represented by geometric form (when the threshold q is overcomed):

pi =
q∑

j=i−1

pj(−μ)j+1−iα(j+1−i)(μ) +

+pq+1g
i−q−2

⎛

⎝g − α(μ) −
∞∫

0

A(g, x)e−µxdA(x)

⎞

⎠ ,

i = 1, q + 1, (12)

pi = pq+1g
i−(q+1), i > q + 1, (13)

p0 =
∞∑

i=0

pipi,0, (14)

pi,0 = 1−
i∑

j=1

(−μ)jα(j)(μ), 0 < i ≤ q, pi,0 = 1−
i∑

j=1

π(j, i−j)α(j)(μ), i > q. (15)
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where g is the unique solution of the equation

g = α (μ(1 − gQ(g))) , (16)

and belongs to interval (0; 1), α(s) is the Laplase-Stieltjes transformation of
interrarrival time distribution function A(x), Q(g) is the probability generating
function

Q(l, g) =
∞∑

k=0

π(l, k)gk = Ql(g), Q(g) = p +
∞∑

k=1

π(1, k)gk. (17)

for probabilities π(l, k), l ≥ 1, k ≥ 0, that l packets will be served and k packets
will be dropped from the buffer.

The probabilities π(l, k), l ≥ 1, k ≥ 0, may be defined by following. If k
packets are served and none of the packets are dropped from the buffer, then

π(l, 0) = pl, l ≥ 1, π(0, k) ≡ 0, k ≥ 1, (18)

because the packets may be dropped from the queue only at the moment of the
end of the service, but

π(0, 0) ≡ 1, (19)

if the service on the server has not ended, then no packet can be dropped from
the queue.

π(1, k) = q(k), k ≥ 1, (20)

is the probability that a packet at the moment of the end of the service will drop
from the queue k other packets. And the general formula is

π(l, k) =
k∑

n=0

π(1, n)π(l − 1, k − n), l ≥ 1, k ≥ 0. (21)

A(g, x) =
q+1−i∑

l=1

(μxg)l

l!

q+1−i−l∑

j=0

π(l, j)gj . (22)

Also the probability that the arriving packet will be dropped and sojourn time
characteristics for dropped packets are obtained in form of integral equations.

ploss =
∞∑

i=1

plossi,0 pi, (23)

where plossi,j is the the probability that the “selected” packet will be dropped if
there are i, i ≥ 1, packets before it and j, j ≥ 0 packets behind it; plossi,0 is the
probability that the arriving packet will be dropped if there are i, i ≥ 1, packets
in the system.

plossi,j =

∞∫

0

x∫

0

i∑

k=0

(μy)k

k!
e−µydA(y)plossi−k,j+1(x − y)dx, 0 ≤ i + j ≤ q, (24)



496 V. C. C. Hilquias et al.

ploss0,j ≡ 0, j ≥ 0, (25)

because the packet could not be dropped being on service.

plossi,j =

∞∫

0

Ā(x)
i∑

m=1

μmxm−1

(m − 1)!
e−µxπ∗(m, i + j)dx +

+

∞∫

0

x∫

0

i∑

m=0

pm
(μy)m

m!
e−µydA(y)plossi−m,j+1(x − y)dx, i + j > q,(26)

where π∗(m, i) is the auxiliary probability that m, m ≥ 1, served packets will
completely empty the buffer of the system if there were i, i ≥ 0, packets in it:

π∗(1, i) =
∞∑

k=i

q(k), π∗(m, i) =
i∑

k=0

π(1, k)π∗(m−1, i−k), m > 1, i ≥ 0. (27)

The mean value of packets in the system is defined by the following formula:

N =
∞∑

i=0

ipi =
q∑

i=1

ipi + pq+1
q(1 − g) + 1

(1 − g)2
. (28)

The probability distribution of the time in the system for dropped packet
W loss(x) may de derived by the same way as ploss.

W loss(x) =
∞∑

i=0

W loss
i,0 (x)pi, (29)

where W loss
i,0 (x) is the probability that the packet will be dropped from the buffer

for time less than x if there were i, i ≥ 0, other packets in the system at the
arrival moment. In terms of Laplace-Stieltjes (29) takes form:

ωloss(s) =
∞∑

i=0

ωloss
i,0 (s)pi, (30)

where

ωloss
i,j (s) =

i∑

m=1

(−μ)mα(m)(μs)
m!

ωloss
i−m,j+1(s), i + j ≤ q, (31)

ωloss
i,j (s) =

i∑

m=1

(−1)m−1μmᾱ(m−1)(μs)
(m − 1)!

π∗(m, i + j) +

+
i∑

m=0

(−μp)mα(m)(μs)
m!

ωloss
i−m,j+1(s), i + j > q. (32)
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3.4 The Comparison of RED Algorithm with General Renovation
and General Renovation with Feedback

In this section we will compare the loss probability ploss (the probability of packet
being dropped from the system) for RED and TailDrop algorithms (the values
of ploss are presented in [40,43]) and values of the probability ploss, obtained
by formulas derived for queueing system with general renovation [61,62], queue-
ing system with general renovation and feedback [63,64], renovation with two
thresholds (Sect. 3.2) and general renovation with one threshold (Sect. 3.3). Also
we will use results obtined by the members of our authors group in their Master’s
thesises.

Table 1. The values of ploss for Taildrop, RED, general renovation and general reno-
vation with feedback

Loss probability

Taildrop RED renov ren-fd ren-2-th ren-1-th.

ρ = 0.5

0 0.002 0.002 0.0002 0.00021 0.000205

ρ = 1

0.051 0.091 0.104 0.11 0.067 0.074

ρ = 2

0.500 0.500 0.502 0.54 0.503 0.500

ρ = 3

0.667 0.667 0.667 0.71 0.668 0.666

As can be see from the Table 1, according to the values of the ploss, all types
of renovation mechanism can perform as good as RED in the wide range of the
offered load ρ, but for the case of general renovation fine and accurate tuning of
general renovation probabilities q(i) is required,

4 Conclusion

Even though the idea behind the renovation-type AQM is completely different
from the idea behind RED-type AQM, renovation-type AQM may allow one to
achieve in some cases at least the same system performance level as guaranteed
by RED-type AQM.

The presented numerical experiments show that the results remain qualita-
tively the same for RED-type AQM with other dropping functions. Being defined
by N parameters, the renovation mechanism is very flexible and this constitutes
its strength and weakness. By varying the values of the renovation probabili-
ties q(i), it is possible to carry out conditional optimisation, but good searching
procedures are required here.
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Implementation of the renovation as a packet dropping mechanism requires a
priori tuning and/or operational configuration of its parameters. Thus, whether
it is appropriate to use renovation as a packet dropping mechanism or not in
practice heavily depends on the use case. Although the tuning of the renovation
parameters qi can be made on the fly during operation, with respect to the
recommendations of the RFC 7567 [1], renovation mechanism is not the proper
choice for the network congestion control unless simple recommendations on how
to set up the renovation parameters are given. We believe this can be done based
on more deep and insightful numerical experiments.

At the end, it is worthy of mention that there is another approach to the
analysis of behaviour of networks with burst traffic — the method based on
hysteretic thresholds load control [66–69] and it will interesting to investigate
systems with hysteretic control of renovation probabilities, especially for the case
of Markov arrival process [69]. The authors will try to combine the method of
hysteretic thresholds load control with renovation mechanism.
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Abstract. Distributed computing became very popular in the last two
decades and in many cases such projects are based on a donated calcula-
tion power. With the expansion of the mobile devices in the last decade
it become relevant some donated distributed computing solutions to be
developed as mobile applications. Such a solution was developed at IICT-
BAS [2], which is based on an Android Live Wallpaper technology. This
research proposes an extension of the work done at IICT-BAS in the
direction of human-computer based distributed computing by providing
software capabilities of the users to vote for future financial changes. At
the beginning, a brief overview of the topic with special emphasis on
ANNs/GAs and their strengths/weaknesses when applied for the prob-
lem’s solution is given. After that the study treats the aspect of extension
of a distributed computing system based on mobile devices to human-
computer distributed computing. Experiments and results are presented
in Sect. 3 and the final Sect. 4 concludes and provides some further work
suggestions.

Keywords: Distributed computing · Time series forecasting ·
Artificial neural networks · Evolutionary algorithms

1 Introduction

One of the most famous donated distributed computing project is SETI@home,
which is related to deep space signals processing in attempt to find an alien life
[17]. But donated distributed computing has its influence also in other areas like
the time series forecasting. The MoneyBee project was a desktop screensaver
application, which was calculating financial time series forecasting by training
of artificial neural networks with evolutionary algorithms [1]. Financial time
series forecasting is an attractive and intensively researched area [3], whereat
financial forecasting has two common components - direction of the change and
magnitude of the change. In many situations it is enough direction of the change
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to be predicted. After that decision makers are able to do their decisions. If
magnitude of the change is also predicted decisions taken would be much more
accurate and to be able to predict the magnitude of the change is crucial to
predict the direction of the next serious change in the opposite direction.

One of the most interesting research directions in this field is related to the
usage of artificial neural networks combined with evolutionary algorithms [4].
In some studies evolutionary algorithms are used for artificial neural network
topology optimization [5], but in other studies evolutionary algorithms are used
for artificial neural network weights optimization [6]. When evolutionary algo-
rithms are used for weights optimization it is very common the training to be
combined with back-propagation algorithm [7]. Even when such a hybrid train-
ing algorithm is used, it is in the class of supervised training. Training examples
are fed to the artificial neural network and its weights are modified according the
selected training algorithm. Generally, evolutionary algorithms have a common
advantage compared to the exact numerical methods and that is the possibility
for parallel calculations [8]. When the parallel calculations are done on separate
mobile devices it is the case of mobile distributed computing [9]. It is very com-
mon the financial forecasting to be done by the usage of the past values in the
time series, but it can be also combined with human evaluation of the future
values.

In this research a human-computer based mobile distributed computing solu-
tion is proposed. The users are using an Android application which trains arti-
ficial neural network with evolutionary algorithms and back-propagation, but
users are capable to vote for increase or decrease of the future values. The most
successful forecast votes of the users are used in artificial neural network training
process.

2 Model Proposition

As already mentioned above, a famous example in the area of artificial neural
network is the project MoneyBee [1]. The MoneyBee screensaver (Fig. 1) was
organized as a desktop application, which runs in background when the computer
is in idle mode and the artificial neural networks were trained with the usage of
evolutionary algorithms. The main advantage of this approach is the usage of
donated computation power of many participants. In the same time the biggest
disadvantage is that the screensaver is used relatively rare, only when the user is
not using his/her computer. The other disadvantage is that personal computers
are not in operation 24/7.

These disadvantages are addressed in the VitoshaTrade project (Fig. 2),
which is developed in IICT-BAS (Institute of Information and Communication
Technologies - Bulgarian Academy of Sciences) [13]. The implementation is done
under Android operating system as an active wallpaper. Inside the forecasting
module a multilayer perceptron is used. The training algorithm is a combina-
tion between back-propagation and differential evolution. An active wallpaper
Android application executes all calculations and it works 24/7 in a background
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Fig. 1. MoneyBee screensaver

mode. When better artificial neural network weights are found a communica-
tion with a remote server is established. Active wallpapers are used to visualize
information on a full screen behind all other visual components.

In both projects only a pure mathematical information is used for fore-
casts calculations. Such limitation was overcome in ElectricSheep [12] project. In
ElectricSheep is implemented a rating system whereat the users vote for different
fractal generated animations. Voting is done in two directions - thumb up and
thumb down. Each vote increases or decreases individual rating, which is directly
related to its survival chances. The rating is not constant and it goes down with
the time passing. In the proposed model a direction voting is implemented sim-
ilar to the ElectricSheep project. Users vote only up if they think that the price
will go up, and down if they think that the price will drop (Fig. 3), whereat there
is no limit how many times the user will press up or down button. The intensity
of the single user voting in one time interval (daily intervals for example) does
not count. Only the first push of up/down button is taken in account. Users’
voting is irregular, because in real-time operation the operator of the system has
no control over donated human-computer participation.

This study proposes a combination of the projects described above. The
VitoshaTrade [13] project is extended in the direction of additional voting sys-
tem. The Android operating system offers software modules called widgets, which
have graphical user interface and they occupy small part of the visible working
area. Most commonly, widgets are used for representation of small pieces of infor-
mation, such astronomical time, weather forecast, calendar, and others. Widgets
are much more interactive than the active wallpaper. The user is capable to
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Fig. 2. VitoshaTrade active wallpaper

input small pieces of information as voting, for example. Another advantage of
the widgets is that users have much better control over visualization and place-
ment of the widgets. In this study a composite widget is proposed, which shows
the thicker of the currency pair (EUR/USD in the example provided), the value
of the rate between the two currencies, and arrows for vote up or vote down.

Fig. 3. Voting widget positioned over active wallpaper
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Voting of the users is collected on PHP/MySQL based web server [2] as part
of the server side implementation of the VitoshaTrade project. On the server side
additional analysis are done. Votes which were more accurate are better taken
for next generations in the global distributed differential evolution population.

3 Experiments

Experiments are done with ForEx financial time series of EUR/USD currency
pair (Fig. 4). Time series is disassembled in training examples (7 values for lag
and 3 values for lead) and a back-propagation combined with differential evo-
lution training of multilayer perceptron is additionally done. As topology for
the multilayer perceptron 7-5-3 is used an implementation with Encog Machine
Learning Framework [10] for Java. The input has value 7, the output has value
3 and the hidden layer is selected to be 5 = (7 + 3)/2. The training process is
continuous, which means that the forecasting is done parallel with the training.
The voting of the user directly influences the fitness value of the individuals in
the distributed differential evolution population. Some users are better in their
vision and are more successful during the voting process, therefore the tracking
of the users is of great importance. More reliable votes are taken with higher
coefficient for the further predictions. According to some regulations, like GDPR
(General Data Protection Regulation) in EU (European Union) [11], a special
care should be taken for the personal information collected on the servers side.

Fig. 4. ForEx EUR/USD time series.
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There is no limit how many people can participate in the proposed human-
computer distributed computing system. The system itself is highly scalable, but
experiments in this study were done in a closed group of the team by IICT-BAS
(8 users), which is working on the research.

4 Conclusion

Pure technical analysis in time series field has its limits. Values measured in time
are just one projection of the process which goes under it. Any computer based
calculation nowadays is not capable to act like human intuition. Involving human
intuition in the forecasting process is the main advantage of the proposed model.
The mechanisms behind human intuition are not investigated enough and they
are still very difficult to be recreated in the modern computers. Because of these
reasons the proposed financial time series forecasting solution advances the pure
technical analysis with minimal influence of human impact. The proposed simple
voting system consolidates the power of machine learning algorithms and the
human sixth sense feeling in an efficient and cost effective financial forecasting
infrastructure.

As a future research it will be interesting to investigate different communi-
cation capabilities as described in [14] and working processes optimization as
described in [15]. Also it will be interesting generalized artificial neural networks
[16] to be used instead of multilayer perceptron. More attention should be paid
to the security, how to increase the dependability of distributed systems by pro-
viding better protection against deliberate attacks. Higher reliability, ubiquity,
and better security are only some aspects, which in further research are desired.
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Abstract. In this paper we investigate a hybrid approach to integrate our
Distributed Sensor Network for Prediction Calculations (DSN-PC) sys-
tem’s measurements into a hybrid computational network which assimi-
lates them with publicly available atmospheric analysis dataset. The fore-
cast calculations are based on a simple and relatively easily implementable
algorithm. The parallelization is provided on the mathematical layer which
is the highest possible level of parallelizing an algorithm for the solution of
a system of differential equations. Our future goal is to move to solely DSN-
PC measurement-based computations to make weather forecasts, but we
do not have sufficient number of stations installed yet. However, a hybrid
solution where we included NOAA Global Forecast System (GFS) data in
the production of the initial values made it possible to test our sensor net-
work’s capability of performing such calculations. To evaluate the viability
of our approach we analyzed the error of the forecasts. Below the results of
the distributed calculations are shown along with the method of the assim-
ilation of the two datasets.

Keywords: Sensor network · Distributed computing · Numerical
calculations · Weather prediction · Data assimilation

1 Introduction

Weather forecast models require input measurements that have time- and spa-
tial resolution as high as possible. Atmospheric measurement techniques is
an intensely researched field and the quality of these measurements continue
to grow. Measurement of upper-air parameters are performed by radiosondes,
radars, satellites, LIDARs etc. which are quite expensive to operate and to main-
tain. However, for the surface layer the usage of cheaper, widely available devices
such as mobile phones or microcontroller-based sensors can make a difference,
mainly because of their low price and simplicity. Nowadays, the network avail-
ability in outdoor areas is very high due to technologies like Wi-Fi or 3G/4G/5G
mobile networks which makes these small stations able to communicate with any
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other node on the Internet. While these small stations are not as accurate as
more advanced systems and usually do not have that amount of sensors, their
size makes them much easier to deploy to nearly any location. This way a much
higher spatial resolution can be achieved on the surface-level for certain atmo-
spheric parameters.

Following our previous work [1,2] where we used only publicly available mea-
surements to test our network’s capability of performing weather forecast calcu-
lations in a distributed, co-operative way, we improved our system by including
real-time measurements by our DSN-PC weather stations installed over Hungary
in the calculations. The focus of this paper is to test the possibility of assimilat-
ing our measurements and publicly available datasets and to evaluate the results
of numerical weather prediction calculations based on these initial data.

2 System and Model Description

2.1 The Investigated Geographical Area

We implemented a virtual sensor network which covers a European area and con-
sists of 20× 20 nodes forming a regular grid on a map using polar stereographic
projection (see Fig. 1). The properties of the grid are:

– Coordinates of the lower-left grid point: 39◦N, 2.6◦W
– Coordinates of the upper-right grid point: 54.1371◦N, 38.6715◦E
– Grid step at North Pole: 150 km
– Central angle of the map: 0◦

2.2 The Two Sources of Input Data

The initial values for the computations are assimilated from 2 sources. The
first source is our DSN-PC weather stations distributed over Hungary (see
Table 1). They are equipped with temperature, atmospheric pressure and relative
humidity sensors. The detailed description of the hardware can be found in [3].

Table 1. The geographic locations of our currently operational DSN-PC weather
stations

Station ID Latitude (◦N) Longitude (◦E) Altitude (m)

1 48.17 20.42 254

2 46.92 19.67 119

3 46.65 21.29 87

4 47.31 18.01 268

5 46 18.68 91
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Fig. 1. The regular grid of our simulated computational network (marked with +),
the grid points of the NOAA GFS dataset (marked with ·) and the locations of our
DSN-PC weather stations in Hungary (marked with o).

Based on these measured parameters the stations estimate an upper-air atmo-
spheric parameter, the 500 hPa geopotential height based on the hypsometric
equation [4]:

z500 − zsl =
RdTv

g
· ln

( psl

500hPa

)
, (1)

where

– z500 and zsl (m) are the geometric heights at pressure levels 500 hPa and
station-level pressure,

– Rd = 287.058 J
kg·K is the specific gas constant for dry air,

– Tv (K) is the mean virtual temperature,
– g = 9.80665 m

s2 is the gravitational acceleration.
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To cover the computational grid we also integrated the data from the publicly
available GFS-ANL database [5]. The Global Forecast System (GFS) is a weather
forecast model produced by the National Centers for Environmental Prediction
(NCEP). In GFS gridded data are available for download through the NOAA
National Operational Model Archive and Distribution System (NOMADS). In
our case the 0.5◦ resolution data was downloaded and narrowed down to the grid
points whose coordinates are between (30◦N; 67◦N) latitude and (10◦W; 44◦E)
longitude. For our simple model we extracted the 500 hPa geopotential height
analysis data from the dataset.

2.3 Data Assimilation

The combination of these two data sources were done by performing natural
neighbor interpolation method [6]. The z500 values of the GFS grid points and
those from our DSN-PC weather stations were used to calculate the z500 val-
ues for the 20 × 20 computational grid. Before the interpolation method the
geographic latitude(◦) and longitude(◦) coordinates of the GFS and DSN-PC
grid points were converted to (x,y) coordinate pairs using polar stereographic
projection [7]:

r =
cos(latitude)

1 + sin(latitude)
· 2a, (2)

where a = 4·107
2π is the radius of the Earth (m). Then

x = r · sin(longitude) (3)

y = −r · cos(longitude) (4)

The first step of the interpolation is to create the Voronoi-diagram on the
map where the map plane is partitioned into cells for each GFS and DSN-PC
grid point. Each grid point has a corresponding cell consisting of all points closer
to it than to any other. After that the following steps are executed for each point
in the 20 × 20 computational grid (see Fig. 2):

1. Create the Voronoi-diagram again including the current grid point.
2. Take the intersection of this point’s cell and the original cells. For those of the

original cells which have an intersection with this point’s cell (neighbor cells)
calculate the intersection’s area, then divide this value with the sum of the
intersection areas. These values are considered the weights of the neighbor
cells.

3. The z500 value of this point is then calculated by

z500 =
∑

i

wi · z500,i (5)

where wi is the weight and z500,i is the 500 hPa geopotential height of the neigh-
bor cell i.



514 Á. Vas and L. Tóth

Fig. 2. Natural neighbor interpolation. The new point is assigned a value based on the
values of neighbor grid points [8].

2.4 The Forecast Algorithm

After the preparations the 24 h forecast results were calculated by applying the
algorithm based on the barotropic vorticity equation developed by Charney,
Fjørtoft, and von Neumann (CFvN) [7]. After connecting to their 4 neighbors the
nodes exchange measured and calculated values between each other several times.
By the end of the calculations each node has a dz500/dt value which represents
the change of the 500 hPa geopotential height. The detailed description of the
distributed algorithm may be found in [1].

3 Numerical Forecast Results

We investigated the period between 2019.03.21. and 2019.03.27. Measurements
were available for 00:00 UTC each day. The time step of the numerical algorithm

Table 2. Mean Absolute Error values of the forecast calculations performed by the
CFvN algorithm and the persistence method

Date CFvN MAE (m) Persistence MAE (m)

2019.03.21. 00:00 UTC 59.52 31.29

2019.03.22. 00:00 UTC 50.63 44.33

2019.03.23. 00:00 UTC 73.76 49.23

2019.03.24. 00:00 UTC 37.88 94.54

2019.03.25. 00:00 UTC 85.71 101.07

2019.03.26. 00:00 UTC 46.33 60.31

2019.03.27. 00:00 UTC 35.87 61.54
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Fig. 3. The result of the forecast performed on 2019.03.21. 00:00 UTC data.
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Fig. 5. The result of the forecast performed on 2019.03.22. 00:00 UTC data.
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Fig. 7. The result of the forecast performed on 2019.03.23. 00:00 UTC data.
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Fig. 9. The result of the forecast performed on 2019.03.24. 00:00 UTC data.
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Fig. 11. The result of the forecast performed on 2019.03.25. 00:00 UTC data.
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Fig. 12. The error of the CFvN forecast performed on 2019.03.25. 00:00 UTC data.
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Fig. 13. The result of the forecast performed on 2019.03.26. 00:00 UTC data.
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Fig. 15. The result of the forecast performed on 2019.03.27. 00:00 UTC data.
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were chosen on the basis of the details in [7] and our empirical results. We
ultimately set it to 0.01 h which provided adequate numerical stability. The
forecast length was 24 h. The Mean Absolute Error (MAE) was calculated for
each forecast by

MAE =
1

18 · 18

18∑
i=1

18∑
j=1

|z500,i,j − z′
500,i,j|, (6)

where z’500,i,j is the calculated and z500,i,j is the measured 500 hPa geopotential
height measured after 24 h. The boundary points were not taken into account
here because they are handled in a special way during the calculations [7].

The MAE values of the forecast calculations are summarized in Table 2. The
CFvN algorithm remained numerically stable in each case and provided similar
MAE values to those produced by the persistence method. On Figs. 3, 5, 7, 9,
11, 13, 15 the initial, the analysis and the forecast height fields are shown for the
calculations related to the different days of the investigated time period. The
error maps of the forecast are shown on Figs. 4, 6, 8, 10, 12, 14, 16.

4 Conclusion

Following our previous results when we succeeded to implement a distributed
numerical weather prediction algorithm on our virtual DSN-PC system, we could
step forward and include real-time measurements by our weather stations in
the calculations. After the assimilation of these measurements with the NOAA
GFS dataset distributed calculations were run on a computational grid over a
European area. The results show the possibility of getting numerically stable
and reasonable results from this hybrid sensor network. The next steps include
the investigation of more advanced data assimilation techniques regarding our
DSN-PC measurements and GFS analysis data. After that it may be worth
testing a method which only involves boundary conditions from GFS dataset
for the different time steps of our algorithm, for which different data smoothing
algorithms have yet to be tested.
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Vas Ferenc and the Baptist Church of Kecskemét for providing place for our DSN-PC
weather stations and thus supporting our research. We also thank László Elemér from
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Abstract. The concept of the Internet of Things (IoT) is based on the
idea of a permanent connection between the physical and digital world,
which is now technologically feasible. The IoT can describe a scenario
in which a large number of objects have built-in uniquely identifiable
computing devices connected to the Internet that allow them to collect,
store, share and analyze data and to be managed remotely via other
devices with an Internet connection. It is important to provide adequate
processing of the data to see what is behind it and to assess the situation.
The lack of Reference Modelling IoT Architecture prevents a common
approach to processing the generated data. The data from various sources
has different nature, range, rate and volume. The need to retrieve and
analyze this data from the IoT complex systems in real-time requires
the application of wide scope of methods and tools. This paper discusses
different approaches to process the data from various sources according
to different goals: sensing, data analytics, and machine learning with
hope that using of IoT will improve all aspects of our life.

Keywords: IoT · Heterogeneous data · Data management · Machine
learning

1 Introduction

The intensive information transformation of various industries is underway. It
creates connected environment of data, people, processes, services, systems and
industries through the Internet. The generation and use of information as a way
and means of realizing the intelligent ecosystems of industrial innovation and
collaboration goes ahead to Industry 4.0. Industry 4.0 takes a holistic approach
consisting of evaluating the transformation process, application management,
data management, asset management and organizational alignment.

Cyber-physical systems and the Internet of Things (IoT) underpin this trans-
formation and provide new opportunities in areas such as product and service
design, prototyping and development, remote control and diagnostics, status
monitoring, proactive and predictable support, tracking and planning, innova-
tion capability, flexibility, real-time applications, and more.
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IoT is expanding every day. IoT is the network of physical objects and net-
work connectivity that enables these objects to collect and exchange data. Dif-
ferent views of the IoT concept exist and different applications are developing
as avalanche (see Fig. 1).

Research in IoT focuses to a large extent on real-time data collection, effec-
tive data detection, on-site data manipulation, and real-time visualization. The
availability of data generated by various sources opens up new opportunities for
innovative applications in various fields such as intelligent transport systems,
intelligent buildings, healthcare, energy, logistics and overall decision-making
systems.

Fig. 1. IoT tree, adapted from IoT-A, European FP7 Research Project.
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The Internet of Things as a growing research area faces many challenges. One
challenge is to ensure timely and reliable processing of data sequences coming
from the networked devices.

In the paper different approaches to process the data from various sources
according to different goals: sensing, data analytics, and machine learning are
discussed.

2 IoT System Architecture

Different definitions of IoT exist, as well as many different IoT system imple-
mentations. However, three main parts of an IoT system can be distinguished -
things, connectivity, and processing, or using the received data.

The “things” (Fig. 2) in the Internet of Things consist of a variety of hard-
ware specifications, communication capabilities and service quality, making IoT
diverse in its nature. “Things” can be anything from any non-living object to
any living object, whether human or animal, the devices in this technology may
differ as physical things and virtual things. The outputs of the things can be
analog or digital. Power consumption, bandwidth capacity, signal penetration
and module cost are of great importance in their computational capabilities,
the allocation and management of energy needed, memory specifications, and
reliability management.

Fig. 2. The “things” in the Internet of Things.

Things with embedded computing devices become recognizable and intelli-
gent. They can take action or offer context-sensitive solutions. They also have the
ability to provide information about themselves and access summary information
from other “smart devices”. These smart devices can interact with each other
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through wireless (Fig. 3) or cable connections and unique addressing schemes.
Researches on these things concern the development of novel sensors, low energy
consumption computing devices, with small sizes, and wide embedded capabili-
ties. The purpose of the Internet of Things is to enable objects to be connected
at anytime, anywhere. Different aspects of IoT data processing, or using the
received data are shown on Fig. 4. They cover enabling technologies, applica-
tions, business models together with social and environments impacts.

Fig. 3. The wireless connectivity in the Internet of Things.

Fig. 4. All aspects of using data from IoT.

The architecture of the IoT system consists of several layers:

– The Sensing Layer - The edge technology layer includes IoT devices, all hard-
ware components such as sensors, readers, RFID tags, drives and more. Sen-
sors are mainly responsible to collect and transduce the required data.
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– Access gateway layer - This layer is used to provide communication between
devices and the cloud. Transceivers facilitate the collection of the message
sent by the local and remote computing nodes or other associated devices.

– The Network layer. It can be considered as mist, fog and cloud computing.
On the mist level some decisions are taken at the source which allows dis-
carding useless information and to speed up data processing at destination
as processing is done on the level of the sensors. Fog and cloud computing
provide different levels of data analysis and processing.

– The Middleware layer is a two-way communication channel that includes an
access portal, internet and backend server or/and storage. The main tasks of
this layer are data management, data analysis, aggregation, filtering devices,
device discovery and access control, according to the recommendations of
the International Telecommunication Union (ITU) [1]. Computing nodes on
this layer contain the central processing unit (CPU), they are required for
processing the data and information received from a sensor.

– Application layer is responsible for providing customer service in various areas
and locations.

IoT protocols are mainly divided into short-range communication, medium-range
communication, and long-range communication.

IoT Network Protocols Stack consists of:

– On the Physical and MAC Layer it is IEEE 802.15.4.
– On the Adaptation Layer the 6LoWPAN, an acronym for IPv6 over low power

wireless personal area networks, enables communication using IPv6 over the
IEEE 802.15.4.

– On the Network Layer the RPL for Low Power and Lossy Networks (LLNs)
is used.

– On the Transport Layer UDP is preferred over TCP.
– On the Application Layer the CoAP (Constrained Application Protocol) and

MQTT (Message Queue Telemetry Transport) are widely used.

And non-IP networks:

– Bluetooth Low Energy (BLE).
– Low Power WiFi (WiFi HaLow) is based on the IEEE 802.11ah.
– Zigbee based on the IEEE 802.15.4.
– RFID.
– LPWAN.

Researchers in the communication field often focus mainly on the those
aspects of the Internet of Things that relate to the development of new commu-
nication protocols and networking capabilities.
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Operating Systems for IoT Devices. Ubuntu Core is widespread in drones,
gateways, robots and more. MbedOS (ARM) is commonly used in wearable
devices. Zephyr is mainly used in low resource and low power devices. Apache
Mynewt works primarily on devices that use the BLE protocol. RIOT is free,
open source and very friendly. RealSense can be found in many different sensors
and cameras. Nucleus RTOS (Real Time Operating System) is completed with
database storage, management, USB, multimedia, and basic GUI support. It
can be often seen in industrial and aerospace applications. Brillo is Android
based and is used on embedded devices. Contiki is used in low-power wireless
devices such as street lighting, sound systems, and surveillance systems. Integrity
RTOS is designed for a multi-core computer. It is widely used in the military
applications. TinyOS aimed at low-power wireless devices. Fuchsia OS created
for the Internet of Things devices by Google.

3 Heterogeneous Data

IoT data is inherently heterogeneous and noisy by nature because of different
hardware, operating systems, used software and gateway requirements.

The different information sources in IoT provide diverse types of data. These
information sources come from the physical nature of the source of the data,
which is collected and processed. These may be scalar measurements, time series,
samples, signals, images, videos, etc. Heterogeneous data sources offer hetero-
geneous, imprecise and potentially incomplete data. Examples are temperature,
pressure, voltage, current, velocity, acceleration, gas analysis, sound measures,
heart rate, blood pressure, illumination, humidity, noise levels, weight, coordi-
nates, etc.

A heterogeneous domain is defined as a Cartesian product of a collection of
source sets: Hn = Ψ1 × ... × Ψn . . . , where n > 0 is the number of informa-
tion sources to consider. Heterogeneous variables are composed of mixtures of
nominal, ordinal, interval, ratio, fuzzy variables, and entire empirical probabil-
ity distributions [2]. Uncertainties and incompleteness of different degrees are
additive to the heterogeneity.

The Internet itself is an example of a heterogeneous network as it conforms
diverse hardware and software interfaces used in common by different products.

The existence of heterogeneous IoT data sources makes it difficult for the
existing tools to analyze them.

4 Diverse Applications

The main domain areas [4–8] and examples of IoT corresponding applications
are shown on Fig. 5.
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Fig. 5. Domain areas and IoT corresponding applications.

5 Adding Intelligence to IoT

With a lot of diverse areas of applications it is more essential to develop IoT-
based projects with less ‘wow’ and a more ‘what and how?’. So the serious
trend towards introducing methods from Artificial Intelligence (AI) and Machine
Learning (ML) into the various IoT developments is observed (Fig. 6). It is impor-
tant to find new methods and intelligent computing techniques to increase the
efficiency of the use of data provided by devices with Internet connectivity. The
IoT generates large amount of heterogeneous data and a lot of complex prob-
lems that can be solved by using AI with a data which is streamed from IoT
devices. As the demand for these solutions increases, the methods to handle
these problems are becoming more widely available and convenient to use.

Fig. 6. Adding intelligence to IoT.
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The whole range of AI and ML methods can be applied [9]:

– Data Mining
– Association Rule Mining
– Pattern Recognition and Extraction
– Hierarchical Clusters
– Knowledge Discovery
– Prediction
– Principle Component Analysis
– Classification.

Knowledge of data and well-formulated goals are an important element in
the overall process of determining the type of ML algorithm required.

General methodology of applying ML methods against IoT dataset includes
collection, transmission, intelligent processing and visualization of gathered data:

– Collecting data from physical devices;
– Organizing and grouping data according to predefined rules and user needs;
– Cloud data processing and analysis;
– The results obtained are shaped as ready-to-visual logical blocks of data in

the various user interfaces.

A standardized data processing route - OSEMN (Fig. 7) - gives a clear order
of activities - Obtain, Scrub, Explore, Model data and iNterpret the data [3].

Fig. 7. OSEMN process.
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Machine Learning is an iterative process (Fig. 8) that consists of:

– Creating experiments;
– Split data for training and verification;
– Train model;
– Confirm model results against dataset;
– Determine quality factors;
– Evaluate model.

Fig. 8. ML iterative process.

Appropriate algorithms are determined by the data in use [10,11]. The
most widely used Supervised, Unsupervised and several specific types of Semi-
Supervised learning algorithms are shown on Fig. 9.

Feature engineering uses domain knowledge to increase the predictive power
of ML algorithm. Feature selection is one of the main concepts in machine learn-
ing, which has a significant impact on the model’s performance. Depending on
the model type the evaluation metrics are exploited, for example: classification –
AUC; regression - R2; multi-class classification model - confusion matrix, binary
classification model - accuracy based on correct answers (Area under ROC curve -
AUC).

As Performance Metrics the following can be used: Root Mean Squared Error
(RMSE); Coefficient of determination; Threshold and Precision = TP/(TP +
FP); Recall = TP/(TP + FN); Cost-Balanced (F1).

Handling of imbalanced data often is crucial. Real data is mostly imbalanced.
This is the case where there are significantly more examples of one class than of
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Fig. 9. The most widely used Supervised, Unsupervised and several specific types of
Semi-Supervised learning algorithms.

any others. Prediction of the minority class (for example, failures or abnormali-
ties) is of vital importance. However, less than 10% of the data may belong to this
minority class. Thus the performance of standard ML algorithm may be compro-
mised. Accuracy of 99% does not mean useful model for 1% minority class. Two
methods which allow better learning can be considered: Over-sampling (gener-
ate examples combining features of target with features of neighbors) [12] and
Under-sampling.

6 Tendencies and Barriers to IoT Systems Development

6.1 Tendencies

– Analytics plays a role in many IoT applications across many domains.
Machine learning methods like Neural Networks and Deep learning are target-
ing in image recognition, natural language processing (NLP), feature extrac-
tion and overall decision making.

– In an IoT ecosystem, most of the communication is in the form of Ma-chine-to-
Machine (M2M) interactions. Hence Blockchain enabled enhanced IoT secu-
rity can be proposed.

– In the context of the IoT, self-adaptation is a salient property of smart objects.
It allows them to be self-configured and adapted to extreme conditions while
ensuring the target system objectives such as comfort, automation, security
and safety goals [13].
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– Semantic enrichment of the IoT data is an ongoing topic of research [14].
Thing description relies on defining state properties, actions and events
exposed by a Web of Things. Semantic Web of Things should support various
application domains with diverse characteristics for better discoverability.

– Using of high spectrum frequency can increase user benefits by widening of
potential applications.

6.2 And Barriers

– Various communication challenges exist [15]. IoT is a collection of many parts
and systems they are fundamentally different.

– Many data mining and machine learning methods do not handle IoT data
heterogeneity well. Data and algorithms alone don’t actually add very much
on their own. There is a need for appropriate interpretation of ML models
results.

– Lack of standards for authentication and authorization of IoT edge devices.
– Security and privacy risks, exceedingly complex to manage, with all sorts of

unpredictable vulnerabilities, tech products have a short reliable life span.
Privacy/Security/Safety (PSS) is always an issue with every new technology
or concept.

– Ethical and legal issues also have to be taken under consideration with IoT
expanding.

7 Conclusion

The tasks of information processing in IoT systems from various fields of appli-
cations are still challenging due to the high complexity of these systems. The
development of mathematical methods and the means of artificial intelligence
to retrieve data show the potential opportunity to provide information to help
understand how certain processes for better management in today’s complex
environments are being implemented. Detecting regularities and abnormalities,
forecasting of the system states and constructing classification are becoming
increasingly important in wide range of IoT applications.

The unresolved problems that exist on the Internet of Things systems largely
predetermine the major threats posed by the IoT systems. Solution of real world
IoT cases is possible by using ML with AI approaches, developed in the last few
years. In the paper some trends and methods are pointed out which may bring
the physical and information world closer together.
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Abstract. The quantitative description of the confined quantum scat-
tering in waveguide-like atomic traps is an actual problem of modern
physics of ultracold atoms and molecules. It is a challenging prob-
lem of computational mathematics to integrate the few-dimensional
Schrödinger equation describing such scattering. In the present work
we show how the split-operator method developed by V.S. Melezhik in
discrete-variable representation can be parallelized and extended for cal-
culation of probability density distribution in such quantum systems. By
using as an example the confined collision of Li atoms with Yb ions in a
hybrid atom-ion trap we demonstrate calculation of the time-evolution
of the atom-ion probability density distribution. The calculated function
is an important parameter for analysis of this reaction. Due to resent
development of unique experimental technique in this field it becomes
actual experimental analysis of cold low-dimensional few-body systems.
However, interpretation and planning of the experiments demand quan-
titative description of the systems. The present work opens promising
perspective in the development of this direction.

Keywords: Schrödinger equation · Splitting methods ·
Discrete-variable representation · Waveguides · Probability density

1 Introduction

The quantitative description of the confined quantum scattering in waveguide-
like atomic traps is an actual problem of modern physics of ultracold atoms and
molecules (see, for example [1,2]). It is a challenging problem of computational
mathematics too. Actually, the conventional few-body theory for a free space is
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no longer valid here and the development of the low-dimensional theory, includ-
ing the influence of the confinement, is needed. In works of V.S. Melezhik with co-
authors an efficient computational method for the time-dependent Schrödinger
equation describing pair collisions in tight atomic waveguides was developed and
several novel effects were found [3–6].

The key element of the computational scheme is a component-by-component
split-operator method based on a nondirect product discrete variable represen-
tation (npDVR) [7–11]. With the developed method the three-dimensional (one
radial and two angular variables) [9–13] and four-dimensional (two radial and
two angular variables) [3–5] equations were integrated.

In the present work we discuss an extension of the method to the confined
collision of Li atoms with Yb ions in a hybrid atom-ion trap. We calculate the
time-evolution of the atom-ion probability density distribution. The calculated
function is an important parameter for analysis of this reaction. These calcu-
lations become actual for interpretation and planning experiments in this fast
growing field of research. We also discuss how the computational scheme can
be parallerized and extended to a higher dimension of the Schrödinger equa-
tion (up to two radial and four angular variables) with the use of distributed
computations. Such extension opens new possibilities for modeling new class of
low-dimensional few-body processes in confined geometry of atomic and classical
optical waveguides.

2 Splitting-Up Method in DVR for Few-Dimensional
Time-Dependent Schrödinger Equation

2.1 Pair Collision of Identical Atoms in Waveguide-Like Trap

The description of pair collisions of ultracold identical atoms (m1 = m2 = m) in
optical waveguides, when trap frequencies are identical for both atoms (ωx and
ωy) and the center-of-mass of the pair can be separated [4], was reduced in [3,4]
to the system of N Schrödinger-like equations (� = 1)

i
∂

∂t
ψj(r, t) =

N∑

j′=1

Hjj′(r)ψj′(r, t). (1)

The system (1) approximates the initial 3D Schrödinger equation at the 2D
npDVR on the angular grid Ωj = {θjθ

, φjφ
}. The construction of the npDVR

basis functions fj(Ω)

fj(Ω) =
N∑

ν=1

Yν(Ω)(Y −1)νj (2)

is described in [6,9–11], where also Yν(Ω) is defined as a spherical harmonic
slightly corrected by a small additive of linear combination of higher harmon-
ics. In this representation the number of basis functions N (j = (jθ, jφ) =
1, 2, ..., N ; ν = (l,m) = 1, 2, ..., N) is equal to the number of angular grid points
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N = Nθ × Nφ (jθ = 1, 2, ..., Nθ, jφ = 1, 2, ..., Nφ), what permits to define the
matrix (Y −1)jν inverse to the quadratic N × N matrix Yν(Ωj).

For the propagation ψj(r, tn) → ψj(r, tn+1) in time tn → tn+1 = tn + Δt
V.S. Melezhik has suggested [9,10] a computational scheme [9–11] based on
the component-by-component split-operator method of Marchuk [14]. In this
approach the effective Hamiltonian Ĥ(r) splits into the following two parts

Hjj′(r) = hjj′(r) + Uj(r)δjj′ (3)

where

hjj′(r) = −δjj′

2μ

d2

dr2
+ δjj′V (r) − 1

2μr2
√

λjλj′

N∑

ν

(Y )−1
jν l(l + 1)(Y −1)νj′ ,

Uj(r) =
1
2
μ(ω2

xx2
j + ω2

yy2
j ).

Here the diagonal in the npDVR potentials V (r) and U(r) describe the spher-
ically symmetric interatomic interaction and the interaction of the atoms with
the waveguide-like trap, xj = r sin θjθ

cos φjφ
, yj = r sin θjθ

sin φjφ
, where λj are

weights of Gaussian quadratures over θ and φ and μ = m/2.
The time-step ψj(r, tn) → ψj(r, tn+1 = tn + Δt) was approximated accord-

ing to

ψ(tn + Δt) = exp(− i

2
ΔtÛ) exp(−iΔtĥ) exp(− i

2
ΔtÛ)ψ(tn) + O(Δt3). (4)

The time evolution is described in detail in [6,10,11] where the fact that the
npDVR on the basis-functions fj(Ω) (2) gives the diagonal representation for Û
and the Yν(Ω)-representation gives the diagonal representations for angular part
of the kinetic-energy operator in ĥ was used for constructing an efficient com-
putational algorithm. The time evolution was proceeded as follows. For the first
and the last steps according to the relation (4) we write the function ψ and the
operators exp(−iΔtÛ/2) in our 2D npDVR (2) on the grid Ωj = (θjθ

, φjφ
).

Since the potential Û(r) = Uj(r)δjj′ is diagonal in this representation the
first and last steps represent simple multiplications of the diagonal matrices
exp(− i

2ΔtUj(r))δjj′ . The intermediate step in (4) depending on ĥ is treated in
the basis Yν(Ω) where the matrix operator ĥ(r) is diagonal with respect to the
indices m and l (ν = (l,m)). For that we approximate the exponential operators
according to

exp(−iΔtĥ) ≈ (1 +
i

2
Δtĥ)−1(1 − i

2
Δtĥ) + O(Δt2), (5)

which ensures the desired accuracy of the numerical algorithm (4). Thus, after
the discretization of r with the help of finite-differences the matrix ĥ possesses
a band structure and we arrive at the following boundary-value problems

(1 +
i

2
Δtĥ)ψ(tn +

3
4
Δt) = (1 − i

2
Δtĥ)ψ(tn +

1
4
Δt), (6)
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which can be solved rapidly due to the band structure of the matrix ĥ.
This computational scheme is unconditionally stable [14], preserves unitarity

and is very efficient, i.e. the computational time is proportional to the total
number N of grid points and basis functions in (1) [6,10,15].

The efficiency of the computational procedure is based on the fast trans-
formation with help of the unitary matrix Sjν = λ

1/2
j Yν(Ωj) between the two

relevant representations: 2D npDVR (2) and Yν(Ω)-representation.

2.2 Atom-Ion Collision in Hybrid Atom-Ion Trap

The dynamics of colliding atom-ion pair with coordinates rA and rI and masses
mA and mI in the harmonic waveguide with the transverse potential

U(ρA, ρI) =
1
2
(mAω2

Aρ2A + mIω
2
Iρ2I)

(where ρi = risinθi) is described by the 4D time-dependent Schrödinger equation
(� = 1)

i
∂

∂t
ψ(ρR, r, t) = H(ρR, r)ψ(ρR, r, t)

with the Hamiltonian

H(ρR, r) = HCM (ρR) + Hrel(r) + W (ρR, r). (7)

Here

HCM = − 1
2M

(
∂2

∂ρ2R
+

1
ρ2R

∂2

∂φ2
+

1
4ρ2R

) +
1
2
(mAω2

A + mIω
2
I )ρ2R (8)

and

Hrel = − 1
2μ

∂2

∂r2
+

L2(θ, φ)
2μr2

+
μ2

2
(
ω2

A

mA
+

ω2
I

mI
)ρ2 + VAI(r) (9)

describe the center-of-mass (CM) and relative (rel) atom-ion motions. The poten-
tial VAI(r) describes the atom-ion interaction, ρR and r = rA − rI → (r, θ, φ) →
(ρ, φ, z) are the polar radial CM and the relative coordinates and M = mA +mI ,
μ = mAmI/M . The term

L2(θ, φ)
2μr2

= − 1
2μr2 sin θ

(
∂

∂θ
sin θ

∂

∂θ
+

1
θ

∂2

∂φ2
)

represents the angular part of the kinetic energy operator of the relative atom-ion
motion. The term

W (ρR, r) = μ(ω2
A − ω2

I )rρR sin θ cos φ (10)

in the Hamiltonian leads for the atom (A) and ion (I), that feel different confin-
ing frequencies ωA �= ωI , to a coupling of the CM and relative atom-ion motion,
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i.e. to the nonseparability of the quantum two-body problem in confined geom-
etry of the harmonic trap.

The problem is to integrate the Schrödinger equation from time t = 0 to the
asymptotic region t → +∞ with the initial wave-packet

ψ(ρR, r, t = 0) = Nr
√

ρR exp{− ρ2A
2a2

A

− ρ2I
2a2

I

− (z − z0)2

2a2
z

+ ik0z} (11)

representing noninteracting atom and ion in the transversal ground state of the
waveguide with aA = (1/mAωA)1/2 and aI = (1/mIωI)1/2 respectively and
the overall normalization constant N defined by < ψ(0)|ψ(0) >= 1. We choose
z0 → −∞ to be far from the origin z = 0 and az → ∞ to obtain a narrow width in
momentum and energy space for the initial wave-packet. The wave-packet moves
with a positive interatomic velocity v0 = k0/μ =

√
2ε‖/μ (defined by the relative

longitudinal colliding energy ε‖) to the scattering region at z = 0 and splits up
after the scattering into two parts moving in opposite directions z → ±∞. If the
initial conditions permit opening inelastic channels it can lead to the collisional
excitation of the transverse vibrations [6] or formation of molecular bound states
[5]. Multichannel character of the scattering is also developing at the region of the
so-called confinement-induced resonances (CIRs) where resonance in the closed
channel leads to the resonant behaviour of the elastic scattering amplitude if the
initial colliding energy coincides with the resonant energy of molecular state in
the closed channel [2–5].

The modeling of the long-range atom-ion interaction VAI(r) is discussed in
the following Sect. 3.

The splitting-up method in the DVR representation described above demands
some modification for the problem (7). Thus, to apply this procedure we split
the Hamiltonian (7) into the following three parts

Hjj′(ρR, r) = h
(0)
jj′(ρR) + h

(1)
jj′(r) + Uj(ρR, ρ)δjj′ , (12)

where

h
(0)
jj′(ρR) = − δjj′

2M
(

∂2

∂ρ2R
+

1
4ρ2R

) +
1

2Mρ2R
√

λjλj′

N∑

ν

(Y )−1
jν m2(Y −1)νj′ ,

h
(1)
jj′(r) = −δjj′

2μ

∂2

∂r2
+ δjj′VAI(r) − 1

2μr2
√

λjλj′

N∑

ν

(Y )−1
jν l(l + 1)(Y −1)νj′ ,

Uj(ρR, ρ) =
1
2
(m1ω

2
1 + m2ω

2
2)ρ

2
R +

μ2

2
(
ω2
1

m1
+

ω2
2

m2
)ρ2 + μ(ω2

1 − ω2
2)ρρRcosφj .

Subsequently, we can approximate the time-step ψj(ρR, r, tn) → ψj(ρR, r, tn+1)
where tn → tn+1 = tn + Δt according to



Calculation of Probability Density 541

ψ(tn + Δt) = exp(− i

2
ΔtÛ) exp(−iΔtĥ(1)) exp(−iΔtĥ(0)) (13)

× exp(− i

2
ΔtÛ)ψ(tn) + O(Δt3).

The time evolution proceeds as follows. For the first and the last steps
according to the above relation (13) we write the function ψ and the operator
exp(−iΔtÛ/2) in our 2D npDVR (2) on the 2D grid {Ωj} = {θjθ

, φjφ
}. Since the

potential Uj(ρR, ρ) is diagonal in this representation the first and last steps rep-
resent simple multiplications of the diagonal matrices exp(− i

2ΔtUj(ρR, ρ)). Two
intermediate steps in (13) depending on ĥ(0) and ĥ(1) are treated in the basis Yν

where the matrix operators ĥ(0)(ρR) and ĥ(1)(r) are diagonal with respect to the
indices m and l. For that we approximate the exponential operators according to

exp(−iΔtÂ) ≈ (1 +
i

2
ΔtÂ)−1(1 − i

2
ΔtÂ) + O(Δt2), (14)

which ensures the desired accuracy of the numerical algorithm. Thus, after the
discretization of r (or ρR) with the help of finite-differences the matrix Â pos-
sesses a band structure and we arrive at the following boundary-value problems

(1 +
i

2
ΔtÂ)ψ(tn +

Δt

4
) = (1 − i

2
ΔtÂ)ψ(tn),

which can be solved rapidly due to the band structure of the matrix Â. This
computational scheme is unconditionally stable [14], preserve unitarity and is
very efficient, i.e. the computational time is approximately proportional to the
total number N of grid points over the radial and angular variables [6,10,15]
(see Fig. 1). The efficiency of the computational procedure is based (as well as
in the previous subsection) on the fast transformation with help of the unitary
matrix Sjν = λ

1/2
j Yjν between the two relevant representations: the 2D npDVR

(2) and the Yν-representation.

3 Numerical Example: Time-Evolution of Atom-Ion
Probability Density in Pair Confined Collisions

The computational scheme, described above, was successfully applied in a num-
ber of actual problems of physics of ultracold atoms. More specifically, it has
permitted us to construct theoretical models for quantitative description of dif-
ferent resonant atomic processes in confined geometry of optical traps [4–6].
The computational difficulty of constructing these models is in including into
consideration of the effect of atomic interaction with the “walls” of the optical
trap. It leads to increasing the dimensionality of the solving problem (i.e. the
dimensionality of the Schrödinger equation describing a process). Actually, if
the interaction between two colliding quantum particles is central, then in a free
space one can separate the center-of-mass of the system as well as the angu-
lar variables. Such a way, the problem of collision of two quantum particles in
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Fig. 1. The dependence of the CPU-time on the number of basis functions N of the
angular DVR. The solid curve connects the calculated points.

a free space becomes reducible to a one-dimensional radial Schrödinger equa-
tion which is the simplest problem of quantum mechanics (one of milestones of
classical quantum mechanics). However, if we consider the collision of two quan-
tum particles in a waveguide-like trap, the problem becomes substantially more
complicated. Interaction of the colliding particles with the trap does not permit
separation of the center-of-mass and angular variables. In general case it needs
to integrate the six-dimensional Schrödinger equations. In some special cases, it
is possible to reduce the problem to an equation of smaller dimension, if colliding
particles are identical and the interaction of particles with the trap is harmonic.
A number of such actual problems of atomic collisions in confined geometry of
waveguide-like traps was analysed with the developed computational methods
by Melezhik with colleagues [3–5,7].

In recent years, there has been interest to hybrid confined atom-ion systems
[16]. An actual problem is a collision of a rather hot ion confined in electromag-
netic Paul trap with atoms from the “cloud” surrounding the ion. This problem
attracts great interest due to possible important applications: investigation of
the dynamics of chemical processes in new and extremal conditions, creating
exotic systems such as polaron, modeling some effects of solid state physics and
even modeling elements of a quantum computer [16]. Quantitative description
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of such hybrid systems demands further improvement of our approach. First,
the different geometrical configuration of Paul and atomic traps does not per-
mits reduction of dimensionality of the problem anymore. Second difficulty is in
long-range character of the atom-ion polarization interaction

VAI(r) ∼ −1/r4

with respect to the short-range Wan-der-Waals interaction ∼−1/r6.
We made a first step in extension of our method to such hybrid systems by

choosing the traps of a special form for colliding atom and ion. We suppose that
an atom is confined in a transverse direction by an optical harmonic waveguide-
like trap and can move freely in longitudinal direction. Inside the atomic trap
is situated an ion harmonic waveguide-like trap which confines transversal ion
motion and does not confine ion motion in longitudinal direction. We have con-
sidered such atom-ion confined collisions. The chose of the special geometry of
such hybrid system permitted us to separate two angular variables in the prob-
lem and reduce it to the 4D time-dependent Schrödinger equation. The idea
of this separation of variables is described in our papers [4,5] for the confined
scattering of two distinguishable atoms in waveguide traps. Here we extend the
scheme to atom-ion collision in confined geometry of waveguide-like atomic and
ion traps.

As a numerical example we present here our calculation of the time-evolution
of the probability density distribution

W (r, ρR, t) =
∫

|ψ(r, ρR, t)|2 sin θdθdφ (15)

of the colliding 6Li atom and 171Yb+ ion confined in a hybrid atom-ion trap (see
Fig. 2). The function W (r, ρR, t) was calculated with the computer code based on
the method discussed above. Here, r, θ and φ are the relative radial and angular
variables between the atom and ion, ρR is the transversal radial variable of the
center-of-mass of the colliding two-body systems [5,16]. We assume that the
collision occurs in waveguide-like atom-ion harmonic trap. Interaction between
confining trap and colliding quantum particles is described by the harmonic
potential

U(ρA, ρI) =
1
2
(mAω2

Aρ2A + mIω
2
Iρ2I) (16)

and the atom-ion interaction - by standard C12-C4 long-range interaction

VAI(r) =
C12

r12
− C4

r4
. (17)

Here, the indexes A and I correspond to atomic and ion variables.
The calculated structure of the function W (r, ρR, t) at large times t → ∞

gives population of the analysing two-body quantum system (atom-ion) in the
final state after the pair collision. The considered here example clearly demon-
strates formation of molecular ion at a final state of the collision. It is clear that
the formed molecule is in a highly excited state: the function W (r, ρR, t → ∞)
has several minima with respect to the radial variable r. Moreover, as a result
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of the collision, the released energy went to the excitation of oscillations of the
center-of-mass of the molecule (function W (r, ρR, t → ∞) also has minima with
respect to the center-of-mass variable ρR). This analysis of the calculated func-
tion W (r, ρR, t → ∞) shows that the molecular ion was formed according to the
mechanism predicted in work [5].

Fig. 2. Evolution in time of the atom-ion probability density distribution W (r, ρR, t) =∫ |ψ(r, ρR, t)|2 sin θdθφ in the process of the confined collision of the 6Li atoms with
171Yb+ ions. Top row of graphs demonstrates the probability density W (r, ρR, t) calcu-
lated at three time points during the collision and the bottom row is the corresponding
contour plots of these probabilities W (r, ρR, t). The time unit t0 = 2π/ωA is defined
by the lowest frequency ωA of this dynamical quantum system.

We have to underline here the following peculiarity of the computational
scheme which is important element for acceleration of the computations. The
remaining most time-consuming part of the computational scheme (4–6) for
integration the system of N differential equations (1) is the integration of the
boundary-value problem for the system of equations (6). However, the system
(6) is diagonal in Yν(Ω)-representation. This fact permits transparent procedure
of parallelization. Actually, because the Eq. (6) are uncoupled, every equation
of the system can be integrated independently on a separate processor.

The suggested modification of the computational scheme (4–6) considerably
increases its efficiency. With parallelization and use of distributed computations
the method can be extended for integration of the Schrödinger equations of a
higher dimension. This fact makes the scheme very promising for its extension
to confined atom-ion collisions with more realistic form of the atomic and ion
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traps. We suppose to extend the method for integration of the six-dimensional
time-dependent Schrödinger equation and to analyse important effects of anhar-
monicity of the traps and ion “micromotion” [16]. Such an extension opens also
perspectives for application of the method to other actual problems of low-
dimensional few-body processes in atomic and classical optical waveguides.

4 Conclusion

The efficiency of the splitting-up method based on the npDVR for the time-
dependent Schrödinger equation with the suggested simple procedure for its
parallelization makes the method very promising in application to actual prob-
lems of low-dimensional few-body physics in atomic waveguide-like traps. In this
respect one can mention the problem of ultracold atomic collisions in anhar-
monic and asymmetric wavegudes and in quasi-2D confining traps, collisional
three-body problem (Efimov resonances) in tight traps, and non-linear time-
dependent Schrödinger equation with a few spatial variables arising in physics
of Bose-Einstein condensates. All these questions are hot problems of modern
quantum physics.
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Abstract. The state of the object in terms of its functioning in the sys-
tem can not be estimated without the construction of multi-level model-
ing. A cross-correlation coefficient of the reference and distorted signals
has been suggested as the indicator for radio equipment. The dependence
of the indicator of reliable message transmission in the communication
channel on the value of the correlation coefficient of signals (CCS) has
been described. A mathematical model has been developed to consider
CCS changes with parametric failures in the elements of the signal gen-
erator in the radio equipment. The application of solution methods of
conditionally correct problems is established for the stable evaluation
class of the technical condition of radio equipment. We have analyzed
the influence of correlation function samples on the solution stability of
the redefined system of linear algebraic equations obtained by sampling
the distorted and reference signals.
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1 Introduction

For each combination of communication type (modulation/detection), channel
fading model and diversity type we obtain an average bit error rate (BER)
and/or symbol error rate (SER). We get an expression in a form that can be
easily evaluated [1].

Traditionally, the bit error probability pber in the communication chan-
nel is determined by the type of signal, exceeding of the signal level above
the noise level at the receiving point, the method of signal processing in the
receiving device and the characteristics of the signal propagation medium [2].
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But the wrong decision about the type of information bit can be the result of
signal distortion in the hardware part of the communication channel.

Until recently, no one has demonstrated a unified approach to assess the
joint impact of fluctuation noise in the communication channel and hardware
signal distortion on the probability of bit errors. This approach may simplify the
previously obtained complex links for telecommunication systems indicators both
analytically and computationally. In addition, it allows to obtain new multi-level
models for special cases (telecommunication network – communication channel
– modem – signal conditioner), which still have been solved in a complicated
form [3].

In this paper we develop methodological foundations of multi-level model-
ing of radio facilities, which operate in discrete communication channels as the
objects of control. The purpose of the article is to determine the conditions for
a stable assessment of the signal generator state in a modem according to its
functioning in the communication channel.

2 The Channel Model of Incoherent Messages Receiving
with Hardware Signal Distortions

Construction of the model begins with definition of the input and output vari-
ables, relationship between which should be described by the model of the con-
trol object. Signal-noise mixture is formed from the output of the communication
channel to the input of the demodulator receiver:

y(t) = μSrD(t) + ξ(t), (1)

where SrD is a time function, which defines r-th distorted signal; μ is an ampli-
tude transmission coefficient of the signal in the channel; ξ(t) is a time function
of the Gaussian noise interference.

The main method of signal reception in the channel with variable parameters
is incoherent reception without extracting information about the initial phase of
the high-frequency signal filling. Decisive schemes of incoherent signal process-
ing based on matched filters or correlators have become the most widespread
application, which implement the operator of the form [2]:

Vr =
2μ

T
{[

T∫

0

y(t)srE(t)dt]2 + [

T∫

0

y(t)s̃rE(t)dt]2}, t ∈ [0, T ]; r = 1,m (2)

where srE is the time function for r-th variant of reference signal; s̃rE is a
function, coupled by Hilbert with srE ; T is a duration of the reference signal.
For binary signals (r = 1,m) the probability of bit error of optimal incoherent
reception in Gaussian noise is determined by the expression:

pber =
1
2

∫

O(µ)

W (μ){P [V1 < V2|s1(t)] + [V1 > V2|s2(t)]dμ} (3)
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where O(μ) and W (μ) are integration domain and joint probability density of the
parameter μ. We assume that the signals s1E(t) and s2E(t) satisfy the orthogo-
nality condition in the enhanced sense:

T∫

0

s1Ds2E(t) = 0;

T∫

0

s1D s̃2E(t) = 0; (4)

the transmission coefficient μ = const, and we consider that in general case
srD(t) �= srE(t), it is easy to show that the error probability of non-coherent
element-by-element reception of the distorted signal is [4].

pber =
1
2

∑2

r=1
{1
2

exp[−h2

2
(g(r)r + g(l)r )]I0(h2

√
g
(r)
r g

(l)
r )

+ [1 − Q(h
√

g
(r)
r ;h

√
g
(l)
r )]}, r, l = 1, 2; r �= l,

where h2 is the ratio of the signal energy to the spectral density of the fluctuation
noise; I0(α) - is modified zero-order Bessel function; Q(α;β) is Markum function;

g
(r)
r = {[

T∫
0

srDsrE(t)]2 + [
T∫
0

srD s̃rE(t)]2} (5)

g
(l)
r = {[

T∫
0

srDsrE(t)]2 + [
T∫
0

srD s̃rE(t)]2} (6)

are correlation coefficients of signals (CCS) of the r-th variant of the distorted
signal and, respectively, the r-th and l-th variants of the reference signals; K =
μ4/PET 2; PE is the power of the reference signal. Since srE is the reference
signal with nominal values of the parameters, the coefficient (6) characterizes the
degree of the signal distortion srE . When g

(l)
r = 0 (which in practice is provided

by the choice of orthogonal frequencies of the transmitter), the expression (5)
takes the form

pber =
1
2

exp(−h2

2
gr) (7)

where g
(r)
r is a coefficient of instrumental distortions 0 < g

(r)
r < 1.

In absence of hardware distortions of the output signal, and, consequently,
equality of coefficients, a known formula for the probability of error at optimal
Gaussian noise incoherent element-by-element reception of messages follows from
the expression (8) [5]:

pber =
1
2

exp(−h2

2
) (8)

Let us present the signals in a complex form:

SrD(t) = srD(t) + jsrD(t);S∗
rD(t) = srD(t) − jsrD(t). (9)

where j =
√−1
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3 Mathematical Model of Multifrequency Signal Shaper

The evaluation of signal shaper (SS) parameters determining its technical con-
dition is one of the problems solved during their status identification. Moreover,
identification of failures using a complex quality index is seen as a promising
trend of technical system diagnostics [6].

The problem of evaluating the technical object condition using a complex
quality index can be considered as an inverse problem of mathematical physics,
where the cause (element failure) is necessary to define provided that the result
(SS output signal distortion) of observation consequence is known [7]. The stabil-
ity of the inverse problem solution is connected with the construction of approx-
imate determination methods for θ solution that are close to the desired value
based on the existing approximately defined initial information. The elimination
of the instability of inverse problem solution is based on the use of a priori infor-
mation about the problem solution of θ parameter vector location. Such a priori
information makes it possible to reduce the class of θ parametric space elements
with the exact solution to certain set where the inverse problem solution will be
stable.

Numerous works about the diagnostics of the radio-technical systems have
been published where the quality indices of their functional utilizing are used
as diagnostic characters. Considering the signal shaper (SS) of different struc-
ture, the coefficient of cross-correlation of distorted at the SS output signal and
reference signal with nominal values of the parameters can be used as such an
index [4]:

g =

∣∣∣∣∣
T∫
0

SD(t)S∗
D(t)dt

∣∣∣∣∣
2

4PDPET 2
, t ∈ [0, T ] (10)

where S∗
E(t) is the function complexly conjugated with SE(t); PE and PD are

the powers of reference and distorted signals, correspondingly; T is the duration
of reference signal element.

The dependency of this index on one of the reference signal parameters (for
example, time delay of SE(t) relative to SD(t)) is the correlation function (CF)
which dependency graph g(τ) is determined by the nature of SS failure. Thus, for
example, for the multifrequency signal shaper, described by the expressions [4]:

SE(t, τ) = exp
[
j(ωc − k1 + kN

2
ωo)

] kN∑
k=k1

Uk exp [j[kω0(t + τ) + ψk]] , t ∈ [0, T ];

(11)

SE(t, τ) = exp
[
j(ωc − l1 + lN

2
ωo)

] kN∑
k=k1

Uk exp [j[lω0t + ψl]] , (12)

where ωc is the carrier frequency, at which all kinds of signals are formed in
typical generators for information transmission; ωc = 2π/T ; Uk and ψk are the
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amplitude and initial phase of k-th component of the reference signal, corre-
spondingly; Ul and ψl are the amplitude and phase of l-th component of the
distorted signal ψk = πdk, the correlation function will be described by the
expression obtained when substituting (12) and (13) into the formula (11):

g(τ) =
1

4PEPD

∣∣∣∣
∑kN

k=k1

∑lN

l=l1
UkUl sin[

(Ωkl − Ω)T
2

]
∣∣∣∣ ·

exp
[
j[π(

k − l − 2lτ

T
) + Δψkl]

]
, τ ∈ [0, T ];

where Ω = [(kl + kN )/2 − (ll + lN )/2]ω0 is the frequency detuning between the
medium spectral frequencies of the distorted and reference signals; is the phase
displacement of the l-th component of the distorted signal relatively to the k-th
component of reference signal; Δψkl = ψk − ψl.

During the shaping of parallel complex signal, according to the expression
(12), it is necessary to synthesize the oscillations with kω0 frequencies, on which
sk(t) elementary signals with the defined Uk amplitudes and the initial ψk phases
are formed, and summarize the elementary signals in the total load. Figure 1
indicates a diagram of the multifrequency SS construction using the band-pass
filters [8]. Any defect appearing in any element of this device causes the cor-
responding parameter alteration, such as frequency, amplitude or the phase of
the sD(t) signal component, and, consequently, it causes the distortion of the
output signal form. Figure 2 represents the g(τ/T ) curves of parallel complex
signals with coded by the Legendre sequences [8]: [ψk] = 0, 0, π, 0, π, π, π. The
signals correspond to the following distortions of the sD(t) signal parameters
with different defects in the SS: 1 - undistorted initial phases; 2 - distorted
phases in the first phase inverter ΔΨ11 = π/2; 3 - distorted phases in the second
phase inverter ΔΨ22 = π; solid lines imply that all the amplifiers work prop-
erly ([Ul] = UE); dashed lines imply the two-fold exceeding of second amplifier
transmission coefficient (U2 = 2UE); dotted-dashed line implies the absence of
the signal component at the second amplifier output (U2 = 0). The analysis of

Fig. 1. Block diagram of the multifrequency signal shaper
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these graphs indicates that the form of g(τ) dependency is determined by the
parameters of radio equipment values, and, therefore, by its technical condition.

Fig. 2. Graphs of correlation functions g(τ) for different distortions of the multifre-
quency signals

4 Aspects of the Correct Solution of the Signal Shaper
Diagnostic Problem

Solution of inverse problem is conducted within the mathematical model of the
diagnostic object and consists of the Θ model parameters determination:

∣∣∣∣∣∣
T∫

0

S∗
E(τ, t)SD(t|Θ)dt

∣∣∣∣∣∣

2

= g(τ)/K (13)

according to the existing measured data about g(τ) CF.
Here K = (4PDPET 2)−1. Thus, the inverse problem, comprising the deter-

mination of the SD(t|Θ) distorted signal parameters using the recorded g(τ)
function, presents the task of solving the integral equation (15), in which K
coefficient and S∗

E(τ, t) and g(τ) functions are defined, and SD(t|Θ) is unknown.
Three following questions arise when solving inverse problems:

(1) the existence of the problem solution;
(2) the uniqueness of the solution, if it exists;
(3) the stability of the solution, i.e., the permanent dependency of problem

solution on the initial data.
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A question about the existence of the Eq. (15) solution is tightly connected
with the conditions, defined for the S∗

E(τ, t) function and the right part of
the equation g(τ)/K. We can assume that S∗

E(τ, t) function is measurable and
belongs to L2 class across the square 0 <= τ, t <= T :

T∫

0

T∫

0

|S∗2
E (τ, t)|2dτdt < ∞ (14)

i.e. is the Hilbert-Schmidt nucleus (operator) [9].
T∫
0

|S∗2
E (τ, t)|2 integral exists in view of Fubini’s theorem [10]. And condition

(16) almost for all τ . In other words, S∗
E(τ, t) as function of t with almost all τ

belongs to L2[0, T ].
Since the product of functions with the summarized square is summarizable,

the integral in the right part of (15) exists for almost all τ , i.e. function g(τ) is
determined almost everywhere. Due to Cauchy-Bunyakovsky inequality [11] for
almost all τ we have:

∣∣∣∣∣
T∫
0

S∗
E(τ, t) · SD(t|Θ)dt

∣∣∣∣∣
2

= g(τ)/K

<=
T∫
0

S∗
E |(τ, t)|2dt ·

T∫
0

SD|(t|Θ)|2dt = ‖SD‖2 ·
T∫
0

S∗
E |(τ, t)|2dt.

Integrating by τ , and substituting iterated integral of S∗
E |(τ, t)|2 by double,

we obtain
T∫
0

g(τ)dτ <= K‖SD‖2
T∫
0

T∫
0

|S∗
E(τ, t)|2dτdt inequality, which gives the

integrability of g(τ).
If nucleus has continuous derivative by τ , than the right side of the Eq. (15)

must have continuous derivative by τ . But if the right side contains points, at
which the function g(τ) does not have derivative (when graph g(τ) occurs as a
broken line), then with the presence of nucleus with the continuous derivative the
Eq. (15) does not have a solution in the classical sense. Therefore, the existence
of the solution depends on what classes (spaces) of functions S (sD(t) ∈ S) and
G (g(τ) ∈ G) the signal sD(t) and the response g(τ) belong to.

As it follows from [12], the Fredholm operator ASD =
T∫
0

S∗
E(t, τ) · SD(t)dt is

compact and self-adjoined. Consequently, Hilbert-Schmidt theorem is valid for
it. In view of this theorem, known also as “the theorem of decomposability” [13],
for existence of the Eq. (15) bsolution the g(τ) function must be decomposed into
eigenfunctions of the nucleus S∗

E |(τ, t):

g(τ) =

∣∣∣∣∣
∑
i

qiϕi(τ)

∣∣∣∣∣
2

, (15)
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where qi is the coefficients of the g(τ) function expansion relative to the eigen-

functions of nucleus |qi|2 =
T∫
0

g(τ)ϕi(τ)dt ≡ (g, ϕi), and eigenfunctions must

match the integral equations:

T∫

0

S∗
E(τ, t)ϕi(t)dt = λ−1

i ϕi(τ), (16)

where λi is the eigenvalue of the nucleus S∗
E(τ, t).

Equation (15) has a solution, which belongs to L2[0, T ], and is single if and
only if the system of the eigenfunctions of symmetrical nucleus S∗

E(τ, t) is com-
plete, and series (17) is convergent, and, moreover, g(τ) ∈ L2[0, T ].

Let us examine how these conditions are fulfilled in the practice of SS diag-
nosis according to the index of the form (11). Regarding the practical tasks of
determining the distorted signals at the output of radio-technical circuit, there
is always a confidence in existence of the function SD(t|Θ) under the integral
on the left side of the Eq. (15). The absence of the solution in such tasks can be
explained only by the inadequacy of mathematical model to the real functioning
of the object.

Uniqueness of the Eq. (15) solution, i.e. the realization of the second condition
of the correct solution of this problem depends on the certain form of the nucleus
S∗
E(τ, t). According to [13], the nucleus S∗

E(τ, t) will be symmetrical, if for all
0 <= τ, t <= T the identity of S∗

E(τ, t) ≡ S∗
E(t, τ) is fulfilled.

In practical realization of the SS diagnostic procedure in terms of the values
of the quality index g, the measurement of this index is accomplished by the
fixed value of the argument τ = (τ1, τ2, ..., τn) of the nucleus S∗

E(τ, t). For each
value τi, i = 1, n, the right side of the expression (15) will be represented by the
fixed values of the integrals g(τi)/K, i = 1, n. In this case the solution of the
inverse problem having the form (15) can be reduced to the determination of
the function of one variable by the values of its integrals:

∣∣∣∣∣∣
T∫

0

SD(t)S∗
Ei(t)dt

∣∣∣∣∣∣

2

= |qi|2, (17)

where {S∗
Ei(t)} = S∗

E(τi, t) is the defined set of functions, complexly combined
with the functions of reference signals; |qi|2 = g(τi)/K, i = 1, n. Taking into
account (18), it is possible to express SEi(t) through the eigenfunctions: S∗

Ei(t) =
ϕi(t)/λi.

If proposed problem is presented as the task of solving the operator equation,
then ASD = {qi}, where the operator A, determined by equalities (19), acts from
the space L2[0, T ], in which we assume the set of functions {S∗

Ei} as complete
orthonormalized, into the l2 space of existing {qi} values, than the task of solving
this equation is correct [15]. Actually, the equation solution exists and is unique
for any right side {qi} ∈ l2, and the continuous dependency of SD(t) on {qi}
follows from the Parseval’s equality [8]. However, the main problem is to explain
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how to obtain the complete system of functions {S∗
Ei(t)} from the function of

reference signal SE(t).
The task of investigating the uniqueness of the solution of the linear integral

Fredholm equation of the 1st kind can be reduced to a study of the completeness
of {S∗

Ei(t)} function system. Actually, if the nucleus S∗
E(τi, t) of the equation:

T∫

0

S∗
E(τ, t)SD(t)dt = q(τ), 0 <= τ <= tk, (18)

is such that in the section [0, tK ] there is a such sequence of points τi so the set
of functions S∗

Ei(t) = S∗
E(τi, t) is complete in the space L2[0, T ], the solution of

Eq. (10) is singular in L2[0, T ]. In practice this problem is solved by the selection
of such a parameter and its values {τi}, which provides the orthogonality of

functions S∗
Ei(t) = S∗

E(τi, t), i.e.
T∫
0

S∗
Ei(t)S

∗
Ek(t)dt = 0, i �= k.

Let us examine the possibility of applying the methods of solution of incorrect
problems for determining the parametric region, which corresponds to Θza set
and represents a certain Za class of technical condition of diagnosed SS in the
physical interpretation. The idea of the correctness concept by Tikhonov was
expressed for the purpose of substantiation of the widely used trial and error
method with the solution of the inverse problems of [14]. The essence of the trial
and error method during the solution of diagnostic problems provides for the
stages of classification and identification of failures and consists of the following.

The researcher on the basis of the SS models as the object of diagnostics
and intentionally introduced into the equipment failures constructs a physical
model for different failures. Further, the direct problem of classification, which
corresponds to the diagnostic model, is solved: the values ga(τ) of the right side
of the Eq. (5) for different failures a = 1, Λ are calculated.

The operator in the process of the malfunction search compares the diagnostic
models and the measurement data of the right side. Based on this comparison,
a new model is selected so the data of solution of direct problem according
to the new model would be closer to the experimental. At the basis of trial
and error method underlies the assumption about the fact that investigated
parametric region, which corresponds to the specific failures of equipment, is not
too complex, the number of these failures is limited, the statistical characteristics
of the parameters are described by known laws and are located within certain
limits. The noted assumptions are the hypotheses about the desired solutions
belonging to specific compact correctness sets.

5 Evaluation of the Sampling Correlation Function

Inserting the discretization into the arguments t and τ , we obtain a system of n
algebraic equations in L unknown values:

L∑
l=1

S
(il)
E S

(l)
D = qi, i = 1, n, (19)
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Fig. 3. Graphic illustration of the sampling process of the distorted signal (a), the
reference SE(τ, t) signal delayed by time τ (b), the correlation function (c)

where S
(il)
E = plSE(τi, tl) is elements of some matrix SE of n × L; S

(l)
D = SD(tl);

qi = q(ti); factor pl = Δt/2 - at l = 1 or l = L, pl = Δt is otherwise. A graphic
illustration of the discretization process is shown in Fig. 3. The expression (21)
can be represented in the operator form:

SE · sD = q, sD ∈ S, q ∈ Q, (20)

where SE is a given continuous operator; sD is a desired solution; q is the specified
right side; S and Q are some Hilbert spaces. Depending on the size ratio of the
matrix SE , the system of linear algebraic equations (SLAE) of the form (21) can
be overridden (n > L), defined (n = L) or underdetermined (n < L).

The presence of fluctuating noise in the measurement channel causes a ran-
dom nature of the results. The main method of random noise control is the
statistical processing of the observation results. Besides, the reliability of the
assessment increases with the sample size n of the single results, i.e. with a
decrease of the sampling step Δτ . However, if Δτ has a small value, the differ-
ences across adjacent values qi (as well as S

(il)
E ) are so small that these values are

highly duplicative, linearly related, and provide poor new information about the
desired function . In addition, the differences between the “true” values qi(S

(il)
D )

can be almost undetected against the errors in the sample measurement of corre-
lation function (CF) σq and formation of the etalon signal σE , so that the SLAE
can be strongly “noisy”. Moreover, let us demonstrate the effect of instability
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(ill-conditioning) of the linear system (21), approximating the integral equation
(20) of the FS identification using the linear algebra.

If, SLAE (21) is overridden and a pseudosolution should be applied to the
problem of FS evaluation. Generally, SLAE pseudo-solution is called the solution
sD with the smallest Euclidean norm:

|SE · sD − q| = min
sD

(21)

i.e. is a normal SLAE solution. Here |X| is a norm of a matrix X, and |X| =√∑L
i,l=1 |xiL|2. However, since the matrix SE ·sD −q is not square (i = 1, n;n �=

L), it is necessary to derive a new SLAE from the condition (17). Therefore, we
solve a minimization task:

|SE · SD − q|2 = min
sD

(22)

the left part of the expression (24) is derivated to zero by sD. As a result, we
get [16]:
2S∗

E(SE · sD − q) = 0, where:

sD = (S∗
E · SE)−1S∗

Eq, (23)

where S∗
E is a matrix, complex conjugated and transposed with SE . Using the

rule of matrix and vector multiplication, the redefined SLAE (22) transforms to
the normal one with a solution [16]:

A · sD = g, sD ∈ S, g ∈ G, (24)

where A = S∗
E · SE ; g = S∗

Eq , the elements of the square matrix A m ×
n and vector g (as a result of multiplying of the measured CF ordinates by
discrete levels of the function S∗

E(τ, t), complexly coupled with the function of
the reference signal SE(τ, t)) in case of realness SE have the form:

Ail =
n∑

k=1

S
(ik)T
E · S

(kl)
E =

n∑
k=1

S
(ki)
E · S

(kl)
E ; (25)

qi =
n∑

k=1

S
(ik)T
E · qk =

n∑
k=1

S
(ki)
E · qk. (26)

The square matrix A in a certain SLAE (26) can be solved by Cramer rule, Gauss
method, Kraut-Cholesky method, etc. Besides, if instead of g and A we have the
results of their measurement g̃ and Ã at |g̃ − g| <= δ ,

∣∣∣Ã − A
∣∣∣ <= ξ, where δ and

ξ are the errors of the right part of the equation (20) (CF measurement error)
and the matrix A (the error of the etalon signal formation), then the estimation
of the solution error is usually used as [17]:

|δ · sD| / |sD| <= cond(A) · (δ/ |g| + xi/ |A|) (27)
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where cond(A) = |A| · ∣∣A−1
∣∣ = µ(A)max

µ(A)min

>= 1 is matrix A condition; norms of
vectors sD, g and square matrix A have a form:

|SD| =
√∑n

l=1 |s(l)D |2, |g| =
√∑n

l=1 |gi|2; |A| =
√∑n

l=1 |Ail|2 μi(A) =√
λi(A∗ · A) are singular numbers in descending order μ1

>= μ2
>= ... >= μr

>=
... >= μn = 0 (r is a rank of the matrix); λi is eigenvalues of the characteristic
equation of the square matrix; A∗ is a matrix, coupled with the A.

6 Conclusions

The complex SS index is the correlation coefficient of reference and SS output
signals. The dependency of studied reference signal index on one of varied indexes
is a diagnostic character, which allows the SS element failure to be identified.
However, such method should be considered as inverse problem of mathemat-
ical physics. In order to provide the correct realization of diagnostic method
according to complex index it is necessary to fulfill the conditions of practical
existence, uniqueness and stability of problem solution. The existence of the
problem solution is confirmed by the experimentally obtained graphs of depen-
dencies of the correlation coefficients on the SS variable parameters (similar to
Fig. 2). The uniqueness of inverse problem solution is provided due to the selec-
tion of the control parameter values, with which the functions of the reference
signal description will be mutually orthogonal, and the system of these functions
will be complete in the L2 function space. To provide the conventional stability
of the problem, its solution must be adopted from a certain set of SS technical
condition classes having a priori information about the accuracy of measuring
equipment and required authenticity of estimation.
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Abstract. The increase in the requirements to the quality of function-
ing of difficult dynamic objects (robotic complexes, self-driving cars and
aircraft, etc.) and also to their safety and reliability made especially rel-
evant a problem of monitoring of their technical condition, taking into
account different impact of the attacks and the destabilizing factors,
aging and technological dispersion of parameters. In article new app-
roach to intellectual monitoring of a condition of such objects is offered.
This approach is based on the interval estimation of parameters, use of
the knowledge base about critical and regular conditions and application
of a system of a polling in the course of transfer of measuring information.
The architecture and realization of an intellectual system of monitoring
of a condition of difficult autonomous technical objects is considered.
The carried-out experimental assessment of the offered approach showed
that use of the systems of a polling at poll of applications refusals in
the course of serviceability check of objects allows to make accurate fix-
ing of their technical states that increases the accuracy and reliability of
results of identification of states and also to expand possibilities of use of
technical means of control and diagnostics in the systems of monitoring.

Keywords: Intellectual estimation · Polling · Difficult dynamic
object · Technical condition · Knowledge base

1 Introduction

Nowadays, telemetric systems become one of the main directions of develop-
ment of the distributed control systems (DCS). It is caused by a territorially
distributed of objects of the distributed system in which sensors, are connected
among themselves by digital information flows with limited capacity. It is possi-
ble to carry to such systems as the system of industrial scale – SCADA-systems,
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and local application there are systems of observation of difficult dynamic objects
(DDO), control systems of agrotechnical systems, independent power supply sys-
tems, mobile robots (autonomous flying and submersibles, vehicles, nanosatel-
lites) and other DDO [1].

Continuously increasing flows of the telemetric data at control of technolog-
ical processes and objects result in need of reduction of volume of the messages
transferred on the communication channels (CC).

Functioning of DCS, by means of realization of a number of methods [2,3], is
carried out consistently: collecting and processing of the telemetric information
(TMI) arriving from DDO on one or several peripheral control elements then,
after delivery on CC, in the central control element (control office of the manage-
ment (COM)) is made full processing of TMI with delivery of results to operators
of group of the analysis and management of DDO. Collecting diagnostic infor-
mation in the similar subjects to control (SC) needs to be carried out online,
without allowing transition of the precritical technical condition (TC) of DDO
to crash. At the same time problems of estimation of the TC and identification
of the place of refusal in DDO [4,5] are solved. Features are that, first, there
is a tendency to increase of the volume of the processed TMI, secondly, taking
into account limited resources of standard control elements, it is often neces-
sary to process several streams of TMI in a row and, thirdly, not always in the
place of reception of TMI (COM) there is all necessary control and measuring
information and there are specialists in the analysis of a condition of DDO.

Given this, need for new approaches to assessment and exchange of TMI for
the distributed TMS increases.

For reduction of redundancy of MI, when maintaining completeness of control
of objects, on CC is expedient to transfer not all results of the measurement of
parameters but only messages about an exit of the SC parameters out of limits of
the set thresholds. The systems realizing this method of collecting telemetric data
in some sources are called the adaptive systems of prestart control. Achievement
by the controlled parameter of threshold level in crashal timepoint is an event
on formation of an emergency signal. At the same time the value of emission of
parameter over threshold level is a random variable as well [6,7].

In difference from the traditional TMS divided on a way of receiving tele-
metric signals into the systems of the remote signaling (SRS) and telemetry
(STI) the following model of the processing of alarm signals reflecting process of
integration of the existing classes of systems is offered: the emergency signal is
formed only in case of excess by controlled parameter x the established threshold
level (as in SRS) with the subsequent measurement (as in STI) emission sizes
over a threshold [6]. In the integrated system random variables are the moments
of formation of emergency signals and levels of these signals.

For implementation of intellectual monitoring in the real work the approach
based on transfer of the created emergency signals characterizing the TC of DDO
including process of collecting TMI and, realized by the system of ordered poll
(polling) of refusals is offered.
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The system of the polling represents a kind of the systems of mass service
(SMS) with several turns and one general or several serving devices (servers).

The special way of collecting AI is presented in the article – two-stage col-
lecting MI, with use of methods of the theory of mass service (TMS), taking into
account priority of information that allows to increase the capacity of the com-
munication channels (CC) and to reduce redundancy of MI taking into account
mistakes 1 and 2 sorts that increases also reliability of control.

In the first phase of functioning of a system of monitoring poll of turns where
requests are submitted by the separate controlled parameters which went beyond
thresholds is carried out. The MI assessment taking into account a priority SC,
etc. is carried out.

In the second phase – poll of turns where the applications represent already
complex sizes (coefficients) created in the form of TI-TS signals taking into
account the priority determined by dynamics of change of parameters and to the
SC type. Further complex assessment of the DDO element taking into account a
priority, mistakes 1 both 2 sorts and identification of the TC SC is carried out.

Besides, the efficiency of control increases the integration of STS and STI
into the uniform system of monitoring. The remote signaling signals fixing only
emission are used only on the first phase. The telemetry signals characterizing
the measured value of the controlled parameter are used on the second phase.

The novelty of the work consists in realization of the new and perspective
approach to expeditious monitoring of the distributed autonomous DDO based
on collecting and transfer of MI realized on the basis of the two-phase system of
a polling (TMS methods) with priority policy of service.

The theoretical and practical contribution is as follows: the offered approach
on monitoring of the TC of DDO allows to increase the efficiency of transfer of
TMI, CC capacity due to reduction of redundancy of MI and, in general, increase
in productivity of a system at the expense of the adaptive mechanism of poll of
applications on the basis of polling models.

2 Related Works

The analysis of the works [1–5] shows that ensuring effective functioning of DDO
at simultaneous depreciation of their life cycle requires at all its stages introduc-
tion of means and methods of the automated control and diagnostics of the TC,
application of effective ways and means of the ensuring of safety and reliability
of their functioning.

At the same time the specifics of functioning of the systems of monitoring
taking into account operating modes SC rely on use of nondestructive ways of
control and diagnostics applied in various industries of industrial electronics and
electrical equipment [2–6], medicine [8] and in other industries. Treat shortcom-
ings of the devices realizing these methods the high probability of refusal in the
service caused by the fact that purpose of thresholds of operation of a control
system is carried out without the general condition of the communication system
and level of loading of buffer devices in switching knots that causes blocking of
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knots in the loaded network and also rather low productivity and high coefficient
of idle time as for control of DDO and identification of their TC it is necessary
to perform measurement, transformation and processing of a large number of
parameters that is quite often connected with shutdown of a system and its idle
standing.

Monitoring of the TC of DDO has to be carried out also taking into account
external factors, including plurality of structure and the difficult environment
of functioning [9]. The similar way is based on use of the device of indistinct
sets and the analysis of hierarchies. The conducted researches [10] show also a
possibility of the solution of similar tasks by development of the compound index
of risk.

Among the existing ways (strategy) of monitoring by the most optimum
the control of the TC focused on reliability SC, providing adjusting and the
anticipating, that is preventive, predicting control methods is considered [1].

Monitoring of the autonomous objects is, as a rule, characterized by the auto-
mated wireless exchange of MI [1–3] that allows to reduce considerably a time
resource and participation of the person. At the same time, the configuration of
the system of expeditious monitoring allows to carry out adjustment of param-
eters, by response to sudden fluctuations is able SC or sharp changes of needs
for resources [11].

Alternative to above-mentioned methods are the methods of collecting, pro-
cessing and exchange of MI realized in the multilevel systems of monitoring of
the TC of the territorial distributed DDO in which collecting and exchange of MI
is based on work of systems of a polling [12–14] and integration of SRS and STI,
and processing of MI – on its complex assessment. Use of systems of a polling
with priority policy of the service allows to carry out a survey of turns and service
of the applications which are in them the serving element by a certain rule, and
integration of STS and STI – expeditious collection of data on violation of the
controlled processes (emissions) that promotes increase in efficiency of transfer
of TMI, CC capacity due to reduction of redundancy of MI and, in general, to
increase in productivity of a system at the expense of the adaptive mechanism
of poll of applications on the basis of polling models.

In general, the conducted researches in the field of monitoring of the TC of
DDO, recognition of types of refusals and their forecasting are characterized by
quite wide range of approaches in this subject domain.

3 Theoretical Part of Work: Formation of Results of
Control

3.1 The Description of the Systems of Monitoring, as Systems of a
Polling with an Absolute Priority

Exchange in the system of monitoring of the TC of DDO of TMI signals during
tests and operation assumes use of models and methods of a research of the
stochastic systems with cyclic poll.
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In the presented approach need of the accounting SC of various degree of
importance and also various modes, working conditions (operation) assume con-
sideration (use) of the priority systems representing the systems of a polling with
priority policy of service.

In the offered system of monitoring the measured values of excesses by the
controlled parameters of some technological thresholds, are defined as emissions
of crashal processes. The moments of emergence of these emissions are random
variables and represent a flow of applications with the Poisson law of distribution.

Let’s present single-server quetch (SMS) with expectation to which come
N independent Poisson input of applications with parameters λ1, ..., λN respec-
tively. Duration of the service of applications of k of a stream have function of
distribution Bk(x)(k = 1, N). The server (poll element) at the same time can
serve no more than one application, and if it served the application of a stream
of i, then in order that it could begin service of the application of a stream of
k, it is required to spend some time of, i �= k, it is required to spend some time
of Sk for switching (orientation) of the server. Switching duration from i stream
to a stream of k (i = 1, N, i �= k) there are random variables with function of
distribution Sk(x).

Streams are numbered in decreasing order of priorities. Absolute priority. It
means that on the released server the application of the top priority from avail-
able in a system arrives; switching to turn and service of the application are
interrupted by the arrived application of higher priority to which switching at
once begins. Due to “fate” of the interrupted service (the interrupted switch-
ing) various disciplines of switching (1, 2, 3, . . . , w) and service (1, 2, 3, . . . , v)
[12–14]. Various combinations of disciplines of switching and service can be pre-
sented as the scheme with double numbering (for example, scheme 2.1) where
the first figure specifies number of discipline, and the second – disciplines of
service can be considered.

There is some way of switching of the server at the moments when the system
is free from applications: as soon as the server appears in a free state (when it is
not occupied with either switching, or service), switching “is instantly dumped”.
Thus, at receipt in the free system of the application of any priority before the
server starts its service, switching of the server is necessary. At the same time
it is supposed that time of switching of the server from a zero state to service
of the application of a stream of j, (0 → j) is equal to switching time (→ j).
Search of joint distribution of number of the applications of each priority which
are in a system at any moment is carried out. It is supposed that at the initial
moment the system is free from applications.

3.2 Representation of the Results of Control Taking Into Account
Mistakes 1 and 2 Sorts

Control of the DDO separate parameters, without their interrelations, or does
not provide the required size of reliability of control, or excessively overestimates
operational indicators, at the same time numerous false signals of crash are
possible [4–7].
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For the management of the controlled objects on the several correlated indi-
cators in works [1–7] multidimensional methods of the statistical analysis are
used that means correcting of values of the SC parameters during its operation
by results of the selective control for maintenance of statistically operated and
stable process of work SC, however there is no error check 1 and 2 sorts.

In the modulated system of monitoring, at a deviation of controlled parame-
ters of the DDO elements, comparison of parameters with threshold values within
area of the working capacity is made. By the results of comparison the normal
state of DDO decides on probability p1 or its abnormal state with probability
p2. And TC recognition (critical condition) of DDO is carried out taking into
account errors of the first (α) also by the second (β) sorts which correspond to
probability to “false crash” and “the threshold of violation”.

Minimization of the probability α comes down to the creation of the entered
rectangle BB of the maximum area (Fig. 1b) also decides by means of a method of
diagonals. According to this method of top of the entered parallelepiped (Fig. 1d)
are in a point of intersection of diagonals of the described parallelepiped with
an ellipsoid (Fig. 1c). For this purpose values of the parties of the entered par-
allelepiped are defined (Fig. 1d), corresponding to thresholds on parameters of
the DDO elements when ensuring zero probability of a mistake β and minimum
possible mistake α.

Minimization of the probability β is close to zero if the area ΔΘ of possible
values of the DDO parameters is approximated by the entered parallelepiped
BB (Fig. 1b) so that it was completely enclosed in this area, but the area at the
same time is used not completely.

Providing the required ratio α/β between mistakes 1 and 2 sorts, at approx-
imation of area Dthreshold of permissible values of parameters (the shaded
described ellipsoid on Fig. 1a), defines such threshold on parameters at which
a certain probability of undetected refusal of the DDO elements is caused in
advance or control system cost at implementation of the set requirements to an
indicator of the TC of a controlled object (quality of functioning) is minimized.

Integral use of MI, received from the diverse sources, presented in three-
dimensional space, at ellipsoidal approximation, is most applicable for the solu-
tion of problems of control of the TC of the objects in the conditions of uncer-
tainty. Such approach promotes increase in reliability of MI about a condition
of observed objects in the systems of monitoring, to expansion of a scope of
technical means of control and diagnostics and also decrease in redundancy of
MI at stages of its transfer that in general promotes increase in efficiency of the
process of control.

4 Implementation: Modeling of a System of Monitoring
of the TC of the DDO

Practice of the operation of DDO demands development and creation of a control
system (monitoring) of objects, including – subsystems of assessment of the TC.
For determination of architecture of a system of monitoring of the TC of DDO
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we will define basic data and the main stages (procedures) of functioning of a
system.

The analysis of various approaches to the solution of a problem of control of
the TC of DDO on the basis of the system of a polling with an absolute priority
assumes the following basic data: (1) the studied TMI about regular behavior
of DDO (within the range of thresholds of controlled parameters); (2) list of
the controlled parameters (temperature, tension of the electromagnetic field,
tension, humidity, etc.); (3) frequency of poll of the DDO telemetric sensors; (4)
the greatest possible dynamics (frequency, speed) of change of the telemetered
parameter; (5) knowledge base (alphabet of multidimensional images of the TC
of the DDO elements: statistical values of controlled parameters and speed of
their change in limits of range of thresholds); (6) numbering (distribution) of
controlled objects on priorities for further poll.

For definition of the TC of DDO MI, DDO received when functioning, it is
necessary to transfer control on COM.

Main stages of the functioning of a system of monitoring
The solution of a problem of the monitoring of the TC of DDO is presented

in the form of the sequence of the following stages:
I. Preprocessing of MI on the remote terminal:

Fig. 1. Three-dimensional representation of area of working capacity: (a) working
capacity ellipsoid (informational content); (b) quality ellipse; (c) the described par-
allelepiped; (d) the entered parallelepiped
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stage 1 – group poll controllers (servers) of sensors on the DDO elements;
stage 2 – primary estimation of values of the received group of signals (remote
signaling) from the DDO controllable element: evaluating degradations loud-
speakers of controlled parameter;
stage 3 – correction of priority of the application according to a priority SC
and dynamics of change of parameter;
stage 4 – formation of a stream of signals of TI-TS (turn), assignment of the
corresponding priority (according to the most critical parameters, dynamics
of their change);
stage 5 – priority transfer of TMI on COM.
II. Processing of signals of TMI (TI-TS) on COM:
stage 6 – poll of turns from various DDO according to priorities;
stage 7 – service of applications of the interviewed turn;
stage 8 – secondary complex estimation of the received group of signals of TI-
TS (turn): (a) formation of a multidimensional complex image of the TC of
DDO (in the most critical parameters); (b) comparison of the received image
with reference values of images of signals from the knowledge base;
stage 9 – identification of the TC of DDO taking into account mistakes 1 and
2 sorts.

Block Diagram of a System of Monitoring. We will present the system
of monitoring of the TC of DDO in the form of an intellectual system which
basic elements will be knowledge base and a set of the modules realizing rules
and procedures of performance of stages 1–9. Basic elements in architecture
of a system of intellectual monitoring (Fig. 2) are: element of poll of sensors,
element of assessment of change of parameter, elements of memory 1 and 2,
element of correction of a priority, shaper of a stream of signals of TI-TS, radio
transmitter, distribution environment, radio receiver, element of poll of turns,
element of complex assessment, element of memory 2 and calculator.

Model of a System of a Polling. Researches of systems with priorities in
TMS, showed that in such systems, as well as in the modulated system of mon-
itoring, are N available flows of the priority applications proceeding from each
sensor which is on the DDO element where to each stream there corresponds the
priority. These systems are a kind of systems of a polling with a priority order
of the poll of turns, and the turn can be served, only if more priority turns do
not contain applications.

Thus, the specifics of construction and functioning of a system of monitoring
allow to consider them as the two-phase system of a polling where a role of the
serving elements at the first stage is played by the shaper of a stream of signals
of TI-TS 6, and at the second stage – calculator 13 (Fig. 2) providing service of
applications for some time in proportion to duration of transmission of messages
on CC.

In case of an exit of different controlled parameters of objects out of the
allowable limits, in the sensor located directly on elements of subjects to con-
trol the signal of the alarm status of such objects is formed. In the existing
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Fig. 2. Block diagram of an intellectual system of the monitoring

systems of telemetry each parameter of an object is controlled with the period
T0, irrespective of the speed of its change. However at increase of speed of the
change of separate parameters they can reach permissible values in time smaller
the fixed period T0. In this case the control system will not be able to react in
due time to the inadmissible changes of parameter that will lead to the refusal
of a controlled object. For the efficiency of control of a condition of an object
measurement and the subsequent assessment of parameter is carried out with a
frequency of proportional speed of change of parameter. Depending on exit speed
(time Δt1, Δt2 achievement of permissible value) controlled parameter U out of
the allowable limits the priority of a signal which is set thanks to the multilevel
system of thresholds (the more threshold level is defined, the application priority
is higher).

MI arrives on an element of poll of sensors 2 and an element of poll of channels
10 (Fig. 2), not regularly, and in the form of the random-signal flow of a condition
of the equipment passing through certain threshold levels which in case of an
exit of values of process parameters out of limits of thresholds form packages of
applications and allocate them with the status of priority.

5 Experiment Results

For high-quality development and assessment of functioning of the modulated
system of monitoring of DDO in general it is necessary to develop and use
its mathematical model. Within the considered approach for this purpose it is
offered to use a simulation model.

The computing experiment was made by c use of the software of AnyLogic
8.2.3 which supports various approaches to creation of simulation models: pro-
cess focused (discrete and event), system and dynamic, agent-based and also
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their combinations. The uniqueness, flexibility and power of language of the
modeling provided to AnyLogic allows to consider any aspect of the modulated
system with any level of specification. The graphic AnyLogic interface, tools and
libraries allow creating quickly models for a wide range of tasks from modeling
of production, logistics to strategic models of development of the companies and
the markets [14].

As subject to control autonomous electro installations (power plants, wind
generators) for which monitoring of the TC the offered approach was used were
used. When carrying out an experiment accounting of internal parameters of
electro installations (output voltage, temperature of heating of the generator
(anchor), vibration and frequency of rotation of a rotor) was made. MI about
change of controlled parameters was transferred by means of TI-TS signals
on-line.

Various sensors the excesses by controlled parameters of threshold values
placed on SC and fixing acted as sources of MI (as in STS). Taking into account
that failure of the functioning object – a casual event was chosen random origin
type of sources of MI. At random origin sources of the application are generated
in a random way according to the law of distribution.

Functioning of the Modulated System of the Monitoring. Let’s consider
the first phase of functioning of the modulated system of monitoring. For further
processing, applications from sensors, arrive on an entrance of an element of poll
which are characterized by the size of a stream λi and volume of information νi,
and from its exit – on an element of assessment of change of parameter where there
is a comparison of comers of applications to number of a controlled object (on a
priority of the object) from an element of memory of 1 (Fig. 2). Pass of the appli-
cation corresponding to a signal of a parameter exit out of limits of thresholds that
is emergency or a preemergency, with the subsequent formation of turn of appli-
cations is a result of comparison. Then the application arrives on an element of
correction of a priority and the shaper of a stream of signals of TI-TS which is
the serving device and carries out the analysis of the applications which arrived
on its entrance from turn, and an element of correction of a priority – correction
of their priorities. The shaper of a stream of signals (multiplexer) forms packages
of messages for sending according to priority of applications, for example, in the
beginning a package of applications of the highest priority, then lower, etc. for the
subsequent sending. Correction of the priorities is carried out by the rule: the speed
(dynamics) of change of values of parameter is higher, the frequency of its poll is
higher, and, respectively, the priority and vice versa is higher. Besides, correction of
a priority of the application can be carried out on the operating signal from the con-
trol unit, for example, at change of criticality of the SC parameters (the category
of the consumer changed). Depending on load of the processor of the shaper, the
application will be processed with some intensity of service μ. After processing of
applications the shaper sends the processed information to a transmitter entrance
(the most critical applications are transferred on the allocated CC, the others –
in process of release of busy channels). The relevance of applications is defined by
waiting time Twait in turn that is caused by service of more priority applications
in the beginning, then less priority.
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On the second phase of functioning of the modulated system of monitoring as
the systems of a polling, the transmitted TI-TS signals, arrive on an entrance of
the receiver and from its exit – on an entrance of an element of poll of channels
which is carrying out their poll for some time of poll tsamp, in proportion to
signaling duration on CC which also serves as turn and are characterized by the
size of a stream λi volume of information νi. From an exit of an element of poll
of channels of the application arrive on an element of complex assessment where
there is a complex comparison of the received signals (the come applications)
with their reference values from an element of memory 2 that is necessary for
accounting of distortions of the received signals. Complex estimation is necessary
for the subsequent drawing up full “picture” of the TC of DDO in the calculator,
for increase in informational content and accounting of the parameters charac-
terizing this or that element and SC in general. The pass of the application in
the calculator which is the serving device (it is characterized by a stream of
the service of the applications μ) and carrying out the formation of an ellip-
soid of informational content and its comparison with reference, calculation of
dynamics of complex degradation of group of observed parameters, calculation
of mistakes 1 and 2 sorts and also identification of concrete refusal from the
list various and forecasting of other refusals on an ellipsoid, for the subsequent
sending to a control system (the system of support of decision-making) is result
of comparison.

Fig. 3. Working windows of a simulation model of a system of the monitoring of the
TC of DDO

In the considered model a number of restrictions was entered. First, the suc-
cess of processing of applications depends on Twait value. The Twait, less, is
possible to process less applications. Therefore it is necessary to pick up such
Twait, value at which the processed information will be relevant. Secondly, the
control system which reduces the intensity of service has an impact on an ele-
ment of correction of a priority 5 (on the remote terminal) and calculator 13
(on the main terminal), as shown in Fig. 3, loading processors of these elements
various tasks (change of a priority SC, accounting only of the chosen parameters,
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etc.). Therefore, for the purpose of selection of the required parameters of func-
tioning of the modulated system of monitoring, is necessary to make a number
of experiments.

The option of a simulation model of a system of monitoring of the TC of
the DDO developed in the environment of AnyLogic is presented in Fig. 3. In
this example the turn realized in an element of correction of a priority of 5
(Fig. 2), which is formed as a result of receipt of emissions from four random
origin sources of MI (sensors of tension, vibration, temperature, rotor frequency)
was used. The intensity of service of applications and all entrance streams are
assumed by accidental. The coefficient of the solution of the other tasks is equal
in a control system 0.1 (10%).

The calculations made on the offered option of a simulation model show that
for the chosen values of basic data the share of the raw applications equals 5%
that is very big. It is necessary to take measures for its reduction, in partic-
ular, due to increase in Twait, which is taken away under necessary operating
conditions of a system of monitoring.

Calculations show that by transfer complex MI about the TC of one DDO
element on the first phase is an observed increase in reliability of control at
the minimum redundancy of MI, due to integration of STI and STS. When
passing MI through the second phase of the system of monitoring holding time of
applications taking into account extra time increases by accounting of dynamics
of degradation of parameters, however at the same time the reliability of the
accepted signals taking into account mistakes 1 and 2 sorts increases.

In general, two-phase functioning of a system of monitoring shows a consid-
erable prize in reliability and efficiency of transfer of MI with use of the offered
approach (Fig. 4).

Thus, results of the made experiment showed that complex idea of MI of the
TC of DDO is increased by reliability and informational content of the resultant
information obtained by COM and also increase efficiency of its delivery by
reduction of redundancy due to integration of STS and STI.

The analysis of the results of modeling (Fig. 4) shows that the prize in reduc-
tion of volume of TMI in comparison with works [7,9,10] depends on informa-
tional content of signs of recognition on the second and the subsequent phases as
MI volume on the first phase is fixed, and is defined by the size of free buffer space
which size can strictly be controlled according to local information from knots
(servers) of a system. However the increase in informational content of signs at
the subsequent stages is connected with measurements in a system which volume
defines quality of decision-making at incremental control. These measurements
for increase in informational content are connected with need of attraction of
additional measuring resources and increase in time of the analysis.
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Fig. 4. Reduction of volumes of telemetric information in the system of monitoring
due to increase in number of phases of control

6 Conclusions

Results of a research show that for implementation of the distributed monitoring
of the SDD parameters of, especially, uninhabited autonomous objects, various
instruments of control providing increase in reliability of results of identification
and sensitivity to detection of emergency (preemergency) situations can be used.

The approach of the complex control of the technical condition of SDD pre-
sented in the article on the basis of integration of indications of several types
of sensors can be used for creation of the universal automated complex of the
control of uninhabited autonomous objects of technological systems allowing
to estimate operability of the wide nomenclature of the radio-electronic equip-
ment with high reliability. Complex submission of MI, taking into account its
transfer on in a system with the integrated STI and STS promotes decrease in
redundancy of MI in the system of monitoring, and the solution of a problem
of priority of poll of applications application of systems of a polling to promote
increase in efficiency of estimation of technical condition of SDD and further
decision-making, for example, in the systems of the support of decision-making.

In general, similar approach will allow carrying out at the dispatching level
decision-making support online on elimination of critical conditions.
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Abstract. The article presents a new algorithm for embedding digital
watermarks in the data of wireless sensor networks. The algorithm is
designed to protect against the substitution of the data source in such
networks. An important distinguishing feature of the proposed algorithm
is the ability to control the level of distortions introduced as a result of
embedding. This allows us to recommend this algorithm for use in wire-
less sensor networks, including sensor nodes of various types, designed to
measure physical quantities of different nature. Computing experiments
were carried out by means of simulation modeling in the OMNeT++
framework. The results of the experiments showed that the obtained
algorithm provides statistical indistinguishability of sensory data samples
before embedding digital watermarks into them and after embedding.

Keywords: Data hiding · Digital watermarking · Wireless networks

1 Introduction

One of the promising areas of information technology, serving as the basis for cre-
ating digital economy, is the Internet of things. It is a global dynamic network
infrastructure where physical and virtual “things” have identifiers and phys-
ical attributes and are integrated into the information network using various
interfaces. The implementation of the Internet of things concept can lead to a
qualitative change in many spheres of human life. The use of intelligent devices
in various fields of activity at the state level: in medicine, for monitoring the
environmental situation is very promising.

The Internet of things is based on a number of scientific and technical solu-
tions, among which we can single out the technology of wireless sensor networks
(Fig. 1).
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Fig. 1. Technology of wireless sensor networks.

The coverage area of the sensor network can be from several meters to several
kilometers due to the ability to relay messages from one network element to
another. The sensor network is capable of relaying messages along the chain from
one node to another, which allows organizing the transmission of information
through neighboring nodes in case of failure of one of the nodes without loss of
quality. A typical network architecture includes three types of nodes (end sensor
node, router, coordinator). The network itself determines the optimal route for
the movement of information flows. Sensor nodes can be fixed stationary, and
also have relative mobility, that is, arbitrarily move relative to each other in
some space, without violating the logical connectivity of the network. In the
latter case, the sensor network does not have a fixed constant topology, and its
structure dynamically changes over time.

Wireless sensor networks represent a class of distributed networks that are
self-organizing. A wireless sensor network consists of a set of sensor nodes, which
interact with each other via radio channel [1]. The most effective application of
wireless sensor networks is the monitoring of various processes, including those
in remote areas. Examples include smoke monitoring and the detection of forest
fires, condition monitoring and remote control of the perimeter of objects in
security systems, military surveillance.

However, the use of this technology is complicated by security concerns. An
intruder’s interference in the network can compromise the monitoring results
and create a threat to people’s lives and health. One of the tasks of ensuring
the security of wireless sensor networks is to protect against the data source
substitution.
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Protection against data source substitution in wireless sensor networks can
be provided with the help of digital watermarks. A digital watermark is an
information sequence that is implicitly embedded in digital data and may contain
some information about the origin or initial state of this data [2]. The original
purpose of the digital watermarks embedding methods was to protect multimedia
data. However, at present, due to the emergence and development of the Internet
of things technology, such methods have become relevant for protecting data
generated in the Internet of things systems, including wireless sensor networks.

The aim of this work is to create an algorithm for embedding digital water-
marks in the data of wireless sensor networks, applicable to sensor data of various
nature. The rest of the article is organized as follows. Section 2 provides a liter-
ature review on the research topic. Section 3 describes the proposed algorithm
for embedding digital watermarks in sensory data. Section 4 presents the results
of computing experiments with the proposed algorithm and their discussion.
Section 5 summarizes the present research.

2 Review of Previous Works

The original purpose of digital watermarks was to protect digital objects from
such threats as falsification, data source substitution, as well as unauthorized
distribution. Let us further consider exclusively digital images as digital objects
since digital images are the most common type of multimedia data.

In general, a digital watermark is a fixed-length data set that contains some
information about the protected image, the conditions for its creation, the iden-
tifier of the image owner, etc.

In order to embed a digital watermark in a digital image, some manipula-
tions are made to its constituent data elements. The image obtained after these
manipulations should not differ significantly from the original image. The ability
to fulfill this requirement is determined by the presence of spatial redundancy in
the digital image, which is expressed in the proximity of the values of neighboring
pixels to each other.

However, not only multimedia data may be redundant. Sensory data also has
this property.

In particular, sensory data taken from one sensor will have time redundancy,
and data taken from sensors located nearby will have spatial redundancy.

It is advisable to use the noted properties when solving data protection prob-
lems in wireless sensor networks. The adequacy of this statement is confirmed
by the appearance and by quite active development of a scientific field related
to the design of algorithms for embedding additional information of various pur-
poses in the data of wireless sensor networks. Let us consider some recent works
in this area.

In [3], a digital watermark is used to authenticate data in sensor networks. In
this paper, an original approach to sensory data aggregation is proposed, accord-
ing to which a set of values coming from each group of sensors is presented in
the form of a matrix. The authors of the study propose considering each of these
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matrices as a pseudo-image. Since adjacent sensors in general case record close
values of the measured quantity, such a pseudo-image will have spatial redun-
dancy, like a regular image. Aggregation consists in JPEG-like compression of the
generated pseudo-image. Before compression, a digital watermark is embedded
in the pseudo-image using the direct spread spectrum sequence (DSSS) method,
according to which one bit of the digital watermark is embedded in a block of
adjacent “pixels”. The embedding operation consists in the fact that the values
of the “pixels” in the block are changed by small quantities under the control
of a pseudo-random sequence. Since the individual sensors do not interact with
each other, the embedding of digital watermark bits for them is carried out
independently.

The research [4] proposes a method for checking the integrity of data from
various sources (sensors monitoring health or the environment), based on embed-
ding digital watermarks into data streams. To embed digital watermarks, a
spread spectrum technique using pseudo-random orthogonal codes is used. Due
to the application of the proposed method, the integrity of data streams can be
verified by extracting digital watermarks, even if the data goes through several
stages of the aggregation process. The proposed watermark scheme preserves the
natural correlations, that may exist between multiple data streams, which is an
important factor in the context of the necessity for data aggregation.

The paper [5] proposed a scheme for ensuring safety of data received from
sensors. The scheme is based on the combined use of digital watermarks and
the compressed sensing method, which serves to restore the full signal from its
sparse or compressed representation. In [5], this method is used to obtain a sparse
signal on the sensor side and then restore the original signal on the side of the
base station. On the sensor side, a digital watermark is generated based on the
protected data using a hash function, and then it is embedded in the original
signal, the elements of which are supplemented with empty symbols depending
on the value of the digital watermark bit. The wireless channel transmits data
sparse by the method of Compressed Sensing to the base station. The base
station decoder restores the full signal, then the digital watermark is removed
from the container. To verify the integrity of the data, the extracted digital
watermark is compared with a digital watermark obtained from the received
data.

The combination of embedding a digital watermark and an aggregation oper-
ation or ensuring the stability of a digital watermark to an aggregation oper-
ation is not considered in all works. In the article [6] it is proposed to embed
one digital watermark in the source data received from sensor sensors, verify the
authenticity of these data before aggregation, and after aggregation, embed a
second digital watermark in the aggregated data. Digital watermark generation
is performed using a pseudo random number generator.

In certain cases, digital watermarks reflect specific types of attacks. The
work [7] is devoted to the identification of cyber-reproduction attacks aimed at
networked control industrial systems. It is an attempt of an intruder to intervene
in the control of the system by reproducing previously captured data sequences.
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The main contribution of this work is not the embedding algorithm, which is
taken from previous works, but the strategy of using this algorithm to protect
against an intruder.

[8] presents synchronization scheme for embedding fragile digital watermarks
in sensory data, which is resistant to loss of synchronization between the data
sender and receiver. To solve this problem, the authors propose a dual-chaining
watermark scheme. To do this, the sensory data is divided into groups of variable
length, depending on the key. The development and embedding of digital water-
mark chains are carried out for pairs of adjacent groups. One chain of watermarks
is used to authenticate the sensory data itself. Each watermark in this chain is
generated as a hash value depending on two groups of data, and is embedded in
the first group of the pair. The second chain of watermarks encodes the delim-
iters between the groups and provides synchronization between the sender and
receiver of the data. A distinctive feature of the proposed scheme is the reversibil-
ity of the embedding method. Due to this, it is possible to restore the original
data without changes and repeat the hashing process at the stage of extracting
watermarks.

The idea to create a digital watermark depending on the protected data itself
is quite common both for classical methods and algorithms of digital watermarks,
and for the considered problematic area of data protection of wireless sensor
networks and the Internet of things.

So the work [9] is devoted to the problem of authentication of data coming
from Internet of things devices. It is proposed to extract the stochastic char-
acteristics of data streams and form digital watermarks on their basis. As a
method of embedding digital watermarks in a data stream, the spread spectrum
method is used. An important distinguishing feature of this work is the attempt
to solve the problem of data authentication in the Internet of things systems
with limited resources. It is solved using the mathematical apparatus of game
theory, supported by deep learning methods.

[10] also discusses the use of various characteristics of captured data in the
formation of a digital watermark including data length, occurrence frequency,
and capturing time. A distinctive feature of the digital watermark embedding
algorithm proposed in this study is encryption. The generated digital watermark
is encrypted using the secret key before the embedding. Another distinctive
feature of the work as a whole is the consideration of two scenarios for protecting
a wireless sensor network data using digital watermarks. In the first case, one-
to-one based scenario is considered where each sensor node is directly linked to
base station in data communication. In the second case, we are talking about
cluster based scenario, when cluster node collects data from authorized nodes
and sends it to base station through intermediate nodes.

The study [11] focuses on the problem of energy conservation in wireless
sensor networks. The authors propose a hybrid scheme for embedding digital
watermarks in the data of wireless sensor networks, combining irreversible and
reversible digital watermarks. This hybrid scheme includes three stages. They
are the intra-cluster authentication (for protecting the sensed data transmission
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between the sensor nodes and the cluster head), the data aggregation in the
cluster head, and the inter-cluster authentication (for protecting the aggregated
data transmission between the cluster head and the sink). The task of energy
saving is solved at the stage of intra-cluster authentication. The incorporation
of reversible digital watermarks consists in a simple hashing of the sensor values
generated by the sensors and then attaching the resulting hash values to the
data packets.

The considered articles offer methods and algorithms designed to work pri-
marily with abstract sensory data without specifying their origin. There are also
studies that deal with sensory data of a particular type.

For example, the article [12] describes the method of embedding digital water-
marks into LiDAR data, which represent information about the position of points
on the Earth’s surface, stored in a standardized format. The watermark scheme
proposed in this paper can be used to protect copyrights and track the source of
the data. In order to embed a digital watermark, the vector of marker positions
is first determined, i.e. those positions in which the bits of the digital watermark
will be embedded using a pseudo-random generator. Embedding is performed in
a circular area around the marker positions, which is divided into smaller areas
evenly distributed in the circle. The distance vector is calculated on the base of
points in the obtained areas. Then the discrete cosine transform is applied to
the vector. The direct implementation of a digital watermark is accomplished by
modulating the last coefficient of the discrete cosine transform. The experimen-
tal results demonstrate resistance to the most likely attacks, such as cropping or
accidentally deletion of points.

A more detailed and systematic description of the methods of embedding
digital watermarks in the data of the Internet of things systems can be found
in the review paper [13] and other publications in the field of information
security [14,15].

The present research proposes a new algorithm for embedding digital water-
marks in the data of wireless sensor networks, featuring the ability to control the
level of distortions introduced into the original data as a result of embedding.

3 Proposed Algorithm

The main elements of wireless sensor networks are sensors that measure the val-
ues of various physical quantities. This may be temperature, humidity, pressure,
vibration level, wind speed, etc. Each sensor with a certain periodicity captures
the measured value and transmits it to the head node.

In general, these numbers are real with an accuracy of 3–5 decimal places.
In the present work it is proposed to use the fractional part of these values
for embedding elements of a digital watermark. Since the fractional part con-
tains, among other things, the noise component, a potential intruder will not be
able to restore the digital watermark from the intercepted values while they are
transmitted to the head node. However, it is necessary to provide the ability to
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control the level of distortions of embedding, since the significance of the frac-
tional part of the measured values for physical quantities of different nature may
be different.

The description of the proposed algorithm is given below. It operates with
digital watermarks, which are binary sequences of some finite length. In accor-
dance with this algorithm, the bits of a digital watermark are sequentially embed-
ded into each L values of a physical quantity captured by the sensor.

Input: a group of real sensory data S = s1s2 . . . sL; scaling factor λ ≥ 1;
the number of embedding intervals n; digital watermark W = w1w2 . . . wN ,
wi ∈ {0, 1}, i = 1, N .

Output: a group of sensory data D = d1d2 . . . dL with a recorded digital
watermark.

Step 1. For i = 1, L do the following:
Step 1.1. Calculate j = (i mod N) + 1.
Step 1.2. Calculate x = {λsi}.
Step 1.3. If wj = 0, then generate a random value r that falls into the

closest to x semi-interval from the partition
[
0; 1

n

) ∪ [
2
n ; 3

n

) ∪ · · · ∪ [
n−2

n ; n−1
n

)
.

Otherwise, generate a random value r that falls in the closest to x semi-interval
from the partition

[
1
n ; 2

n

) ∪ [
3
n ; 4

n

) ∪ · · · ∪ [
n−1

n ; 1
)
.

Step 1.4. Calculate di = λsi−{λsi}+r
λ .

Step 2. Return D = d1d2 . . . dL and end the algorithm.
Let us explain the presented formal description of the proposed algorithm.
The scaling factor λ allows us to select the decimal digits of the fractional

part of the sensor data element s, in which the digital watermark bit will be
recorded. Thereto, the data element s is multiplied by λ, and then the fractional
part x is separated from the obtained auxiliary value.

Let s = 12.3685. Then, for the scaling factor λ = 1, the value of x will be
0.3685, for the scaling factor λ = 10, the value of x will be 0.685, etc.

Thus, an increase in the coefficient λ makes it possible to reduce the number
of digits of the fractional part of the sensor data element used to record a digital
watermark bit. This reduces the level of embedding distortion.

Embedding directly consists in the fact that the value of the fractional part
of the data element (after scaling) is replaced by a randomly generated value
that encodes the corresponding bit of a digital watermark. Thereto, the interval
of possible values of the fractional part of the real number [0, 1) is divided into
n consecutive disjoint semi-intervals of equal length. The values falling into the
odd semi-intervals will be regarded as corresponding to the zero bit, and the
values falling into the even semi-intervals will be regarded as corresponding to
the one bit.

Let n = 4. Then the following semi-intervals
[
0; 1

4

)
,
[
2
4 ; 3

4

)
correspond to the

zero bit of a digital watermark. In its turn, the following semi-intervals
[
1
4 ; 2

4

)
,[

3
4 ; 1

)
correspond to the one bit of a digital watermark.

Let the digital watermark bit be w = 1. Let us take the value x = 0.685
obtained earlier for the case λ = 10. We can see from Fig. 2 that the closest
suitable semi-interval with respect to this value is

[
3
4 ; 1

)
.
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Bit: 0 Bit: 1 Bit: 0 Bit: 1

Fig. 2. Partitioning of the interval [0, 1) into semi-intervals when embedding a bit of
a digital watermark.

We shall take the value r = 0.832 as a random variable falling in this interval.
Then, in accordance with step 1.4 of the algorithm, the new value of the sensory
data element will be equal to 12.3832.

For simplicity, the presented algorithm is formulated in such a way as if
it works with groups of simultaneously generated data. However, the values
generated by the sensor and protected by a digital watermark are not transmitted
simultaneously in groups, but sequentially; therefore, the head node checks the
authenticity of each individual value based on one bit of the digital watermark
extracted from it.

When using this algorithm, it is recommended to record in each sensor,
included in the wireless sensor network, a unique digital watermark that does
not repeat the digital watermarks of other sensors. The fact of the appearance
of two sensors that produce a sequence of values containing the same digital
watermark will indicate an intruder’s attack on the protected infrastructure by
reproducing previously intercepted values.

The scaling factor allows you to control the level of distortions of embedding,
therefore, the proposed algorithm is applicable to work with physical quantities
of various nature.

The algorithm for extracting a digital watermark from a group of sensory
data is organized as follows.

Input: a group of sensory data D = d1d2 . . . dL with recorded digital water-
mark; scaling factor λ ≥ 1; the number of embed intervals n.

Output: a digital watermark W = w1w2 . . . wN , wi ∈ {0, 1}, i = 1, N .
Step 1. For i = 1, L do the following:
Step 1.1. Calculate x = {λsi}.
Step 1.2. If x falls into any of the semi-intervals in the partition

[
0; 1

n

) ∪[
2
n ; 3

n

) ∪ · · · ∪ [
n−2

n ; n−1
n

)
, then assign wi = 0. Otherwise assign wi = 1.

Step 2. For i = N + 1, L do the following:
Step 2.1. Calculate j = (i mod N) + 1.
Step 2.2. If wj �= wi, return the message “digital watermark is incorrect”.
Step 3. Return a digital watermark W = w1w2 . . . wN and end the algorithm.
The extraction of a digital watermark occurs on the side of the head node,

which thus verifies the authenticity of the data received from the sensors.
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The presented digital watermark extraction algorithm contains a check that
the bits of the digital watermark are cyclically repeated in N steps. If this con-
dition is not fulfilled, this means that the digital watermark has been damaged
and the sensory data is distorted.

4 Computing Experiments and Discussion of Results

4.1 Wireless Sensor Network Model

To carry out computing experiments, a simple wireless sensor network model
was used, constructed using the OMNeT++ network simulator (Fig. 3).

Fig. 3. Wireless sensor network model.

This model includes two temperature sensors, an intermediate gateway and a
server. Information is embedded on the side of temperature sensors in the data
they generate. The modified temperature values get to the intermediate gateway
via the wireless network. Then the gateway carries out the authentication and
sends the data to the server via a wired connection.

4.2 Results of the Experiments

The data for the experiments was obtained by means of simulation modeling
in the OMNeT++ network simulator. For each sensor, the initial temperature
values obtained from the sensor and modified values containing the bits of the
digital watermark were recorded.

Examples of the obtained data sequences for different values of the scaling
factor are shown in Table 1. In all cases, a random binary sequence was taken
as a digital watermark. To assess the effectiveness of the proposed algorithm
according to the criterion of invisibility of embedding, we use the methods of
mathematical statistics.
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Table 1. The results of the algorithm operation.

Scaling factor λ Initial data Data with a digital watermark

1 8.8803 8.8803

1 11.6848 11.952

1 8.1888 8.1888

1 12.1891 12.2964

1 8.9417 8.9417

1 11.5443 11.5443

1 9.1568 9.4994

1 11.3317 11.2756

1 9.5142 9.5142

1 10.642 10.9827

1 9.6357 9.2837

1 10.7926 10.7926

10 8.8803 8.8803

10 11.6848 11.6848

10 8.1888 8.1511

10 12.1891 12.1891

10 8.9417 8.9417

10 11.5443 11.5443

10 9.1568 9.1362

10 11.3317 11.3431

10 9.5142 9.5142

10 10.642 10.642

10 9.6357 9.6357

10 10.7926 10.7926

100 8.8803 8.884

100 11.6848 11.6848

100 8.1888 8.1856

100 12.1891 12.1891

100 8.9417 8.94

100 11.5443 11.5443

100 9.1568 9.1587

100 11.3317 11.3317

100 9.5142 9.5183

100 10.642 10.6432

100 9.6357 9.6335

100 10.7926 10.7926
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Let us suggest a hypothesis that there is no significant statistical difference
between the initial data and the modified data containing a digital watermark.

Let’s check this hypothesis using Wilcoxon T-test. This statistical criterion
is used to assess the differences between two rows of measurements made for the
same feature under investigation, but in different conditions or at different time.

The results of the Wilcoxon T-test for the studied model sensory data samples
are presented in Table 2. Critical values were obtained from the table of critical
values of the Wilcoxon T-test at a significance level of 0.01 and 0.05.

Table 2. Wilcoxon T-test calculation results.

λ Temp Tcrit(0.01) Tcrit(0.05)

1 26 9 17

10 55 9 17

100 26 9 17

Since the empirical value in all cases exceeds the critical value, the hypothesis
of the absence of statistical distinguishability is accepted.

5 Conclusion

This paper presents a new algorithm for embedding digital watermarks in the
data of wireless sensor networks. The purpose of the proposed algorithm is to
protect against the substitution of a data source in a wireless sensor network.

An important distinctive feature of the proposed algorithm is the ability to
control the level of distortions introduced as a result of embedding. This allows
us to recommend this algorithm for use in wireless sensor networks, including
sensor nodes of various types, designed to measure physical quantities of different
nature.

The development of this work will consist in designing a set of algorithms
for embedding digital watermarks in the data of wireless sensor networks. These
algorithms will differ from each other in the provided ratio between the indicators
of the embedding effectiveness and will be intended to protect against various
types of attacks.
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Abstract. Increasing attention in research in the field of networks and
communication systems attracts the creation and development of com-
munication networks of the fifth generation. An important role is given to
new applications that determine the capabilities of these networks in the
provision of services. Augmented Reality (AR) is one of the most promis-
ing applications. Requirements for the provision of Augmented Reality
services are quite stringent, especially in terms of the circular delay,
the permissible value of which is determined by the value of 5 ms. This
requires the development of adequate solutions for the network struc-
ture, which in the fifth generation communications network are based on
mobile edge computing technology. The article is devoted to the actual
topic of using Augmented Reality technology and provides an investiga-
tion of the transmission of video data for Augmented Reality applications
through a mesh network. The basis of the material presented is the solu-
tion of the problem of simulation modeling of the use of Augmented
Reality in a mesh network, made using the COOJA simulator.

Keywords: Augmented Reality · Mesh networks · Video traffic ·
Quality of service · Simulation · Simulator COOJA

1 Introduction

Over the past few years, Augmented Reality has undergone significant changes
and has become an integral part of the lives of many people. This technology
provides services of the most diverse types: from gaming and entertainment func-
tions to assistance in training and executing work in almost all areas of activ-
ity [14,16]. Currently, users with the help of Augmented Reality applications can
create content themselves, interact with it, send it to other people, etc., that is,
the implementation of the technology itself is simplified more and more [12,13].
Nowadays, almost smart phone and glasses with high quality camera are used
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for AR applications. When the phone camera recognizes the object, the infor-
mation of this object will be shown in the phone display. In recent years, AR
technology has been growing up quickly that provide users different experiences
about everything. In the fashion market, consumers can visualize products and
imagine what it might feel like to own the product or experience the service
before actually purchasing it. During driving, AR application can support the
car or driver with augmented information about traffic, weather, etc.

At the same time, WiFi networks are replenished every few years with new
IEEE 802.11 standards, which is associated with an increase in the number of
consumers of wireless Internet access, as well as an increase in the amount of
information several hundred and thousand times. This led to the emergence
of high-speed mesh networks (IEEE 802.11s), which allow to transmit traffic
quickly, efficiently, safely and with the best quality of service (QoS) perfor-
mance [10]. Augmented Reality technology and mesh networks are both promis-
ing and in demand among users. In the mesh network devices can share AR
content to each other by transmitting data hop-by-hop. Therefore, no need to
send requests to cloud server if the AR content can be get information from the
other device in the network. Besides WiFi, The Bluetooth 5.0 (BLE) technol-
ogy is coming with supporting mesh connection. A study in [9] was investigated
in transmission of AR contents over BLE mesh network. Devices connect and
share data with each other in the same Bluetooth network. When smartphones
are provided with new chip BLE 5.0, it could be benefit for AR application
developers that there are different choices to provide AR applications to users.

Since augmented reality improves every year and spreads to various areas
of activity, its applications are used not only by end users, but also organiza-
tions to provide assistance to others (for example, in medicine) or in the service
sector (advertising and marketing, construction, education etc.). It should be
mentioned that most aspects of human life are currently related to information
technology. The wider use of the Internet of Things has made possible the concept
of a smart city. It covers many areas, from environmental protection to auto-
mated traffic management. The smart city includes a combination of advanced
technologies, including the Internet of things, artificial intelligence and smart
sensors. One of the main components of the smart city concept is the task of
creating an urban environment that is more people-oriented. And it is here that
Augmented Reality plays an important role.

In addition, Augmented Reality applications allow users to visually interact
with the system, which greatly simplifies the implementation of various tasks and
functions. During deploying AR application, the users are interested in Quality
of Experience that gives them different feeling about using this application.
Moreover, QoS ensures the network requirement provided to consumers.

Augmented Reality attracts more and more users to its market every year
due to a number of advantages over other technologies. These include: interac-
tivity, accessibility of information, interaction with reality, new ways of using
in a particular field of activity. Therefore, Augmented Reality is quite prof-
itable to use for various companies to promote their products and services.
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Consequently, the number of AR devices will grow every year, as will the profit
from them. Taking advantage of AR devices, their connection in the mesh net-
work can be considered to transmit video in particular cases.

The AR technology involves the transmission of different types of traffic.
In each AR application there are several types of data transmitted and shared
between devices. The data type can be sound, voice, text, image or video, etc.
Among these, video traffic is the most time-consuming type of data, requiring
high quality network and its characteristics. In order to analyze the transmitted
video traffic between AR-devices in a WiFi mesh network, it is necessary to
conduct a study of the dependence of the network characteristics for different
formats of transmitted video. As a method, this article uses simulation modeling
in the COOJA simulator.

2 Related Works

Currently, one of the driving factors in the modernization of modern communi-
cation networks is the transition to interaction scenarios within the fifth genera-
tion 5G/IMT-2020 communication networks [4,17]. The future network contin-
ues considering issues to ensure the high QoS, low latency, ubiquitous coverage
as AR applications and services require. In these articles, the authors analyzed
the requirements and challenges of the new network that will support several
applications with different requirements, where the AR application is a part of
this network.

Fifth-generation networks assume scenarios on the basis of which a seamless
connection should be provided between devices and applications of the Internet
of Things [1,17]. One of these scenarios is the interaction of Internet of Things
devices in the structure of a self-organizing network. Self-organizing networks
typically have a mesh topology and allow for the delivery of data from node to
node by building a route to the destination. Due to the fact that according to the
reference architecture of the construction of Smart Cities, continuous monitoring
of various urban infrastructure facilities with the possibility of obtaining data
from sensors arises, it becomes possible to use a cellular topology to organize
a network for collecting data from such facilities, as well as delivering them to
Augmented Reality applications for greater informativity [2,3].

The paper [8] discusses different approaches to the resource allocation in the
provision of augmented reality services, and also proposes new architectures for
distributing data on servers. A method was considered for selecting the struc-
tural parameters of the service system when providing AR service. The resource
allocation goal was a task of data clustering and localization of data processing.
The AR data or content is allocated and processed by optimal way.

In this article [7], the authors explore the different traffic patterns of Aug-
mented Reality and the requirements that the Augmented Reality applications
make to network characteristics. The investigation of interaction between AR
and flying ubiquitous sensor networks was considered. Indeed such modern appli-
cations as AR require development of the new traffic patterns that can ensure
the further Quality of Experience and estimation.



Investigation of Video Traffic Transmission via Augmented Reality Devices 589

3 Simulation in the Application Package COOJA

Working Principle of AR Devices in the Mesh Network. One of the
smartphones is connected to the server via a local WiFi network (LAN), so it
acts as a gateway. The server through the Ethernet port (WAN) has access to the
Internet. Through the gateway, the other devices included in the mesh network
are connected to the server and exchange data with each other. Mesh topology
allows for the implementation of unique municipal capabilities networks focused
on rapid response services. It is necessary to take into account when creating
mesh networks, the following problems may arise:

– limited frequency resource (frequency ranges 802.11 in the largest cities),
– the need to confirm the results of radio frequency planning with practical

studies of the state of the radio environment in the network deployment area
(presence of unregistered users),

– organization of the placement of access points in the maximum proximity
from subscribers, providing round-the-clock power supply, etc.

Currently, there are various application packages for simulation of commu-
nication networks. These systems are focused on modeling various systems and
processes. Among the large number of application packages of simulation in the
field of communication, the COOJA system was chosen. COOJA is a simula-
tor of network processes in the operating system Contiki, designed to simulate
devices and networks. It simplifies the development and debugging of software
in wireless networks [11,15]. At the network layer, work with routing protocols
is carried out, hardware reporting is omitted. This layer controls the radio part
of the sensor node and its specific properties. Modeling the execution of native
code is implemented at the operating system level. At the level of machine code
instructions, it is possible in nodes with different basic structures to simulate
them in java based on microcontrollers instead of the compiled system Contiki.

The COOJA package was chosen for the study, since it is most suitable
for modeling wireless nodes and terminals. Also this simulator meets all the
requirements for analyzing the data that will be obtained.

The simulated node in COOJA has three main properties: data in memory,
node type and its components. The type of the node determines their common
properties. The main distinguishing feature of this simulator is that it allows to
control three different levels simultaneously – the network level, the operating
system level, and the level of machine code [15]. The COOJA configuration is
flexible, as many parts of the model can be replaced or extended with additional
functionality [5,6,11].

COOJA allows to simulate four types of wireless channels: Unit Disk Graph
Medium (UDGM)-Constant Loss – channel with constant losses in the area
bounded by a circle, UDGM–Distance Loss with losses depending on the distance
in the circle and Directed Graph Radio Medium (DGRM) – loss depending on
the direction.



590 V. Blagodarova and M. Makolkina

The UDGM constant loss model is a wireless channel model in which the
communication area looks like a perfect circle. Outside this circle, nodes do not
receive packets, but within the circle they receive.

The UDGM model with losses depending on distance is the same as the
previous one, but it additionally takes into account two more factors:

– interference (in which case packets are lost at the distance of interference),
– The coefficient of successful transmissions and receptions can be set.

DGRM – a channel in which the network topology is limited. It is mainly used
to determine the transmission success rate and propagation delay in asymmetric
channels.

Formulation of the Problem. For the experiment, the network simulator
COOJA is used, in which the data stream is specified in three variations and
has the following dimensions: 39 Mbs, 173 Mbs and 1.56 Gbs (depending on the
traffic format). Augmented Reality devices are a set of smartphones on which an
AR-application is installed. A total of 50 devices are used, and they are formed
into a single Wi-Fi mesh network, where device number 51 act as a gateway for
accessing the Internet, which is necessary for data exchange between the network
in question and the Augmented Reality server. A TCP/UDP server is used as a
base station, and TCP/UDP clients are used as mobile stations. The main task of
simulation is to study the video stream in the Wi-Fi mesh-network of Augmented
Reality devices, comparing the basic network characteristics (route length, delay
and loss) when transmitting different video formats. In this simulation, IPv6
protocol was used for implementation.

The Composition of the Model. The network model includes the Cooja
network simulator, which implements the IPv6 protocol, as well as the following
parameters:

– number of TCP/UDP clients: 50 (nodes 1–50),
– number of TCP/UDP servers: 1 (node 51),
– room size: 100 × 100 m.

Figure 1 shows the constructed scheme in the COOJA system with the types
of nodes used on it.

Figure 2 shows the process of transmitting video traffic in a mesh network.
The node at number 51 is the gateway that allows smartphones to generate

a video stream by accessing the server of Augmented Reality via the Internet.
At different points in time, the direction of movement of traffic between devices
changes, some nodes cease to participate in its transmission, while others, con-
versely, are activated. Some part of the device acts as the head transit node,
which at a certain time tn sends information simultaneously to other nodes close
to it.

Analysis of Simulation Results. The gateway is the node number 51, which
allows the considered mesh network to access the Internet to communicate with
the server of augmented reality. At different times tn in the network, head nodes
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Inaccessible node

Receiving node

Gateway Head transmitting node

Fig. 1. Types of used nodes

are formed, which transmit video traffic simultaneously to several devices located
closest to it. In order to evaluate the network performance, it is necessary to
analyze the main network characteristics (delay, loss, and route length), as well
as to compare how they vary for different video traffic formats (576i, 720p and
2160p). Table 1 displays the parameters specified in the settings of the simulator.

Fig. 2. Traffic transmission in the mesh-network at time tn

The symbols “i” and “p” in video formats mean interlaced and progressive
modes. The mode “p” is better, since each frame of a progressive video has a full
size. In an interlaced video, each frame is divided into two half-frames, consisting
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of lines selected through one. In fact, a single frame of interlaced video has half
the resolution in height.

It is also necessary to consider an important parameter as the frame rate per
second. One of the most common frequencies are: 25, 30, 50, 60 frames per second
(FPS). The higher the frequency, the more smooth (natural) the video looks. An
example of a short and meaningful video designation, including a frame rate of
2160p60s.

Table 1. Parameters for modeling

The duration of the experiment 15 min

Content size 576i 39 Mb

Content size 720p 172 Mb

Content size 2160p 1.56 Gb

Frame rate 60 FPS

After the parameters in the COOJA simulator were set and the network con-
ditions were set, the experiment resulted in a duration of 15 min and numerical
results were obtained, downloaded in Excel. Figure 3 shows the dependence of
the end-to-end delay on the number of passable hops (route length) by traffic
during video transmission of 39 Mb in the 576i format.

Fig. 3. Dependence of the delay on the length of the route when transmitting video
format 576i

In Fig. 3 it can be seen that the limiting value of the route length α is equal
to 9, that is, if this video is transmitted through more than 9 devices, the delay
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increases dramatically and the video quality starts to drop dramatically. In order
for the delay to be almost imperceptible, it is necessary not to exceed 100 ms,
therefore, to prevent the transmission of video through more than 10 devices.

Figure 4 shows the dependence of the delay on the length of the route already
for transmitting a 720p video stream.

Fig. 4. Dependence of the delay on the length of the route when transmitting video
format 720p

According to the results of the experiment, it is clear that the maximum
length of the route for the optimal delay is 7 nodes. If the traffic transmission
value exceeds more than 8 nodes, the delay will exceed its limit value, which can
lead to data packet losses.

Next, the simulation result is obtained for a 2160p video format, shown in
Fig. 5, by which we can conclude that the maximum allowable value of traffic
passing through the nodes α is 5.

In Figs. 3, 4 and 5, it can be seen that with increasing video resolution and
quality, network requirements become more stringent, that is, the maximum
allowable number of nodes through which video is transmitted decreases by sev-
eral devices. Further, in Fig. 6, all three graphs are described, as described above.
The parameters λ, β, and α are 5, 7, and 9, respectively. Consequently, when
transmitting more information, it is necessary to adhere to a smaller number of
hopes during data transmission.

In order to estimate the losses occurring during the operation of a mesh
network from AR devices, it is necessary to trace the dependence of the decimal
logarithm of the number of transmitted packets on the length of the route.
Figure 7 for 576i, 720p, and 2160p formats shows the loss as a function of the
number of hops.
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Fig. 5. Dependence of the delay on the length of the route in the transmission of video
format 2160p

Fig. 6. General graph of the dependence of the delay on the length of the route

It can be concluded that for the 576i and 720p format the losses differ by
less than one value (<1), since the difference in the amount of transmitted video
is not significant, namely 134 Mb (with 39 Mb and 173 Mb, respectively). Even
with an increase in the length of the route by 5–10 devices, the losses are very
small. For the format of 2160p, the results are opposite: since the volume of
transmitted video is quite large – 1.56 Gb – when the allowed value of the
number of hops is 5, the probability of loss increases dramatically. To avoid this,
it is necessary to choose the minimum route for transmitting traffic.

Simulation is a method of knowledge, consisting in the creation and study
of models. Simulation models, as one of the types, make it possible not only
to display reality with varying degrees of accuracy, but also to simulate it.
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Fig. 7. The dependence of losses on the length of the route for different video formats

This article used the COOJA simulator program, which can simulate any net-
work processes, and in this case, the study of video traffic between AR devices
in a mesh network of 51 nodes.

4 Conclusion

As a result of the experiment, it is concluded that the main network characteristic
affecting the quality of data transmission in a mesh network is the route length.
Dependencies of delays and losses on this characteristic showed that with a larger
video format, it is optimal to transmit traffic through a smaller number of nodes.
This will avoid losses and minimize delays. If the required quality of service is
observed, the augmented reality devices will be able to exchange video traffic
with each other in the best quality.
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Abstract. The analysis of the possibility of building a system for iden-
tifying Internet of things devices based on the Digital Objects Architec-
ture is given. The model of the Handle resolution system for identifiers of
digital objects as a queuing system is proposed. The optimization exper-
iment was performed and a configuration to reduce the time for identifier
resolution was obtained. The ways of possible improvement of algorithms
with the aim of reducing the time for identifier resolution are proposed.
A block diagram of a prototype authentication and identification sys-
tem for Internet of things devices based on the Handle resolution system
is proposed. The administration server for working with Handle system
and the mobile client application for the administrator of the descriptors,
which allows to manage handle entries was implemented.

Keywords: Internet of Things · Digital Object Architecture · Handle
System · Identification

1 Introduction

In modern society a considerable part of the market of technical systems is occu-
pied by the Internet of Things. These devices find place in many areas, beginning
from simple household use, medicine and finishing with application in the mil-
itary purposes. By rough estimates, the number of IoT devices reaches about
28 billion and the digit grows every year. To ensure correct and fast work with
a huge information flow from such devices, a reliable addressing and identifi-
cation system is required. The key features of identification for the Internet of
Things [1,4,9]:

– Different life cycle of devices (some devices may work for a rather long time,
while others - vice versa);

– relationship of objects of the Internet of things with other entities which are
not included in this system (owners and administrators of devices can change
during “life”, which affects identification processes);
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– special requirements for the context in which the devices operate (in certain
cases, access to objects for the same data may be allowed or limited depending
on the situation);

– requirements for the provision of protection mechanisms (when designing
these mechanisms, it is worth considering the limited resources of the Internet
of things in terms of resources and performance);

– the ability to expand the identification system to a huge number of devices
(over a billion devices);

– the ability to work effectively for a wide variety of devices (devices on the
network can be extremely heterogeneous in their resources and performance);

– security requirements (in certain cases, the access of objects to the same data
may be allowed or limited depending on the situation);

– transparency of the addressing system and independence from the network (in
contrast to the classical addressing systems used, for example, in the Internet,
the identification of Internet of things devices should be independent from the
devices network location or belonging to the user; in addition, it should be
have in view that devices can change their location during lifetime);

– a flexible and efficient mechanism for resolving identifiers (Internet of things
devices must be precisely defined regardless of their location; in addition,
there must be ease in connecting and configuring a new object to an existing
network);

– safety and security of user data (do not forget that devices often work with
a huge amount of personal data, which requires additional protection).

Today there are several approaches for creation of an identification system for
the Internet of things [4,8,9]. One of possible solutions is creation of a system
of identification on the basis of the Digital Objects Architecture (DOA).

2 Handle Resolution System

The main structural elements of DOA are a digital object, a Handle System,
and a repository and registry of digital objects. The digital object in this archi-
tecture is characterized not only by information about location of the object.
In addition, it is possible to obtain various information about the object itself:
access requirements, authentication, information about the author, etc. [7]. All
this information is entered by the administrator of the digital object. For this,
a special infrastructure is integrated into the DOA architecture, providing the
necessary encryption and access verification. Important part of the DOA archi-
tecture is the resolution system called Handle System. For each digital object in
the described architecture the unique identifier of digital objects - DOI (Digital
Object Identifier) is connected. This identifier is similar to the URL on which
the modern Internet is built. However, unlike the latter, the assigned identifiers
remain constant and do not depend on the state of the digital object. It is the
resolution system that connects the identifier with information about the cur-
rent status of a digital object (location, access, information about authenticity)
[2,5,7]. The classical Handle system has two-level architecture [5–7]. The first
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level of the resolution system is the global register (GHR). The second level is
a set of local registers (LHR). To resolve the identifier in this subsystem, first
a call is made to the global GHR registry, which reports information about the
local LHR registry, which contains the necessary information about the digital
object. Schematically this architecture is presented in Fig. 1.

Fig. 1. Handle system infrastructure

The DOI identifier structure itself also corresponds to a two-level system [7].
For example, consider an identifier: 77.TEST/0001. The first part, located before
the “/”, is named after the prefix; the second part is suffix. The prefix allows
you to set information about the local registry of the digital LHR object. This
correspondence between the prefix and the information about the administrator
is stored in the global GHR registry. The suffix unambiguously identifies a spe-
cific object, and this information linking the suffix to a specific object is stored
in the local LHR registry.

3 Handle System as a Queuing System

In order to characterize the effectiveness of the identifier resolution system in the
DOA architecture, we modeled the Handle system as a queuing system (QS).
It was decided to take a model with an exponential distribution of the ser-
vice time of requests and an exponential distribution of the time between the
receipt of applications. The simulation time interval was chosen equal to 200 s.
This queuing system model was prototype based on the analysis of the exist-
ing implementation of the resolution system [3,7,10]. In this implementation of
the Handle System, not one GHR server is used, but several servers belonging
to the so-called top-level administrators MPA (Multi-Primary Administrators)
controlled by DONA Foundation [11] are used. Infrastructure of the GHR servers
was obtained and average delay for the request resolution is defined. All MPA
servers are equivalent among themselves, a request for resolution is received
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sequentially on all servers and the first response received is analyzed [11,12].
There is no analysis of the delay time from client to the server in existing infras-
tructure. In fact, the resolution system guarantees that if a request for resolution
arrives in the system, it will certainly be fulfilled, however, the time that may
be required for this is clearly not regulated. Table 1 presents the characteristics
of the MPA servers used as GHRs.

Table 1. MPA servers specifications

MPA IP address Average resolution delay, ms

America 132.151.20.9;
38.100.138.153;
38.100.138.153;
38.100.138.153;
132.151.20.9;
2001:550:100:6::138:153;
2001:550:100:6::4;
132.151.1.179

243.548

Switzerland 156.106.193.160 71.33

China 1 119.90.34.34 473.583

China 2 47.90.103.77 410.693

Tunisia 41.231.118.2 82.510

Germany 134.76.30.197 44.356

Saudi Arabia 86.111.195.107 318.450

Kenya 196.12.152.22 258.450

Fig. 2. QS model
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Figure 2 is showed the model of the QS developed in the package Anylogic.
The clients block on the Fig. 2 corresponds to the source of requests from

devices. Then there is a branching into 8 channels, each of which corresponds
to the infrastructure of a specific MPA. The probability of choosing each of the
channels in the existing system is equal. Each MPA server consist of a receiving
requests buffer and an identifier processing server. The number of channels in
the processing server corresponds to the number of the servers of each specific
MPA given in Table 1. The average resolution delay in the system is modeled
using the Delay object (in the Fig. 2 these are blocks with the GHR postfix).
The delay value in this blocks corresponds to the values given in Table 1 for
each server. The buffer of each MPA server is unlimited, which guarantees the
processing of all requests. It should also be noted that the model presents only
the upper level of the resolution system - interaction with the GHR and the
next level interaction with LHR was not analyzed. Interaction with local servers
and analysis of their configuration should be considered separately as part of the
specific problem.

The key parameters affecting the performance of the Handle resolution sub-
system are the network delay time for an incoming request, the speed of request
processing and the number of processing channels. The main characteristic of
such system is the average time to resolve a single request. This time will depend
on the system configuration and the intensity of the requests. In Fig. 3 shows the
dependence of the average identifier resolution time on the intensity of incoming
requests for the current system configuration from Table 1. The parameter λ is
a parameter of the exponential distribution of time between incoming requests.

Fig. 3. Dependence of resolution time on the intensity of requests

To obtain this dependence, 100 test runs of the created model in the Anylogic
package were performed. The simulation time in each run was 200 s. At each run,
the exponential distribution parameter λ increased with a uniform step from 1
to 50. As can be seen from Fig. 3, with an increase of λ, the average time for
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resolving one identifier also increases, and for large volumes of requests, this time
reaches 30 s, which is a lot for real-time applications.

In order to improve the query resolution time indicator in the system, a
modification of the resolution system is required. In classic client-server systems,
which include the Handle resolution system, there are two most obvious ways
to increase the performance of the server side processing in order to increase
the speed of processing incoming requests. The first approach, which is the most
correct from the point of view of long-term prospects, but also the most complex
and time-consuming in terms of labor and material costs, is to optimize server
software, modify it, and search for the so-called bottle necks in the program code
- the places where the largest percentage is lost performance. This approach to
the modification of the server system guarantees long-term stable operation and
increase in productivity. However, as has already been emphasized, this approach
requires resource costs, since it implies a deep analysis of program code with a
further expenditure on the work of programmers in order to make optimization
corrections into the code.

There is a second approach to increase performance and increase the speed
of processing of the server-side infrastructure. This approach is called horizontal
scaling of the server-side infrastructure of the system and consists in increasing
the number of physical devices that process requests. The increase in perfor-
mance is achieved due to the fact that the total number of requests is now pro-
cessed on more servers. In addition, this solution is extremely simple and does
not take much time, as modern server architectures are adapted for fast horizon-
tal scaling. Also, this solution is beneficial from an economic point of view, since
it implies costs only for new server equipment, which is becoming cheaper every
year. However, despite the fact that this approach is simple and understandable
from the point of view of business and obtaining quick benefits, it implies solving
the problem in the moment. The benefit that will be achieved by horizontal scal-
ing is extremely short-term and after a certain period of time it may be necessary
to continue to build up the server infrastructure. This approach does not solve
the problem, but only gives a postponement. For a longer-term perspective, the
first approach is most preferable, although it requires more labor both in terms
of resources and in terms of the time required to make improvement.

We will perform an optimization experiment aimed at establishing the most
suitable infrastructure for GHR servers with the current configuration of time
delays in order to reduce the average time for identifier resolution. The number of
the GHR servers used by each of MPA will be a key parameter for optimization.
Resolving time will be set to 1 s. The results of the optimization experiment
are presented in Table 2, where: alfa - load intensity parameter; d1 ... d8 - the
number of servers of each MPA. The optimization process consists in sequentially
launching the model with varying optimization parameters (number of GHR
servers) to achieve the set goal (identifier resolution time less than 1 s). The
Current column presents the parameters of the optimized model at the current
iteration step. The Functional parameter row shows the value of the optimization
function at the current step. At the end of the optimization process, we get a
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Table 2. Optimization experiment results

Current Best

Iteration step 500 60

Functional parameter 3.947 0.878

Optimization parameters

λ 50 50

d1 7 7

d2 9 10

d3 4 1

d4 9 10

d5 8 10

d6 8 10

d7 10 10

d8 8 10

set of parameters (the number of GHR servers) that most closely provide an
identifier resolution time of no more than 1 s. For the current configuration of
the model, the number of servers is 7, 10, 1, 10, 10, 10, 10, 10 for each MPA
from Table 1, respectively, as shown in the “Best” column. As you can see from
the Functional parameter row for the best iteration, the value of the identifier
resolution time was 0.878 s.

Figure 4 is showed the dependence of the resolution time on the intensity
when configuration for servers taken from the optimization experiment results.

Fig. 4. Request resolution time from requests intensity at optimal configuration
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According to the dependence in Fig. 4, it can be seen that with this config-
uration of the GHR servers, identifiers resolution in the system is much faster.
The increase in speed reaches 15 times at maximum load intensity.

4 Authentication and Identification System

A feature of Internet of Things devices in terms of authentication and authoriza-
tion is that devices operate autonomously without external access. During the life
cycle of such devices, the direct access of the administrator to the main processes
is not implied. Such devices often also do not have a user interface. Accordingly,
such devices should support the automatic authorization and authentication pro-
cess in the networks in which the work is carried out. To implement this func-
tionality, it is proposed to use the Handle resolution system and DOI identifiers.
Considering the features of the functioning of the Handle resolution system,
considered in the proposed model described earlier, we will offer a structural
diagram of the system of identification and authentication of Internet of Things
devices based on client software provided by Handling.net [8]. The interaction
scheme is shown in Fig. 5.

Fig. 5. Diagram of the identification and authentication system for the Internet of
Things devices

This diagram shows the main participants in the automated device identifi-
cation and authentication process based on the Handle system, and also shows
the phased interaction of various components in this system. Key components
of this system:

– IoT device admin – the administrator of the Internet of Things device. This
part is responsible for registering the device in the system and further control;

– IoT admin server – administration server implemented on the basis of the
Handling.net client software and providing interaction between the device
administrator and the Handle system;

– Handle System – Handle descriptor resolution system, responsible for infor-
mation management and resolution identifiers;

– IoT device – the device of the Internet of Things with the integrated Handle
identifier;
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– IoT device server – the main server that provides client interaction with the
Internet of Things device, as well as responsible for the identification and
authentication process;

– IoT device client – client application that receives information from the device
or interacts with the device in any other way.

The main processes in this system are divided into stages and can be divided
into two main groups: processes of administration and registration and processes
of client interaction. Stages 1 and 2 belong to processes of administration. At 1
stage the administrator sends a request for registration of the IoT device to the
administration server of the system. This request contains the main information
about the device and the descriptor for the Handle system. After that on the
step 2 record with the received information is created in the Handle resolution
system and connected with the Handle descriptor. After this stages registration
of the device is complete and the administrator can control and change this
information.

Process of the client interaction consists of steps 3, 4, 5. On the step 3 there
is primary authentication of the IoT device for connection it to the system.
After the device is initialized, an authentication request is sent to the IoT device
server. In this request the device send own Handle descriptor and additional
information, for example, a secret string which can be integrated in the device
too and is added by the administrator to the special hidden field in the Handle
system record. Based on this secret string more secure authentication process
can be implemented. After receiving of the request the client server start the
process of the resolution of the device descriptor using the Handle system (step
4). If the descriptor is not found in the Handle system the device authentication
is refused and all further requests from this device are ignored by the server. If
the descriptor is found in the Handle System the additional authentication based
on the secret string can be performed if such option is implemented in a system.
After successful authentication the client server adds the device descriptor to
the list of authenticated devices with the necessary information obtained from
the Handle system. It is necessary for reduction of number of requests to the
resolution system. Further, at each request from the device to the client server,
for example, for data transmission from the device, these request is identified
on the server according to the data obtained at an authentication stage. On
a step 5, the client application interacts with the server, and get the informa-
tion from all authenticated devices to which this application has an access. The
offered authentication and identification system is a prototype and requires fur-
ther implementation in the form of a test system. Additionally, it is necessary
to solve the issue of storing private keys on the administration server. In addi-
tion, the development of an interaction scheme with additional authentication
based on a secret string embedded in the device itself is required. Existing client
software provided by Handle.Net implements functionality only for the admin-
istration of descriptors and manual management of them. This process does not
involve any automation. To implement an automatic system, the development of
own server for interaction with the Handle system is required. This functionality
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can be obtained by integrating the client software libraries provided by Han-
dle.Net into your program code. As part of this work, the IoT admin software
server that is responsible for the administration of descriptors was implemented.
As described earlier, the administration server in the diagram shown in Fig. 5
is responsible for the main interaction between the administrator of the devices
and Handle System. Also, as part of the preparation of the test bed, a client
mobile application was developed for interaction with the administration server.
The server functionality is based on the freely distributed client library from
Handle.Net. This library is implemented in the Java programming language and
contains all the necessary entities and logic for the working with the Handle
system infrastructure. Detailed documentation for this library is provided in
Javadoc format on Handle.Net site [13]. To implement the administration web
server, it was decided to use the Java language for better integration with the
Handle.Net client library. The server is implemented using REST API technol-
ogy [14]. This technology is the modern standard for developing client-server
applications, allowing you to implement communication with the server using
the HTTP protocol and JSON format of requests and responses.

Now let’s look at the client application that implements an interface for man-
aging handles. The client mobile application implements requests to the adminis-
tration server and does not contain any additional logic. The application consists
of several screens. Figure 6 shows the first screen that appears immediately after
entering the application.

Fig. 6. Application start screen

This screen provides a list of all devices that are registered by the admin-
istrator in the system. This information is requested from the administration
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server during application initialization. To add a new device to the system, the
administrator clicks the Add new device button. Figure 7 shows the interface for
adding a new device.

Fig. 7. Add new device screen

On the add new device screen, the administrator indicates basic information
about the new device to authenticate it in the system, as described in Fig. 5.
On this screen, you must specify the device name, its id (may not be specified),
IP address allocated for the device in the system, a Handle descriptor that is
associated with this device and also a description of the device to be added.

After entering the necessary data, the administrator clicks on the Add Device
button, the server is accessed, and if the entry in the descriptor with the new
device is successfully added, the inscription shown in Fig. 8 appears.

Fig. 8. Successful device registration status

After successful registration, the new device will appear in the list of devices
on the initial screen (Fig. 9).
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Fig. 9. The added new device is displayed in the list of devices

Clicking on the name of the device in the list opens a screen with detailed
information for each device (Fig. 10).

Fig. 10. Detailed device information
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As shown in Fig. 10, the bottom of the screen shows the status of the device
in the system (the device is authenticated or not). This status is requested by
the application from the server. The process of authenticating a device in the
system is implemented according to the interaction scheme shown in Fig. 5. The
new device goes through the authentication and authorization process in the
system after adding an entry by the administrator. If the administrator added
a new device, but it has not yet passed the authorization and authentication
process on the server, the status will appear on the detailed information screen
(Fig. 11).

Fig. 11. Failed device authorization on the server

As mentioned earlier, after the device is added by the administrator, a new
value rows is created in the specified handle for the registered device in the
Handle system. Record data is presented in Fig. 12.

Fig. 12. Handle System records for registered device
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Figure 12 shows the client web interface for working with the proxy resolution
server provided by Handle.Net. This server provides only descriptor resolution
and not allowing to manage them. This server and web client are suitable for
quickly checking the status of handle records during the debugging process while
working on application. As can be seen from the Fig. 12, as a result of the
operation of the administration server, a request that was sent from the client
mobile application to register a new device was successfully perform on Handle
system side. All the necessary data that was provided by the client was saved
which will allow to authorize the registered device or access it by using provided
IP in URL row.

5 Conclusion

In this work, an assessment was made of the possibility of using the Digital
Object Architecture technology to solve the problem of identification and authen-
tication of Internet of Things devices. An analysis of the existing infrastructure
and software of the Handle descriptor resolution system was made. Based on the
analysis, a simulation model was developed in the Anylogic program and the
results of modeling the system’s operation with a large number of requests were
obtained, which is important for Internet of Things applications. Based on the
results of system simulation, it was concluded that the current infrastructure of
the Handle system requires scaling and distribution. An optimization experiment
was provided aimed at obtaining one of the possible configurations of the res-
olution system infrastructure in order to accelerate the processing of incoming
requests. It was shown that the optimization of Handle system infrastructure
is extremely important for the further development of various user solutions
based on this architecture. After the description of the model and the results
of its optimization, one of the possible implementations of the authentication
and identification system for Internet of Things devices built on the basis of
the Digital Object Architecture and using the existing handle resolution system
was proposed. The diagram of the possible interaction of all participants in the
authentication and identification process was presented and after that described
a typical scenario for the operation of such a system. In addition, as part of this
work, the process of implementing a test bed of the described authentication and
identification system was started. The administration server that integrates the
application logic into the Handle system infrastructure was implemented as well
as the simple mobile client application for the administrator of the descriptors,
which allows you to manage handle entries. In the future, it is expected to con-
tinue work on the implementation of the proposed test scheme and its subsequent
evaluation when working with Internet of Things devices and a comparison of
the test bed with the simulation model.
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Abstract. There is more to blockchain technology than just cryp-
tocurrencies – its more interesting and promising applications include
powering so-called “smart contracts”. Smart contracts are special pro-
grams running on the blockchain that define relations (usually mone-
tary) between parties and enforce them without needing to involve a
third party. However, designing smart contracts can be difficult due to a
dearth of experienced specialists and tools that enable their rapid devel-
opment. In this paper, a prototype of one such tool is proposed and
described – a tool designed to enable the development of smart contracts
by non-experts in the field.

Keywords: Smart contracts · Digital economy · Blockchain

1 Introduction

Today the world is entering a new era – the era of digital economy, where infor-
mation is the principal resource and product. Businesses that aim to thrive in
this economy must leverage new technology and stay on the cutting edge to
remain competitive – this means constantly evolving their IT infrastructure by
integrating new IT developments. There is a number of new IT phenomena that
aim to disrupt the global economy, but few have generated as much discourse
as the blockchain, and one intriguing application of blockchain technology is the
creation and use of so-called smart contracts.

An analysis of related work shows that a significant portion of the research
done on blockchain technology has concentrated on its applications for cryp-
tocurrencies, especially Bitcoin, and the implications of their existence and use.

For instance, [19] provides an overview of the state of Bitcoin – in technical,
legal and other aspects. Similarly but more narrowly, [4] performs an in-depth
technical analysis of Bitcoin’s distributed network.

Research has also been done on applications of blockchain technology nar-
rowly specific to its technical aspects, or to a certain field or use case. [12], for
example, explores economic aspects of blockchain consensus protocols. [20] pro-
vides a model of business blockchain application coupled with Internet of Things
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technologies, and [11] provides a case study of applying blockchain to knowledge
sharing in industry. A general examination of the applications of blockchain for
business, and the advantages and issues associated with its use, has been done
in [21].

Regarding smart contracts themselves, there have been many demonstrations
and case studies of applying smart contracts to a specific problem, or a single
field or industry – for example, [7] describes the application of smart contracts
to energy exchange through auctions, and [8] presents a design and a use case
for smart contracts in real estate.

In spite of all this, there have been few systematic explorations of applying
blockchain and smart contracts to business processes. [3] and [16] have studied
smart contract development methodology through the prism of security, how-
ever their proposals are the further development of such a methodology. [5] has
explored semi-automated creation of smart contracts by means of a domain-
specific language, relatively human-readable so as to facilitate the translation of
real-world contracts into smart contracts. However, visual approaches to smart
contract creation remain scarce; further study in this area is warranted.

2 Blockchain: Theoretical Principles

A blockchain is essentially a distributed system of storing and exchanging infor-
mation. Its principal distinguishing feature is how it stores data – the system
has no trust mechanism, and any participant can add information to it. Blocks
of information then become an integral part of the system, being included in
an unbroken chain from the first block to the latest (hence the name of the
technology). New transactions are verified using a “consensus algorithm”, which
is an algorithm for solving the Byzantine fault problem, also formulated as the
“Byzantine generals problem”. The theoretical basis for the problem (lemmas,
theorems and detailed descriptions of special cases) are available in [10]. A review
of a solution for a special case of the problem follows below.

Let there be four “generals”, who are passing information to each other
about the numbers of their armies. One of the generals (general #4) is a traitor
(n = 4,m = 1).

1. Each general sends a message to the others that contains the number of troops
in his army. “Loyal” generals (i.e. ones who are not traitors) send the true
number of troops in thousands, whereas traitors send random numbers. Thus,
the first general sends 1, the second 2, the third 3, and the fourth (the traitor)
sends x, y, z to the first, second and third generals, respectively.

2. Each general forms a vector from the data he received. As a result, there are
four vectors:
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v1 = (1, 2, 3, x)
v2 = (1, 2, 3, y)
v3 = (1, 2, 3, z)
v4 = (1, 2, 3, 4)

3. Loyal generals send their vectors to the others. The traitor general sends
a vector with random values. Table 1 contains the final results of this data
exchange, where each cell represents the data received by the general repre-
sented by the row from the general represented by the column.

Table 1. Data after exchange

Recipient General 1 General 2 General 3 General 4

General 1 (1,2,3,x) (1, 2, 3, y) (1, 2, 3, z) (a, b, c, d)

General 2 (1, 2, 3, x) (1,2,3,y) (1, 2, 3, z) (e, f, g, h)

General 3 (1, 2, 3, x) (1, 2, 3, y) (1,2,3, z) (i, j, k, l)

General 4 (1, 2, 3, x) (1, 2, 3, y) (1, 2, 3, z) (1,2,3,4)

4. Each general determines the sizes of the other armies for himself. To deter-
mine the size of army i, each general takes three values – the size of the
army received from every general except the commander of army i itself.
According to [10], consensus in a system may only be reached with 2m + 1
loyal generals – this means that in this case, if a value is repeated at least
twice in the set of three values, it will be placed in the resulting vector as
the size of army i; otherwise the respective element of the vector is marked
as unknown. Consequently, the random values (a, b, . . . , l) are discarded, as
they only ever appear once, and the loyal generals have a vector of the form
(1, 2, 3, f(x, y, z)), where f(x, y, z) may be either a number repeated twice or
an unknown. Since the values x, y, z and the function f are the same for all
loyal generals, consensus is reached.

Nakamoto’s implementation of the Bitcoin blockchain formulated a more
general solution for this problem, where the number of “generals” (participating
nodes) is unlimited and variable, which allowed for decentralized confirmation
of new transactions in the blockchain. This solution is the so-called “proof-of-
work” (PoW) consensus algorithm, where participating nodes compete in solving
a cryptography problem, which, when solved, automatically confirms the block,
and where the longest chain of blocks is considered to be the “authoritative”
one.

Such a system is guaranteed to work correctly when more than half of its
computational power is distributed among “loyal” participants (an improvement
over Lamport’s two-thirds as demonstrated in [10]). Nakamoto in [13] provides
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a Poisson distribution to determine the probability of an attacker catching up to
the “honest” chain and overtaking it. For a given p equal to the probability of an
honest node discovering the next block, q equal to the probability of the attacker
discovering it, and z equal to the number of blocks in the honest chain after the
initial block selected by the attacker as the origin of their malicious chain, the
expected value of the Poisson distribution λ becomes

λ = z
q

p
(1)

Therefore, the probability P of the attacker catching up to the chain may be
determined as follows:

P =
∞∑

k=0

λke−λ

k!
·
{

( q
p )z−k k < z

1 k > z

}
(2)

where k is the number of blocks in the chain after block z.
Nakamoto’s computations in [13] show that as z increases, the probability P

decreases exponentially.

3 Smart Contracts

3.1 Definition

Although the blockchain is most famous as the technology backing crypto-
currencies, being a system developed around requirements for decentralization
and trustless communications allows it to find varied applications outside of
finance [3].

1. Ensuring data integrity. Although the blockchain is not the most optimal
solution for data storage as such, it has potential as a component of a data
security solution that emphasises transparency of data access. Combined with
a decentralized data storage system, this allows to securely and transparently
store data of varied formats.

2. Reducing overhead costs. Traditionally, record keeping systems use a special
paper document as proof of participation (ID card, certificate, etc.), and
any changes to stored data also require paper confirmation. Expenses related
to these documents (printing, storage and destruction) may be eliminated
completely by implementing blockchain technology without a negative impact
on data security and integrity.

3. Another promising application of blockchain technology today is its use for
“smart contracts”. A smart contract is an algorithm designed to automate
the process of fulfilling contractual obligations. The body of a smart contract
contains conditions and actions executed as a consequence of meeting said
conditions. Smart contracts do not require intermediaries or third parties by
design, as all conditions and actions are checked and effected automatically.
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This definition of a smart contract was first given by Szabo in [18]. According
to Szabo’s definition, there are four goals that must be met in the process of
developing a smart contract:

1. Observability. Contract principals must have a means of observing each other’s
performance of the contract and proving their performance to each other.

2. Verifiability. Contract principals must have a means of proving a breach of
contract.

3. Privity. Information about the contents and performance of a contract must
be distributed among parties only inasmuch as is necessary for the perfor-
mance of the contract.

4. Enforceability. Contract principals must have a means of enforcing contract
performance by other parties.

Within the context of today’s blockchain development, smart contracts are
usually implemented as general purpose computations performed on the block-
chain. Because of this, current implementations of smart contract protocols mean
that smart contracts today are less contracts in the traditional sense and more
computer programs developed with the purpose of regulating relations between
parties [1,2]. As such, smart contracts are subject to many of the same concerns
as software development in general, compounded by concerns unique to, or at
least more prominent in, smart contract platforms.

3.2 Corporate Smart Contracts

The main benefit of smart contracts in corporate business processes is the stream-
lining of certain processes through removing the human component from them.
Although not as well-suited for complex contracts and corporate processes at
the current stage of development, the codification of some relatively simple con-
tractual relations as smart contracts has the potential to eliminate many errors
caused by the human component – therefore, as long as parties to a contract
agree to use a single platform or a set of compatible tools, contractual relations
codified as smart contracts become in effect self-enforcing, removing the need
for human employees for each party (and potentially one or several third-parties
facilitating the operation) checking and performing actions as part of the con-
tractual relationship.

The codification of contractual relations as smart contracts also results in the
added benefit of transparency, as automation of business processes eliminates
many avenues of corruption, and the transparency of a public blockchain and
smart contract platform such as Ethereum enables any interested parties to audit
any transactions on the part of a smart contract.

The downside to the use of code for enforcing contractual obligations is the
complexity of its development and implementation.

Development of smart contracts requires qualified specialists, which trans-
lates to significant expenses on the part of the company that wants to integrate
smart contracts into its business processes. Blockchain technology and smart
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contracts both require specific knowledge and skills, which most IT specialists
on the market do not yet possess. Because of this, companies have to make a
choice between hiring blockchain specialists, purchasing freelance services, or
paying for training programs for employees already with the company.

Each of these approaches has their own disadvantages:

– hiring a specialist requires expending money and time for the on boarding
process and later for their labor;

– purchasing freelance services does not guarantee their reliability and quality,
especially when multiple freelance specialists are involved;

– training employees also requires significant expenses, as well as finding rep-
utable and high-quality providers of educational programs.

Additionally, code quality concerns are especially pertinent for smart con-
tracts. The reason is two-fold. Firstly, smart contracts may not be altered or
patched after being published on the blockchain – the altered smart contract
would have to be republished under a new address, and the old contract retired
or turned into a delegate contract for the new version, which requires additional
development work. This is compounded by the fact that the smart contract
ecosystem is still relatively young and developing – patterns, libraries, utilities,
and best practices are not yet fully established and tested, which means many
components of smart contracts are routinely “reinvented”.

There are differing definitions for the term “code quality”. Hereafter, code
quality is defined as a combination of security (lack of vulnerabilities), main-
tainability (amount of time and labour required to fix or continue evolving the
code), correctness (lack of erroneous results for given inputs), and efficiency
(computational resources expended to achieve a result).

Blockchain security concerns were well-illustrated by the DAO hack;
an exploitation of a vulnerability in the code of the DAO (Decentralised
Autonomous Organisation), a set of programs on the Ethereum smart contract
platform designed as a form of capital venture fund without central control or
management. In June 2016, a bug in the smart contract allowed a hacker (or
a hacker group) to siphon some 70 million USD in Ethereum currency to their
own account, and the sheer scale of the attack prompted a “hard fork” (a bifur-
cation of the blockchain) of the entire Ethereum chain that reversed the effects
of the hack. The reasons, specifics and consequences of “forking” in blockchain
systems, as well as certain details of the DAO hack itself, are further examined
in [9].

An additional illustrative example of the need for code quality assurance
in smart contracts was the hacks of the Parity software. Parity is an Ethereum
client designed for storing tokens on the Ethereum blockchain; one of the features
it offers is multi-signature (“multisig”) wallets – cryptocurrency storage requir-
ing authentication by two or more private keys, as opposed to the standard
single-key authentication. In July 2017, a flaw in the smart contract powering
Parity’s multisig wallets allowed hackers to steal approximately 30 million USD
in Ethereum tokens [17]. In November 2017, another bug was used (apparently
accidentally) to freeze over 100 million dollars in assets [15].
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Security remains a problem even today - [14] shows that as of Q1 2018,
89% out of the sampled 3759 smart contracts on the Ethereum blockchain have
exploitable flaws and vulnerabilities. The high incidence of flaws in smart con-
tract code and low levels of standardisation across an industry already creating
significant value and having the potential to create even more has repeatedly
prompted calls for better code quality. [3] and [16], for example, call for the
development of a discipline they call “blockchain-oriented software engineer-
ing”, which would concentrate on raising smart contract code quality through
the development and definition of best practices and smart contract development
methodology, design patterns, and testing techniques and tools.

Promoting such a discipline and adopting a well-defined smart contract devel-
opment methodology, coupled with choosing the right approach to managing per-
sonnel and expenses associated with smart contract development (as described
above), would also address maintainability concerns, as code developed using
standardised tools according to well-known best practices and established devel-
opment processes within a department or team would be significantly easier to
maintain and evolve along with a company’s business processes.

Even if a smart contract has no immediately apparent vulnerabilities, smart
contract code must provision for so-called “edge” and “corner cases” – actions
handled by the code for which inputs are within expected parameters, but close
to their limits. While provisioning for edge cases is an important component in
software development and quality assurance regardless of field or application, it
becomes especially important in smart contract code, which directly handles the
storage and transfer of assets, and for which an extensive body of experience has
not yet been accrued.

The specific requirements for smart contract efficiency differ between imple-
mentations of the smart contract platform. It is obvious that a business process
codified as a smart contract should aim to be at least as efficient as, and ideally
more efficient than, the same business process performed by humans. However,
in an Ethereum context, a smart contract’s efficiency directly correlates with
the costs of its execution and maintenance – the Ethereum’s concept of “gas”
means that any action performed on the Ethereum blockchain leads to a cer-
tain amount of ether (Ethereum’s currency) being charged to the transaction
sender’s account. More computationally expensive operations are therefore also
more financially expensive. Furthermore, an inefficient contract that is also inse-
cure may present unique vulnerabilities – for example, in Ethereum, a computa-
tion of a transaction that costs more than the transaction’s pre-defined gas limit
would be terminated by the system. If a contract recursively attempts to execute
such a transaction (for example, in the case of a flawed loop in the code), the
contract’s assets would be perpetually frozen and unable to be accessed by any
party. This kind of vulnerability caused the November 2017 Parity asset freeze
described in [15]. [6] presents a more in-depth study of smart contract efficiency
concerns and out-of-gas conditions in the Ethereum platform.
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4 A Visual Approach to Building Smart Contracts

Considering the above specifics, it becomes more pertinent than ever to formu-
late a balanced approach to smart contract development, which would manage
an equilibrium between avoiding significant expenses associated with educating
existing personnel or hiring specialists as employees for smart contract develop-
ment projects, and producing quality code protected from attacks.

As a solution to this problem, a system for smart contract development is
proposed, powered by a visual interface. The system is a visual “constructor”
of smart contracts, comprised of a client app and a serverside API. The client
app allows a user to formulate conditions and actions within a smart contract by
visually connecting functional elements with connections of various types. The
structure the client app yields is then sent to the API, which processes it and
translates it into blockchain-ready code.

The code produced by the system is built from blocks of code associated with
the functional elements assembled by the user. The code blocks are designed
specifically to maximise standardisation and security, by drawing from open-
source experience and best practices, and to interlock with minimal potential
for conflict.

The current prototype supports two principal classes of connections:

– Attribute connections. Components have attributes, which are used by the
component to function, and exports, which are values returned by the com-
ponent as it performs its function. Attribute connections allow the user to
connect attributes to use exported values of other components.

– Trigger connections. Components that correspond to events or functions must
have conditions for their execution or creation. Trigger connections allow the
user to specify the order of procedure execution and event creation.

Attributes are strongly typed, where the most important are the money and
address types – as an example, in Solidity, the language powering smart con-
tracts on the Ethereum platform, these correspond to uint256 and address,
respectively.

The prototype supports three component categories:

– Storage components store values in contract state, usually as an array or map.
– Event components include external and internal events. External events occur

“unconditionally” as far as the contract is concerned, i.e. they are triggered
externally relative to the contract. Internal events occur after being triggered
from within the contract, provided certain conditions are met.

– Utility components are required to bridge the gap between program code
and full visual abstraction. The current prototype supports several internal
utility components, which correspond to various programming patterns and
functions.

The current version of the prototype contains several component classes avail-
able for use. Henceforth, any values returned as exports for the system’s use are
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considered exported, and any values open for connections or input as attributes
are considered accepted.

– Payment. Event component (external). Represents the transfer of funds to the
smart contract address. Exports the payer’s address and the paid amount.

– Transfer. Event component (internal). Represents the transfer of funds from
the smart contract address to another address. Accepts recipient address and
amount paid.

– Request. Event component (external). Represents externally calling a public
function on the contract. Exports the caller’s address. Component name is
used as the function name.

– Balance. Storage component. Represents a map that naively stores money
values under address keys. Designed to work with utility components, does
not accept or export values.

– Balance mutator. Utility component. Unconditionally changes the value of
an entry in the balance storage. Accepts an address for entry lookup and
amount.

– Balance accessor. Utility component. Accepts address, exports stored balance
for provided address as money.

– Balance adder. Utility component. Adds amount to balance. Accepts address
and amount.

– Balance subtractor. Utility component. Unconditionally subtracts amount
from balance. Accepts address and amount.

– Validator. Utility component. Validates whether a given value is within the
given bounds. Accepts value and lower and upper bounds as money.

The system interface is split into three parts (see Fig. 1):

– The left pane contains all components that may be used to construct a smart
contract.

– The middle zone, or “canvas”, contains all components currently added to
the smart contract and displays their connections.

– The right pane contains information about the component currently selected
on the canvas.

After adding a component to the canvas, it becomes part of the smart con-
tract. Right-clicking the component on the canvas opens a context menu which
allows the user to delete the component, clone it, or connect it with another
component on the canvas. When connecting two components, their properties
become available to each other for attribute and trigger connections.

Selecting an element in the canvas displays its properties on the right pane
(see Fig. 2). These are divided into three principal categories:

– General properties contain information about the element and certain shared
properties that are independent of its type: name, connections, and triggers,
if applicable.



Smart Contracts in the Corporate Sector 621

Fig. 1. Schematic of app UI

– Exported values (rendered in the info pane as “provided values”) list proper-
ties that are available as sources for connections to this element.

– Object properties list properties that are available as receiving ends of con-
nections to this element.

Fig. 2. Information pane for a selected element with various properties

Different possible values of an object property depend on its type. Properties
of type address only support connections to exported values of other elements;
properties of other types (e.g. money) support manual input.

Event objects may also have “triggers” – an event with a trigger will only be
executed if the trigger condition is satisfied. For instance, the Request event is
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an external event that occurs when a request to the smart contract is sent from
the outside. Thus, using it as a trigger for a Transfer action would execute the
transfer only after the request arrives.

A näıve smart contract example is provided to demonstrate the process of
creating a smart contract using the constructor. The example contract is a simple
“piggy bank” algorithm:

– Each user has an account in the piggy bank associated with their address.
– The user transfers tokens to their account in the piggy bank.
– At any moment, the user may withdraw all tokens stored in their piggy bank

account.

Figure 3 displays a schematic representation of the smart contract described
above, using elements available in the constructor to build it. The displayed
smart contract contains two external events: Payment and Request.

Fig. 3. Schematic representation of the algorithm, built using elements from the
constructor

The Payment event adds funds to the payer’s account balance in the contract.
To achieve this, the Adder element adds the funds transferred via the Payment
event to the account associated with the payer in the Balance element – the
Balance element handles safely creating and using separate balances for addresses
in the contract.

The Request event transfers all stored funds to the address requesting with-
drawal. To do this, the Request event acts as a trigger for the Transfer internal
event. A key element of this functionality is the Accessor element, which returns
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funds stored under an address. Here, the address used for the Accessor is the
address of the party sending a request to the smart contract, and the funds
returned by the accessor are used by the Subtractor element to change the asso-
ciated balance.

5 Conclusion

The blockchain has made possible the creation of various decentralised and auto-
mated systems very closely intertwined with economics on a scale never seen
before. While cryptocurrencies in and of themselves are an oft-cited result of
the development of blockchain technology (to the point of often being conflated
with the blockchain itself), an even more interesting and potentially promising
consequence of the blockchain’s emergence is smart contract technology.

Smart contracts are a promising technology with a number of advantages
and intriguing applications. However, a significant obstacle to their widespread
integration in corporate business processes is the difficulty of developing them.

The difficulty lies in the complexity of balancing costs of smart contract
development, which arise from hiring specialists or purchasing consulting services
for a smart contract development project, and the quality of smart contract code
produced as a result. Smart contracts, while being an attractive technology for
creating value, must be very carefully designed and implemented, since flaws and
vulnerabilities may result in disastrous consequences, as experience has shown.

In this paper, a prototype solution was designed for simple creation of smart
contracts without special programming skills – one based on visual schematic
building using pre-defined functional components and connections between them.
In the future, the solution may be improved by extending its functionality (e.g.
by adding import and export functionality to store created schematics), as well as
by expanding the variety of pre-defined components for building smart contracts
and creating templates for quick creation of common smart contracts and smart
contract patterns, thereby enabling more widespread adoption of smart contracts
in business.
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1 Introduction

A more rapid transition to digital economy is characterized by intense implemen-
tation and use of cybertechnologies in the areas of economy and finances, indus-
try and energy, transport and communication, federal and municipal administra-
tion, defense and security, science and culture, education and medical care and
many others. Such extensive use of information technologies is impossible with-
out security. First of all, it is related to the issues of cybersecurity management
of Russian critical IT infrastructure (hereinafter ‘RCITI’) facilities and RCITI in
general. The fact that the importance of this problem is clearly realized, includ-
ing at the level of the President and the Government of the Russian Federation,
is confirmed by Federal Law dated 26.07.2017 No 187-FZ On Security of the
Critical IT Infrastructure of the Russian Federation [1]. In accordance with [1]
(Article 7), categorization of RCITI facilities includes setting up compliance of
an RCITI facility with significance criteria, assigning one of three significance
categories and checking data on the results of such assigning.

In order to successfully implement security measures for RCITI facilities and
RCITI in general, it is required to solve a whole number of complex research
and engineering problems with RCITI cybersecurity monitoring, including using
special-purpose devices, being one of the key problems.

It is the solution of the problem of efficient allocation of limited resources in
special-purpose devices (sensors) to monitor complex network, such as RCITI or
internet, unit cybersecurity that this paper deals with.

It should be noted that for the first time a similarly stated problem was con-
sidered in [2] (see detailed analysis and reference list there), where the problem of
computer system limited resource allocation represented by a certain number of
various devices at a variety of users belonging to various classes, was considered.
A key variance of the problem considered herein from the problem presented in
c© Springer Nature Switzerland AG 2019
V. M. Vishnevskiy et al. (Eds.): DCCN 2019, CCIS 1141, pp. 625–635, 2019.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-36625-4_50&domain=pdf
https://doi.org/10.1007/978-3-030-36625-4_50


626 A. O. Kalashnikov and E. V. Anikina

[2] is the transition from considering a variety of unique devices to considering
a variety of groups of similar devices which is a substantial generalization and
complication of the original problem. Nevertheless, certain results obtained in
[2] are presented in this paper.

Let’s consider a formal setting of the problem.
Supposedly, there is a complex network consisting of units belonging to var-

ious classes K = {1, . . . , K}. Examples of such networks are a total of networks
that are constituent elements of RCITI or internet. Let us denote a number of
network units belonging to k ∈ K class as Xk and a total number of network
units as X =

∑K
k=1 Xk.

Further, supposedly, there is a certain number of special-purpose devices –
sensors – for monitoring network unit cybersecurity (hereinafter ‘security sen-
sor’), also belonging to various M = {1, . . . , M} classes. Let us denote a number
of sensors belonging to m ∈ M class as Ym and a total number of sensors as
Y =

∑M
m=1 Ym. We shall assume that security sensors of various classes have,

in general, various efficiency of cybersecurity monitoring in respect of network
units, also belonging to various classes.

Let’s assume that the efficiency (utility value) of an m ∈ M security sensor
is a function of a number of units that are monitored by the above sensor:
σm(x),m ∈ M, x ∈ N0 = {0, 1, 2, . . .}. Within the framework of this paper,
for the sake of simplicity, we shall assume that σm(x) is a concave function
that doesn’t depend on specific unit classes but is defined by a total number of
network units which are monitored by this sensor.

Let us denote a maximum number of units of k ∈ K class that can be mon-
itored by a security sensor of m ∈ M class as Nm,k ≥ 0 and a total maximum
number of units, which can be monitored by a security sensor of m ∈ M class
as Nm ≥ 0. This constraint is quite natural as, on one side, within a residual
period of time, any security sensor can check only a limited number of units and,
on the other side, it may turn out that an m ∈ M class security sensor cannot
be used for monitoring k ∈ K class units.

Thus, our task is to find such an allocation of network units across security
sensors that will maximize the total efficiency (utility value) of all the devices
as long as the above constraints are satisfied.

Supposedly, xi
m,k- is a total number of units of k ∈ K class which are moni-

tored by i-th sensor belonging to m ∈ M class, i ∈ {1, 2, . . . , Ym}. Let us denote:
a total number of units belonging to variety of groups as xi

m =
∑K

k=1 xi
m,k, which

are monitored by i-th sensor belonging to m ∈ M class, a total number of units
belonging to variety of groups as xm =

∑Ym

i=1 xi
m, which are monitored by sensors

belonging to m ∈ M class, and a total number of units belonging to k ∈ K as
zk =

∑M
m=1

∑Ym

i=1 xi
m,k which are monitored by sensors all of classes. Then our

problem can to formally written as:

∑M

m=1

∑YM

i=1
σm(xi

m,k) → max (Task) (1)

with the following constraints:
xi
m,k ∈ {0, 1, . . . , Nm,k},
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xi
m ≤ Nm,

zk = Xk,
k ∈ K,m ∈ M, i ∈ {1, 2, . . . , Ym}.

2 Algorithm Description

Let us consider, by analogy with [3], a sequence of intermediate optimization
problems of the following form:

∑M

m=1

∑YM

i=1
σm(xi

m,k) → max (Task(j)) (2)

with the following constraints:∑M
m=1 xm(j) = j,

xi
m,k(j) ∈ {0, 1, . . . , Nm,k},

xi
m(j) ≤ Nm,

zk(j) ≤ Xk,
k ∈ K,m ∈ M, i ∈ {1, 2, . . . , Ym},

where:
xi
m(j) =

∑K
k=1 xi

m,k(j),
xm(j) =

∑Ym

i=1 xi
m(j),

zk(j) =
∑M

m=1

∑Ym

i=1 xi
m,k(j).

The problem Task handling algorithm will be continuous handling of Tasks (j) at
j = 1, 2, . . . ,X. Obviously, the problem Task (X) will be identical to the original
Task.

Let us call X = [xi
m,k] the assignment for the Task problem, if the constraints

are fulfilled:
xi
m,k ∈ {0, 1, . . . , Nm,k},

zk ≤ Xk,
k ∈ K,m ∈ M, i ∈ {1, 2, . . . , Ym}.
The allocation X = [xi

m,k] is called an admissible assignment for a problem Task,
if and only if X = [xi

m,k] is an assignment for a problem Task and the constraints
are fulfilled: xi

m ≤ Nm,m ∈ M.
Let us denote X = [xi

m,k] is a partially admissible assignment, if not all network
units are distributed by security sensors. We will call a completely admissible
assignment as X = [xi

m,k] if all the constraints of the problem Task are fully
satisfied.

Consider a partially admissible assignment X = [xi
m,k] for which we define

the non-empty set generated by it not of yet-distributed network units X0(X).
We will introduce a “dummy” class of security sensors with the label “0” which
consist of one element (that is, m = 0, i = 1) and allocate all network units
belonging to the set X0(X) to it. Obviously, X0(X) = [x1

0,k] is an assignment
for which the constraints are satisfied:
x1
0,k = Xk − zk ≤ Xk,
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x1
0 =

∑K
k=1 x1

0,k,
k ∈ K.
Let us denote the set of all security sensors as S = {sim},m ∈ M =
{1, . . . , M}, i ∈ {1, 2, . . . , Ym} and “dummy” sensor as s10.

Definition 1. Supposedly X = [xi
m,k] is a admissible assignment, then G(X) is

a admissible bipartite graph with variety of vertices V = {s10} ∪ S and a variety
of edges E = {(e1, e2)}, if : e1 ∈ V, e2 ∈ S and there is at least one class
k ∈ K = {1, . . . , K} such that xi

e1,k
> 0 and xi

e2,k
< Ne2,k.

Admissible bipartite graph G(X), implements all potential allocations of each
network unit across security which are allowed by admissible assignment X =
[xi

m,k].
The following should be noted that the graph G(X) has no edges leading to the

“dummy” sensor s10 and if there is a finite sequence of edges (e1, ei1), . . . , (ein , e2)
in the graph G(X) (in other words, there is a path from vertex e1 to vertex e2 in

the graph G(X)), then it is possible to generate a new assignment X̃ = [x̃i
m,k],

which differs from X = [xi
m,k] in the number of network nodes distributed between

e1 and e2. The new assignment has exactly one node less on sensor e1 and
exactly one node more on sensor e2. If x̃i

e2 < Ne2 , then the new assignment will
be admissible.
Let us denote a path in the graph G(X) as = (e1, e2, . . . , en) , if (ei, ei+1) ∈ E
for all of i ∈ {1, 2, . . . , n − 1}.
Definition 2. Supposedly X = [xi

m,k] - is a admissible assignment for a
problem Task and L = (e1, e2, . . . , en) a path without cycles in the graph
G(X), then we will define T (X,L) as: T (X,L) = T (X, (e1, . . . , en)) =

T (T (X, (e1, e2)), (e2, . . . , en)), n > 2 where assignment X̃ = T (X, (e1, e2)) have
the form:

x̃i
m,k ==

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

xi
e2,k

+ 1,
m = e2;

k = min
{

j|xi
e1,j > 0 andxi

e2,j < Ne2,j

}
;

xi
e2,j

− 1,
m = e1;

k = min
{

j|xi
e1,j > 0 andxi

e2,j < Ne2,j

}
;

xi
m,k, else.

(3)

It should be noted that if X = [xi
m,k] – is a admissible assignment and x̃i

e2 <

Ne2 , then the new assignment T (X,L) will be admissible.
Let us denote Δm(x) = σm(x) − σm(x − 1),m ∈ M, x ∈ {1, 2, . . .} – is

the increment of efficiency (utility value), due to the increase in the number of
network nodes per unit distributed to the m ∈ M class safety sensor.

Let us now proceed to the description of the algorithm for solving the problem
Task (j), provided that the optimal assignment X(j − 1) = [xi

m,k(j − 1)], for the
Task(j-1) has already been found.
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Algorithm 0.
0.Supposedly STask := {sim ∈ S | xi

m < Nm};
1.Search sim ∈ STask, such that Δm(xi

m(j − 1) + 1) maximally.
If there is a path without cycles L = (s10, . . . , s

i
m) in the graph G(X(j −1)) from

vertex s10 to vertex sim,
then X(j) := T (X(j − 1), L),
else STask := STask − {sim};
if STask = {∅}, then end,
else go to step 1.

Recall that the general algorithm for solving the problem Task is a continu-
ous handling of the problems Tasks (j) at j = 1, 2, . . . ,X using the Algorithm 0.
Now let’s go to the description of the General algorithm for handling the prob-
lem Task.
Algorithm 1.
0. Supposedly STask := S;
1. For k := 1 to K do:
x1
0,k := Xk

For m := 1 to M do:
For i := 1 to Ym do:
xi
m,k(0) := 0;

2. Initialize graph G(X(0));
3. For j := 1 to X do:
4. Search sim ∈ STask, such that Δm(xi

m(j − 1) + 1) maximally.
If there is a path without cycles L = (s10, . . . , s

i
m) in the graph G(X(j −1)) from

vertex s10 to vertex sim,
then X(j) := T (X(j − 1), L),
else STask := STask − {sim};
if STask := {∅}, then end,
else go to step 4.
The above-defined function T (X,L) is an additive function that allows an effi-
cient modification of the graph G(X) by translating it into a graph G(T (X,L)).

It should be noted that Algorithm 1 goes into a “greedy” algorithm in the
absence of any restrictions on the assignment of network nodes to security sensors
(see, for example, [4,5]).

Also, it should be noted that the correctness of the algorithms described
above is significantly determined by the fact that if some security sensor
sim,m ∈ M = {1, . . . , M}, i ∈ {1, 2, . . . , Ym} was removed from the STask set
when solving the problem Task (j), then the specified sensor will also not be
used to solve the problems Task (j + 1), Task (j + 2) and so on further, up to
Task (X). Let us give are the main points of proof this fact. The detailed proof
of this fact is presented in [3].
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3 The Proof of the Correctness Algorithm

In this section, we will show the Algorithm 0 works correctly. Then, based on
the proven, we show that if some security sensor is not be used in step j, then it
will not be used in the future.

Let us prove first three lemmas, which are generalized analogues of Lemmas
1–3, is presented in [3].

Lemma 1. Let set:

– a variety of network units belonging to various classes K = {1, . . . , K} where
Xk - a number of network units belonging to k ∈ K class and X =

∑K
k=1 Xk

- a total number of network units;
– a variety of sensors S = {sim},m ∈ M, i ∈ {1, 2, . . . , Ym} belonging to various

M = {1, . . . , M} classes, where Ym - a number of sensors belonging to m ∈ M
class, and Y =

∑M
m=1 Ym - a total number of sensors;

– s10 – “dummy” sensor;
– X = [xi

m,k] and X̃ = [x̃i
m,k] – are a admissible assignments such that for

some si0m0
∈ S : x̃i0

m0
= xi0

m0
+ 1 and x̃i

m = xi
m in other cases.

Then: there is a direct path without cycles L = (s10, . . . , s
i0
m0

) in the graph
G(X).
The proof:
Supposedly, all of network units not distributed across security sensor from
the S = {sim} set are assigned on a “dummy” sensor s10. Let us denote
zk =

∑M
m=1

∑Ym

i=1 xi
m,k and zk =

∑M
m=1

∑Ym

i=1 x̃i
m,k. Let us construct an algo-

rithm that allows us to calculate the path L = (s10, . . . , s
i0
m0

) in the graph G(X).
Algorithm 2.

0. Initialize the path L := ();
1. L := L◦(s10) (add a “dummy” sensor s10 to the path L):
find 1 ≤ k ≤ K such that z̃k > zk
find si1m1

∈ S such that x̃i1
m1,k

> xi1
m1,k

Then xi1
m1,k

= xi1
m1,k

+ 1, x1
0,k := x1

0,k − 1;
2. L := L◦(si1m1

) (add a sensor si1m1
∈ S to the path L):

If si1m1
matches si0m0

, then end,
find 1 ≤ k ≤ K such that x̃i1

m1,k
< xi1

m1,k
,

Then xi1
m1,k

= xi1
m1,k

− 1
find si2m2

∈ S such that x̃i2
m2,k

> xi2
m2,k

,
if such si2m2

∈ S does not exist,
then x1

0,k := x1
0,k + 1 and go to step 1,

else xi1
m1,k

= xi1
m1,k

+ 1 and go to step 2.
The above algorithm has the following properties [3]:
1. A network unit is an assigned to the security sensor only once.
2. The number of assignments (transitions) of the presented algorithm is esti-
mated from above as:

∑
sim∈S∪{s10}

∑K
k=1 | xi

m,k − x̃i
m,k |< ∞.
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Thus, this algorithm always terminates according by property 2 and thus gener-
ates a direct path L, which represents all possible assignments of network units
to security sensors.

Path L may contain a cycle. It is possible to delete all cycles in the path
L and get a new acyclic path L̂(s10, . . . , s

i0
m0

), which has the desired properties
applying the procedure described in [3]. Each pair (ei, ei+1), belonging to path
L̂ = (s10, . . . , s

i0
m0

), is associated with the network unit that was moved from
vertex ei to vertex ei+1 in the original path. Due to property 1, this network
unit assigned to the sensor corresponding to vertex ei before the algorithm used.
Hence, the edge (ei, ei+1), is represented in G(X).

The proof is complete.

Lemma 2. Let X(1) = [xi
m,k(1)] and X(2) = [xi

m,k(2)] are admissible assign-
ments such that:
C1 = {sim ∈ S : xi

m(1) > xi
m(2)} �= 	;

C2 = {sim ∈ S : xi
m(2) > xi

m(1)} �= 	;
then for anyone si2m2

∈ C2 exists si1m1
∈ C1 such that assignment X(3) =

[xi
m,k(3)], such that:

xi
m(3) ==

⎧
⎨

⎩

xi
m(3) = xi

m(1), if i �= i1, i2 and m �= m1,m2;
xi1
m1

(3) = xi1
m1

(1) − 1;
xi2
m2

(3) = xi2
m2

(1) + 1.

is a admissible.
The proof:
Let us construct a new partially assignment X(4) = [xi

m,k(4)] for the selected
si2m2

∈ C2:

xi
m(4) =

⎧
⎨

⎩

xi
m(1), if i = i2 and m = m2;
xi
m(1), if sim /∈ C1 ∪ {

si2m2

}
;

xi
m(2), if sim ∈ C1.

The assignment X(4) = [xi
m,k(4)] is also admissible.

Let us construct a new total assignment X(5) = [xi
m,k(5)] from X(1) =

[xi
m,k(1)], by removing all units assigned to sensors belonging to the set C1. This

assignment is also admissible.
There is a path L̂ = (s10, . . . , s

i2
m2

) in the graph G(X(5)), by Lemma 1, which
can be used to determine the units that need to be reassigned to convert the
assignment X(5) to X(4), that is X(4) = T (X(5), L̂). Network units can be
reassigned to X(1) by method which used for construct X(5).

Let us consider the first few steps to move units in this transformative
sequence. The resulting assignment T (X(5), L̂) is equivalent to X(3) and i = i1
and m = m1 if some unit is assigned to the sensor sim ∈ C1. The unit can
be removed from the given set and assigned to the “dummy” sensor s10 and
si1m1

∈ C1, if the first unit in the sequence is assigned to the “dummy” sen-
sor. In other words, we generate the assignment X(3) which we were looking for
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by reassigning a single unit from sensors sim ∈ C1 to a “dummy” sensor s10 in
assignment T (X(1), L̂).

In this case i = i1 and m = m1. Therefore, X(3) is an admissible assignment.
The proof is complete.

Let us introduce the following definition.

Definition 3. Supposedly X(1) = [xi
m,k(1)] and X(2) = [xi

m,k(2)] – are admis-
sible assignments for a problem Task then:
Δ(X(1),X(2)) =

∑
sim∈S | xi

m(1) − xi
m(2) |.

Lemma 3. There are optimal assignments X(j) = [xi
m,k(j)] and X(j − 1) =

[xi
m,k(j−1)] for sequential problems Task (j) and Task (j-1), respectively, between

which the difference is the number of network units assigned to a single security
sensor. In other words, there exists si0m0

∈ S such that:

xi
m(j) =

{
xi
m(j − 1), if i �= i0,m �= m0;

xi
m(j − 1) + 1, if i = i0,m = m0.

The proof: Let us hold the proof by contradiction. Let our statement is false.
Let us define two optimal assignments X(j) = [xi

m,k(j)] and X(j−1) = [xi
m,k(j−

1)] for sequential problems Task (j) and Task (j-1), respectively, which minimize:
Δ(X(j),X(j − 1)) =

∑
sim∈S | xi

m(j) − xi
m(j − 1) |.

Due to our assumption the following must be executed: Δ(X(j),X(j − 1)) > 1.
Let us define the following three sets of security sensors:
C1 = {sim ∈ S : xi

m(j) > xi
m(j − 1)};C2 = {sim ∈ S : xi

m(j) < xi
m(j − 1)};C3 =

{sim ∈ S : xi
m(j) = xi

m(j − 1)}.
It should be noted that neither C1 nor C2 can be empty.
The first of all, let us show there exists si2m2

∈ C2, such that Δm(xi
m(j)) <

Δm2(x
i2
m2

(j) + 1) for all sim ∈ C1. Let us select si1m1
∈ C1. Let us construct a

new assignment X̃(j − 1) = [x̃i
m,k(j − 1)] by starting with X(j) and removing

the network unit previously assigned to the sensor other than si1m1
∈ C1. Let us

remove the user from si1m1
∈ C1 if C1 = {si1m1

}. The key note is that: x̃i1
m1

(j−1) >
xi1
m1

(j−1). The above assignment is admissible but not optimal for problem Task
(j-1), because otherwise it contradicted the statement that Δ(X(j),X(j − 1)) is
minimal.

Let us apply Lemma 2 to assignments X̃(j −1) and X(j) and obtain another

admissible assignment ˜̃
X(j − 1), which differs from X(j) in that:

˜̃x
i1

m1
(j − 1) = xi1

m1
(j − 1) + 1

and there exists such si2m2
∈ C2 that:

˜̃x
i2

m2
(j − 1) = xi2

m2
(j − 1) − 1. The number of units assigned to all other sensors

does not change. Again, this assignment ˜̃
X(j − 1) not to be optimal.

Therefore, for all sim ∈ C1 is true:
Δm(xi

m(j)) ≤ Δm(xi
m(j − 1) + 1) < Δm2(x

i2
m2

(j − 1)) ≤ Δm2(x
i2
m2

(j) + 1).
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Let us apply Lemma 2 again to assignments X(j) and X(j − 1) and obtain a

new admissible assignment
˜̃
X̃(j), such that: ˜̃

x̃
i2

m2
(j) = xi2

m2
(j) + 1 and ˜̃

x̃
i1

m1
(j) =

xi1
m1

(j) − 1 for some si1m1
∈ C1.

But then the assignment of
˜̃
X̃(j) must have greater total efficiency than X(j),

which contradicts our assumption of the optimality of X(j).
Therefore, the optimal assignments X(j) and X(j − 1) for the successive

problems Task (j) and Task (j-1) differ only in the number of users on a single
element si0m0

∈ S.
The proof is complete.

Let us turn to the proof of the main result of this paper, which is a general-
ization of Theorem 1 in [3].

Statement 1. The assignment X(j) is obtained as a result of applying Algo-
rithm 0 for the problem Task (j) and is optimal for all j = 1, 2, . . . , X.

The proof:
Let us hold the proof out by induction on j.
Reference step.
Algorithm 0 generates optimal assignment X(1) in a trivial way for j= 1.
Induction step.
Let us assume the statement is true for all j = 1, 2, . . . i, such that i < X

and let us prove it for j = i+ 1.
The assignments X(j) and X(j − 1), according by Lemma 3, differ only in

the number of units on a single dedicated sensor, let us say si0m0
∈ S.

There is at least one straight path without cycles L̂ = (s10, . . . , s
i0
m0

) in the
graph G(X(j − 1)) from s10 to si0m0

∈ S according by Lemma 1. Algorithm 0 uses
one of these paths.

Therefore, Algorithm 0 generates an optimal assignment.
The proof is complete.
Let us show any network unit is assigned to the security sensor only once in

the process of Algorithm 1.

Statement 2. Supposedly, j0 is a minimum number of the problem Task (j) for
which some sensor si0m0

∈ S is selected and there is no path L̂ = (s10, . . . , s
i0
m0

)
in the graph G(X(j0 − 1)) during the operation of Algorithm 1. Then, sensor
si0m0

∈ S will not be used to assign network nodes to it for the rest of the algorithm
operation time.

The proof of this statement coincides with the proof of a similar Theorem 2
in [3], so let us omit it.

Thus, the correctness of the General algorithm for solving the problem Task
(Algorithm 1) is a fully proved.
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4 Algorithm Complexity Evaluation

Paper [2] gives a complexity evaluation for the algorithm that solves the problem
of finding computer network limited resource allocation represented by a certain
number of various devices across a variety of users belonging to various classes
and being in the following form:

O
(
M

(
LM + M2 + LK

))
(4)

where M is a number of devices, L is a number of users and K is a number of
user classes.

A key variance of the problem under consideration herein, as it has already
been said above, is the transition from considering a variety of individual devices
to considering a variety of groups of similar devices which is a substantial gener-
alization and complication of the original problem. Nevertheless, as, like in [2],
Task handling is a continuous handling of Tasks (j) at j = 1,2,. . . ,X, then, in this
case, the Task handling algorithm complexity will be in the following form:

O
(
Y

(
XY + Y 2 + XK

))
(5)

where Y is a total number of security sensors, X is a total number of network
units and K is a number of unit classes.

5 Conclusion

This paper considers the problem of finding of such an allocation of complex net-
work units, belonging to various classes, across security sensors, also belonging
to various classes, which would maximize the total efficiency (utility value) of
functioning of all the sensors considering the constraints defined for them. A gen-
eral algorithm for solving the above-mentioned problem has been recommended,
its correctness has been proved and its complexity has been evaluated.

It should be noted that the recommended method of efficient allocation of
cybersecurity monitoring facilities within the framework of a complex network
can be successfully used within the framework of solution of other problems. For
example, when assessing RCITI security, including based on a wavelet analysis
[6], RCITI cybersecurity control based on identifying its abnormal conditions
using comprehensive evaluation [7] and cluster analysis [8,9] mechanisms.
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Abstract. In the course of the presented work, the types of traffic
expected to be used in the infrastructure of 5G/IMT-2020 networks were
investigated. Video services of 4K, virtual reality services, 360-degree
broadcasting services, work in cloud storage were analyzed. As a result
of the analysis, mathematical distributions were formed to build a model
network. A model network was built. The model network is scaled up.
Recommendations on the organization of 5G/IMT-2020 networks were
made.
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1 Introduction

Machine-to-machine interaction is increasingly predominant over man-to-
machine interaction every year. There are already several solutions available for
interconnecting mobile devices. But with the advent of new services, the limited
frequency spectrum, the increase in the number of mobile terminal devices, the
requirements for communication channels and gateways at network nodes exceed
the possibilities of the technologies used [1]. However, it must be remembered
that network gateways must also be able to communicate between subnetworks
operating on different technologies. It is to solve the problems with high latency,
low bandwidth, narrow coverage area it is proposed to use mobile networks
5G/IMT-2020 [2,3].

One of the challenges in organizing 5G/IMT-2020 networks is to meet the
requirements for different services. For example, for the implementation of the
Smart Home network and the unmanned car network, the minimum level of
c© Springer Nature Switzerland AG 2019
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delay, the number of devices to be connected, and the coverage width will be
different [4,5]. If in the first case we need to connect millions of mobile devices
that are at a short distance from each other, communicate with the Internet as
needed, do not require a low level of delay, in the second case the terminals will
travel long distances, requiring a very low delay and constant communication
with the coordinator/sensors.

To solve these problems, the network will be divided into virtual “network
layers”, each of which is optimized for different requirements of data transmission
speeds, delays, bandwidth and so on. To separate the “layers”, but to combine
technologies for interaction between subnetworks, it is necessary to use hetero-
geneous gateways, capable not only to carry out data transmission and transfor-
mation according to the standards of mobile networks of previous generations
but also to implement new technologies of 5G/IMT-2020 networks [6].

Modeling and testing 5G/IMT-2020 mobile networks are key ways to predict
and require intermediate network nodes, links and heterogeneous gateways. They
allow determining the minimum level of delay, channel capacity, power consump-
tion requirements of intermediate network nodes, method of load distribution,
coverage width, etc.

2 5G/IMT-2020 Traffic Study

The following services from the immersive category were selected for the study,
namely:

– Video services 4K;
– 360-degree video broadcasting;
– Virtual reality services;
– Working in a cloud storage facility.

Between 70,000 and 100,000 packages for each of the selected services were
captured for analysis. The packets were filtered by IP address, protocol, and
port. As a result of the study of the obtained data, the requirements for the
communication channels were defined, which are presented in Table 1.

Table 1. Requirements for 5G/IMT-2020 network services

Network
parameters

360-degree
video (Kb)

4K video
(MBs)

Virtual reality
services (ms)

Cloud services
(ms)

Average
packet size

1.4 1.4 0.3 0.4

Average
throughput

0.6 1.6 2.2 0.4

Delay 4.0 0.0 33.0 4.0

Jitter 2.0 0.0 5.8 2.0
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When building a 5G/IMT-2020 based on these requirements network that
will provide 4K video services, 360-degree video broadcasting services, virtual
reality services and will allow to work in cloud storage, it is required that the
average bandwidth of the communication channel is at least 2.2 Mbit/s with a
delay of no more than 33 ms. Estimated values of delay and capacity of 5G/IMT-
2020 networks certainly in many times exceed the received indicators, but they
are theoretical and are not realized in practice yet. It can be assumed that the
first mass implementations of 5G/IMT-2020 networks will not be in line with
the declared indicators [7].

To determine the network node requirements for 5G/IMT-2020 services, it is
necessary to examine the traffic for the respective services in the time interval
between the sending of the request from the processor and receiving the response
to this request from the server [8].

3 Package Arrival Rate Models

To create a traffic generator it is necessary to define the distribution law, with
the help of which it would be possible to generate traffic. For the types of traffic
described above, a two-parameter gamma, exponential and two-parameter beta
distributions that described by the next functions [9,10]:

Gamma probability distribution:

F (x) =
1

G(β)

∫ αx

0

tα−1e−tdt, (1)

where α - shape parameter, β - scale parameter (α > 0, β > 0),

G(β) =
∫ ∞

0

tβ−1e−tdt, (2)

gamma function.
Exponential probability distribution:

F (x) = 1 − e−αx, (3)

where α - scale parameter (α > 0).
Beta probability distribution:

F (x) =
Bx(α, β)
B(α, β)

, (4)

where α, β - shapes properties (α > 0, β > 0).

Bx(α, β) =
∫ x

0

tα(1 − t)β−1dt, (5)

incomplete beta function.

B(α, β) =
∫ ∞

0

tα−1

(1 + t)α+β
dt, (6)
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beta function.
It is selected following objective function to choose the function coefficient

that based on the generalized reduced gradient method by the least square sum-
mary coefficient:

Klsm(t) =
n∑
1

[P (ti) − P (ti, ti+1]2, (7)

where P(t) is the probability of hitting a random value of the time interval
between the receipt of messages in the interval from ti prior to ti+1 according
to experimental data,

P (ti, ti+1) = |F (ti+1) − F (ti)| (8)

is the probability of hitting a random value of the time interval between message
receipts, according to the chosen distribution law F(t).

Fig. 1. Histogram of the ratio of experimental data to the chosen probability distribu-
tion: (a) for 360-degree video

The similarity of theoretical and practical distributions is checked using the
Kolmogorov–Smirnov test at 95% confidence probability [11]:

Dn = max[Fn(x) − F (x)], (9)

If the value of D∗
n does not exceed the Kolmogorov’s distribution quantile Kn,

the distributions are considered identical:

D∗
n <= Kn, (10)
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where D∗
n is practical quantile of the distribution:

D∗
n =

√
n ∗ m

n + m
, (11)

where n is practical distribution size and m is a theoretical distribution size (for
this case n = m).

Fig. 2. (b) for 4k video

A graph showing the ratio of the probability of a random value of the time
interval between messages and observations for the 360-degree video broadcast-
ing service is shown in Fig. 1. As a result, the following form values were obtained:
α = 34.33, β = 2.55E−06.

A graph showing the ratio of the probability of a random value of the time
interval between message arrivals and observations for 4K video broadcasting
service is shown in Fig. 2. As a result, the following form values were obtained:
α = 4.47, β = 2.17E−06.

A graph showing the ratio of the probability of a random value of the time
interval between message arrivals and observations for virtual reality services is
shown in Fig. 3. As a result, the following form values were obtained: α = 62.91.

A graph showing the ratio of the probability of occurrence of a random value
of the time interval between the receipt of messages and observations to work
with cloud storage is shown in Fig. 4. As a result, the following form values were
obtained: α = 67.40, β = 1348376.

Also, two-parameter gamma-distributions were built to simulate delays dur-
ing packet processing at a heterogeneous gateway in the 5G/IMT-2020 model
network.
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Fig. 3. (c) for virtual reality services

Fig. 4. (d) for remote cloud services

4 Development and Testing of a 5G/IMT-2020 Model
Network

To determine the methods of heterogeneous gateway application in 5G/IMT-
2020 networks, it is necessary to develop a model complex simulating 5G/IMT-
2020 network operation, as well as to conduct load testing. According to ITU-T
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Q.3900, “Testing methods and architecture of model networks for testing IPS
technical means used in public telecommunication networks”, a model network
is a network that simulates the possibilities similar to those existing in exist-
ing telecommunication networks, has a similar architecture and has the same
functionality, and uses the same technical means of telecommunication [12].

The model network was developed in AnyLogic. The architecture of this
network is shown in Fig. 5.

Fig. 5. 5G/IMT-2020 model network architecture

The source of traffic for this system is video resources placed on the Internet,
as well as a VR-video game. Depending on features of construction of a network
and tasks in view all specified above elements and subsystems can be realized
both together, and separately in various combinations.

The source elements used in AnyLogic were source elements, the packages
in which arrived according to the distribution law defined in Sect. 2. Also, the
packages were of the specified size as defined in Sect. 2. To simulate a hetero-
geneous gateway, the elements queue, delay and sink were taken. The queue
element emitted a heterogeneous gateway buffer with a capacity of 100 packets.
An additional sink element was connected to the queue element to allow pack-
ages that did not have time to be processed to be supplanted. The delay element
was chosen as the element that simulates the processing of the packet at the
gateway, where the distribution law was set according to the previously defined
one.

As a result of this testing, the capacity requirements for the selected services
were obtained and presented in Table 2.

To determine the throughput of a heterogeneous gateway with a greater
number of traffic sources, each of the obtained models was scaled up to 10, 50
and 100 sources.
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Table 2. Minimum capacity requirements for 5G/IMT-2020 services

Services Minimum throughput requirements

360-degree video broadcasting 967 kBs

Video services 4K 16 MB/s

Virtual reality services 16 Kb/s

Working with cloud storage 204 kB/s

When scaling the model network with the use of 360-degree video broadcast-
ing service with the use of 10 sources, the minimum value of bandwidth was
9 kB/s, with the use of 50 sources - 47 MB/s, with the use of 100 sources, the
network fails.

At scaling of a model network with the use of video services 4K at the use of
10 sources the minimum value of throughput has made 166 MB/s, at the use of
50 sources the network refuses.

At the scaling of a model network with the use of services of virtual reality
at the use of 10 sources the minimum value of throughput has made 36 Kb/s, at
the use of 50 sources - 99 kB/s, at the use of 100 sources the network refuses.

At scaling of a model network with use of services of a virtual reality at use
of 10 sources the minimum value of throughput has made 20 MB/s, at use of 50
sources - 99 MB/s, at use of 100 sources - 197 MB/s, at use of 1000 sources the
network refuses.

5 Conclusion

In this article, we studied the types of 5G/IMT-2020 traffic, the services of this
network, and the requirements of the respective services. Certain types of traffic
have been selected for the experiment and model network construction. Also,
the traffic of 360-degree video broadcasting, 4K video services, virtual reality
services, and cloud storage was studied. Heterogeneous gateway requirements to
provide these services, namely average throughput, are obtained. The constants
for building the corresponding types of traffic in the model network are defined.

A 5G/IMT-2020 model network was developed to study the heterogeneous
gateway in it. The network is tested with each of the selected services. Heteroge-
neous gateway requirements corresponding to certain distributions are obtained.
The data obtained can be used to build a model network with 360-degree video
broadcasting traffic, 4K video services, virtual reality services, traffic when work-
ing with cloud storage, as well as the data obtained can be used to identify
possible difficulties in working with the heterogeneous gateway.

Each of the networks has been scaled up. The gateway bandwidth required
to process traffic coming from specified distributions is determined. It was deter-
mined that among the selected services the most resistant to scaling was a model
network simulating the work of 5G/IMT-2020 network when working with cloud



644 L. Vlasenko et al.

storage. The advantages of using heterogeneous gateways are listed and their
necessity in 5G/IMT-2020 networks is confirmed.

This work allows you to build a private network using a heterogeneous gate-
way for 360-degree video broadcasting services, 4K video services, virtual reality
services when working with cloud storage. If the requirements defined in the
course of work are met, with a specified number of traffic sources, it is possible
to determine the required performance of the gateway in advance. The meth-
ods and models of heterogeneous gateways application studied in the work also
allow to determine the necessity of using heterogeneous gateways in each specific
5G/IMT- 2020 technology.

Acknowledgements. The publication has been prepared with the support of the
“RUDN University Program 5-100” and funded by RFBR according to the research
projects No. 12-34-56789 and No. 12-34-56789.
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Abstract. This article discusses a model on the basis of a multidimen-
sional Markov process applied for evaluation of the reliability character-
istics of a tethered multirotor high-altitude platform based on a hexa-
copter. The proposed model takes into account the increase in the func-
tional load after the failure of an element on the remaining operating
ones, and also takes into account the location of the failed elements.
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1 Introduction and Motivation

One of the promising directions in the framework of the concept of creating
the next-generation 5G/IMT-2020 networks is the development of broadband
wireless networks based on autonomous and tethered unmanned aerial vehicles
(UAVs). The advantage of such networks is their fast and flexible deployment,
a wider area of telecommunication coverage and enhanced reliability of wire-
less communications, controllable mobility, reduced operating costs, etc., which
ensures their effective application in both civil and defense industries [1–4].

At present time, tethered high-altitude unmanned telecommunication plat-
forms, whose long-term operation is ensured by transmission of electric energy
from ground to board via a thin cable rope [6], have received widespread develop-
ment. The tethered high-altitude platforms fall in-between satellite systems and
terrestrial systems whose equipment (cellular base stations, radio-relay and radar
equipment, etc.) is deployed at high-rise structures. The tethered high-altitude
platforms, as compared with expensive satellite systems, are highly cost efficient.
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Diagnostics of the performance of unmanned aerial vehicles (UAVs) is becom-
ing a new trend in the scientific work of many researchers [5]. In addition to the
interest in high-altitude platforms implemented on autonomous UAVs, research
centers of advanced countries of the world are currently carrying out intensive
scientific work on the design and implementation of tethered unmanned high-
altitude platforms, given the vastness of their practical application [7,8]. The
possibility of long-term operation of tethered unmanned high-altitude platforms,
which is one of the main advantages compared to autonomous UAVs, puts for-
ward a number of new requirements on the reliability of both the individual
components and the high-altitude platform as a whole [4].

In this regard, the subject of the current paper, aimed at developing and
studying methods for reliability modelling and reliability enhancement of teth-
ered high-altitude platforms, is relevant.

2 Model Description

A tethered multi-rotor unmanned high-altitude platform is a hexacopter system
consisting of 6 identical rotors (elements) arranged uniformly in a circle and
in pairs symmetrically with respect to the center of the circle. The structural
diagram of the system is shown in Fig. 1, and an image of an example of such a
system is shown in Fig. 2.

Fig. 1. Block diagram of a hexacopter Fig. 2. Hexacopter

Assume that the system is operational while at least 4 rotors are operating,
and the failed 2 rotors are not located next to each other, i.e. the system is
inoperative if either 2 adjacent rotors or any 3 rotors fail. We suggest to denote
this system as a “(2, 3)-out-of-6: F” system. We consider a repairable multiple
cold-standby system with one repair device, with an exponential distribution law
for the uptime of its elements with a parameter λ, and an arbitrary distribution
law for their repair time as a mathematical model of a multi-rotor flight module.
Due to the fact that failures of some elements increase the functional load on the
remaining workable elements, and their reliability decreases, the failure rate of
each of the elements after the failure of the first one increases and will be equal
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to λ1 > λ and the failure rate of each of the remaining elements after failure the
second one will be equal to λ2 > λ1.

To describe the functioning of the system, we consider the space of its possible
states E = {0, 1, 2, 3}, where

(0) – initial state of the system when all rotors are operational.
(1) – system state when one rotor is in failure mode.
(2) – state of the system when two non-adjacent rotors are in the failure
mode.
(3) – state of the system when either 2 adjacent rotors or any 3 rotors fail.

We introduce a stochastic process υ(t) on the state space E—the number of
elements that are in a failure state at time t.

To markovize this process, that is, to describe the behavior of the system
using the Markov process (MP) [9,10], we introduce an additional variable x(t) ∈
R+ – the time spent at time t to repair the failed element and use the expanded
state space ε = E × R+. As a result, we obtain a two-dimensional process
(υ(t), x(t)) with an expanded state space ε = {(0), (1), (2), (3, x)}.

3 Calculation of the Stationary Probability Distribution
of System States

We introduce the following notations:

A – random variable (r.v.), time to failure of the main element,
B – r.v., recovery time of a failed element,
B(x) – cumulative distribution function (CDF) of the r.v. B,
b(x) – probability density function (PDF) of the r.v. B,

β(x) = b(x)
1−B(x) – conditional distribution density of the residual duration of

repair of an element under repair time t.
Denote by pk(t) the probability of the system being at state k at time t,

k = 0, 2, and by p3(t, x) the PDF of the probabilities that the system is at state
3 at time t. The rate transition diagram is shown in Fig. 3.

Fig. 3. The rate transition diagram
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We compose the equations for the state probabilities of the system using
the formula of total probability. As we pass to the limit as Δ → 0, we derive
the Kolmogorov system of differential equations, which allows us to find the
probabilities of the states of the considered system.

∂p0(t)
∂t

= −6λp0(t) +

t∫

0

p3(t, x)β(x)dx (1.1)

∂p1(t)
∂t

= 6λp0(t) − 5λ1p1(t) (1.2)

∂p2(t)
∂t

= 3λ1p1(t) − 4λ2p2(t) (1.3)

∂p3(t, x)
∂t

+
∂p3(t, x)

∂x
= −β(x)p3(t, x) (1.4)

The boundary condition has the following form:

p3(t, 0) = 2λ1p1(t) + 4λ2p2(t) (1.5)

Assume that for the described process, there exists a stationary probability
distribution as t → ∞. Then the transformed equations will take the following
form (balance equation system):

− 6λ p0 +

∞∫

0

p3(x)β(x)dx = 0 (2.1)

6λ p0 − 5λ1 p1 = 0 (2.2)
3λ1 p1 − 4λ2 p2 = 0 (2.3)
∂p3(x)

∂x
= −β(x)p3(x) (2.4)

with the boundary condition:

p3(0) = 2λ1 p1 + 4λ2 p2 (2.5)

We proceed to the solution of the obtained equation system.
As a result, we obtain the macro-state probabilities of the system:

p0 =
10λ1λ2

10λ1λ2 + 9λλ1 + 12λλ2 + 60λλ1λ2b

p1 =
12λλ2

10λ1λ2 + 9λλ1 + 12λλ2 + 60λλ1λ2b

p2 =
9λλ1

10λ1λ2 + 9λλ1 + 12λλ2 + 60λλ1λ2b

p3 =
60λλ1λ2b

10λ1λ2 + 9λλ1 + 12λλ2 + 60λλ1λ2b
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4 Special Case. Numerical Example

In this section, we consider a special case of the model of the repairable
“(2, 3)-out-of-6: F” system with the exponential distribution of the repair time
of the failed components with a parameter μ (β(x) = 1 − e−µx, x ≥ 0).

Thus, the mean repair time of the failed system’s components is b = μ−1 and
we obtain the following stationary probabilities of the states of the considered
redundant system:

p0 =
10μλ1λ2

μ(10λ1λ2 + 12λλ2 + 9λλ1) + 60λλ1λ2
;

p1 =
12μλλ2

μ(10λ1λ2 + 12λλ2 + 9λλ1) + 60λλ1λ2
;

p2 =
9μλλ1

μ(10λ1λ2 + 12λλ2 + 9λλ1) + 60λλ1λ2
;

p3 =
60λλ1λ2

μ(10λ1λ2 + 12λλ2 + 9λλ1) + 60λλ1λ2
.

State 3 coincides with the system’s failure state, i.e. the probability of failure
of the system p[systemfailure] is

p[systemfailure] = p3 = 1 − K =
60λλ1λ2

μ(10λ1λ2 + 12λλ2 + 9λλ1) + 60λλ1λ2
.

From this formula, we find the availability factor

K =
μ(10λ1λ2 + 12λλ2 + 9λλ1)

μ(10λ1λ2 + 12λλ2 + 9λλ1) + 60λλ1λ2
.

To plot the dependence of the system availability factor K on the relative recov-
ery rate ρ =

μ

λ
, we use the following numerical values for the failure rates of the

elements: λ = 1, λ1 = 1.1, λ2 = 1.4 (Fig. 4). Then the availability factor has the
form

K =
42, 1μ

42, 1μ + 92, 4

Table 1 gives some values of μ and the corresponding values of ρ and K.

Table 1. Parameter values μ, ρ and K

μ 0 1 2 3 4 5

ρ 0 1 2 3 4 5

K 0 0,313 0,4768 0,5775 0,6457 0,6949
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Fig. 4. System availability factor K versus the relative recovery rate ρ = μ/λ

5 Simulation Model

It is not always possible to obtain the explicit analytical expressions for the
steady-state distribution of the considered system. For this case we developed
a simulation model based on the discrete-event approach. We introduce the fol-
lowing variables to describe the algorithm for simulation of the 〈M3<6/GI/1〉
system reliability:

– double t—modelling time (hours), change in case of failure or restoration of
the system’s elements;

– int i, j—system state variables; when an event occurs, the transition from i
to j takes place;

– double tnextfail—service variable, that stores the time till the next element’s
failure;

– double tnextrepair—service variable, that stores the time till the next repair
of a failed element;

– int k—counter of iterations of the main loop.

For the sake of clarity, the simulation model is presented graphically in Fig. 5 in
the form of a flowchart.
The criterion for stopping the main cycle of the simulation model is reaching the
maximum model execution time T .

The algorithm of the discrete-event process of simulation modeling is also
provided in the form of a pseudo-code with comments (Algorithm 1).
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Fig. 5. Flowchart of the simulation model of the system

Algorithm 1. Pseudo-code of the 〈M3<6/GI/1〉 system simulation process
Input: a1, b1, N,T, NG,“GI”.

a = {3, 30, 300} - Mean failure time of the first element
a1 = {2, 20, 200} - Mean failure time of the second element
a2 = {1, 10, 100} - Mean failure time of the third element
b1 = 3 - Average repair time
k = (2, 3) - Maximum number of failed elements
N = 6 - The number of elements in the system
T = 1000 - Maximum model run time
NG = 500 - Number of trajectories
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′′GI ′′ - Distribution function.
Output: stationary state probabilities P0, P1, P2, P3.
Begin

array r[ ] := [0, 0, 0]; // multidimensional array containing results, k-steps of
the main loop

double t := 0.0; // time clock initialization
int i := 0; j := 0; // system state variables
double tnextfail := 0.0; // time till the next element’s failure
double tnextrepair := 0.0; // time till the next repair is completed
int k := 1; // initialization of the counter of iterations of the main loop
s := rf exp(6, 1/a); // generation of an exponential random variable s – time

to the first event (failure)
sr := rf GI(δ(x)); // generation of an arbitrary random variable sr – repair

time of the failed element)
tnextfail := t + s;
tnextrepair := t + sr;
while t < ∞ do

if i = 0 then
tnextrepair := ∞; j := j + 1; t := tnextfail;

else if
if i = 1 then

s12 := rf exp(5, 1/a1);s13 := rf exp(5, 1/a1);
tnextfail12 := t + S12; tnextfail13 := t + S13;
if abs(s − s12) < abs(s − s13) then

j := j + 1; t := tnextfail12;
else

j := j + 2; t := tnextfail13;
end

else
i = 2; tnextfail2 := t + s2; j := j + 1; t := tnextfail2;
end

else
i = 3; tnextfail := ∞; j := j − 3; t := tnextrepair;
if t > T then

t = T
end

r[, , k] := [t, i, j]; i := j; k := k + 1;
end do
Estimated duration of stay in each state i, i = 0, 1, 2, 3.; calculation

of stationary probabilities

P̂i =
1

NG

NG∑
j=1

( length of stay i/T )j

end
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Software implementation of Algorithm 1 was performed in the programming
language R.

Table 2 shows the values of stationary state probabilities, calculated via the
simulation approach. For the analysis of the results, the following distribution
of repair times of the system’s elements were chosen: exponential, Weibull-
Gnedenko, Pareto and lognormal. However, the developed simulation model is
not limited to the choice of the repair time distribution. As a model parameter
the value ρ = a

b1
is considered.

For analyzing the sensitivity of the model to the form of the distribution
function, the magnitude values increase ρ = 1, 10, 100, where b1 = 3 in all the
considered cases, the distribution parameters are chosen in such a way as to
correspond to the model parameter value.

Table 2. Simulation results for the values of stationary state probabilities pi; i =
{0, 1, 2, 3} of the system 〈M3<6/GI/1〉 calculated for different values of the model
parameter ρ = 1, 10, 100.

ρ; pi M WB(W = 1/2) PAR(P = 3) LN(sig = 1)

ρ = 1 p0 0.20435677 0.2836192 0.13484044 0.18822212

p1 0.13259454 0.2001307 0.09383081 0.12818292

p2 0.04856519 0.0758115 0.03422376 0.04699674

p3 0.61119058 0.4411852 0.73613228 0.62652607

ρ = 10 p0 0.4102325 0.4336593 0.39863381 0.4158587

p1 0.2836765 0.3035402 0.27556396 0.2847193

p2 0.1019977 0.1081576 0.09877994 0.1042716

p3 0.2168704 0.1296582 0.22537897 0.1956799

ρ = 100 p0 0.50902727 0.51475970 0.50738918 0.5154946

p1 0.34215798 0.33933409 0.33800919 0.3410063

p2 0.11827470 0.11959156 0.12034636 0.1253436

p3 0.02828614 0.02859619 0.02925021 0.0296693

Numerical results show that for ρ = 100 the stationary probabilities of the
state of the system for the distribution under consideration decrease p0 > p1 >
p2 > p3, that is, the faster the restoration of system elements, the more reliable
the system

Plots in Fig. 6 show the dependence of the failure-free probability of the
system versus the model parameter ρ.
Where a = 1; a1 = 0.91; a2 = 0.71; b1 = 0.04; k = (2, 3); N = 6; T = 1000;
NG = 500;

The graphical results show that in this case, the Pareto distribution is the
most reliable repair time model.
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Fig. 6. Plots of the failure-free probability of the system versus the model parameter
ρ = a

b1

6 Conclusions and Future Work

In the present work, a reliability model for the flight module of a tethered multi-
rotor high-altitude platform based on a hexacopter is constructed in the form of
a model of the “(2, 3)-out-of-6”-type system. The proposed analytical model is
a generalization of classical models of the “k-out-of-n”-type redundant systems
since it takes into account the heterogeneity of the structure of failures, i.e. the
increase in the functional load after the failure of an element to the remaining
ones, and the location of the failed elements.

The results of calculating the stationary state probabilities and stationary
reliability characteristics of the considered system were obtained. It was assumed
that the repair time of the failed elements was generally distributed. A discrete-
event simulation model was constructed for the study of the general case. The
results obtained with both analytical and simulation approaches are in close
agreement.

The proposed reliability model of multi-rotor high-altitude aerial modules
allows a number of further generalizations. Future work concerns deeper reli-
ability analysis, calculation of non-stationary reliability characteristics of the
system, as well as reliability analysis of the multi-rotor flight module in a ran-
dom environment.
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