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Preface

We are delighted to introduce the proceedings of the Third European Alliance for
Innovation (EAI) International Conference on Advanced Hybrid Information
Processing (ADHIP 2019). This conference has brought together researchers, devel-
opers, and practitioners from around the world who are leveraging and developing
information processing technology for a deeper and wider use of hybrid information.

The technical program of ADHIP 2019 consisted of 104 full papers in oral
presentation sessions at the main conference tracks. The conference topics were:
Topic 1 – Big Data Processing; Topic 2 – Real Applications of Aspects with Big Data;
and Topic 3 – Huge Signal Data Processing.

Coordination with the Steering Committee members, Imrich Chlamtac, Yun Lin,
Shuai Liu, and Guanglu Sun, was essential for the success of the conference. We
sincerely appreciate their constant support and guidance. It was also a great pleasure to
work with such an excellent Organizing Committee team, and we thank them for their
hard work in organizing and supporting the conference. In particular we thank the
Technical Program Committee (TPC), led by our TPC co-chairs, Prof. Shuai Liu, Prof.
Zhen Yang, Prof. Liang Zhou, Prof. Fumiyuki Adachi, Prof. Hikmet Sari, and Prof.
Xiaodong Xiong, who completed the peer-review process of technical papers and made
a high-quality technical program. We are also grateful to conference managers and all
the authors who submitted their papers to the ADHIP 2019 conference and workshop.

We strongly believe that the ADHIP 2019 conference provides a good forum for all
researcher, developers, and practitioners to discuss all science and technology aspects
that are relevant to hybrid information processing. We also expect that the future
ADHIP conferences will be as successful and stimulating, as indicated by the contri-
butions presented in this volume.

September 2019 Miao Liu
Jinlong Sun
Wei Zhao
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Research on the Large Data Intelligent
Classification Method for Long-Term Health

Monitoring of Bridge

Xiaojiang Hong(&) and Mingdong Yu
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Abstract. In order to improve the intelligent management and information
scheduling ability of bridge long-term health monitoring, the real-time data
monitoring and automatic collection design of bridge long-term health moni-
toring are carried out with big data analysis method. A classification method of
bridge long-term health monitoring data based on fuzzy correlation feature
detection and grid area clustering is proposed. The information fusion and fuzzy
chromatography analysis method are used to realize the information fusion of
the real-time data of bridge long-term health monitoring, and the adaptive fea-
ture extraction of related data is carried out. Excavate the positive correlation
characteristic quantity of bridge long-term health monitoring real-time moni-
toring data flow, carry on the fuzzy clustering and information prediction of
bridge long-term health monitoring data flow, and improve the accuracy of
bridge long-term health monitoring real-time data monitoring. The simulation
results show that the intelligent classification of bridge long-term health moni-
toring based on this method has high accuracy and low error rate, which
improves the real-time performance of bridge monitoring.

Keywords: Bridge � Long-term health monitoring � Big data classification

1 Introduction

With the development of big data’s information processing technology, artificial intel-
ligent information management technology is used to carry out bridge long-term health
monitoring information management, and pattern recognition technology is used to carry
out bridge health monitoring functional information monitoring. Improve the initiative of
bridge health monitoring, study the information management technology of bridge long-
term health monitoring, construct the bridge long-term health monitoring under the
information construction environment, and improve the bridge health quality [1]. The
intelligent information construction of bridge long-term healthmonitoring is based on the
automatic monitoring of bridge long-term health monitoring data stream, and the auto-
matic real-time data flow monitoring design is carried out by using artificial intelligence
scheduling technology in all kinds of bridge long-term health monitoring. To improve the
operation efficiency of bridge long-term health monitoring, the real-time data flow
monitoring of bridge long-term health monitoring has attracted great attention [2].
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At present, the research on intelligent real-time data flow monitoring and scheduling
method for bridge long-term health monitoring mainly adopts traffic statistics method,
and the main data mining methods are fuzzy mining method. C-means mining method
and dynamic ARMAmodel mining method [3]. The information flow of intelligent real-
time data flow monitoring for bridge long-term health monitoring is used for balanced
scheduling and global equilibrium design. Improve the real-time data flow monitoring
ability of bridge health monitoring center. In reference [4], an intelligent real-time data
flow monitoring and equilibrium control method for bridge long-term health monitoring
based on artificial intelligence control technology is proposed. The intelligent real-time
data flow monitoring information transmission model of bridge long-term health
monitoring is constructed by using fuzzy constraint control method, and the intelligent
real-time data flow monitoring and classification scheduling of bridge long-term health
monitoring is carried out by using Gaussian aggregation classification method. It has
good data recall performance, but the online scheduling ability of this method in bridge
long-term health monitoring real-time data monitoring is not good [5].

In view of the above problems, a long-term health monitoring data classification
method based on fuzzy correlation feature detection and mesh region clustering is
presented in this paper. establishing a grid distribution structure model of long-term
health monitoring of the bridge and carrying out long-term health monitoring data flow
monitoring statistical analysis of the bridge, and realizing the information fusion by
adopting the information fusion and the fuzzy chromatography analysis method on the
long-term health monitoring real-time data of the bridge, And the positive correlation
characteristic quantity of the information flow of the real-time monitoring data of the
long-term health monitoring of the bridge is excavated. Based on the hierarchical
clustering algorithm, the fuzzy clustering and information prediction of long-term
health monitoring data flow of the bridge are carried out by self-regression analysis,
and finally, the simulation experiment analysis is carried out, and the superiority of the
method in improving the automatic monitoring capability of the long-term health
monitoring data flow of the bridge is shown.

2 Real-Time Data Flow Monitoring Information Flow Model
and Preprocessing for Long-Term Health Monitoring
of Bridges

2.1 Bridge Long-Term Health Monitoring Real-Time Data Flow
Monitoring Information Flow Model

In order to realize real-time data monitoring and balanced management control for long-
term health monitoring of bridges, fuzzy correlation feature detection and analytic
hierarchy process (AHP) are used for data monitoring. Firstly, the grid distribution
structure model of bridge long-term health monitoring is established and the statistical
characteristics of bridge long-term health monitoring data flow monitoring are analyzed.
In the distributed structure model of bridge long-term health monitoring real-time

monitoring data, if directed graph G1 ¼ Ma
1 ;M

b
1 ; Y1

� �
, G2 ¼ Ma

2 ;M
b
2 ; Y2

� �
are used as
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the candidate set of bridge long-term health monitoring real-time monitoring data, then
G1 �G2 , Y1 � Y2, so that A ¼ a1; a2; . . .anf g can generate candidate set for the model
of bridge long-term health monitoring real-time monitoring data acquisition model, and
the edge ðu; vÞ 2 E, of directed graph of bridge long-term health monitoring real-time
monitoring data distribution [6]. Under the information management environment, the
statistical feature analysis model of bridge long-term health monitoring real-time
monitoring is constructed, which is represented by five-tuple O ¼ ðC; I;P;Hc;R;A0Þ, in
which C is the utility threshold item set of real-time monitoring data sampling time
series of bridge long-term health monitoring. S is an example set of data flow, so the
efficient item set for bridge long-term health monitoring is:

xðtÞ ¼
Xp
i¼0

aðhiÞsiðtÞþ nðtÞ ð1Þ

Wherein, p is the number of the minimum utility threshold, the nðtÞ is the output
characteristic item which is directly mined, the siðtÞ is the data fuzzy clustering measure
value of the relative utility threshold value, and the aðhiÞ is the long-term health
monitoring real-time monitoring data for each transaction set, The data update rules for
long-term health monitoring of the bridge are as follows:

Rð0Þ
s ¼

Xk
n¼0

RðnÞ
s ; dcn

D E
dcn þRðkþ 1Þ

s ð2Þ

Where, RðnÞ
s represents the structural scale characteristics of bridge long-term health

monitoring real-time monitoring data, dcn is the variation operation of bridge long-term

health monitoring real-time monitoring data, and Rðkþ 1Þ
s is the joint distribution

coefficient of internal utility and external utility. According to the above analysis, the
grid distribution structure model of bridge long-term health monitoring is constructed,
and the minimum relative utility threshold analysis method and analytic hierarchy
process (AHP) are used for data information fusion and adaptive feature extraction
preprocessing [7].

2.2 Analysis of Real-Time Data Attribute Set for Long-Term Health
Monitoring of Bridges

The long-term health monitoring real-time data of the bridge is fused with the infor-
mation fusion and the association mining method information, a grid distribution
structure model of the long-term health monitoring of the bridge is established, and the
statistical characteristics of the long-term health monitoring data flow of the bridge are
carried out, the vector quantization characteristic decomposition of the real-time data
attribute set of long-term health monitoring of the bridge is carried out, the relevant
data self-adaptive feature extraction is realized, the utility information is divided into
the internal utility and the external utility in the long-term health monitoring real-time

Research on the Large Data Intelligent Classification Method 3



data clustering space of the bridge, and the main frequency characteristic quantity is
obtained as follows:

Xp uð Þ ¼ scðtÞej2pf0t ¼ 1ffiffiffiffi
T

p rectð t
T
Þej2pðf0tþKt2Þ=2 ð3Þ

Where, scðtÞ represents the feature attribute, ej2pf0t represents the structural simi-
larity measure of the finite data set, f0 is the main frequency of the feature, and T
represents the time delay of the global feature extraction. After extracting the global
time feature, the finite dataset is obtained:

X ¼ fx1; x2; � � � ; xng � Rs ð4Þ

Wherein, the real-time data set of bridge long-term health monitoring contains n
samples, sample xi, i ¼ 1; 2; � � � ; n. The relationship between other related parameters
extracted from real-time information is expressed as follows:

h tð Þ ¼
X
i

ai tð Þejhi tð Þd t � iTSð Þ ð5Þ

Through the mining of association rules by the upper bound of itemset utility, the
fuzzy index set of real-time data of bridge long-term health monitoring is obtained by
using the basis function dc0 for feature transformation and template matching.

K0 ¼ b 2 C : f ; dc0
� ��� ��� a: sup

c2C
f ; dc
� ��� ��( )

ð6Þ

The fuzzy hierarchical matching of bridge long-term health monitoring real-time
data transmission is used for adaptive optimization, and the decentralized subspace
method is used to obtain the statistical characteristic information flow of bridge long-
term health monitoring real-time data:

X ¼ Fa � x ð7Þ

The N subspace is searched, and the data clustering results of N subspace mining
are fuzzy predictive control, and the output subsequence is obtained as:

X ¼ ½Xað0Þ;Xað1Þ; � � � ;XaðN � 1Þ�T ð8Þ

With the above feature extraction and processing of associated data, big data fusion
of real-time data flow monitoring sequence is carried out by cloud computing, which
reduces the overhead of data prediction and improves the accuracy of data monitoring
and fuzzy clustering [8].
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3 Automatic Detection and Optimization of Data Flow

3.1 Feature Extraction and Grid Region Clustering

On the basis of the above-mentioned grid distribution structure model for establishing
the long-term health monitoring of the bridge and carrying out long-term health
monitoring data flow monitoring statistical analysis of the bridge, an automatic mon-
itoring and optimization design of the long-term health monitoring data flow of the
bridge is carried out [9], a long-term health monitoring data classification method based
on fuzzy correlation feature detection and mesh region clustering is presented in this
paper. when the type of the interference vector rj in the long-term health monitoring
intelligent real-time data flow monitoring system of the bridge is H, the maximum
independent set PðniÞ ¼ fpkjprkj ¼ 1; k ¼ 1; 2; � � � ;mg exists for all the node sets, the
fuzzy correlation characteristic detection and the grid region clustering design are
carried out, and the fuzzy membership function of the extracted data is as follows:

PF ¼
XN
j¼k

X
P

ui¼j

YN
i¼1

ðPfiÞuið1� PfiÞ1�ui ð9Þ

PD ¼
XN
j¼k

X
P

ui¼j

YN
i¼1

ðPdiÞuið1� PdiÞ1�ui ð10Þ

Wherein, Pfi represents the clustering center of bridge long-term health monitoring
real-time data fusion. Pdi is the sampling frequency of bridge long-term health moni-
toring real-time data. The average value of positive correlation characteristic compo-
nents of bridge long-term health monitoring real-time data is obtained as:

x ¼ 1
N

XN
i¼1

xij j ð11Þ

The real-time data matching detection of bridge long-term health monitoring is
carried out in the decentralized subspace, and the variance of the relevant statistical
features of the data monitoring output in the subspace is obtained:

r2 ¼ 1
N

XN
i¼1

xi � xj j2 ð12Þ

The variance reflects the oscillatory amplitude of the real-time data of bridge long-
term health monitoring, and the information fusion and fuzzy chromatography analysis
method are used to realize the information fusion of the real-time data of bridge
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long-term health monitoring [10]. The dynamic copy of the real-time data of bridge
long-term health monitoring is obtained, and the results of AHP mining are as follows:

x
0
i ¼

xi
xik k ¼ ð xi1

xik k ;
xi2
xik k ; � � � ;

xiN
xik kÞ ð13Þ

Wherein, the end value of real-time data of bridge long-term health monitoring xN ,
is fuzzy scheduling according to prior knowledge and itemsets, which improves the
accuracy and real-time performance of data monitoring [11].

3.2 Data Mining and Monitoring Output

The real-time data of long-term health monitoring of the bridge needs to be fused with
the information fusion and the association mining method information, so that the
relevant data self-adaptive feature extraction can be realized, and the prediction cost
and the calculation complexity are reduced. the fuzzy clustering and information
prediction of long-term health monitoring data flow of the bridge are carried out on the
basis of the hierarchical clustering algorithm, and the fuzzy set quality of the real-time
data attribute set of the long-term health monitoring of the bridge is adopted, Ru;v is a
cross-correlation function, the optimization index of the long-term health monitoring
data flow monitoring of the bridge is RT1;RT2ð Þ, the degree of fuzzy clustering is RW ,
the convergence constraint function of the long-term health monitoring data flow
monitoring process of the bridge is as follows:

Fj ¼
Xn
k¼1

Xkj;Qj ¼
Xn
k¼1

Xkj
� 	2 ð14Þ

By adjusting the total utility ratio for many times, the time series of data flow for
bridge long-term health monitoring is fxðt0 þ iDtÞg, i ¼ 0; 1; � � � ;N � 1. The length of
sample set output from the automatic monitoring system of bridge long-term health
monitoring is N. The fuzzy convergence control function of bridge long-term health
monitoring is given as follows:

Mv ¼w1

Xm�n

i¼1

ðHi � SiÞþMhw2

Xm�n

i¼1

ðSi � ViÞ

þw3

Xm�n

i¼1

ðVi � HiÞ
ð15Þ

In the above formula, the load of the long-term health monitoring real-time data
prediction of the bridge is V , and after a group of cluster attribute characteristics Mh is
generated, the long-term health monitoring real-time data attribute set dispatching of
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the bridge is carried out, and the main component characteristic quantity of the long-
term health monitoring data flow monitoring of the bridge is as follows:

sðtÞ ¼ scðtÞej2pf0t ¼ 1ffiffiffiffi
T

p rectð t
T
Þej2pðf0tþKt2Þ=2 ð16Þ

The vector quantitative feature decomposition function of the real-time data attri-
bute set of bridge long-term health monitoring is as follows:

f kð Þ ¼ f k � 1ð Þ � 1
n ; 1	 k\n

1; k ¼ n



ð17Þ

Wherein, k represents the feature fusion center of real-time data for long-term
health monitoring of distributed bridges, and the data queue is used as a Chunk to
reorganize the time area. The information fusion set of predicting spatial vector in real-
time data of bridge long-term health monitoring is expressed as follows:

P ¼ fp1; p2; � � � pmg;m 2 N ð18Þ

Wherein, m is the embedded dimension of the automatic monitoring system of
bridge long-term health monitoring data stream. In the statistical regression analysis
model, the training sample set of vector quantification feature decomposition of the
attribute set of bridge long-term health monitoring real-time data is X ¼ X1;X2; � � � ;½
Xk; � � � ;XN �T . One of the training samples is Xk ¼ xk1; xk2; � � � ; xkm; � � � ; xkM½ �, from the
above feature decomposition results, it is known that the real-time data output of bridge
long-term health monitoring meets the convergence condition, according to the above
analysis, On the basis of hierarchical clustering algorithm, autoregression analysis is
used to monitor bridge long-term health monitoring real-time data monitoring fuzzy
clustering and information scheduling, so as to improve the accuracy of bridge long-
term health monitoring real-time data monitoring. At the same time, the risk of long-
term health monitoring data flow monitoring is reduced [9].

4 Analysis of Simulation Experiment

In order to test the application performance of this algorithm in realizing long-term
health monitoring data flow monitoring of bridges, simulation experiments are carried
out. Big data hierarchical cluster analysis of bridge long-term health monitoring real-
time data monitoring is carried out by using C and Matlab 7 mixed programming. The
sampling length of single group bridge long-term health monitoring real-time data time
series is 800. The time interval of real-time data packet collection for bridge long-term
health monitoring is 0.28 s, and characteristic sampling frequency fs ¼ 4f0 ¼ 20 kHz,
the maximum iteration number is 2000. According to the above simulation environ-
ment and parameters, the automatic monitoring and simulation analysis of bridge long-
term health monitoring data flow is carried out, and the time-domain output of bridge
long-term health monitoring data flow monitoring is shown in Fig. 1.
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Analysis Fig. 1 shows that the method can effectively realize the monitoring of
long-term health monitoring data flow of the bridge, and analyze the convergence curve
of the test data monitoring level, and the result is shown in Fig. 2.
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Fig. 1. Monitoring and output of long-term health monitoring data flow of bridge

170 175 180 185 190 195 200
-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Data set

Co
nv

er
ge

nc
e 

va
lu

e

Fig. 2. Convergence test of data monitoring

8 X. Hong and M. Yu



Figure 2 shows that the convergence of this method for automatic monitoring of
long-term health monitoring data flow of bridges is better, and the recall rate of data
monitoring by different methods is tested. The comparative results are shown in
Table 1, and Table 1 of the analysis shows that the method in this paper has good
convergence for automatic monitoring of long-term health monitoring data streams of
bridges. In this paper, the recall rate of bridge long-term health monitoring data flow
automatic monitoring is high.

5 Conclusions

In this paper, a classification method of bridge long-term health monitoring data based
on fuzzy correlation feature detection and grid area clustering is proposed. The
information fusion and fuzzy chromatography analysis method are used to realize the
information fusion of the real-time data of bridge long-term health monitoring, and the
adaptive feature extraction of related data is carried out. Excavate the positive corre-
lation characteristic quantity of bridge long-term health monitoring real-time moni-
toring data flow, carry on the fuzzy clustering and information prediction of bridge
long-term health monitoring data flow, and improve the accuracy of bridge long-term
health monitoring real-time data monitoring. The simulation results show that the
intelligent classification of bridge long-term health monitoring based on this method
has high accuracy and low error rate, which improves the real-time performance of
bridge monitoring. This method has important application value in improving the
health monitoring ability of bridges.

Acknowledgement. Two heights “project of xichang university (LGLZ201824): settlement
characteristics analysis and deformation prediction research of xigeda high-rise building with soil
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Abstract. In order to improve the construction quality detection ability of
building concrete, the construction quality detection method of building con-
crete based on big data is put forward, and a construction quality detection
model of building concrete based on feature extraction of association rules is
proposed. The nonlinear time series analysis method is used to model the
construction quality information flow of building concrete, and the quantitative
feature information flow of construction quality of building concrete is recon-
structed by quantitative regression analysis. The statistical characteristic quantity
of quantitative characteristics of construction quality of building concrete is
extracted by statistical feature analysis method, and the spectral density analysis
and feature detection of quantitative characteristics of construction quality of
building concrete are carried out in the moving average window. According to
the abnormal spectrum distribution of high-order statistics, the construction
quality inspection of big data building concrete is realized. The simulation
results show that the accuracy of using this method to detect the construction
quality of building concrete is high.

Keywords: Big data � Building concrete � Construction quality � Inspection

1 Introduction

The quality and fluctuation of concrete raw materials will have a great impact on its
quality and construction technology. For example, the fluctuation of cement strength
will directly affect the strength of concrete, and the change of super-particle size
particle content of stone at all levels will lead to the change of concrete gradation, and
will affect the workability of fresh concrete. The change of aggregate water content has
a great influence on the water-cement ratio of concrete. Therefore, in the process of
concrete production, the quality control of raw materials, in addition to regular testing,
but also requires the quality control personnel to master the change law of its content at
any time, and draw up the corresponding countermeasures. The quality of concrete
engineering is the result of the joint efforts of designers, supervisors and constructors.
The quality of concrete, in addition to the appearance of honeycomb, hemp surface
defects, is mainly whether the concrete strength can meet the requirements, when the
concrete strength cannot meet the engineering requirements, the supervisor can only
require demolition rework. The strength of concrete is usually determined 28 days after
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concrete pouring, and the conclusion is drawn [1]. During this period, a large number
of inferior concrete may also be poured, so that the amount of demolition works will be
large. Therefore, every person responsible for quality must pay attention to preventing
the occurrence of quality defects or discovering possible defects in construction as soon
as possible, so as to take remedial measures without losing time, all construction
personnel, Supervisors should monitor the preparation, mixing, pouring and mainte-
nance of concrete at any time [2]. At the same time, it is necessary to check whether to
do the concrete slump experiment on time, etc., the slump is the simplest, the fastest
index to judge the quality of concrete, the collapse is too large, too small will produce
vibration false, there will be honeycomb, holes, segregation, Whether the delamination
or strength is tested according to the requirements of the technical specification, and the
test results are checked. When the strength of the 7-day-old period may be lower than
the strength required by the project site, the cause should be found out in time and the
concrete construction should be stopped in the unqualified strength project site, and the
concrete construction should be determined until 28 days after the specimen test is
available [3].

The research on the construction quality detection model of building concrete is
based on the channel equilibrium configuration and feature extraction of building
concrete construction quality, and the load abnormal characteristic quantity of big data
is extracted from the balanced construction quality transmission channel of building
concrete. The correlation statistical analysis method is used to realize the construction
quality detection of building concrete. The typical algorithms are association rule
mining method, closed frequent itemset mining method, particle swarm optimization
algorithm, etc., combined with the corresponding learning algorithm. Realize the
construction quality inspection of building concrete and improve the detection per-
formance. In reference [4], a construction quality detection algorithm based on fuzzy
constrained adaptive beamforming is proposed. Firstly, the construction quality signal
model of building concrete is constructed, and the quantitative characteristic signal of
construction quality of big data construction is treated by anti-interference filtering with
cascade subsidence filter, so as to realize the detection and location of load anomaly.
The calculation cost of this method is large and the real-time performance is not good.
In reference [5], a construction quality detection model of big data building concrete
based on autocorrelation matching filter is proposed. When the construction quality
data of building concrete are interfered by the background of construction quality of
building concrete, the detection accuracy is not high. In reference [6], a construction
quality detection algorithm of building concrete based on IMF component decompo-
sition of multiple narrowband signals is proposed. The instantaneous frequency filter is
used to purify the signal, which improves the detection probability of construction
quality of building concrete. There are some problems in this method, such as poor
global convergence and weak anti-interference ability.

In order to solve the above problems, a construction quality detection model of
building concrete based on feature extraction of association rules is proposed in this
paper. Firstly, the time series distribution model and information flow model of
quantitative characteristics of building concrete construction quality are constructed,
and the balanced allocation of big data transmission channel for construction quality of
building concrete is carried out. Then the quantitative characteristics of construction
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quality of building concrete are extracted by high-order statistics, and the quantitative
features of construction quality of building concrete are extracted. Finally, the simu-
lation analysis is carried out. The superior performance of this method in improving the
accuracy of construction quality inspection of building concrete is verified.

2 Modeling and Data Structure Analysis of Quantitative
Characteristic Information Flow of Building Concrete
Construction Quality

2.1 Modeling of Quantitative Characteristic Information Flow
of Building Concrete Construction Quality

In order to realize the construction quality inspection of building concrete, it is nec-
essary to analyze the data structure and construct the quantitative characteristic infor-
mation flow model of building concrete construction quality. The statistical feature
analysis method is used to calculate the characteristic quantity of quantitative char-
acteristic data of construction quality of building concrete. According to the distribu-
tion attribute of characteristic quantity, the detection model of quantitative
characteristic data of construction quality of building concrete is designed. The output
link model of construction quality of building concrete is established, and the channel
equilibrium control model of construction quality of building concrete under cloud
computing environment is designed [7]. The distribution model of big data sampling
nodes for construction quality of building concrete is constructed by using irregular
triangulation model, as shown in Fig. 1.

Fig. 1. Distributed structural model of construction quality data of building concrete
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In the building concrete construction quality data distribution structure model
shown in Fig. 1, the large data anomaly detection model is composed of a link layer, a
backbone node and a Sink node, and the sampling data rule vector set of the cluster
head node of the building concrete construction quality data is distributed as follows:

SLi' ¼ Li if i ¼ 1
Newi' otherwise

�
ð1Þ

The iterative equation of link offset correction for construction quality channel of
building concrete is expressed as follows:

fij nþ 1ð Þ ¼ fijðnÞþ lMCMA
@JMCMAðnÞ
@fijðnÞ ð2Þ

Where, lMCMA represents the initial route positioning of building concrete con-

struction quality, fijðnÞ ¼ ½f ð0Þij ðnÞ; f ð1Þij ðnÞ; � � � ; f ðL�1Þ
ij ðnÞ�T , represents the initial sam-

pling value of quantitative characteristic information flow of building concrete
construction quality, combined with quantitative regression analysis method. The
quantitative characteristic information flow model of building concrete construction
quality is constructed.

2.2 Analysis of Quantitative Characteristic Distribution Data Structure
of Building Concrete Construction Quality

The building concrete construction quality information flow modeling is carried out by
adopting a non-linear time series analysis method [8], and the output of the offset load
in the obtained channel is expressed as follows:

xiðnÞ ¼
XM
j¼1

hijðnÞTsjðnÞþ viðnÞ ð3Þ

The channel model of big data transmission in the construction quality of building
concrete is expressed as follows:

yjðnÞ ¼
XP
i¼1

fijðnÞTxiðnÞ ð4Þ

Among them, fij represents big data’s DNS load frequency. If the number of
accurate data categories satisfying the data classification in the current snapshot win-

dow Bi is DBij, the weight coefficient Wc\ d tc; tað Þ, and t d tc; tað Þ ¼ 2�k tc�ta þ Tdð Þ�1

2�kTd�1
,

building concrete will be deleted and A j½ � ¼ A jþ 1½ �, in the phase space supported by
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finite data set, the vector quantitative decomposition of construction quality of building
concrete can be described as follows:

min
b

Y� Xbk k ¼ min
b

UTY� RVTb
�� ��

¼ min
b

UT
1

UT
2

" #
Y� R1 0

0 0

� �
VT

1

VT
2

" #
b

�����
�����

¼ min
b

UT
1Y� R1VT

1b

UT
2Y

" #�����
�����

¼ min
b

UT
1Y� R1VT

1b
�� ��þC

� �
ð5Þ

Which represents the correlation coefficient and aggregation coefficient of big data
abnormal data of construction quality of building concrete. The quantitative feature
information flow of construction quality of building concrete is reconstructed by
quantitative regression analysis. When the construction quality scale set of building
concrete tends to infinity. You can give up, that is:

min
b

Y� Xbk k ¼ min
b

UT
1Y� R1VT

1b
�� �� ð6Þ

In the link model of big data transmission of construction quality of building
concrete, the spatial distribution cluster of K load sampling node in m dimensional
space is obtained by N iteration calculation, then the spatial distribution cluster of K
load sampling node in m dimensional space is S, then the spatial distribution of K load
sampling node in m dimensional space is dij tð Þ:

dij tð Þ ¼ xij tð Þ � gbest tð Þ
�� �� ð7Þ

Where, xij tð Þ represents the load time series, gbest tð Þ represents the fitness function,
and adopts the adaptive random link configuration method to carry on the construction
quality inspection and data structure reorganization of big data’s construction concrete
in the construction quality of building concrete. Improve the channel balance and the
positioning ability of quantitative characteristics of construction quality of building
concrete.

3 Optimization of Construction Concrete Construction
Quality Testing Model

3.1 Feature Extraction of Association Rules

On the basis of the above nonlinear time series analysis method for building concrete
construction quality information flow modeling and data distributed structure analysis,
the optimal design of building concrete construction quality detection model is carried
out. In this paper, a construction quality detection model of building concrete based on
association rule feature extraction is proposed. If the scale of big data difference in the
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construction quality of building concrete is Xi ¼ xi1; xi2; . . .; xiDf g, space dimension D,
then the quantitative feature distribution set of construction quality of the i load joint in
m dimensional space is Vi ¼ vi1; vi2; . . .; viDf g. The load gain set transmitted by big
data is the optimal position set of Pi ¼ pi1; pi2; . . .; piDf g, individual for
Pg ¼ pg1; pg2; . . .; pgD

� �
, mining limit learning method for load balancing scheduling,

and the global optimal position set of big data for construction quality of building
concrete is GSS. Then the anomaly detection update strategy of data sampling node i at
tþ 1ð Þ time is as follows:

v tþ 1ð Þ
id ¼ vtid þ c1 � r1 ptid � xtid

	 
þ c2 � r2 ptgd � xtid
� �

x tþ 1ð Þ
id ¼ xtid þ v tþ 1ð Þ

id

(
ð8Þ

Where, c1; c2f g represents the acceleration coefficient of univariable load detection,
r1; r2f g is the random number between 0; 1½ �, and w is the lag detection coefficient of

quantitative characteristics of construction quality of building concrete [9]. The sta-
tistical characteristic quantity of quantitative characteristics of construction quality of
building concrete is extracted by statistical feature analysis method. According to the
residual error of detection model, the regression analysis model of construction quality
of building concrete is constructed. According to the regression residual, the low inertia
coefficient is adjusted adaptively, and there are:

dmean tð Þ ¼
Pn
j¼1

Pd
i¼1

dij tð Þ
����

����
n�d

dmax tð Þ ¼ max dij tð Þ
 ��� ��

k ¼ dmax tð Þ�dmean tð Þj j
dmax tð Þ

8>>>>><
>>>>>:

ð9Þ

Where, dmean tð Þ is the average grain distance to detect the construction quality of
big data building concrete, dmax tð Þ is the maximum grain moment, k is the clustering
degree of big data distribution of construction quality of construction concrete, and its
range is 0; 1½ �. From this, the statistical characteristics of quantitative characteristics of
construction quality of building concrete are extracted, and the construction quality of
building concrete is tested according to the results of feature extraction.

3.2 Implementation of Construction Quality of Construction Concrete

On the basis of using statistical characteristic quantity analysis method to extract the
statistical characteristic quantity of quantitative feature of building concrete construc-
tion quality, combined with limit learning method, the adaptive correction of con-
struction quality detection of building concrete is carried out. The mapping strategy for
getting limit learning is as follows:
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w ¼ w tð Þ � wstart k� a
w ¼ w tð Þ � 1

wend
k\b

�
ð10Þ

For the quantitative characteristic data of building concrete construction quality
with three different attribute categories, the individual xr1; xr2; xr3f g, takes xr1 as the
base vector and xr2; xr3f g as the difference vector, and carries on the multiple collinear
scheduling according to the modified result of limit learning. According to a certain
proportion, it is superimposed on the base vector, and the statistical characteristic
quantity of the quantitative characteristics of the construction quality of the building
concrete is calculated as follows:

z i;dð Þ ¼ xr1 þF � xr2 � xr3ð Þ ð11Þ

Where, F is the scaling factor. The spectral density analysis and feature detection of
quantitative characteristics of construction quality of building concrete are carried out
in the moving average window, and the binary collinear analysis method is adopted.
The variation vector zi of quantitative characteristics of construction quality of building
concrete and the corresponding original vector xi are crossed, and the load balance test
is carried out by means of mean test method, which is described as follows:

u i;dð Þ ¼ z i;dð Þ rand�CR; d ¼ rni
x i;dð Þ other

�
ð12Þ

Where, x i;dð Þ; z i;dð Þ; u i;dð Þ
� �

is the d dimensional component of solution vector
xi; zi; uif g, CR is the balance control coefficient of big data, and rni is a random integer.

According to the detection results of quantitative characteristics of construction quality
of construction concrete, the distribution of characteristic vectors and data information
of data sets in the construction quality of building concrete is expressed as follows:

v tþ 1ð Þ
id ¼ w � vtid þ c1 � r1 ptid � xtid

	 
þ c2 � r2 ptgd � xtid
� �

x tþ 1ð Þ
id ¼ xtid þ v tþ 1ð Þ

id

(
ð13Þ

ukþ 1
i;dð Þ ¼

x tþ 1ð Þ
id f tfitness\ ffitness

�

z kþ 1ð Þ
i;dð Þ f tfitness � ffitness

�

8><
>: ð14Þ

Where, the candidate solution is u kþ 1ð Þ
i ¼ u kþ 1ð Þ

i1 ; u kþ 1ð Þ
i2 ; . . .; u kþ 1ð Þ

iD

n o
and the

optimal solution is xki ¼ xki1; x
k
i2; . . .; x

k
iD

� �
, to compare the fitness value of the solution

vector, and the optimal value is selected to save to the channel model to improve the
accurate positioning ability of the quantitative characteristics of the construction quality
of the building concrete [10].
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4 Simulation Experiment and Performance Analysis

In order to test the application performance of this method in the construction quality
detection of building concrete, the simulation experiment is carried out, and Matlab 7 is
used to design the load detection algorithm. SPSS 1.4 statistical software is used to
analyze the quantitative characteristics of building concrete construction quality of big
data. The sampling interval of big data is Dt = 2.4 ms, the symbol interval is 1.2 Kbps,
and the length of data sample is 1024. The symbol rate of quantitative characteristic
distribution of construction quality is 1kBaud. the equalizer order of construction
quality transmission channel is 24, the frequency of baud interval sampling is 200 kHz,
and the iterative step size is 0.01. According to the above simulation environment and
parameter setting, the construction quality of building concrete is tested, and the
sequence of big data samples to be tested is shown in Fig. 1.

Taking the sampling data of Fig. 2 as the research object, the construction quality
of building concrete is detected, and the statistical characteristic quantity of quantitative
characteristics of construction quality of building concrete is extracted by using the
method of statistical characteristic quantity analysis, combined with the method of
spectral analysis. The output timing waveform of building concrete construction quality
is shown in Fig. 3.
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Fig. 2. Big data sample sequence of construction quality of building concrete
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Figure 3 shows that the characteristic resolution of the output sample sequence is
good and the overlapping interference is effectively suppressed by using this method to
detect the construction quality of building concrete. The accurate transmission ability
of big data in the construction quality of building concrete is improved. In order to
compare the performance, the load anomaly detection is carried out by different
methods in this paper, and the accurate probability comparison is shown in Fig. 4.
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Fig. 3. Timing waveform of construction quality inspection of building concrete
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Fig. 4. Comparison of detection accuracy
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The comparison of false detection rate of construction quality output of building
concrete is shown in Table 1.

The analysis of the above simulation results shows that with the increase of
interference SNR, the interference intensity is small, and the accuracy of construction
quality detection of big data building concrete is gradually improved, and the detection
accuracy of this method is 21.7% higher than that of the traditional method on average.
Because this method can effectively detect the quantitative characteristics of building
concrete construction quality in big data, thus reducing the output error detection rate
of building concrete construction quality, the comparison Table 1 shows, the output
error detection rate of this method is obviously lower than that of the traditional
method.

5 Conclusions

In this paper, a construction quality detection model of building concrete based on
feature extraction of association rules is proposed. The nonlinear time series analysis
method is used to model the construction quality information flow of building concrete,
and the quantitative feature information flow of construction quality of building con-
crete is reconstructed by quantitative regression analysis. The statistical characteristic
quantity of quantitative characteristics of construction quality of building concrete is
extracted by statistical feature analysis method, and the spectral density analysis and
feature detection of quantitative characteristics of construction quality of building
concrete are carried out in the moving average window. According to the abnormal
spectrum distribution of high-order statistics, the construction quality inspection of big
data building concrete is realized. The simulation results show that the accuracy of
using this method to detect the construction quality of building concrete is high. This
method has important application value in improving the construction quality of
building concrete.

Table 1. Comparison of output error detection rates

SNR/dB Proposed method PCA PSO

0 0.097 0.233 0.125
5 0.076 0.122 0.097
10 0.053 0.065 0.087
15 0.004 0.043 0.065
20 0 0.023 0.021
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Abstract. In order to solve the problem that the visual simulation image of
virtual experimental element is missing in the reconstruction module of virtual
experimental element, and the reconstruction accuracy of virtual experimental
element is not good. A visual display method of virtual experimental element
visual simulation image based on big data technology and virtual visual
reconstruction is proposed. Firstly, the information transmission model of virtual
experimental element visual simulation image is constructed. Then the 5-level
wavelet decomposition method is used to decompose and fuse the visual sim-
ulation images of virtual experimental elements, and big data fusion technology
is used to reconstruct the visual information of virtual experimental elements.
The visual simulation image visualization of virtual experimental elements is
realized. The simulation results show that this method has good visual display
performance and high feature fusion degree in the reconstruction and modeling
of virtual experimental element visual simulation image, and has high value in
the application of virtual experimental element visual display and digital
reconstruction.

Keywords: Big data technology � Virtual experimental elements � Visual
display

1 Introduction

With the development of image processing technology, the visual display of virtual
experimental elements by using big data technology can improve the visual recon-
struction and recognition ability of virtual experimental elements. The application of
virtual visual simulation imaging has a broad application prospect in the scientific and
technological fields such as visual display and display of virtual experimental elements
[1]. The virtual experimental element visual simulation image is used to reconstruct and
model the virtual experimental element, and the digital reproduction and visual display
of the virtual experimental element are realized. The research on visual display method
of virtual experimental elements based on big data technology and virtual scene
reconstruction has been paid more and more attention [3].
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The visual display of the virtual experiment element by using the virtual scene
simulation method is mainly to carry out three-dimensional scattered point recombi-
nation and visual display through the three-dimensional organization model, and the
template matching is carried out in combination with the statistical shape model
(SSM) method, the visual display and reconstruction of the pixel information points of
the visual simulation image of the virtual experimental element are realized, a point
distribution model (PDM), The LWT wavelet decomposition reconstruction method
and the irregular triangular network modeling method and the like, the method uses the
laser beam to scan the object to carry out three-dimensional characteristic recon-
struction and information modeling of the image, improves the texture information and
the pixel point characterization ability of the image, in which, the reference [3] pro-
poses an image modeling method based on a transmission space and a color texture
correlation image segmentation, the reconstruction precision of the image is improved,
the signal-to-noise ratio of the digital image output is high, but the calculation cost of
the virtual experimental element visual simulation image processing algorithm is large,
and the modeling real-time of the laser imaging is not good [4]. A three-dimensional
reconstruction and modeling method of an ultrasonic image based on a multi-scale
Retinx image denoising and enhancement processing is adopted to realize the visual
display of the three-dimensional ultrasound image [5], by denoising and enhancing the
ultrasonic image, the feature point tracking and calibration capability of the three-
dimensional scanning image is highlighted, but the method is easy to be interfered by
the external disturbance information in the modeling of the three-dimensional image,
and the modeling effect of the output image is not good when the interference intensity
is large, The accuracy is not high.

In view of the above problems, a visual simulation image display method based on
large data technology and virtual scene reconstruction is presented in this paper. Firstly,
the information conduction model of the virtual experiment element visual simulation
image is constructed, and the priority judgment of the sub-space structure block
matching and the visual display of the virtual experimental element information
missing area is carried out. Then the feature decomposition and information fusion of
the visual simulation image of the virtual experimental element are carried out by
adopting the wavelet decomposition method, and the visual information reconstruction
of the virtual experimental element is carried out to realize the visual display of the
visual simulation image of the virtual experimental element. Finally, the performance
test is carried out by the simulation experiment, and the superiority of the algorithm in
the information reconstruction and modeling of the visual simulation image of the
virtual experimental element is shown.

2 Information Conduction Model and Image Preprocessing

2.1 Visual Simulation Image Information Transmission Model of Virtual
Experimental Elements

By constructing the information transmission model of the visual simulation image of
the virtual experimental element, the information acquisition and feature extraction of
the visual simulation image of the virtual experimental element are carried out. in the
acquisition of the visual simulation image of the virtual experimental element,
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the reflected beam is reflected to the laser output port by using the virtual experimental
element of laser beam scanning [6]. The pixel feature arrangement sequence is different
and the three-dimensional laser imaging is obtained. In the information reconstruction
of the visual simulation image of the virtual experimental element, the size of the sub-
block of the modeling feature area is selected. The visual simulation image of each
M < N virtual experimental element is divided into rectangular blocks of
((M/16) + 1) * ((N/16) + 1), as shown in Fig. 1.

Selecting the most similar matching block to perform three-dimensional feature
reconstruction on the image to be visualized display area to obtain the information
conducting pixel set of the internal points of each sub-block, the point on the boundary
is determined by the similarity degree of the dark primary color current block in the
visual simulation image of the virtual experimental element and the display block to be
visualized, the information conducting priority characteristic matching is carried out,
and when the information conduction iteration is carried out, The related elements of
the adjacent blocks of the visual simulation image of the virtual experimental element
need to be gradient-smoothed [7]. The affine invariant moment feature extraction is
carried out with the affine invariant kernel function of 3 * 3, and the affine invariant
moment has the invariance of the rotation translation and the scale, so that the feature
mining can be carried out through the template matching of the image, and the template
size m * n determines the image processing template. The visual simulation image
texture information of the virtual experimental element in the unit time is G x; y; tð Þ, and
the intuitionistic fuzzy set of the visual simulation image texture sub-space of the
virtual experimental element is defined as the conduction function as follows:

pðx; tÞ ¼ lim
Dx!0

½r u� ðuþDuÞ
Dx

� ¼ �r
@uðx; tÞ

@x
ð1Þ

The ergodic characteristics of the image features in the scene are obtained, and the
information flow density vector of the virtual experimental element visual simulation
image texture structure is obtained as follows:

pðx; y; tÞ ¼ �rruðx; y; tÞ ¼ �rGðx; y; tÞ ¼ �r½Gxðx; y; tÞiþGyðx; y; tÞj� ð2Þ

Fig. 1. Visual simulation image rectangular block of virtual experimental element
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In which, i; j is a unit direction vector, and based on the visual significance of the
target in the visual display process of the virtual experimental element, the visual
simulation image structure texture information conduction model of the virtual
experimental element is constructed, and the rare degree in the whole scene is obtained,
And the global rare degree of the visual simulation image of the virtual experimental
element is obtained by adopting the zero-uniform traversal [8]. On the basis of the
analysis, the state equation of the texture information conduction model of the visual
simulation image of the virtual experimental element is described as:

f ðx1; x2Þ ¼ r1x1ð1� x1
N1
� r1

x2
N2
Þ ¼ 0

gðx1; x2Þ ¼ r2x2ð1� r2
x1
N1
� x2

N2
Þ ¼ 0

(
ð3Þ

In the above formula, r1 and r2 represent the local and global salient feature sets of
the virtual experimental element visual simulation image, r1 represents the mean value
of the image feature, and N1, N2 are the noise component.

On the basis of constructing the information transmission model of the virtual
experimental element visual simulation image, the information collection and feature
analysis of the virtual experimental element visual simulation image are realized, which
provides an accurate data basis for the virtual experimental element modeling [9].

2.2 Priority Determination of Visual Simulation Image Reconstruction
of Virtual Experimental Elements

In the information transmission model, the priority of visual display of the information
missing area of the virtual experimental element visual simulation image is determined
by using the sub-spatial structure block matching method [10]. The subspatial structure
model of visual simulation image of virtual experimental element is designed as shown
in Fig. 2.

In Fig. 2, X represents the absence of information from the visual simulation image
of the virtual experimental element (the white area), / represents the information intact
area (gray area) of the virtual experimental element graph, @X represents the edge line

Fig. 2. Subspatial structure model of image
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of the information intact area and the information missing area, p represents the pixel
point of the virtual visual simulation of the virtual experimental element on @X, and Wp

represents the fuzzy membership degree set of the visual pixel point of the virtual
experimental element visual simulation image centered on the SF point. The priority of
3D image reconstruction in the subspatial structure of the image [11].

Firstly, the priority coefficient of the block to be rebuilt is calculated, the edge pixel
points of the virtual experimental element visual simulation image are updated, and the
multi-dimensional search method of subspace feature information is adopted. The
information points of the virtual experimental element visual simulation image are
searched by gray level until there are no edge pixels. The mean value of the features is
used as the pheromone in the sub-spatial structure block, and the global rarity feature
decomposition of the virtual visual simulation imaging is carried out. The iterative
equation of feature decomposition is described as follows:

uðnþ 1Þðx; yÞ ¼ uðnÞðx; yÞþ duðnÞ1 ðx; yÞ ð4Þ

uðnÞ1 ðx; yÞ ¼ MDsu
ðnÞðx; yÞþNDtu

ðnÞðx; y; dÞ ð5Þ

It is assumed that the size of the visual simulation image of the virtual experimental
element to be rebuilt is that the size of the m� n, feature scale block Wp is s� s.
Through the matching of the sub-spatial structure blocks, the priority determination of
the unknown pixel points of the virtual experimental element visual simulation image is
realized. The priority ranking of pixel points satisfies:

Pð xT � Kj j\ kvrffiffiffiffi
N

p Þ � 2ffiffiffiffiffiffi
2p

p
Z kv

0
e�

1
2t
2
dt ¼ 1� v ð6Þ

Wherein, xT is the mean value of local contrast window of virtual experimental
element visual simulation image, v is significance weight, K is global rarity coefficient,
r is threshold.

3 Improved Implementation of Image Processing Algorithm

3.1 Image Feature Decomposition and Information Fusion of Visual
Simulation of Experimental Elements

On the basis of the above information transmission model construction and the priority
determination of virtual experimental element visual simulation image reconstruction,
the visual display design of virtual experimental element is carried out. In this paper, a
visual display method of virtual experimental element visual simulation image based
on big data technology and virtual visual reconstruction is proposed [12]. The 5-level
wavelet decomposition method is used to decompose and fuse the visual simulation
images of virtual experimental elements. For the visual simulation images X and Y of
two virtual experimental elements in the information transmission model, The SSIM
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value of the similarity between the visual simulation images of the two virtual
experimental elements is defined as follows:

SSIM ¼ ½lðX; YÞ�a½cðX; YÞ�b½sðX;YÞ�c ð7Þ

The 5-level wavelet decomposition is used, the whole frequency band of the virtual
experimental element visual simulation image can be divided into six. According to the
wavelet decomposition CSF characteristic curve, the grid vertexes of the virtual
experimental element visual simulation image reconstruction are determined. Six
weights are taken for the scattered three-dimensional sampling points. Through the 5-
level wavelet decomposition of the visual simulation image of the virtual experimental
element, the structure similarity characteristics of the wavelet of the visual display
image of the virtual experimental element are obtained as follows:

wsðX; YÞ ¼ 2jPN
i¼1 cx;icy;ij þKPN

i¼1 jcx;ij2 þ
PN

i¼1 jcy;ij2 þK
ð8Þ

The gray information contrast of lðX; YÞ, virtual experimental elements visually
displayed by virtual experimental elements is characterized by the feature structure of
cðX; YÞ, virtual experimental elements. The results of feature decomposition and
information fusion of images obtained by wavelet decomposition of sðX; YÞ, are as
follows:

lðX; YÞ ¼ ð2uxuy þC1Þ
�ðu2x þ u2y þC1Þ ð9Þ

cðX; YÞ ¼ ð2rxry þC2Þ
�ðr2x þ r2y þC2Þ ð10Þ

sðX; YÞ ¼ ðrxy þC3Þ
�ðrxry þC3Þ ð11Þ

Wherein, ux, uy are the pixel intensity mean of image X; Y , rx, ry are the standard
deviation of local contrast window of X; Y , rxy is edge information covariance, and C1,
C2, C3 are global rarity constants.

3.2 Realization of 3D Reconstruction of Visual Simulation Image
of Virtual Experimental Element

On the basis of the above five-level wavelet decomposition method for the feature
decomposition and information fusion of the visual simulation image of the virtual
experimental element, the visual information reconstruction of the virtual experimental
element is carried out. The visual simulation image visualization of virtual experi-
mental elements is realized, and the parameters of wavelet structure similarity WSSIM
of visual simulation images of two virtual experimental elements are calculated.
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WSSIM ¼ ½lðX; YÞ�a½cðX; YÞ�b½wsðX; YÞ�c ð12Þ

and through the multi-scale decomposition of the global rare degree, the energy of the
two direction sub-bands in the information conduction model of the visual display
imaging of the virtual experimental element is respectively:

EHLi ¼
X
j

ðcHLij Þ2;ELHi ¼
X
j

ðcLHi
j Þ2 ð13Þ

The weight of the global and local operations is updated by the fusion of the
similarity of the SSIM, and the image is subjected to convolution with a Gaussian
kernel function of different scales, so that the reconstruction output of the visual
simulation image of the virtual experimental element is obtained as follows:

xHLi ¼
EHLi

EHLi þELHi þEHHi

ð14Þ

xLHi ¼
ELHi

EHLi þELHi þEHHi

ð15Þ

xHHi ¼
EHHi

EHLi þELHi þEHHi

ð16Þ

The probability of each pixel variance in the whole diagram is calculated, the
significance of the characteristic points of virtual experimental elements is measured,
and the structural similarity characteristics of the images in the high-frequency subband
of the wavelet is calculated as:

WSSIMHi ¼ xHLi �WSSIMHLi þxLHi �WSSIMLHi þxHHi �WSSIMHHi ð17Þ

Thus, the wavelet structure similarity of the visual simulation image of the virtual
experimental element is calculated, which is recorded as FWSSIM:.

FWSSIMðX; YÞ ¼
xLL �WSSIMLL þ

P5
i¼1

ðxHi �WSSIMHiÞ

xLL þ
P5
i¼1

xHi

ð18Þ

Based on the above processing, the visual display of virtual experimental elements
is realized.

3.3 Simulation Experiment and Result Analysis

In order to verify the effectiveness of the algorithm, the visual simulation images of
different types of virtual experimental elements are used for reconstruction simulation.
The test platform is, Pentium (R) 4 CPU 3.00 GHz and 1 G memory of windows 10
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(b) Reconstruction with traditional method

(c) Reconstruction with proposed method

(a) Original experimental element image

Fig. 3. Virtual scene simulation modeling and simulation of virtual experimental elements
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system. Using Matlab simulation software, the algorithm is programmed and designed.
The experimental samples are taken from the visual simulation image database of
Criminisi large virtual experimental elements, and the sub-spatial structure block
matching and visual display of virtual experimental element information missing area
are carried out. The information feature sampling and information fusion of the virtual
experimental element visual simulation image are realized, the search step size N = 4 is
set, and the sample block matching template of the virtual experimental element image
is 9 � 9. The window sizes are 3 * 3, 5 * 5, 9 * 9, 17 * 17. According to the above
simulation environment and parameter setting, the original virtual experimental ele-
ment image is obtained, and the virtual visual simulation reconstruction results of the
virtual experimental element are carried out by using this method and the traditional
method, as shown in Fig. 3.

It can be seen from the diagram that the virtual visual scene reconstruction of
virtual experimental elements is carried out by using this method, and the visual display
and reconstruction quality of the image is better, which improves the imaging quality of
the image, in order to describe the performance of the algorithm quantitatively. The
root mean square error (RMSE) and execution time of peak signal-to-noise ratio
(PSNR), reconstruction are used as test indexes, and the comparative results are shown
in Table 1. The results show that the virtual scene simulation modeling of virtual
experimental elements is carried out by using this method, and the peak signal-to-noise
ratio of the output image is high, which indicates that the imaging quality of the
reconstructed image is better and the root mean square error is low. The results show
that the feature extraction accuracy of virtual visual simulation imaging is high and the
execution time is short, which shows that the real-time performance of this method is
better and the performance index is superior to the traditional method.

4 Conclusions

In this paper, a visual display method of virtual experimental element visual simulation
image based on big data technology and virtual visual reconstruction is proposed.
Firstly, the information transmission model of virtual experimental element visual
simulation image is constructed, and then the feature decomposition and information
fusion of virtual experimental element visual simulation image are carried out by using

Table 1. Comparison of the modeling performance of the virtual experimental element of the
virtual scene simulation.

Test
pattern

PSNR/dB RMSE E-time/ms
Proposed
method

Traditional
method

Proposed
method

Traditional
method

Proposed
method

Traditional
method

1 55.6 32.1 0.025 0.168 3.1 43.7
2 73.4 44.2 0.046 0.114 3.4 32.5
3 48.6 42.4 0.058 0.254 2.7 12.4
4 66.4 51.6 0.028 0.318 2.3 18.6
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wavelet decomposition method, and the visual information reconstruction of virtual
experimental element is carried out. The visual simulation image visualization of vir-
tual experimental elements is realized. The results show that the visual display per-
formance of virtual experimental element scene simulation image reconstruction
modeling is better, the PSNR of the output image is improved, the reconstruction error
is reduced, and the image quality is improved. The method in this paper has a good
application value in the visual display and reconstruction of experimental elements.
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Abstract. In the process of modeling distributed power grid connection, the
parameter control effect is not good, and the modeling is not stable. A dis-
tributed power energy grid-connected control method based on large data is put
forward. Distributed power energy-energy grid-connected model is established,
a DC/AC inverter model and a current inner-loop controller model are analyzed.
And an equivalent circuit model analysis of the terminal voltage of the grid-
connected inverter of the controller is analyzed. The fuzzy PID control algo-
rithm is introduced to identify the unknown parameters in the distributed power
energy grid-connected control, the fitness function of the inner ring controller
and the fitness function of the outer ring controller are obtained. Expert database
is initialized and updated, Until the maximum number of iterations or conver-
gence accuracy is reached. The simulation results show that the proposed
method can effectively improve the performance of the distributed power grid-
connected control.

Keywords: Big data � Distributed power energy � Grid-connected control �
Fuzzy PID

1 Introduction

With the gradual increase of the scale of grid-connected photovoltaic system, its effect
on power grid is becoming more and more obvious, and the safety and reliability of
grid-connected photovoltaic power generation have been paid more and more attention.
Among them, distributed power energy grid-connected is the basis of simulation
research on photovoltaic power supply system, and whether it can effectively reflect the
dynamic characteristics of photovoltaic power generation system mainly depends on its
reasonable model structure and accurate model parameters [1]. Therefore, it has great
significance to study distributed power energy grid-connected control.

At present, many algorithms have been applied to distributed power energy grid-
connected control. The commonly used algorithms include genetic algorithm, particle
swarm optimization algorithm, ant colony algorithm and imitating electromagnetics
algorithm [2, 3]. In reference [4], the proportional integral control algorithm is applied
to the distributed power energy grid-connected control. The current is decomposed into
positive and negative sequence by two current controllers in synchronous reference
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coordinate system. The PI control in synchronous coordinate system is carried out
respectively, but this method has the disadvantage of complicated calculation process.
In reference [5], the proportional resonance control algorithm is applied to the dis-
tributed power energy grid-connected control. The current can directly control the
output current in two-phase static coordinates, but to some extent, this method is
difficult to achieve. In reference [6], genetic algorithm is applied to distributed power
energy grid-connected control. The performance of the system is degraded by elimi-
nating positive and negative sequence decomposition by genetic algorithm. This
method takes a long time and the efficiency is very low.

In order to solve the above problems, a distributed power energy grid-connected
control method based on big data is proposed, the distributed power energy grid-
connected model is established, and the DC/AC inverter model is analyzed. In the
process of establishing the current inner loop controller model and the voltage outer
loop controller model, the fuzzy PID control algorithm is introduced to identify the
unknown parameters of the modeling of the grid photovoltaic power generation unit.
The experimental results show that the proposed method can effectively improve the
performance of distributed power energy grid-connected control.

2 Parameter Optimization Identification in Distributed
Power Energy Grid-Connected Control

2.1 Establishment of a Distributed Power Grid-Connected Model

The distributed power energy grid-connected model is mainly composed of DC/AC
inverter model, current inner loop controller model and voltage outer loop controller
model. Below, the establishment of each model is analyzed in detail. The equivalent
circuit diagram is shown in Fig. 1.

The establishment of DC/AC inverter model is the foundation of distributed power
energy grid-connected model. Its model can be simulated by inertia link. Because the
frequency of modulation wave is obviously higher than that of power grid frequency,
the inertia delay time constant is very small. Then the DC/AC inverter model can be
described as:

G1 sð Þ ¼ 1
1þ 0:5sTSW

ð1Þ

Wherein, S is used to describe the control signal, TSW is used to describe the inertia
delay time constant, and TSW ¼ 1=fSW , fSW is used to describe the switching frequency
of the inverter.

Based on the DC/AC inverter model, the current inner loop controller model is
established, which provides the basis for the establishment of the voltage outer loop
controller model. The inner loop must follow the transient change of the reference
current quickly, and its response speed is much higher than that of the voltage outer loop
controller [7]. The current formed by the outer loop control loop is regarded as the
reference Isd ref , passing through a series of control stages. The grid-connected current
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of the converter is controlled, that is, the reference voltage Udq ref . The reference
voltageUabc ref is transformed into the reference voltageUdq ref , needed by the inverter
through the conversion of dp coordinates to form a trigger pulse. Therefore, the models
of inner loop controller and outer loop controller can be established respectively.

Ts is used to describe the measurement sampling time, 1
1þ sTs

is used to describe the

control delay link, 1
1þ 0:5sTs

is used to describe the measurement sampling link, id ref is
used to describe the reference values of active current and reactive current, and Ls is
used to describe inductance. id , iq is used to describe the d, q axis component of the
three-phase current fundamental wave on the grid-connected side; Gcuur d sð Þ,
Gcuur q sð Þ are used to describe the resistance of the grid-connected side line; it is used
to describe the inner ring d � axis and q� axis current PI controllers, respectively. The
formula is described as follows:

Gcuur d sð Þ ¼ KP1sþK11

sG1 sð Þ ð2Þ

Fig. 1. Equivalent circuit diagram
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Gcuur q sð Þ ¼ KP2sþK12

sG1 sð Þ ð3Þ

Wherein, KP1, K11, KP2, K12 are used to describe the parameters of the axis PI
controller of the inner ring d axis and Q, respectively.

In that model, the influence of the capacitance H on the current loop in the LC low-
pass filter cannot be taken into account due to the influence of the power factor of the
unit when the inverter is in operation, the expression of the inner ring current control
model is as follows:

GðsÞ ¼
Z

Ts:Gcuur d sð Þid ref � id
TSW :Gcuur q sð Þiq ref � iq ð4Þ

Both of them can be obtained by measurement, and the controller parameters are
unknown and need to be identified [8].

2.2 Establishment of Voltage Outer Loop Controller Model

After the current inner loop controller model is established, the voltage outer loop
controller model is established. Because the response speed of the outer loop controller
is slow, in the process of modeling the voltage outer loop controller, it is necessary to
complete the non-mechanism modeling equivalence of the current inner loop controller
model [9]. According to the characteristics of the equivalent inner loop controller of the
first order inertia link, it is called the equivalent inner loop control model, and the
transfer function SF is the equivalent model of the current inner loop, which is mainly
used in the control loop of the voltage outer loop. The equivalent Geq sð Þ voltage outer
loop controller model can be described in Fig. 2.

After completing the equivalence of the inner loop current controller, it is necessary
to identify the parameters Keq and Teq, so as to establish the voltage outer loop con-
troller model more accurately. DC voltage control method is usually selected for outer
loop control, which operates with a unit power factor. Therefore, suppose the reference
value of Q� axis current iq ref ¼ 0, is mainly responsible for providing d � axis

Fig. 2. Equivalent DC voltage outer loop controller model
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reference current id ref . Therefore, the outer loop controller model is mainly affected by
the d-axis current inner loop model. The model expression is as follows:

Geq sð Þ ¼ KeqGðsÞ
1þ Teqs

ð5Þ

In the outer loop voltage control model, Udc ref and Udc can be obtained by
measurement, and the parameters Keq and Teq need to be obtained by identification.
Above, the establishment of distributed power energy grid-connected model is ana-
lyzed, but the model parameters cannot be determined. The fuzzy PID control algo-
rithm is applied to distributed power energy grid-connected control to obtain unknown
model parameters in each stage.

3 Distributed Energy Grid-Connected Control Based
on Big Data

After the distributed power energy grid-connected model is established, the parameters
of the model need to be identified. Because the fuzzy PID control (HS) algorithm is a
heuristic global optimization algorithm, when performing music, musicians through
their own memory, by constantly changing the music of each musical instrument in the
band. Finally, a process simulation of the optimal harmony state is obtained [10].
Therefore, in this paper, the fuzzy PID control algorithm is used as the parameter
optimization method to identify the unknown parameters in the previous analysis
model, and the best fitting process can be achieved according to some principles. Then
the objective function can be described as:

F ¼
XM
k¼1

e kð Þj jGeq sð Þ ð6Þ

Where, F is used to describe the fitness function, e kð Þ is used to describe the error
between the measured value and the identified calculated value, and M is used to
describe the length of the data. The fitness function of the inner loop controller may be
described as:

Finner dq ¼
XM
k¼1

F idq kð Þ � idq cal kð Þ�� �� ð7Þ

Similarly, the fitness function of the outer loop controller can be described as
follows:

Fouter dq ¼
XM
k¼1

F id kð Þ � id cal kð Þj j ð8Þ

36 C. Bai



Where, idq is used to describe the dq axis component of the measured inverter
output current, and idq cal is used to describe the calculated value of the dq axis
component of the inverter output side current identified by the fuzzy PID control
algorithm. id cal is used to describe the d-axis component of the measured three-phase
current fundamental wave on the grid-connected side, and id cal is used to describe the
d � axis component of the identified three-phase current fundamental wave on the grid-
connected side.

The detailed process of identifying unknown parameters in distributed power
energy grid connection model by PID algorithm is as follows:

(1) Problem and algorithm parameter initialization: the parameters of the optimization
problem are mainly the target function Finner dq and Fouter dq, the variable set
x ¼ KP1;K11;KP2;K12;R; L;Keq; Teq

� �
, the lower limit Lxi of each variable value

and the upper limit Uxi ; the parameters of the HS algorithm are mainly the expert
database size (HMS), the expert database consideration probability (HMCR), a
fine-tuning probability (PAR), a maximum number of iterations (NI), and a ter-
mination condition;

(2) Initializing the expert database: randomly generating HMS initial solutions are
stored in the expert database, and the objective function values of each solution
are obtained at the same time.

(3) A new solution is generated: any random number R1 is selected, and if
R1\HMCR, a variable is selected in the expert database; on the contrary, the
value is randomly selected outside the expert database. If you select a value in the
expert database, you need to select another random number R2, if R2\PAR, you
need to complete the disturbance processing of the value. A new solution can be
formed by using the above rules for all variables.

(4) If that new solution is better than the optimal solution in the expert database,
replace the worst solution to the expert database;

(5) The above process is carried out continuously until the maximum number of
iterations or convergence accuracy is reached.

4 Simulation Experiment Analysis

In order to verify the effectiveness of the fuzzy PID control algorithm applied to
distributed power energy grid-connected control, it is necessary to carry out relevant
experimental analysis. In the experiment, the genetic method is compared and ana-
lyzed. The experimental software platform is based on the simulation software of
MATLAB 7.0. the hardware system platform of the simulation experiment is as fol-
lows: model Dell 2210b, processor is Intel Core2 Duo1.80 GHz, 1 G memory, the
hardware system platform of the simulation experiment is model Dell 2210b, the
processor is Intel Core2 Duo1.80 GHz, 1 G memory, the main frequency is DDR2 667.
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50 simulations are carried out by using this method and the traditional genetic method,
and the number of iterations, the time consuming and the statistical results of the model
simulation accuracy are counted and described in Table 1.

It can be seen from the analysis of Table 1 that the number of iterations of this
method is lower than that of the genetic method. In addition, the time consuming of this
method is obviously less than that of the genetic method, and the accuracy is much
higher than that of the genetic method.

In order to further verify the effectiveness of the proposed method, the performance
indexes of the two methods are compared and analyzed, and the results are shown in
Table 2.

The analysis of Table 2 shows that compared with the genetic method, the over-
shoot produced by this method is smaller and the time required for the whole simu-
lation process is shorter, which shows that the energy saving control performance of
this method is much better than that of genetic method. The effectiveness of the
proposed method is further verified.

Figures 3 and 4 respectively illustrate the comparison between the fitness value of
the target function of the inner ring and the outer ring controller model and the optimal
fitness curve obtained by the method and the genetic method of the present invention
with the increase of the number of iterations.

Table 1. Simulation results of two methods.

Number of iterations Time/s Accuracy/
%Minimum

number of
iterations

Average
number of
iterations

Maximum
number of
iterations

Minimum
number of
iterations

Average
number of
iterations

Maximum
number of
iterations

Method
of this
paper

5 21 68 0.004 0.021 0.042 97

Genetic
method

12 45 100 0.032 0.065 0.098 89

Table 2. Comparison results of performance indicators of the two methods.

Number of experiments Proposed method Genetic method
Time delay/s Overshoot/% Time delay/s Overshoot/%

1 8 0 16 2.3
2 12 0.3 18 1.8
3 14 0.8 22 2.9
4 12 0.5 24 1.5
5 8 0.3 18 2.1
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Figures 3 and 4 show that the fitness curve of this method is closer to the optimal
fitness curve than the genetic method for both the inner loop controller model and the
outer loop controller model. It is shown that the distributed power energy grid-
connected model under this method has higher fitting accuracy. The output dynamic
response of the inner ring and the outer ring is closer to the output curve of the detailed
model than the genetic method, which shows that it is reasonable and effective, and the
structure of the model is greatly simplified by using the method in this paper, which is
beneficial to the identification of the model parameters.

5 Conclusions

In this paper, a method of applying fuzzy PID control algorithm to distributed power
energy grid-connected control is proposed, the distributed power energy grid-connected
model is established, and the DC/AC inverter model is analyzed. In the process of
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establishing the current inner loop controller model and the voltage outer loop con-
troller model, the fuzzy PID control algorithm is applied to the identification of
unknown parameters in distributed power energy grid-connected control. The fitness
function of the inner loop controller and the fitness function of the outer loop controller
are given, and the expert database is initialized. According to the objective function, a
new solution is generated and the expert database is updated. Until the maximum
number of iterations or convergence accuracy is reached. The simulation results show
that the proposed method can effectively improve the performance of distributed power
energy grid-connected control.
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Abstract. To improve the ability of blind identification and scheduling of
sparse multipath channels in wireless communication networks under the
background of Internet of things, a blind identification algorithm for sparse
multipath wireless communication based on random sampling interval equal-
ization and BPSK modulation is proposed. The sparse multipath channel model
of wireless communication network under the background of Internet of things
is constructed, and the multipath characteristics of sparse multipath channel of
wireless communication network are analyzed. The BPSK modulation method is
used to filter the inter-symbol interference of sparse multipath channel of
wireless communication network. Based on the adaptive random sampling
interval equalization technique, blind channel identification is designed, and the
tap delay line model is used to suppress the multi-path of sparse multipath
channel in wireless communication network. The simulation results show that
the blind identification of sparse multipath channels in wireless communication
networks is well balanced and the bit error rate (BER) is reduced.

Keywords: Internet of things � Sparse multipath channel � Blind
identification � Communication

1 Introduction

The Internet of things is a smart object with the ability of online real-time, compre-
hensive and accurate positioning perception, the ability of “unobstructed” large data
comparison and query, and the ability of daily management and emergency response
with super intelligence beyond the individual’s brain. Therefore, wireless communi-
cation networks can use the advantages of the Internet of things to blindly identify and
schedule sparse multipath channels. Under the background of Internet of things, the
sparse multipath channel of wireless communication network is easy to be interfered by
the spectrum of the network, it is easy to appear multi-path effect. The attenuation of
signal energy is large, so it is necessary to develop and store reasonable information
resources in the spectrum. Transmission and utilization can realize blind identification
scheduling of sparse multipath channel in wireless communication network, improve
the fidelity of big data communication transmission. And study the blind identification
scheduling model of sparse multipath channel in wireless communication network
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under the background of Internet of things [1]. The sparse multipath channel and
spectrum of the wireless communication network are effectively managed and con-
trolled, and the error-free control of the sparse multipath channel of the Internet of
things is carried out with joint feature recognition and blind channel identification
design, so as to improve the efficiency and intelligence of Internet of things commu-
nication and resource transmission control [2].

The invention relates to a sparse multi-path channel blind identification and
scheduling technique of a wireless communication network under the background of
internet of things. In the background of internet of things, the sparse multi-path channel
of the wireless communication network is affected by the interference of the electro-
magnetic medium. The multi-path effect of the channel output, the inter-code inter-
ference is easily generated, the communication channel is unbalanced, the channel
blind identification design and the scheduling are needed, and the fidelity of the large-
data output is improved [3]. Conventionally, a blind identification algorithm for a
sparse multi-path channel of a wireless communication network mainly comprises a
decision feedback blind identification algorithm, an LMS blind identification algo-
rithm, a diversity blind identification algorithm and the like, the output symbol mod-
ulation is carried out in combination with the adaptive modulation and demodulation
technology. The channel spread spectrum scheduling is carried out by adopting a
spread spectrum technology, the anti-interference and the robustness of the channel
scheduling are improved, a certain research result is obtained. The invention provides a
blind identification algorithm based on a judgment feedback self-coherent matching
object-to-internet communication blind identification algorithm, which consists of a
feed-forward filter and a feedback filter, But the method cannot effectively inhibit the
impulse response interference in the background of the electromagnetic radiation and
the internet of things, so that the anti-interference capability of the channel blind
identification and scheduling is not strong; the channel blind identification algorithm
based on the combination of the PTRM and the DS is proposed in the reference [4], the
blind identification design of the internet of things communication in the background of
internet of things is carried out, the inter-code interference suppression model is
adopted for multi-path filtering and channel anti-interference processing, the PTRM
direct-expanding simulation communication system is constructed. In the three cases of
PTRM, the Internet of Things communication system is studied, the error rate of three
blind identification scheduling models under different signal-to-noise ratios and dif-
ferent processing gains is analyzed, and the blind identification and scheduling capa-
bility of the sparse multi-path channel of the wireless communication network is
improved. But the method has the problem that the computational expense is too large
and the complexity is high; in the reference [5], a sparse multi-path channel blind
identification algorithm based on a wireless communication network under the object
of networking background based on a direct sequence spread spectrum is proposed, and
a self-correlation matched filter is designed. By direct sequence spread spectrum
method, the channel blind identification of the Internet of things communication in the
Internet of things is realized, the blind identification effect of the communication
channel is good, and the error bit rate of the communication is low. But with the
increase of the impact strength of the large data, the impact resistance of the channel is
not good, and it needs to be improved [6].
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In order to solve these problems, this paper proposes a blind identification algo-
rithm for sparse multipath wireless communication based on random sampling interval
equalization and BPSK modulation. Firstly, the sparse multipath channel model of
wireless communication network under the background of Internet of things is con-
structed. The blind identification scheduling of sparse multipath channel in wireless
communication network is realized by combining BPSK modulation and demodulation
technology, and the blind identification of channel is improved. Finally, the simulation
results show that the proposed method can improve the performance of blind channel
identification scheduling and improve the transmission quality of Internet of things
(IoT) communication.

2 Network Multipath Channel Model and Channel
Characteristic Analysis Under the Background
of Internet of Things

2.1 Network Multipath Channel Model Description Under
the Background of Internet of Things

In order to realize blind identification scheduling of sparse multipath channel in
wireless communication network under the background of Internet of things, it is
necessary to construct sparse multipath channel model of wireless communication
network under the background of Internet of things, and analyze the input and output
characteristics of communication signal. The sparse multipath channel of wireless
communication network in the context of Internet of things is an extended channel,
which is modelled and demodulated by multi-input multi-output MIMO multi-path
channel model [7]. The sparse multipath channel of wireless communication network
has two main characteristics: one is that it is easy to appear channel distortion in the
background of Internet of things, and the sparse multipath channel of wireless com-
munication network is bandwidth-limited channel. Blind identification technology can
be used for blind channel identification scheduling to suppress distortion and improve
the blind identification of the channel. Second, the sparse multipath channel of wireless
communication network under the background of Internet of things has a larger
absorption coefficient for higher frequency signals, which can compensate for the
inherent channel distortion in the received signal, and the channel characteristics
change with time. Under the condition of limited space, the blind identification
scheduling of symbol interval and fractional interval has the adaptability under the
condition of strong micro-multipath and strong micro-multipath. Under the background
of Internet of things, doppler frequency shift affects carrier tracking and symbol syn-
chronization of IoT communication. A coherent multi-path channel model is used to
optimize the sparse multipath channel model of wireless communication network under
the background of Internet of things. The channel model is constructed by using a
digital communication system with blind identifier [8]. The impulse response of the
channel after sampling decision can be expressed as follows:

Blind Identification of Sparse Multipath Channels 43



h tð Þ ¼
X
i

ai tð Þejhi tð Þd t � iTSð Þ ð1Þ

Where, hi tð Þ is the phase offset of each path. The blind identifier parameters
weights are installed for blind channel identification scheduling, and the modified filter
coefficients are used to compensate hi tð Þ and symbol rate H adaptively. The dynamic
compensation technique is used to process the symbol sampling of sparse multipath
channel in wireless communication network under the background of Internet of things
[9]. The output signal model is reconstructed by using positive and negative signal
flipping method:

~yþk ¼ yþk ; yþk � 0

0 ; yþk \0

(
ð2Þ

~y�k ¼ y�k ; y�k � 0

0 ; y�k \0

(
ð3Þ

The transverse time domain filter shown in Fig. 1 is used to modulate the com-
munication channel, so that the output time delay of the Internet of things communi-
cation system is equal to the slope of the phase-frequency characteristic curve, and the
tap weighted control is combined [10]. Each multipath signal is added to the output,
and the blind identified communication signal is outputted.

In Fig. 1, the big data impact signal is outputted in the multipath channel as
follows:

xk ¼
XN�1

n¼0

Cn � ej2pkn=N k ¼ 0; 1; � � � ; N � 1 ð4Þ

Fig. 1. Structure diagram of transverse time domain filter
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According to the channel difference value of channel impulse between receiving
and sending nodes, the complex coefficient is used to simulate the impulse response of
the channel accurately. And the instantaneous quantity is used instead of the statistical
average to obtain the network multipath channel model under the background of the
Internet of things:

xk ¼
XN=2�1

n¼0

2 an cos
2pkn
N

� bn sin
2pkn
N

� �
k ¼ 0; 1; . . .N � 1 ð5Þ

In the above formula, an denotes the tap interval, and bn is the time-varying tap
coefficient of the blind identifier.

2.2 Inter-symbol Interference Filtering for Sparse Multipath Channels
in Wireless Communication Networks

The BPSK modulation method is used to filter the inter-symbol interference (ISI) in
sparse multipath channels of wireless communication networks, and the blind channel
identification design is carried out with adaptive random sampling interval equalization
technique [11]. The channel bandwidth of IoT communication network is obtained
under the background of Internet of things:

Ts ¼ Nf Tf ð6Þ

After the multipath propagation of the channel, the time delay of the sparse mul-
tipath channel receiver of the wireless communication network under the background
of the Internet of things is obtained as follows:

xðtÞ ¼
XM
m¼1

XKðmÞ
k¼1

wnksðt � Tm � smkÞþ vðtÞ ð7Þ

In the equation, wmk is the superposition of multiple components with phase offset,
and vðtÞ is noise. According to the channel characteristic range, the interference fil-
tering is carried out, and the adaptive cascade filtering model is used to suppress the
interference. The filtering function is expressed as follows:

xðtÞ ¼
XNS

j¼1

XM
m¼1

XKðmÞ
k¼1

qjwmkpðt � jTs � Tm � smkÞþ vðtÞ ð8Þ

Where, qj is the instantaneous impulse response of the channel in a short time, the
data training sequence is represented as aj, and the tap delay model of blind identifier is
cj. The channel output code stream after inter-symbol interference filtering is obtained
by suppressing the inter-level interference:
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TðnÞ ¼
X
i

Rðn; iÞþ Tðnþ 1Þ ð9Þ

While n ¼ 0, Tð0Þ ¼ Tð1Þ, while n ¼ N, TðnÞ ¼P
i
Rðn; iÞ, according to the above

analysis, the proposed method is used to filter the inter-symbol interference of the
sparse multipath channel in the wireless communication network, which can effectively
suppress the interference term and improve the effective transmission ability of the
signal in the channel.

3 Optimal Implementation of Blind Channel Identification
Algorithm

3.1 Multipath Suppression in Sparse Multipath Channels

In this paper, a blind identification algorithm for sparse multipath wireless communi-
cation based on random sampling interval equalization and BPSK modulation is pro-
posed. The BPSK modulation method is used to filter the inter-symbol interference of
sparse multipath channels in wireless communication networks. The fading signal Y nð Þ
is determined by the output signal d nð Þ of coherent multi-path channel, the tap coef-
ficient of blind identifier is adjusted. And the adaptive weighting is carried out to
construct the channel model of Internet of things communication under the background
of Internet of things. The blind channel identification design is also carried out [12].
The satisfaction function for the throughput of the Internet of things communication
nodes is shown in the following formula:

Uvi ¼ bvi � log 1þ @vi �
XK
j¼1

Svie
T
j

RCj

nCj

 !
; vi 2 v; Cj 2 C ð10Þ

Under the constraint of network utility maximization, the probability formula for
obtaining optimal channel matching using channel allocation strategy is expressed as
follows:

pði; jÞ ¼ pðiÞpðjÞ ¼
qi

i!Pn
i¼0

qi

i!

qi

j!Pn
j¼0

qi

j!

; i; j ¼ 0; 1; . . .; n ð11Þ

Taking the throughput maximization of node interface receiving data as the
objective function, the multipath characteristic parameters of sparse multipath channel
transmission in wireless communication network are constructed under the background
of Internet of things. The C0 ¼ CN=2 ¼ 0, CN�n ¼ C�

n , n ¼ 0; 1; 2 � � � N=2� 1, tap
delay linear model for blind identification scheduling is adopted, the tap delay
function is:
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sPPMðtÞ ¼
X1
i¼�1

XNp�1

j¼0

p t � iTs � jTp � cjTc � aie
� � ð12Þ

sPAMðtÞ ¼
X1
j¼�1

djpðt � jTsÞ ð13Þ

Assuming that the step-size transformation factor is l
.
1þ l e nð Þk k2, the steady-

state error of blind identification scheduling of sparse multipath channels in wireless
communication networks satisfies Tp ¼ NpTc. ai is the channel system parameter and e
is the modulation time offset constant under the tap linear blind identification model.
The time function of multipath suppression for sparse multipath channels in wireless
communication networks is Tc. The sparse multipath channel multipath suppression in
wireless communication network is designed by tap delay linear model, and the
modulation function of output channel is obtained as follows:

Uvi ¼ bvi � logð1þ @vi �
XK
j¼1

Svie
T
j

RCj

nCj

Þ; vi 2 v; Cj 2 C ð14Þ

Where nCj ¼
PK
j¼1

Svie
T
j , e

T
j ¼ ð0; . . .; 1; . . .; 0Þ denotes the error correction feedback

coefficient of the multipath vector vi given different initial l values, and
PK
j¼1

Svie
T
j
RCj

nCj

denotes the energy decay term.

3.2 Random Sampling Interval Equalization Channel Scheduling
Algorithm

In order to eliminate crosstalk caused by the preceding symbol, the optimal solution of
sparse multipath channel sparse table matrix W in wireless communication network
under the background of Internet of things is solved as:

Wopt ¼ arg min
W

k ðX � DWÞGk k2F s:t wik k0 � k 8i ð15Þ

A transverse filter is used for forward filtering, and the optimal estimation of output
nonlinear filtering is expressed as follows:

Dopt ¼ kXV�1WTðWV�1WTÞ�1 ð16Þ

By adaptive spectrum spread, the channel phase shift under the background of
Internet of things is obtained as follows:
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Svi ¼ kðv1; 1Þ; . . .; kðv1; iÞ; . . .; kðv1; KÞf g; K �M; j 2 M ð17Þ

According to the spectrum of sampled communication signals, the diversity blind
identification scheduling is carried out. The competition model for blind identification
scheduling of sparse multipath channels in wireless communication networks under the
background of Internet of things is shown as follows:

aði; jÞ ¼

0; i ¼ 0 or j ¼ 0

1; n� j\ i; i � j

1; n� i\ j; j � i

1� n�jCi=nCi; n� j � i; i � j

1� n�iCj=nCj; n� i � j; j � i

8>>>>>><
>>>>>>:

ð18Þ

aði; jÞ is used to represent the transmission state of a node in ði; jÞ state, and the

formula PC ¼Pn
i¼0

Pn
j¼0

aði; jÞPði; jÞ is obtained, which is used as the allocation strategy

for blind identification scheduling of sparse multipath channels in wireless commu-
nication networks under the background of the Internet of things.

4 Simulation Experiment and Performance Analysis

In order to test the blind identification scheduling of sparse multipath channel in
wireless communication network under the background of Internet of things, and to
improve the transmission quality of Internet of things, the simulation experiment is
carried out. The experiment is based on Matlab simulation software. In order to
facilitate the simulation, the transmitted data from the Internet of things communication
system under the background of the Internet of things in the experiment is simulated by
BPSK modulation carrier signal. In order to make it easy to simulate the transmitted
data through the simulation environment VisualDSP. In the background of Internet of
things, the frequency of communication signal is 14.5 kHz, the carrier signal is a set of
sine signals with 24 kHz frequency, the sampling rate of Porter interval is 50 kHz, and
the sensitivity of communication signal collector is about −265.7 dB (8 kHz–20 kHz).
The LFM signal and BPSK signal are transmitted at the transmitting end of the signal,
in which the LFM signal is used to test the multipath of the channel, and the BPSK
signal is used to verify the blind identification effect. The bandwidth of the signal is
8 kHz–15 kHz, the frequency interval is Df ¼ 10Hz, and the cut-off frequency of the
pass band is 5 kHz. According to the above simulation environment and parameter
setting, the blind identification scheduling experiment of sparse multipath channel in
wireless communication network is carried out. In the experiment, the LFM signal is
transmitted at the score transmitter of the Internet of things communication system, as
shown in Fig. 2.
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Figure 2 the multipath interference of the transmitted LFM signal leads to poor
symbol reception. Therefore, the tap delay line model of the channel is used to suppress
the multipath of the sparse multipath channel in the wireless communication network.
The blind identification scheduling of sparse multipath channel in wireless commu-
nication network is realized by combining BPSK modulation and demodulation
technology. The impulse response and cross-correlation of sparse multipath channel of
output wireless communication network after multipath suppression are obtained as
shown in Fig. 3.

The results of Fig. 3 show that the blind identification scheduling of sparse mul-
tipath channel in wireless communication network using this method has a good
impulse response and improves the anti-jamming ability of the channel. As a result, the
symbol receiving ability of sparse multipath channel in wireless communication net-
work is improved. Finally, the signals before and after blind channel identification
scheduling are compared as shown in Fig. 4.

Fig. 2. Output multipath LFM signal from Internet of things communication system

Fig. 3. Channel impulse response and cross-correlation after multipath interference suppression
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The results of Fig. 4 show that the signal output performance of blind channel
identification scheduling using this method is better and the fidelity of symbols is
higher. Finally, the method is compared with the traditional method. The interference
signal-to-noise ratio of big data is −10–10 dB. Under the same other conditions, the
error bit rate of output is tested, and the comparison results are shown in Table 1.

The results of Table 1 show that the proposed method is used for blind identifi-
cation scheduling of sparse multipath channels in wireless communication networks
under the background of Internet of things, and the output bit error rate is low. The
robustness and anti-jamming ability of the sparse multipath channel in the wireless
communication network are improved, and the robustness of the communication
channel is better.

5 Conclusions

In this paper, a blind identification algorithm for sparse multipath wireless communi-
cation based on random sampling interval equalization and BPSK modulation is pro-
posed. The sparse multipath channel model of wireless communication network under
the background of Internet of things is constructed, and the multipath characteristics of
sparse multipath channels in wireless communication networks are analyzed.
The BPSK modulation method is used to filter the inter-symbol interference of sparse
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Fig. 4. Baseband signal transmission waveform before and after blind channel identification
scheduling

Table 1. Comparison of bit error rates for output streams.

SNR Proposed method Traditional method

−10 0.0572 0.1644
−5 0.0431 0.0934
0 0.0312 0.0632
5 0.0006 0.0546
10 0.0001 0.0087
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multipath channel of wireless communication network. Based on the adaptive random
sampling interval equalization technique, blind channel identification is designed, and
the tap delay line model is used to suppress the multi-path of sparse multipath channel
in wireless communication network. The simulation results show that the blind iden-
tification of sparse multipath channels in wireless communication networks is well
balanced and the BER is reduced. This method has important application value in
improving the communication quality of Internet of things.
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Abstract. An anti-co-frequency interference suppression method for wireless
spread spectrum communication based on equivalent low-pass time-varying
pulse modulation technology is proposed. The anti-co-frequency interference
system for wireless spread spectrum communication is designed based on
Internet of things technology, and the multi-path channel model for wireless
spread spectrum communication is constructed. The Doppler spread technique is
used to design the channel equalization of wireless spread spectrum commu-
nication system. The equivalent low-pass time-varying pulse modulation
method is used to suppress the same-frequency interference and blind source
separation. Improve the lossless transmission ability of the Internet of things
(IoT) transmission signal in the wireless spread spectrum communication sys-
tem. The simulation results show that this method is used to design the wireless
spread spectrum communication system and the co-frequency interference is
effectively suppressed and the bit error rate of communication is lower than that
of the traditional method.

Keywords: Wireless spread spectrum communication � Internet of things � Co-
frequency interference � Channel equalization � Blind source separation

1 Introduction

With the rapid development of the wireless communication technology, the accuracy
and the high-capacity of the wireless communication are required to be higher, and the
wireless spread spectrum communication is a new communication technology, which
has the advantages of large transmission bandwidth, strong confidentiality and the like,
and has the advantages of large data wireless transmission field. by adopting the
wireless spread spectrum communication technology [1], the communication system is
designed in combination with the radio principle, the long-distance transmission of the
non-stationary signal is realized, the modulation and the demodulation of the signal are
realized, The information such as an image is converted into an electric signal and an
optical signal, and the like, and the spread spectrum communication is realized by
using a wireless communication signal. It can be seen that the wireless spread spectrum
communication has a wide application in the field of communication [2].
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In wireless spread spectrum communication, Internet of things transmission signal
transmission is easy to be affected by initial frequency and initial phase co-frequency
disturbance, resulting in increased error code and signal transmission distortion, so, it is
necessary to optimize the lossless transmission of the IoT transmission signal in
wireless spread spectrum communication system [3], so as to reduce the BER of
communication. In the traditional method, the lossless transmission of the signal
transmitted by the Internet of things in wireless spread spectrum communication is
designed mainly through signal interference filtering and modulation and demodula-
tion, such as keying phase shift algorithm, the vertical linear array spatial beamforming
method and the interference suppression method based on BPSK modulation are used
to optimize the transmission of communication signals using channel equalization
design to reduce the bit error rate of wireless spread spectrum communication, and
some research results have been achieved [4]. In reference [5], a frequency domain
equalization technique for wireless spread spectrum communication channel based on
vertical linear array spatial gain modulation is proposed to achieve error suppression
and modulation and demodulation [6]. The multi-path interference separation of the
wireless spread spectrum communication system is realized by BPSK modulation, and
the multipath effect in the communication process is suppressed. However, in this
method, there is drift distortion of the received signal. With the increase of the inter-
ference intensity, the distortion of communication transmission increases. In view of
the disadvantages of traditional methods, this paper proposes an anti-co-frequency
interference suppression method for wireless spread spectrum communication based on
equivalent low-pass time-varying pulse modulation technology, which can realize the
lossless transmission of communication signals in the Internet of things environment.
Firstly, the multipath channel model of wireless spread spectrum communication is
constructed, then channel equalization design and co-frequency interference suppres-
sion design are carried out. Finally, the performance of wireless spread spectrum
communication is tested and the validity conclusion is drawn.

2 Channel Model and Analysis of Internet of Things
Transmission Signal

2.1 Channel Model of Wireless Spread Spectrum Communication System

In order to realize lossless transmission and channel equalization design of Internet of
things transmission signal in wireless spread spectrum communication system, the
channel model of wireless spread spectrum communication system needs to be con-
structed firstly [7], and the impact response in wireless spread spectrum communication
channel is assumed to be nðnÞ. The statistical average of time delay spread is yðnÞ, the
signal of Internet of things transmission is ~xðnÞ channel equalization system output
signal is nðnÞ. Taking the discrete multipath case as an example, the signals received by
the spread spectrum communication channel are as follows:
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xðtÞ ¼ RefanðtÞe�j2pfcsnðtÞslðt � snðtÞÞe�j2pfctg ð1Þ

It can be seen that the received signal is a time-varying signal and the time-reversal
mirror (TRM) recombination of the multipath signal transmitted in the wireless spread
spectrum communication channel is carried out. The frequency domain characteristics
of the communication channel can be described as follows:

cðs; tÞ ¼
X
n

anðtÞe�j2pfcsnðtÞdðt � snðtÞÞ ð2Þ

Where, anðtÞ is the propagation loss of the nth path, snðtÞ is the channel attenuation
coefficient of the nth path, slðtÞ is the modulation frequency, and fc is the noise
component of the signal transmitted by the Internet of things. Because the bandwidth of
the spread spectrum code sequence is much larger than the minimum bandwidth of the
transmitted information, the pulse response of the multipath channel in the wireless
spread spectrum communication system is obtained by adaptive equalization of the
instantaneous frequency and time of the signal:

RðtÞ ¼
ffiffiffiffiffiffiffi
WT

p

WT
sin½pWTð1� jsj

T
Þ� cosð2pf0sÞ ð3Þ

In this case, WT is the channel output gain with a fixed initial frequency. If the
extended sweep bandwidth of the frequency band is W and the time length of the LFM
signal is T , there are:

b ¼ W
T

ð4Þ

On the basis of the above-mentioned communication channel model, narrow band
filter is used to filter the signal of the input spread spectrum communication system and
blind source separation is carried out, and the adaptive algorithm is used to suppress the
same frequency interference to realize the optimization of the spread spectrum com-
munication. The block diagram of the overall design is shown in Fig. 1.

Fig. 1. Structure model of spread spectrum communication system
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2.2 Multi-path Characteristic Measurement and Signal Analysis
of the Signal Transmitted by the Internet of Things

The wireless spread spectrum communication channel model is constructed, the signal
analysis is carried out to realize the lossless transmission design of the Internet of
things transmission signal [8], and the multi-path characteristic measurement method is
used to analyze the Internet of things transmission signal. Suppose the impulse
response expression for the Internet of things transmission signal transmission for each
multipath channel is:

hðsi;tÞ ¼
XNm

i¼1

aiðtÞejhi tð Þdðt � si tð ÞÞ ð5Þ

In the above formula, aiðtÞ is the normalized amplitude of each path of wireless
spread spectrum communication, si tð Þ is the time delay of multi-channel components,
and the number of paths of H communication channel. The transmitted signals of the
Internet of things are spread and blindly separated by pseudo-random (PN) sequence
coding. The fast frequency hopping method is used to spread the time delay between
each path and the direct path. The multipath component of the channel expansion is
obtained as follows:

xk ¼
XN=2�1

n¼0

2ðan cos 2pknN
� bn sin

2pkn
N

Þ k ¼ 0; 1; . . .N � 1 ð6Þ

When S0ðtÞ ¼ a0dðtÞ to receiver, the Internet of things transmission signal SðtÞ,
which is obtained by adaptive equalization modulation, is composed of multi-pulse of
transmission signal, which is expressed as:

SðtÞ ¼ a0
XN
i¼1

aidðt � siÞejwct ð7Þ

eðnÞ ¼ dðnÞ � uTðnÞwðnÞ ð8Þ

The channel modulation is carried out by keying phase shift technique (PSK), and
the frequency domain data signal is obtained [9]. The iterative formula of coded
amplitude modulation for spread spectrum communication is expressed as follows:

f ðkþ 1Þ ¼ f ðkÞ � l � q � eMDMMAðkÞy�ðkÞ ð9Þ

Wherein:

eMDMMAðkÞ ¼ zðkÞ½ zðkÞj j2�RMDMMAðkÞ� ð10Þ
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Where, q is the symbol width and complex coefficient is used to simulate the pulse
response of the channel accurately. The information code signal SrðtÞ received by the
wireless spread spectrum communication system is as follows:

SrðtÞ ¼ SðtÞ � hðtÞþ nsðtÞ ð11Þ

According to the above-mentioned design principle, the optimization design of
wireless spread spectrum communication system is carried out.

3 Improved Algorithm Implementation

3.1 Channel Equalization

On the basis of the channel model construction and signal analysis of the wireless
spread spectrum communication system mentioned above, the communication opti-
mization design is carried out. Under the influence of the multi-path effect, the com-
munication channel produces the same frequency interference, which leads to the
increase of the error code and the distortion of the signal transmission [10]. In this
paper, an anti-co-frequency interference suppression method for wireless spread
spectrum communication based on equivalent low-pass time-varying pulse modulation
technique is proposed. The channel equalization is designed by Doppler spread tech-
nique. It is assumed that the transmission signal of the wireless spread spectrum
communication system under the multi-path effect is expressed as follows:

xk ¼
XN�1

n¼0

Cn � ej2pkn=N k ¼ 0; 1; � � � ;N � 1 ð12Þ

The channel has the characteristic of fast time-varying fading. The time-frequency
decomposition method is used to decompose the Internet of things transmission signal
into positive signal and negative signal:

xþk ¼ xk xk � 0
0 xk\0

�
x�k ¼ xk xk\0

0 xk � 0

�
ð13Þ

Signal superposition is generated between received pulses and fractional interval
equalization is designed by introducing limiting noise [11]. The transmission model of
independent fading channel is obtained by using adaptive equalization technique:

fb01; b02; � � � ; b0vg ¼ argmin
fb1;b2;���;bvg

ð maxPV
v¼1

bv�xv\0;1� n�N

j
XV
v¼1

bv � xvj2Þ ð14Þ
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By combining the total received signals properly, the x0 ¼ PV
v¼1

b0vxv is designed for

fractional interval equalization through multiple independent fading channels, and the
sampling amplitude of fractional interval equalization is satisfied:

~yþk ¼ yþk ; yþk � 0
0; yþk \0

�
; ~y�k ¼ y�k ; y�k � 0

0 y�k \0

�
ð15Þ

The equalizer detects the data in a channel with co-frequency interference. The
equalizer detects the signal model is expressed as follows:

yk ¼
�y�k y�k [ yþk
yþk yþk � y�k &y�k \c
yþk þ y�k yþk � y�k &y�k � c

8<
: ð16Þ

When ~y�k \c, it is regarded as the number of information symbols covered by
channel co-frequency interference. The frequency spectrum of the received signal is
equalized by the equalizer with D tap interval, and the channel information power of
the wireless spread spectrum communication channel is expressed as follows:

Pr ¼ Pt

ð4pÞ2 d
k

� �c 1þ a2 þ 2a cos
4ph2

dk

� �� 	
ð17Þ

According to the above analysis, the Doppler spread technique is used for channel
equalization, which reduces the channel attenuation loss and avoids the channel dis-
tortion caused by aliasing effect.

3.2 Co-frequency Interference Suppression and Blind Source Separation

On the basis of channel equalization design, in order to improve the lossless trans-
mission ability of communication signals, the equivalent low-pass time-varying pulse
modulation method is used to suppress the same-frequency interference and blind
source separation. The process of equivalent low-pass time-varying pulse modulation
in wireless spread spectrum communication systems can be expressed as follows:

priðtÞ ¼ pðtÞ � hiðtÞþ npiðtÞ ð18Þ

The hiðtÞ indicates the impulse response of the received signal spectrum pðtÞ during
transmission. The interference information beyond Nyquist frequency is suppressed by
time mirror inversion. The transfer function of time mirror inversion is as follows:

SriðtÞ ¼ SðtÞ � h0
iðtÞþ nsiðtÞ ð19Þ
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The h
0
iðtÞ in the communication system is the multi-path spread impulse response

between the I elements of the receiving array of the Internet of things transmission
signal in the communication system, from which the following can be obtained:

r
0
iðtÞ ¼ SriðtÞ � prið�tÞ ¼ SðtÞ � pð�tÞ � h0

iðtÞ � hið�tÞþ n1iðtÞ ð20Þ

Where

n1iðtÞ ¼ SðtÞ � h0
iðtÞ � npið�tÞþ nsiðtÞ � pð�tÞ � hið�tÞþ nsiðtÞ � npið�tÞ ð21Þ

Because of the complexity of multipath structure, the blind source separation of
signal is carried out by interference suppression method, the received signal is copied
and correlated [12], and the channel impulse response function between receiving and
sending nodes of wireless spread spectrum communication system is processed by
adaptive weighting, and the results are as follows:

rðtÞ ffi SðtÞ � dðtÞ �
XM
i¼1

dðtÞþ
XM
i¼1

niðtÞ ¼ MSðtÞþ
XM
i¼1

niðtÞ ð22Þ

By estimating the autocorrelation function of the channel impulse response function
in frequency domain, it is found that the impulse response SðtÞ output by the time-

backchannel modulation of the signal ĥðtÞ ¼ PM
i¼1

h
0
iðtÞ � hið�tÞ is isomerism with pðtÞ,

and its equivalent backimpulse response function should be as follows:

HðtÞ ¼ ĥðtÞ � pðtÞ � pð�tÞ ¼ ð
XM
i¼1

h
0
iðtÞ � hið�tÞÞ � pðtÞ � pð�tÞ ð23Þ

Because ĥðtÞ and pðtÞ � pð�tÞ are similar to dðtÞ coherent multi-path channel, the
equivalent low-pass time-varying pulse modulation method is used to suppress co-
frequency interference and blind source separation, which can effectively achieve
lossless transmission of the signal transmitted by Internet of things and reduce the bit
error rate (BER) of communication.

4 Analysis of Simulation Experiment

The application performance of this method in improving the communication quality of
wireless spread spectrum communication network is analyzed by simulation experi-
ment, and the wireless spread spectrum communication network communication sys-
tem is constructed. The input communication signal is LFM signal with the frequency
band of 23 kHz–25 kHz and the time width of 5 ms. BPSK modulation carrier uses
sine signal with frequency 10 kHz, multipath spread time of 34 ms, Internet of things
transmission signal S, sampling frequency band of 2 kHz–10 kHz, time width of 4 ms
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LFM signal, and signal-to-noise ratio of-10 dB of the same frequency interference, and
the signal-to-noise ratio of the same frequency interference is-10 dB. The signal-to-
noise ratio is-10 dB. The similarity between HðtÞ and dðtÞ is 0.23, and the signal
autocorrelation spectral density is 3.23 dB. According to the above simulation envi-
ronment and parameter setting, the time domain waveform of the Internet of things
signal input from the wireless spread spectrum communication system is obtained as
shown in Fig. 2.
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Fig. 2. Time-domain waveform of Internet of things transmission signal input from spread
spectrum communication system
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Fig. 3. Impulse response pulses of communication channels
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As can be seen from Fig. 2, the input signal of the spread spectrum communication
system is affected by the initial frequency and the initial phase co-frequency distur-
bance, which causes the frequency domain aliasing and affects the equalization of the
communication channel. The channel equalization design and interference suppression
are carried out in this paper, and the impulse response signal of the communication
channel before and after the same frequency interference suppression is obtained as
shown in Fig. 3.

From the analysis of the simulation results in Fig. 3, it can be seen that this method
is used to suppress the same frequency interference, and the blind source separation of
the communication Internet of things transmission signal is realized. The equalization
performance of the channel is improved, and the impulse response pulse output is
relatively clean. The lossless transmission of the signal is realized. Finally, in order to
compare the performance of the algorithm, the average value of 1000 experiments is
carried out by different methods, and the BER of the transmitted signal of the Internet
of things is obtained as shown in Fig. 4.

According to the data analysis of the above simulation results, the wireless spread
spectrum communication system design using this method can eliminate the multipath
channel co-frequency interference under the influence of multi-path effect, and make
the channel equalization effect approximate to the ideal level. Reduce the bit error rate
of communication and realize the lossless transmission of signal.
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Fig. 4. BER comparison results
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5 Conclusions

In this paper, an anti-co-frequency interference suppression method for wireless spread
spectrum communication based on equivalent low-pass time-varying pulse modulation
technology is proposed. The anti-co-frequency interference system for wireless spread
spectrum communication is designed based on Internet of things technology, and the
multi-path channel model for wireless spread spectrum communication is constructed.
The Doppler spread technique is used to design the channel equalization of wireless
spread spectrum communication system. The equivalent low-pass time-varying pulse
modulation method is used to suppress the same-frequency interference and blind
source separation. Improve the lossless transmission ability of the Internet of things
transmission signal in the wireless spread spectrum communication system. The sim-
ulation results show that this method is used to design the wireless spread spectrum
communication system and the co-frequency interference is effectively suppressed and
the bit error rate of communication is lower than that of the traditional method. This
method has good application value in wireless spread spectrum communication
optimization.
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Abstract. In order to improve the power grid load detection ability, an optimal
method of load signal control of power based on state difference clustering is
proposed, and the big data statistical analysis model of the power grid load is
constructed. The clustering analysis and state mining of grid load are carried out
by using the distributed detection method of association features, and the
regression analysis model of grid load state difference is constructed to realize
the state differential clustering of power grid load signal in high-dimensional
phase space. Based on the classification and fusion of the extracted characteristic
sets of grid load, big data analysis method is used to optimize the intelligent
control of power grid load signal. The simulation results show that the proposed
method has better accurate classification performance and lower misdivision
rate, which improves the output stability of power grid load.

Keywords: Power grid � Load � State difference clustering � Intelligent control

1 Introduction

Power grid load is the infrastructure to realize terminal high voltage power supply. In
carrying out power grid load supply, it is necessary to accurately forecast the power
load, analyze the trend of the grid load, and realize the optimal management and
dispatching of the grid load [1]. To improve the power grid load application ability,
reduce the unreasonable overhead of the power load, guarantee the safe and stable
operation of the power equipment infrastructure, the foundation of studying the power
grid load forecast is to carry on the load classification cluster processing. According to
the classification clustering analysis of power grid load, the adaptive dispatching of
power load is carried out to improve the optimal management ability of power grid
load. The relevant cluster analysis methods of power grid load classification are of great
concern [2].

At present, expert system forecasting method and fuzzy K-means clustering method
are used to classify and cluster the load of power grid, and statistical sequence analysis
method is used to reconstruct and analyze the characteristic signal of power grid load.
The power grid load forecasting and characteristic reorganization are realized, and the
load forecasting is carried out with fuzzy clustering method. However, the intelligent
control of the power grid load signal is not good and the ambiguity is large [3].
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A power feedforward method combining inductance and capacitor power dynamics
with load power static, dynamic feedforward feeds the energy consumed by the
inductor and capacitor into the rectifier in stages, and the static feedforward feeds the
output power of the PI controller to the rectifier. Stabilize the current on the grid side
and reduce DC bus voltage fluctuations [4]. However, only OADs with low dimen-
sional phase space are implemented. The compensation method based on the direct
injection of the high-frequency component of the pre-inductor current can not only
reduce the size of the bus filter capacitor in the power supply system, but also suppress
the instability caused by the constant power load, and improve the stable operating
range of the system [5]. However, the convergence of this method is poor, and the error
rate of short-term power load classification is high.

In view of the above problems, the fuzzy clustering method is used to carry out the
load forecasting. In this paper, an intelligent load control optimization method based on
state difference clustering is proposed. The big data statistical analysis model of power
grid load is constructed, and the distributed detection method of correlation features is
used for the fusion clustering analysis and state mining of power grid load signal.
Quantitative recursive analysis and subspace reengineering are used to analyze the
structural characteristics of power grid load signal difference, and the state difference
clustering of power grid load in high dimensional phase space is realized. Finally, the
experimental analysis is carried out. The advantages of the proposed method in power
load classification clustering and forecasting are demonstrated.

2 Model Construction and Pre-processing of Load Time
Series in Power Grid

2.1 Construction of Power Load Time Series Model

In this paper, the load forecasting algorithm of power grid is studied. Firstly, the time
domain signal model of power grid load is given, and the method of signal processing
is used to forecast the power grid load. In the construction of network load time series
information flow forecasting model, the dispatching model of power grid load is
analyzed firstly, and the load data to be analyzed are classified according to five tuples,
and the dispatching model of power grid load signal is obtained as shown in Fig. 1.

In the dispatching model shown in Fig. 1, the load sequence is divided into uplink
load and downlink load inequality. The statistical characteristic sequence of grid load
sequence is obtained as follows:

Xc

i¼1

lik ¼ 1;k ¼ 1; 2; � � � ; n ð1Þ

Where, k is the gray sequence of grid load. The characteristic matching model of power
grid load is constructed. According to the fusion results of multiple classifiers, the
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information classification is carried out to realize the optimal detection of power grid
load. The detection statistics are as follows:

Vða1; � � � ; amÞ ¼ aj�1
i

� �m

i;j¼1
¼

1 a1 � � � am�1
1

1 a2 � � � am�1
2

..

. ..
. . .

. ..
.

1 am � � � am�1
m

0
BBB@

1
CCCA ð2Þ

A ¼ ðai;jÞmi;j¼1 ¼
a1;1 � � � a1;m
..
. . .

. ..
.

am;1 � � � am;m

0
B@

1
CA ð3Þ

The finite data set model of power grid load signal distribution is constructed, and the
energy consumption of power load is as follows:

ti1;j1 ti1;j2 � � � ti1;jk
ti2;j1 ti2;j2 � � � ti2;jk
..
. ..

. . .
. ..

.

tik ;j1 tik ;j2 � � � tik ;jk

���������

���������
6¼ 0 ð4Þ

The big data statistical analysis model of power grid load is constructed. The clus-
tering analysis and state mining of grid load fusion are carried out by using the distributed
detection method of association features. The load operation and maintenance charac-
teristics satisfy the Vða1; � � � ; amÞ�1Vðb1; � � � ; bmÞ, covariance matrix satisfies:

ðVða1; � � � ; amÞða1;���;amÞÞ�1Vðb1; � � � ; bmÞðb1;���;bmÞ ð5Þ

srcIP proto dstIP srcPort dstPort
TCP 80 srcIP proto dstIP srcPort dstPort

UDP 53 53

TCP

(a) Web                         (b) DNS
proto dstIP srcPort dstPort
TCP 20

21

proto dstIP srcPort dstPort
UDP 3077

TCP

srcIP

(c) FTP                           (d) P2P

Fig. 1. Sampling and dispatching model of power grid load signal
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According to the above analysis, the power grid load time series sampling model is
constructed, and the load classification and clustering processing is carried out
according to the information sampling results.

2.2 Characteristic Analysis of Power Load

The fusion clustering analysis and state mining of power grid load signal are carried out
by using the distributed detection method of association features. The transmission
model of power grid load data can be described according to the state characteristics of
time series [6]. If the time window function for short-term power load data transmission
is RT

2R2 ¼ V2
P

2VT
2 , and:

wðtÞ ¼ wmax � Dw � t
tmax

ð6Þ

While RT
2R2 ¼ fXdþ 1;Xdþ 2; � � �XdþmgfXdþ 1;Xdþ 2; � � �XdþmgT , the iterations of

the Eigenvectors in the power grid load signal state space V ¼ ½V1;V2; � � �;Vm� 2 Rm�m

are minimized. When V 2 Rm�m; VVT ¼ IM has a minimum value, the correlation
dimension eigenvalue function of grid load is obtained as follows:

yðtÞ ¼ 1
p
P
Z

xðsÞ
t � s

ds ¼ xðtÞ � 1
pt

ð7Þ

The linear superposition of power load series is carried out by using autocorrelation
characteristic decomposition, and the time measure information of power grid load is
obtained as follows:

SC=A fð Þ ¼ TB
NTCð Þ2 X fð Þj j2 þ

X1
l¼�1

sin c2 pTB f � l
NTC

� �� �
ð8Þ

Where in:

X fð Þj j2¼ T2
CN sin c2 pfTCð Þ Xcode fð Þj j2 ð9Þ

Xcode fð Þ ¼ 1ffiffiffiffi
N

p
XN�1

n¼0

xn exp �j2pfnTcð Þ ð10Þ

According to the above analysis, the association rules mining and feature analysis
of short-term power load in distribution network are realized.
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3 Optimization of Power Load Classification Clustering
Model

3.1 Analysis of Structural Characteristics of Power Grid Load Difference

On the basis of the above-mentioned big data statistical analysis model of power load
and the characteristic analysis, the power load classification clustering algorithm is
designed. In this paper, the intelligent control optimization method of power load based
on state difference clustering is put forward. The fractional Fourier transform matrix of
grid load is constructed [7]. By setting the short-term load density parameters (MP and
e) of distribution network first, the discrete data analysis of the forecast value of power

grid load is carried out, and it is known that ak � 0,
PK
k¼1

ak ¼ 1, and:

GðU lk;
X

k

��� Þ ¼ ð2pÞ�d=2
X

k

��� ����1=2
� exp � 1

2
ðU � ukÞT

X�1

k
ðU � ukÞ

� 	
ð11Þ

Where, GðU lk;
P

kj Þ is the statistical probability density characteristic of short-
term power load in distribution network, and the random distribution sequence model
of power load time series information flow is as follows:

Eðe�sXÞ ¼ expð� rasa

cosðpa=2ÞÞ ð12Þ

Based on the energy conservation theorem, the acceleration energy function En in
the dominant oscillation mode is calculated based on the fuzzy characteristic matching
based on the extracted coherent distribution eigenvalues under variable load conditions:

En ¼
X1

m¼�1
½xðmÞwðn� mÞ�2 ð13Þ

The adjacent sub-module complementary switching modulation search algorithm is
used to mine and reconstruct the information characteristics of power grid load [8]. The
controlled source USD with AC port is controlled as follows:

Tj ¼

r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 lnðNÞp ð1� J

2 � EjPJþ 1

j¼1

Ej

Þ; j¼ 1; 2;. . .; J

r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 lnðNÞp � EjPJþ 1

j¼1

Ej

; j ¼ J þ 1

8>>>><
>>>>:

ð14Þ

Where, N denotes the length of three-dimensional characteristic sequence of power
load and J is the statistical frequency of power load. The quasi-harmonic oscillator
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module is equivalent to RC series circuit [9]. The three-dimensional reconstruction
results of power grid load are as follows:

ŵk
j ¼ signðwk

j Þ jwk
j j � b � Tj

� �
; ifjwk

j j � Tj
0; else

(
; j¼ 1; 2;. . .; Jþ 1 ð15Þ

Where, b ¼ e
�m�

jwk
j
j2�T2

j
Tj , m[ 0, according to the above analysis, the structural char-

acteristics of power grid load difference are analyzed, and the power load classification
fusion and cluster processing are carried out according to the reconstruction results.

3.2 State Difference Clustering and Intelligent Control of Power Load

In the high-dimensional phase space, the probability that the correlation dimension
index of the information flow time series xðtÞ of the power grid load appears in the
distributed interval i is statistically analyzed by clustering the state difference of the
power grid load. When the correlation dimension exponential random variable satisfies

the discriminant function ak � 0,
PK
k¼1

ak = 1, the output system state function of power

grid load signal forecasting is as follows:

xðkþ 1Þ ¼ 1 0:6
�0:4 0:5

� 	
þ 0:02 0:01

�0:2 0:12

� 	� �
xðkÞ

þ 1
1

� 	
kxðk � skÞþ 0:1

0:1

� 	
wðkÞ

zðkÞ ¼ 1 1½ �xðkÞþ 0:1 uðkÞþ 0:1wðkÞ

8>>>><
>>>>:

ð16Þ

Feature mining and attribute clustering of power grid loads signal are described as:

_x1 ¼ x3
_x3 ¼ fhðX; tÞþ ghðX; tÞuðtÞþ dhðtÞ
_x2 ¼ x4
_x4 ¼ fxðX; tÞþ gxðX; tÞuðtÞþ dxðtÞ

8>><
>>: ð17Þ

Where, X ¼ ½h; x; _h; _x�T , based on the fuzzy grid clustering analysis of the associ-
ation rule set of grid load, the characteristic quantity of grid load is extracted in the
phase space [10]. In the finite universe, the distribution of grid area is obtained as
follows:

Tj ¼ rj
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 lnðNÞ

p
; j ¼ 1; 2; . . .; Jþ 1 ð18Þ

rj ¼ medianðdjðkÞÞ
0:6745

ð19Þ
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Where, djðkÞ denotes the finite characteristic distribution set of grid load, extracts
the coherent distribution source feature of grid load, and obtains the fuzzy spread
function:

ŵk
j ¼ wk

j ; if jwk
j j � Tj

0; else



; j¼ 1; 2;. . .; Jþ 1; ð20Þ

Big data analysis method is used to realize the intelligent control optimization of
power grid load [11]. The optimal solution of clustering is as follows:

ŵk
j ¼ signðwk

j Þðjwk
j j � TjÞ; if jwk

j j � Tj
0; else



j ¼ 1; 2; . . .; Jþ 1 ð21Þ

According to the above analysis, the intelligent control optimization of power grid
load is realized [12].

4 Simulation Experiment and Result Analysis

The intelligent control of power grid load is carried out in Matlab. Assuming the
sampling length of data link of power grid load sampling is 2 600, the distribution
dimension of load big data is 5, and the spatial sampling delay is 0.12 s. The char-
acteristic distribution of power load dissimilarity in distribution network satisfies the
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Fig. 2. Sampling results of power load by big data
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average value of 0 and the variance of 0.25 is uniform normal distribution. The
sampling frequency of power load is f1 ¼ 0:3, f2 ¼ 0:05, to classify and cluster the load
according to the above simulation parameters. The power and voltage amplitudes of the
power load are measured and the results are shown in Fig. 2.

Figure 2 shows the load power distribution between different DG units. It can be
seen from the figure that the DG system can automatically adjust the power generation
according to the load power from 0 to 2.0 s, and different DG units can automatically
distribute the load power according to their maximum power. At 2.0 s, the DG2 unit
fails, and the normally operating DG unit quickly adjusts the power generation to
ensure normal power supply for critical loads. It is worth noting that if the normal
power supply of the load cannot be satisfied at this time, the control can be taken after
the load shedding operation is performed according to the priority of the load.

Taking big data of power grid load in Fig. 2 as the test object, the clustering results
are obtained as shown in Fig. 3.

The analysis of Fig. 3 shows that the clustering method of short-term power load in
this paper has a good characteristic convergence, and the error rate of classification of
short-term power load in distribution network is tested by different methods. The
comparison results are shown in Table 1, from which we can see that the classification
of short-term power load in distribution network can be classified by different methods.
In this paper, the classification of short-term power load in distribution network is
classified by this method, and the misdivision rate is low.
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Fig. 3. Classification and clustering output of short-term Power load in distribution network
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5 Conclusions

In this paper, an intelligent control optimization method based on the state difference
clustering is proposed, and the big data statistical analysis model of the power grid load
is constructed. The clustering analysis and state mining of grid load are carried out by
using the distributed detection method of association features, and the regression
analysis model of grid load state difference is constructed to realize the state differential
clustering of power grid load signal in high-dimensional phase space. Based on the
classification and fusion of the extracted characteristic sets of grid load, big data
analysis method is used to optimize the intelligent control of power grid load signal.
The simulation results show that the proposed method has better accurate classification
performance and lower misdivision rate, which improves the output stability of power
grid load. This method has a good application value in the intelligent control of power
grid load.
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Abstract. The high-speed image signal of LVDS interface is easy to be
interfered by the outside world in the process of transmission, which results in
packet loss and distortion of high-speed image communication, and the output
error is high. Therefore, the lossless coding of high-speed image signal is
needed. Intelligent estimation of bit error rate (BER) for high-speed image
transmission is needed. The intelligent estimation model of high-speed image
transmission bit error rate based on LVDS interface is proposed. The network
structure model of high-speed image signal transmission is constructed to esti-
mate the error code distortion of image transmission and the key frame feature
extraction method is used to estimate the error rate of image transmission. The
intelligent estimation of bit error rate (BER) of high-speed image transmission is
realized in LVDS interface. The simulation results show that the proposed
method has low bit error rate (BER) for high-speed image transmission and
achieves lossless transmission of images.

Keywords: LVDS interface � High speed image � Transmission � Bit error
rate � Intelligent estimation

1 Introduction

The phenomenon of high-speed image tampering and malicious compression is com-
mon in the process of network transmission. The user’s easy processing and editing of
high-speed image results in the distortion and packet loss of high-speed image infor-
mation [1]. Especially in the process of transmission of high-speed image signal on
LVDS interface, it is easy to be interfered by the outside world, which leads to packet
loss and distortion in high-speed image communication. Therefore, lossless coding of
high-speed image signal is needed. It has great significance to study the lossless coding
algorithm for high-speed images [2].

In the process of high-speed image transmission and communication in LVDS
interface, the packet loss and network delay of high-speed image communication lead
to high-speed image transmission errors, which fundamentally affect the timeliness and
authenticity of high-speed image transmission. The traditional coding algorithm uses
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fractional Fourier transform algorithm, which is constrained by the nonlinear charac-
teristics of higher order, which affects the quality of service of the application layer.
LVDS interface is an environmental factor which must be taken into account in
complex scenes, and it is difficult to transmit lossless coding by large interference
factors. In this paper, a high-speed image lossless coding algorithm with LVDS
interface based on empirical moment estimation is proposed. Firstly, the network
structure model of high-speed image signal transmission is constructed, and the key
frame feature extraction is carried out [3]. By calculating the empirical moment esti-
mation feature of the high-speed image transmission signal, the improvement of the
high-speed image coding algorithm is realized. The performance test of the simulation
experiment shows the superior performance of the proposed algorithm.

2 Design of Network Structure Model for High-Speed Image
Communication Based on LVDS Interface

2.1 Design of High-Speed Image Transmission Network Structure Model
Based on LVCDS Interface

In high-speed image coding, the packet loss rate is predicted by LVCDS interface
(HMM) because of external interference. Firstly, the original CIF format YUV high-
speed image is transformed from parent-child band to sub-band, and the hidden
Markov information is obtained from each frame of GOP image [4]. This part of
information is encoded by odd-even interlaced arrangement. The characteristic analysis
of high-speed image information is realized. The network structure model of high-
speed image transmission based on LVCDS interface is shown in Fig. 1.

Considering that packet loss rate Q in the network is a continuous variable and
suitable for HMM modeling, this paper first designs a network structure model of high-
speed image transmission based on LVCDS interface [5]. In the model structure shown
in Fig. 1, C is initialized to 15. In order to ensure the real-time prediction and obtain a
higher quantization accuracy. Therefore, using the time-domain luminance mean hash
method to generate the block matrix on the screen, the high-speed image sequence of
the high-speed image length l is obtained as follows:

hði; 2jÞ ¼ hði;2j�1Þþ hði;2jþ 1Þ
2

vð2i; jÞ ¼ vð2i�1;jÞþ vð2iþ 1;jÞ
2

dði; 2jÞ ¼ dði;2j�1Þþ dði;2jþ 1Þ
2

8><
>: ð1Þ
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The inter-frame prediction and inter-layer prediction under the network structure
model of high-speed image transmission based on LVCDS interface are obtained:

ETxðl; dÞ ¼ EðTx�elecÞðlÞþEðTx�ampÞðl; dÞ
¼ lEelec þ leda

¼
lEelec þ lefsd2; d\d0

lEelec þ lempd
4; d� d0

( ð2Þ

In the above formula, Eelec is the transmission energy consumed by the unit data of
each frame of the high-speed image, X is the implicit state in the LVCDS interface, and
X ¼ xi; i ¼ 1; 2; 3 � ��;Nf g. Through the above analysis, it can be seen that because the
LVDS interface high-speed image in the network transmission process, the coded
scanning sequence from top to bottom leads to inter-frame redundancy, through
complex motion estimation and motion compensation. In order to avoid the loss of
coding information, 16 frames of GOP are used to encode odd signals alternately in
time and space [6].
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2.2 Key Frame Extraction of High-Speed Image Information

In the above-mentioned high-speed image transmission network model based on
LVCDS interface, key frame extraction is needed in order to realize lossless coding for
high-speed image transmission [7]. The separation and non-separation evaluation of the
feature points in the frequency domain are carried out according to the correlation
characteristics of the characteristic points and the correlation factors in the frequency
domain. By analyzing the domain feature characteristics of domain feature points, we
can get the correlation characteristics of domain feature points [8], which provides
guidance for the separation analysis of domain feature points in high-speed images.
The iterative updating of HMM parameters for lossless transmission of high-speed
image coding is obtained by using maximum likelihood estimation (MLE):

pi ¼ e1ðiÞ ð3Þ

aij ¼
PU�1

i¼1
etði; jÞ

PU�1

i¼1
etðiÞ

ð4Þ

bjðkÞ ¼

PU
t ¼ 1

s:t:ot ¼ vk

etðjÞ

PU
t¼1

etðjÞ
ð5Þ

It is assumed that in the domain characteristic point, the state equation and the
domain characteristic point separation measurement equation of the domain charac-
teristic point separation are respectively as follows:

xðkþ 1Þ ¼ f ðxðkÞÞþ vðkÞ
yðkþ 1Þ ¼ hðxðkþ 1ÞÞþwðkþ 1Þ ð6Þ

When the domain feature points are separated, the following formula holds:

xðnÞ ¼ 1ffiffiffiffi
N

p
XN�1

k¼0

XðkÞ expðj2pkn=NÞ; n ¼ 0; 1. . .N � 1 ð7Þ

Where in, XðkÞ is the characteristic of domain characteristic point separation
amplitude, and expðj2pkn=NÞ is domain characteristic point separation phase
characteristic.
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In the key frame feature extraction, we need to separate the domain feature points,
and expand the separation series of this separation function [9]. The results are
expressed as follows:

xðkþ 1Þ ¼ f ðxðkjkÞÞ þOþVðkÞ ð8Þ

Then the separation correlation degree from domain feature point separation point
to domain feature point separation point is expressed as follows:

rðnÞ ¼ yðn� mÞ expðj2pen=NÞþwðnÞ ð9Þ

Through the above-mentioned processing, the key frame feature extraction of high-
speed image information on LVDS interface is realized immediately, which provides
an accurate data base for lossless coding of high-speed image [10].

3 Improved Implementation of High Speed Image Lossless
Coding Algorithm Based on LVDS Interface

It can be seen from the above analysis that the traditional coding algorithm uses
fractional Fourier transform algorithm, which is constrained by the nonlinearity of
higher-order features, resulting in poor performance of high-speed image coding. In
order to overcome the disadvantages of traditional algorithms, this paper proposes a
high-speed image lossless coding algorithm with LVDS interface based on empirical
moment estimation [11]. The frequency of high-speed image transmission is obtained
from the quotient between each component and a response constant in the frequency
domain:

x0 ¼ h1 þ p
2
; h1j j\ p

2
ð10Þ

Firstly, on the basis of the correlation analysis of domain feature points, the high-
speed image domain feature points are separated to form the original domain feature
point library, which can be obtained as:

yðnÞ ¼
XL�1

i¼0

hixðn� siÞ ð11Þ

The empirical moment estimation algorithm is used to pre-scramble the original
domain feature point database [12]. The next step correlation degree of domain feature
point separation is as follows:

MSCðdÞ ¼ PSCðdÞj j2
ðRSCðdÞÞ2

ð12Þ
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For high-speed image sequences, the empirical matrix for X is:

MX ¼D fmi1;i2;���;inþ 1 ¼
hi1;i2;���;inþ 1ðxÞ

L� n
; ik 2 Bg ð13Þ

Where in,
hi1 ;i2 ;���;inþ 1 ðxÞ

L�n is the gray value in X passing from i1 to i2, and the element X
in xt is defined to satisfy Pðxtjxt�1; xt�2; � � �; x1Þ ¼ Pðxtjxt�1; xt�2; � � �; xt�nÞ, to get the
proportion of pixel transformation of high-speed image sequence i3 state reaching inþ 1

in the total pixel transformation. By using the method of domain feature point sepa-
ration association, we can obtain the domain feature point separation state association
estimation and domain feature point separation next-step correlation covariance:

xðkþ 1jkÞ ¼ E½xðkþ 1Þjzk� ð14Þ

Because the correlation degree of domain feature point association is the correlation
characteristic of feature point, the output feature of high speed image lossless coding in
LVDS interface based on empirical moment estimation is as follows:

d̂ ¼ argmax
d

ðMMinnðdÞÞ ð15Þ

Based on the above processing, the absolute values of H component and V com-
ponent difference of each frame are calculated, the pixel difference of LVDS interface
is obtained by amplitude-frequency transformation, and the number of bits used to store
each pixel is defined as pixel depth [13], and the number of bits used to store each pixel
is defined as pixel depth. As the parameters increase appropriately, the period of data
pixels increases by multiple. The moving foreground image is obtained by bilinear
transform method according to the initial threshold, and the lossless coding algorithm
for high-speed image with LVDS interface is designed [14].

4 Analysis of Simulation Experiment

In order to test the performance of the algorithm in this paper, simulation experiments
are carried out. The performance analysis of real-time transmission of high-speed
image with LVDS interface is compared with the following performance indexes: CPU
occupancy, delay, packet loss and frame queue length to be sent. The OpenCV tech-
nology is used to process the high-speed image information of LVDS interface.
OpenCV is an open source computer visual library. In this paper, the sampling high-
speed image set length is 300 frames, and the GOP structure is 320 frames image of
IBBPBBPBBP. Taking the recorded high-speed image information of the monitoring
camera as the research object, the high-speed image sequence of LVDS interface is
acquired as shown in Fig. 2.
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Based on the above simulation environment and the model design of this paper, the
lossless coding simulation of the two groups of dynamic images is carried out, and the
codebook coding results of the high-speed image coding with the proposed algorithm
are obtained as shown in Fig. 3. As can be seen from the graph, this algorithm can be
used for high-speed image communication coding, which can effectively extract the
static and dynamic features of the high-speed image frame sequence, especially for the
high-speed image signal with LVDS interface, and the extraction result of foreground
points is more accurate. The lossless coding transmission of high-speed image with
LVDS interface is realized.

Fig. 2. Monitoring image information recorded by camera

Fig. 3. High Speed Image coding results of LVDS interface
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In order to quantitatively analyze the performance of the algorithm, the error
foreground point rate (FP rate) of high-speed image transmission is taken as the test
index, and the correct foreground point rate (TP rate) is used as the test index:

FP rate ¼ fp
fpþ tn

ð16Þ

TP rate ¼ tp
tpþ fn

ð17Þ

Using this algorithm and the traditional algorithm, the above two indexes are
compared and analyzed, and the simulation results are shown in Fig. 4. Among them,
the number of bit errors is the number of received bits of the data stream on the
communication channel that is changed due to noise, interference, distortion or bit
synchronization errors.

As can be seen from Fig. 4, at different signal-to-noise ratios, the bit error prob-
ability of different Hz image transmission exhibits a decreasing trend, and in the case of
400 kHz, with the change of the signal-to-noise ratio, the bit error probability change
speed is most obvious, and the initial bit error probability is the lowest. It is obtained
that the proposed algorithm can effectively improve the correct foreground point rate of
high-speed image transmission with LVDS interface, improve the fidelity of high-speed
image transmission, and realize the lossless coding high-speed image transmission.
The BER of different image transmission methods is tested and the comparison results
are shown in Table 1. The analysis shows that the BER of the proposed method for
high-speed image transmission is low.
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5 Conclusions

In this paper, the intelligent estimation model of high-speed image transmission bit
error rate based on LVDS interface is proposed. The network structure model of high-
speed image signal transmission is constructed to estimate the error code distortion of
image transmission and the key frame feature extraction method is used to estimate the
error rate of image transmission. The intelligent estimation of bit error rate of high-
speed image transmission is realized in LVDS interface. The simulation results show
that the proposed method has low bit error rate for high-speed image transmission and
achieves lossless transmission of images. This method has important application value
in BER control of high-speed image transmission.
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Abstract. To improve the security of network sensitive information transmis-
sion and storage, it is necessary to design the anti-tampering monitoring of
network sensitive information, and a tamper-proof monitoring technology of
network sensitive information in big data environment based on big data
dimension feature block is proposed. Big data feature space reconstruction
method is used to calculate the grid density of network sensitive information
distribution, and the network sensitive information to be tampered-proof mon-
itoring is mapped to the divided high-dimensional phase space through the
density threshold. The high dimensional phase space of information distribution
is divided into dense unit and sparse unit. The coded key is matched to the
corresponding network sensitive information block to realize information
encryption and covert communication. The simulation results show that the
information steganography performance of network sensitive information
transmission and storage using this information tampering monitoring technol-
ogy is better, and the information security transmission ability is improved.

Keywords: Big data � Network sensitive information � Tamper-proof
monitoring � Information security

1 Introduction

With the development of big data information storage and transmission technology, the
transmission and storage of network sensitive information has attracted more and more
attention. The transmission of network sensitive information is to collect information
through sensors [1]. Combined with big data network design, the transmission channel
model is constructed to realize the communication system of information output and
reception. The transmission and storage of network sensitive information has the
advantages of simple networking design and large bandwidth. Under the environment
of big data, the network sensitive information transmission and storage network can be
constructed, which can realize the secure transmission of large-scale information data.
The design of tamper-proof monitoring of network sensitive information in big data
environment is the key to realize information secure communication and secure
communication. It has great significance to study information tamper-proof monitoring
technology to improve the security performance of communication [2].
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In order to achieve encrypted communication on the surface layer, the previously
proposed tamper-proof monitoring algorithm for network sensitive information in a big
data environment [3]. With the upgrade of hacker attack technology and the
improvement of information security communication level, it cannot effectively meet
the requirements of digital encryption transmission and communication. In this paper, a
tamper-proof monitoring technology of network sensitive information in big data
environment based on big data dimension feature block is proposed. Big data feature
space reconstruction method is used to calculate the grid density of network sensitive
information distribution, and the network sensitive information to be tampered-proof
monitoring is mapped to the divided high-dimensional phase space through the density
threshold. The coding key of the information tamper-proof monitoring algorithm is
obtained, and the coding key is matched to the corresponding network sensitive
information block to realize information encryption and covert communication. Finally,
the simulation test and analysis are carried out, and the conclusion of effectiveness is
obtained.

2 Data Coding and Tamper Proof Monitoring Key
Construction

2.1 Network Sensitive Information Coding Based on Spatial Geometry
Method

In order to realize the optimal design of anti-tampering monitoring technology of
network sensitive information in big data environment, it is necessary to design the
coding and encryption of tamper-proof monitoring data at first [4]. The grid density of
network sensitive information distribution is calculated by big data feature space
reconstruction method. It is assumed that the test sequence of network sensitive
information coding pair is X and the training sequence is P(ri), which are G-

dimensional randomly distributed binary data strings. Let
Pn
i¼1

PðriÞ ¼ 0 be a discrete

distribution map model of order r. the coded linear mapping of network sensitive
information transmission is represented as a bit sequence of c generated by X. Through
spatial geometry segmentation, according to the principle of breadth first traversing, the
probability distribution function of the source can be recorded as:

X
P

� �
¼ r1 r2 . . . rn

Pðr1Þ Pðr2Þ . . . PðrnÞ
� �

ð1Þ

The data point set X ¼ x1; x2; � � � ; xNf g is mapped into geometric space, and the
membership function relationship between PðriÞ and ri is obtained according to the
input Rn value:

IðriÞ ¼ �logPðriÞ ð2Þ
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Where, the log base number is set to 2, and the entropy value of network sensitive
information IðriÞ, which represents the coding of network sensitive information in high
dimensional phase space, is calculated to be HðXÞ, entropy value, which reflects the
average amount of data transmitted by network sensitive information:

HðXÞ ¼ �
Xn
i¼1

PðriÞ�logPðriÞ ð3Þ

According to the above description, the operation of obtaining network sensitive
information coding based on spatial geometry is as follows:

(a) Select the initial cell and randomly select:r1; r2 2 Z�
q ;

(b) The spatial geometric density difference between the high dimensional phase
space and the initial element is calculated, and when the R ¼ gr1 , coding output is
satisfied, the spatial geometric density difference between the high dimensional
phase space wb and the initial element h1 is calculated:

h1 ¼ fX;wbg ð4Þ

wb ¼ fX; ua; r2g ð5Þ

In the formula, ua is the set density difference.

2.2 Construction of Information Tamper Proof Monitoring Key

The network sensitive information to be tampered-proof monitoring is mapped to the
divided high-dimensional phase space through the density threshold, and the tamper-
proof monitoring key of the network sensitive information is constructed. In the d-
dimensional space, according to the grid relative density difference, the tamper resistant
monitoring data are traversed deeply [5]. The grid cell sequence g0; g1; � � � ; gp, is
selected, where G is the relative density difference and g1 is the initial key.
gi 2 NB gi�1ð Þ i ¼ 2; 3; � � � ; pð Þ, represents the grid relative density difference between
the channel g1; g0 transmitted and stored by the network sensitive information. For each
i, the construction information tamper proof monitoring key satisfies:

(1) rgdd g0; gið Þ� e;
(2) For the dense distribution of data points in G, there is an average entropy value

j 1\j� ið Þ, rgdd g0ð ; gj
�� e.

Then gi i ¼ 2; 3; � � � ; pð Þ is called the classification key of information tampering
monitoring algorithm. Through the above-mentioned design, the signcryption design of
the network sensitive information is realized. According to the constructed key, the
information encryption and the encrypted communication are carried out [6].
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3 Improved Design of Information Tampering Monitoring
Algorithm

Based on the technology of network sensitive information coding and key construction
based on spatial geometry method, the anti-tampering monitoring technology of net-
work sensitive information is improved. This paper proposes a tamper-proof moni-
toring technology for sensitive information in big data environment based on big data
dimension features [7].

3.1 Sensitive Information Representation Processing

The sensitive information of the network for tamper-proof monitoring is mapped to the
divided high-dimensional phase space through the density threshold, and the density
threshold is calculated. In the discrete big data network sensitive information trans-
mission system, the indicator function iðnÞ is defined as:

iðnÞ ¼ aðnÞI1 uðnÞ¼1f g ¼ 1 if uðnÞ ¼ 1 ; aðnÞ ¼ 1
0 others

�
ð6Þ

In the initial adjacent internal unit, the symmetric key S is randomly selected to
encrypt kA to obtain itemA, and in the divided high dimensional phase space, the output
tamper proof monitoring data is obtained by the sensitive information representation
coding.

B / ffdscA; fitemAgk;wðkÞgk�1
a
gkb ;Bj � 7!kb B

B / fdscA; fitemAgk;wðkÞgk�1
a

ð7Þ

The high-dimensional phase space of information distribution is divided into dense
units and sparse units [8]. Data tamper-proof monitoring is performed according to the
sensitive information representation model shown in Fig. 1.

3.2 Code Key Matching for Information Tamper-Proof Monitoring

Because tamper-proof monitoring algorithms usually only change high-frequency data
in network-sensitive information. The information classification features are screened
based on the spatial geometry method [9]. The normalization of the low frequency

A B

11.{{ ,{ } , ( )} }
ba

A A k kk
dsc item w k

1'2.{{{ } , ( ')} }
ab

B k kk
item w k

3. ,k t

Fig. 1. Representation model of sensitive information
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vector of tamper proof monitoring information is obtained by using the coding key
matching strategy:

A / fffitemBgk0 ;wðk0Þgk�1
b
gka ;Aj � 7!ka A

A / ffitemBgk0 ;wðk0Þgk�1
b

ð8Þ

The coding key is matched to the corresponding network sensitive information
block [10], and the average entropy value of information tampering prevention mon-
itoring is obtained:

HNðXÞ ¼
�Pn

i¼1
PðxiÞ�logPðxiÞ

N
ð9Þ

After the HNðxiÞ is calculated, and then the calculated result is divided by N, the
variance can be expressed as follows:

DðXÞ ¼
XN
i¼1

½HNðxiÞ � HNðXÞ�2 ð10Þ

Information tamper-resistant monitoring sequence for binary sequence [11], data
tamper-proof monitoring transformation ci ¼ Eðzi;miÞði ¼ 1; 2; 3; � � �Þ, output
plaintext:

mi ¼ Dðzi;Eðzi;miÞÞ ¼ m1m2m3 � � � ði ¼ 1; 2; 3; � � �Þ ð11Þ

The coding key of the network sensitive information tamper-proof monitoring
algorithm determined by the classification feature selection method corresponds to the
in-place plane data block, and the tamper-proof monitoring can be realized directly on
the data block [12].

4 Experimental Analysis

In order to test the performance of the algorithm in the anti-tampering monitoring of
network sensitive information in big data environment, the simulation experiment is
carried out. The experiment is simulated with Matlab7 software. The test data set is
recorded as DS1 and DS2, parameters as follows: Rn ¼ 56; e ¼ 0:53; lk ¼ 0:71, the
sampling frequency of the data is 1.43 Hz, and the interval of the data coding code is
100 dB. The distribution of the original data is shown in Fig. 2.
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Taking the above test data as the research object, the high dimensional phase space
of information distribution is divided into dense unit and sparse unit, and the data
fusion and tamper proof monitoring and processing are carried out combined with
similarity feature extraction method. The output results of tamper proof monitoring are
shown in Fig. 3.

The results of Fig. 3 show that the data tampering monitoring is carried out by
using this method, which hides the characteristics of the original data distribution and
realizes the data encryption and encryption transmission. Table 1 gives the statistical
performance analysis results of data tamper-proof monitoring of two groups of data by
different methods. The results show that the accuracy of this method is high and the
throughput of tamper-proof monitoring data is high. The distribution performance of
information sparsity is good.

(a) DS1

(b) DS2

Fig. 2. Original dataset
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(a ) DS1

(b) DS 2

Fig. 3. Data tamper proof monitoring output

Table 1. Statistical table of performance verification results under different algorithms.

Algorithm Size of sparse
distribution of
information/MBit

Tamper proof
monitoring
accuracy/%

Tamper proof
monitoring data
throughput/kMB

Algorithm in this paper 60 � 60 89 93.54
120 � 120 90 94.45

Generalized tamper
proof monitoring algorithm

60 � 60 82 66.67
120 � 120 83 72.87

Bohzmann 60 � 60 69 87.34
120 � 120 74 80.98
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5 Conclusions

In this paper, a tamper-proof monitoring technology of network sensitive information
in big data environment based on big data dimension feature block is proposed. Big
data feature space reconstruction method is used to calculate the grid density of net-
work sensitive information distribution, and the network sensitive information to be
tampered-proof monitoring is mapped to the divided high-dimensional phase space
through the density threshold. The high dimensional phase space of information dis-
tribution is divided into dense unit and sparse unit. The coded key is matched to the
corresponding network sensitive information block to realize information encryption
and covert communication. The simulation results show that the information
steganography performance of network sensitive information transmission and storage
using this information tampering monitoring technology is better, and the information
security transmission ability is improved. This method has good application value in
tampering prevention and monitoring of data information.
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Abstract. In order to improve the detection and recognition ability of weak
sensing signal, an intelligent detection algorithm of weak sensing signal based
on artificial intelligence algorithm is proposed. The weak sensing signal model
is constructed, the weak sensing signal is separated and processed adaptively,
the scale and delay of the weak sensing signal are estimated adaptively, and the
high resolution spectral features are extracted. The extracted spectral feature is
studied adaptively and detected intelligently by artificial intelligence algorithm,
and the spectral peak search of weak sensing signal is realized. The spectral
feature component method is used to realize the interference suppression of
weak sensing signals, thereby improving the detection of the method. The
simulation results show that the algorithm has high accuracy and anti-
interference ability, and improves the detection and recognition ability of
weak sensing signal.

Keywords: Artificial intelligence method � Wireless sensor network � Weak
sensing signal � Intelligent detection

1 Introduction

The research on weak sensing signal detection method of wireless sensor network have
important application value in the field of wireless sensor network communication
optimization and signal recognition. The research of related signal detection method
have paid great attention to [1]. In the detection and recognition of weak sensing signal,
it is necessary to detect weak sensing signal, detect and estimate the weak sensing
signal emitted by wireless sensor network, and detect the weak sensing signal through
weak sensing signal. Realize weak sensing signal detection and weak sensing signal
recognition, improve the accuracy and automation level of weak sensing signal
detection and recognition. In the traditional method, the time-frequency coupling
algorithm is used for the detection of weak sensing signal, and the time-frequency
feature decomposition method is used to separate the signal to improve the fault
detection performance [2]. If the weak sensing signal and interference noise have
strong coupling, the detection performance is not good. In reference [4], a weak sensing
signal detection algorithm based on fractional Fourier time-frequency coupling is
proposed to solve the optimal solution of phase fuzzy number search for signal
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characteristics of wireless sensor networks, and the phase compensation results of weak
sensing signal parameters are obtained [3]. The ability of fault detection is improved,
but the anti-interference ability of this method is not good and the computational
complexity is high. In order to solve the above problems, an intelligent detection
algorithm of weak sensing signal based on artificial intelligence algorithm is proposed
in this paper. The weak sensing signal model is constructed, the spectrum decompo-
sition of the multi-carrier weak sensing signal is carried out, the weak sensing signal is
separated and processed adaptively, and the parameters such as the scale and delay of
the weak sensing signal are estimated adaptively. According to the spectrum offset
characteristics of weak sensing signal, high resolution spectral feature extraction is
carried out, and artificial intelligence algorithm is used for adaptive learning and
intelligent detection of weak sensing signal, and the intelligent detection of weak
sensing signal is realized. Finally, the simulation results show the superior performance
of this method in improving the fault detection ability of wireless sensor networks.

2 Analysis of Weak Sensing Signal Model and Characteristic
Parameters

2.1 Preliminary Knowledge of Model Construction of Weak Sensing
Signal

Before studying the phase characteristics of weak sensing signal, it is necessary to
construct the signal model of weak sensing signal and construct the model of signal
output source. Pattern recognition of weak sensing signal is carried out, combined with
sensing information processing method, the feature sampling of weak sensing signal is
carried out, and the following three characteristics of weak sensing signal are given [4].

(1) Length of weak sensing signal
Because the length of the weak sensing signal interferes with the amplitude of the
signal, the length of the signal can effectively feedback the fault category by taking the
length of the signal as the characteristic quantity. Firstly, the length fl, between the
optimal sampling points of the weak sensing signal nb is obtained. Then with the
parameter estimation results of fl, the weak sensing signal length l is obtained as:

fl ¼ xðmaxzxnbÞ � xðminzxnbÞ ð1Þ

l ¼ a � flþ b ð2Þ

Where, a, b represent the characteristic decomposition coefficient, for the given
broadband high resolution weak sensing signal xðnÞ and scale d, �Eðni; dÞ F is used to
represent the energy of the weak sensing signal, the maximum energy of the weak
sensing signal is expressed by max Eðni; dÞf g, and k is used as the correlation coeffi-
cient. Used to describe the signal to improve the resolution and sensitivity of weak
sensing signal [5].
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(2) Amplitude is the effective characteristic quantity of weak sensing signal, which
represents the maximum wave peak and wave valley difference of weak sensing signal:

zmax ¼ max
n2

y¼n1
max
m2

x¼m1
zxy
� �� min

m2

x¼m1
zxy
� �8<

:
9=
; ð3Þ

The depth of weak sensing signal directly affects the amplitude of the signal, which
is the characteristic of depth, and is related to the length and width of weak sensing
signal [6].

(3) Energy distribution characteristics of weak sensing signals:

E ¼
Xn2
x¼n1

Xm2

y¼m1

z2xy ð4Þ

After analyzing the three main feature quantities of weak sensing signal, the cor-
relation relationship of each feature quantity of weak sensing signal is analyzed and
compared [7]. Combined with association rule mining and spectrum feature extraction
method, the aggregation degree of weak sensing signal in each feature quantity is
obtained [8]. According to the estimation results of signal characteristic quantity E, the
3D size of weak sensing signal is comprehensively reflected, and the fault detection of
wireless sensor network is realized by combining artificial intelligence algorithm
method.

2.2 Analysis of Characteristic Parameters of Weak Sensing Signal

Let the broadband high resolution weak sensing signal be a set of stationary random
signals, which is represented by the power spectrum characteristic decomposition of the
signal by xðtÞ, the joint parameter estimation of time and frequency of xðtÞ, and the
acquisition of discrete signal xðnÞ. The short time Fourier transform is used to win-
dowed the signal, and the output window function is hðtÞ. The spectrum width of the
weak sensing signal is T ¼ ð2dþ 1ÞTs, Fs ¼ 1=Ts. Artificial intelligence algorithm is
used to decompose the spectrum of weak sensing signal:

XpðuÞ ¼ FpxðtÞ ¼ Fa½xðtÞ� ¼
Z þ1

�1
Kpðt; uÞxðtÞdt ð5Þ

Combined with the high-order statistic analysis method, the high-order cumulant
special decomposition of XpðuÞ can be expressed as follows:

XpðuÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1�j cot a

2p

q
ej

u2
2 cot a

R þ1
�1 xðtÞejt22 cot a�jtu csc adt

a 6¼ np
xðuÞ; a ¼ 2np
xð�uÞ; a ¼ ð2n� 1Þp

8>>><
>>>:

ð6Þ
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Adaptive blind separation is performed for weak sensing signal, and parameters
such as scale and delay of weak sensing signal are estimated by adaptive estimation of
parameters of weak sensing signal:

X1ðkÞ ¼ FFT x1ðkÞ; x1ðkþ 1Þ; . . .. . .; x1ðkþN � 1Þ½ �T ð7Þ

The wavelet detector is used to combine the time domain characteristic quantity and
the frequency domain feature quantity of the signal to estimate the joint parameters [9].
The estimation model of the characteristic parameters of the weak sensing signal is
obtained as shown in Fig. 1.

3 Optimization of Intelligent Detection Algorithm for Weak
Sensing Signal

On the basis of constructing the weak sensing signal model, the spectrum decompo-
sition of the multi-carrier weak sensing signal is carried out, and the weak sensing
signal is separated adaptively and blindly [10]. The order of the spectrum decompo-
sition of the weak sensing signal is order 2. The parameters a1ðtÞ and a2ðtÞ of the time-
frequency joint of the weak sensing signal are determined by the following formula:

a1ðtÞ ¼ �2mðtÞ cosðhðtÞÞ
a2ðtÞ ¼ m2ðtÞ

�
ð8Þ

According to the spectrum offset characteristics of the weak sensing signal, the high
resolution spectral feature extraction is carried out [11], and the sampling signal of the
m element of the signal acquisition array is obtained as follows:

sm tð Þ ¼ cos 2pf0 tþ sm hð Þ½ �f g ð9Þ

The left beam output of weak sensing signal windowing using narrow time domain
window is expressed as follows:

l tð Þ ¼
XM
m¼1

um

 !
cos 2pf0tð Þ �

XM
m�1

vm

 !
sinð2pf0tÞ ð10Þ

Fig. 1. Estimation model of characteristic parameters of weak sensing signal
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Where, the high resolution spectral feature extraction of weak sensing signal is as
follows:

um ¼ cos 2pf0sm hð Þ½ �; vm ¼ sin 2pf0sm hð Þ½ � ð11Þ

For weak sensing signals, artificial intelligence algorithm is used for adaptive
learning and intelligent detection of the extracted spectral features [12]. The modulation
pulse parameters of the two array outputs are obtained as follows:

l tð Þ ¼ Al cos 2pf0tþ alð Þ ð12Þ

According to the characteristic aggregation point of weak sensing signal, the time
frequency localization of weak sensing signal is carried out, and the output sample of
window function is recorded as follows:

xk ¼
XN=2�1

n¼0

2ðan cos 2pknN
� bn sin

2pkn
N

Þ k ¼ 0; 1; . . .N � 1 ð13Þ

Where, an represents the variable scale offset, from which the spectral peak of the
weak sensing signal is obtained as follows:

fEnvðsÞ ¼
ffiffi
2
p

q
e�s2=2; s� 0

0; y\0

(
ð14Þ

fpowerðpÞ ¼
1ffiffiffiffi
2p

p p�1=2e�p=2; p� 0
0; p\0

�
ð15Þ

Artificial intelligence algorithm is used, the minimum convergence error iteration of
spectral peak search for weak sensing signal is expressed as follows:

e nð Þ ¼ d nð Þ � ŵH nð Þ � x nð Þ
ŵ nþ 1ð Þ ¼ ŵ nð Þþ l � x nð Þ � e nð Þ ð16Þ

Combined with beamforming method to suppress sidelobe interference, if x ¼ 0,
the gain vector is updated:

l nð Þ ¼ xT nð ÞP n� 1ð Þx nð Þ

k nð Þ ¼ P n� 1ð Þx nð Þ
kþ l nð Þ

ð17Þ

According to the results of artificial intelligence algorithm, the output signal model
of weak sensing signal intelligent detection is obtained [13–15]. The structure model of
weak sensing signal intelligent detector is shown in Fig. 2.
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4 Simulation Experiment and Result Analysis

In order to test the performance of this method in the intelligent detection of weak
sensing signal, the simulation experiment is carried out. The experiment is based on
Matlab 7 simulation tool. The maximum frequency of signal acquisition is 5 Hz, and
the sampling sample length of weak sensing signal is 1024, the sample test set is 1000,
the training set is 200, and the iterative step number of artificial intelligence algorithm
is 2400. According to the above simulation parameters, the time domain waveform of
weak sensing signal xðtÞ is given as shown in Fig. 3.

High resolution spectral feature extraction and intelligent detection of the original
weak sensing signal are carried out, and the results of feature extraction are shown in
Fig. 4.

Fig. 2. Structure model of intelligent detector for weak sensing signal
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Fig. 3. Time domain waveform of weak sensing signal
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Analysis of Fig. 4 shows that the proposed method can detect the sensing signals of
different intensities and is free from external interference. The analysis Fig. 4 shows
that the method in this paper has good resolution ability and improves the detection
performance, and tests the accuracy of weak sensing signal detection by different
methods. The comparison results are shown in Fig. 5, the detection performance of this
method is high and the anti-interference is good.

The test performance is tested and the comparison results are shown in Table 1.
The analysis shows that the accurate probability of weak sensing signal detection by
this method is higher.
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Fig. 4. Results of high resolution spectral feature extraction of weak sensing signals

10 20 30 40 50 60 70 80 90 100
0.4

0.5

0.6

0.7

0.8

0.9

1

Iterative step number

Pd

Proposed method
Reference[4]
Reference[6]

Fig. 5. Comparison of detection performance
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5 Conclusions

In this paper, the detection method of weak sensing signal is studied, and the weak
sensing signal emitted by wireless sensor network is detected and estimated, so as to
realize the detection and recognition of weak sensing signal. An intelligent detection
algorithm for weak sensing signals based on artificial intelligence algorithm is pro-
posed. The weak sensing signal model is constructed, the spectrum decomposition of
the multi-carrier weak sensing signal is carried out, the weak sensing signal is separated
and processed adaptively, and the parameters such as the scale and delay of the weak
sensing signal are estimated adaptively. According to the spectrum offset characteristic
of weak sensing signal, the high resolution spectral feature is extracted, and the
extracted spectral feature is studied and detected intelligently by artificial intelligence
algorithm, and the spectral peak search of weak sensing signal is realized. Combined
with beamforming method, sidelobe interference suppression is realized and detection
performance is improved. It is found that the proposed method has high accuracy and
good anti-interference ability in weak sensing signal detection, and effectively
improves the signal detection ability.

References

1. Feng, W., Wang, Y., Lin, D., et al.: When mm wave communications meet network
densification: a scalable interference coordination perspective. IEEE J. Sel. Areas Commun.
35(7), 1459–1471 (2017)

2. Matilainen, M., Nordhausen, K., Oja, H.: New independent component analysis tools for
time series. Stat. Probab. Lett. 32(5), 80–87 (2017)

3. Hao, S.G., Zhang, L., Muhammad, G.: A union authentication protocol of cross-domain
based on bilinear pairing. J. Software 8(5), 1094–1100 (2013)

4. Zhang, G.H., Liu, W.L.: A compressed sensing based detection for star topology WSNs.
J. Taiyuan Univ. Technol. 49(3), 107–110 (2018)

5. Guangsheng, T.U., Xiaoyuan, Y.A.N.G., Tanping, Z.H.O.U.: Efficient identity-based multi-
identity fully homomorphic encryption scheme. J. Comput. Appl. 39(3), 750–755 (2019)

6. Li, X., Gao, W.M., Wang, Y., et al.: Study on partial discharge ultrasonic signal detection
method based on optical fiber sensing technology. J. Transduct. Technol. 30(11), 1619–1624
(2017)

7. Farnadi, G., Bach, S.H., Moens, M.F., et al.: Soft quantification in statistical relational
learning. Mach. Learn. 106(12), 1971–1991 (2017)

Table 1. Comparison of accurate probabilities of detection.

SNR/dB This paper method Reference [4] Reference [5]

−10 0.923 0.893 0.901
−5 0.989 0.923 0.923
0 1 0.943 0.936
5 1 0.956 0.945

10 1 0.9780 0.956

Research on Intelligent Detection Method of Weak Sensing Signal 97



8. Tu, B., Chuai, R., Xu, H.: Outlier detection based on k-mean distance outlier factor for gait
signal. Inf. Control 48(1), 16–21 (2019)

9. Wei, X.S., Luo, J.H., Wu, J.: Selective convolutional descriptor aggregation for fine-grained
image retrieval. IEEE Trans. Image Process. 26(6), 2868–2881 (2017)

10. Huang, X., You, R., Zhou, C.: Study on optical properties of equivalent film constructed of
metal nanoparticle arrays. J. Optoelectron. Laser 24(7), 1434–1438 (2013)

11. Zhou, S.B., Xu, W.X.: A novel clustering algorithm based on relative density and decision
graph. Control Dec. 33(11), 1921–1930 (2018)

12. He, H., Tan, Y.: Automatic pattern recognition of ECG signals using entropy-based adaptive
dimensionality reduction and clustering. Appl. Soft Comput. 55, 238–252 (2017)

13. Yuelong, Z.H.U., Xiaoxiao, Z.H.U., Jimin, W.A.N.G.: Time series motif discovery
algorithm based on subsequence full join and maximum clique. J. Comput. Appl. 39(2),
414–420 (2019)

14. He, W., Guo, C., Tian, Z.: Optimization method for multi-constellation precise point
positioning performance evaluation. Comput. Eng. 45(5), 88–92 (2019)

98 S. Jia and F. Yang



Research on Delay Control Method
of Ultra-Wideband Wireless Communication

Based on Artificial Intelligence

Shuang-cheng Jia(&) and Feng-ping Yang

Alibaba Network Technology Co., Ltd., Beijing, China
tomjia1980@126.com

Abstract. In order to improve the intelligence and real-time performance of
ultra-broadband wireless communication, it is necessary to control the time
delay of intelligent data transmission in ultra-broadband wireless communica-
tion. An intelligent data transmission time delay control algorithm for ultra-
broadband wireless communication based on artificial intelligence algorithm is
proposed. A wireless communication network transmission model based on
wireless sensor networking model is constructed, and the position and scale
parameters distributed in the process of wireless communication transmission
are measured by using different scales. It is found that the time delay control
problem is the best replica correlation matched filter detection problem, and the
communication delay control is realized to the maximum extent. The simulation
results show that the artificial intelligence of ultra-broadband wireless com-
munication delay control is good and the communication quality is high.

Keywords: Artificial intelligence � Ultra-broadband � Wireless
communication � Delay control

1 Introduction

With the development of ultra-broadband wireless communication technology, the use
of ultra-broadband wireless communication for data transmission has become the
development direction of communication in the future [1]. Broadband wireless com-
munication does not need the transmission medium of the channel. The transmission
performance of direct communication light realizes remote wireless communication, so
ultra-broadband wireless communication has the advantages of strong anti-interference
ability and good transmission fidelity, and is widely used in military communication
and civil communication and other fields. Ultra-broadband wireless communication has
a large bandwidth, which can realize 1 Gbps ultra-broadband data information trans-
mission [2]. In the process of using ultra-broadband wireless communication for remote
data transmission, it is easy to be affected by channel offset and multi-path effect,
resulting in communication error code and transmission distortion, so it is necessary to
carry out delay control processing of ultra-broadband wireless communication. It is of
great significance to improve the anti-interference ability of ultra-broadband wireless
communication and improve the resolution of signal transmission. The study of time
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delay control technology of ultra-broadband wireless communication system is of great
significance in improving the quality of ultra-broadband wireless communication
system [3].

The time delay control of ultra-broadband wireless communication system is based
on channel equalization and anti-interference processing. At present, random code
spread spectrum technology and Porter interval equalization technology are used for
time delay control technology of ultra-broadband wireless communication system.
When the transmission channel of ultra-broadband wireless communication channel is
affected by inter-symbol interference and the multi-path effect of media in optical
transmission channel, the performance of time delay control is not good, which leads to
the increase of output bit error rate and easy to cause channel imbalance. In reference
[4], the time delay control technology of ultra-broadband wireless communication
system based on frequency shift keying anti-interference technology is proposed. The
time reversal mirror technology is selected to suppress the channel intersymbol inter-
ference and compensate the distortion of the signal by the medium. The frequency shift
keying technology is used to process the high amplifier and mixing of spread spectrum
signals to realize the time delay control of ultra-broadband wireless communication
system. This method has certain anti-interference performance, but with the increase of
channel multi-path effect. In order to solve the above problems, an intelligent data
transmission time delay control algorithm for ultra-broadband wireless communication
based on artificial intelligence algorithm is proposed in this paper. A wireless com-
munication network transmission model based on wireless sensor networking model is
constructed, and the position and scale parameters distributed in the process of wireless
communication transmission are measured by using different scales. It is found that the
time delay control problem is the best replica correlation matched filter detection
problem, and the communication delay control is realized to the maximum extent.
Finally, the simulation results show the superior performance of this method in
improving the delay control ability of ultra-broadband wireless communication.

2 Intelligent Data Transmission Acquisition and Detection
Model for Ultra-Wideband Wireless Communication

2.1 Construction of Communication Signal Model

The intelligent data transmission stream of ultra-broadband wireless communication is
formed in the host computer of wireless communication transmission, and is annihi-
lated by the normal network traffic sequence in the process of transmission and wireless
communication transmission. In this paper, a wireless communication network trans-
mission model based on wireless sensor networking model is constructed [5], and the
schematic diagram of ultra-broadband wireless communication transmission model in
multi-clustering state is shown in Fig. 1.

In the ultra-broadband wireless communication transmission mode, the wireless
communication transmission signal is sent out by several signal pulse of the network
user and the terminal device, and the hacker carries on the wireless communication
transmission to the computer, or other illegal calls [6]. When the hacker computer
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wireless communication transmission, the hacker will cut into the user’s computer.
Assuming that the number of network terminal devices in the multi-cluster state is m,
the data are tested on the H terminals, and the amplitude of the wireless communication
transmission signal is A, and the amplitude adjustment coefficient of the input signal is
expressed as follows:

~sðtÞ ¼ ffiffiffiffiffi
Et

p Z þ1

�1
~f ðt � kÞ~bRðkÞdkþ nðtÞ ð1Þ

When the data structure is established, the ternary prime points, lines and surfaces
are used as the elements to realize the segmented processing of high frequency and low
frequency features. The variance and mean value of correlation noise distribution
pðekjvkÞ are as follows:

H0 : ~xðtÞ ¼ ~wðtÞ
H1 : ~xðtÞ ¼

ffiffiffiffiffi
Et

p R þ1
�1 ~f ðt � kÞ~bRðkÞdkþ ~wðtÞ �1� t� þ1

�
ð2Þ

Therefore, the network communication diagram GðV ; rÞ, of ultra-broadband
wireless communication intelligent data transmission is constructed, that is, the short
distance link is considered for data transmission. In GðV ; rÞ, if there is an edge between
the two nodes, the whole network is divided into several square areas with equal side
lengths. According to the data mining method, the data of the design structure is
excavated to extract more obvious features. This strengthens the ability of data
analysis [7].

2.2 Feature Detection Algorithm for Intelligent Data Transmission

Based on the design of the above model of intelligent data transmission for ultra-
wideband wireless communication, in order to ensure the security of the network, it is
necessary to detect the data and design the characteristic detection algorithm of
intelligent data transmission [8]. On the 2D plane of the time scale, a wavelet scale
decomposition model is used to represent the correlation dimension characteristic
components of the signal to be detected:

~sðtÞ ¼ ffiffiffiffiffi
Et

p Z þ1

�1
~f ðt � kÞ~bRðkÞdk ð3Þ

1x 3x2x

mx

1S 2S 3S 4S 5S 6S 7S 8S 9S

Fig. 1. Schematic diagram of Ultra-Wideband Wireless communication transmission
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sðtÞ ¼
ffiffiffi
2

p
Re

ffiffiffiffiffi
Et

p
~sðtÞejxct

� � ð4Þ

In the above formula, ~wðtÞ is a statistically independent zero-mean complex white
Gaussian process. ~vk ¼ vk � dþ 1 represents the wireless communication transmission
signal in a single clustering mode. When the ultra-broadband wireless communication
transmission signal is a weak signal, it is a normal threshold in the potential well of the
random field. The position and scale parameters of t distribution are obtained as
follows:

l ¼ 1
N0

Zþ1

�1

Zþ1

�1
~xðtÞ~hðt; uÞ~xðuÞdudt; ~Rk ¼ 1þV11;k

ðvk � dþ 1ÞV11;k
Kk ð5Þ

The optimal detector for detecting the time delay control problem is the replica
correlation integral detector, and the camouflage signal is converted into sine wave.
The detector is designed as shown in Fig. 2.

Based on the above analysis, the design of the feature detection algorithm for
intelligent data transmission is obtained. because the time domain diffusion distortion
of the channel is taken into account, it is more robust than the general replica corre-
lation detector [9].

3 Improved Implementation of Algorithm

3.1 Communication Channel Equalization Processing

On the basis of the above signal model and detection model, the intelligent data
transmission time delay control and wireless communication transmission time delay in

+ -
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Adaptive control 

algorithm

Fig. 2. Schematic diagram of replica correlation integral detector
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ultra-broadband wireless communication are carried out, which provides the time
difference for the accurate detection of intelligent data transmission. According to the
link balance of ultra-broadband wireless communication system, the multi-path inter-
ference suppression is carried out, the tap filter is designed to filter the interference, and
the channel transmission model of the communication system is constructed [10]. After
the output of the signal is modified by the equalizer, the sampling decision equalizer is
used to compensate the channel deflection randomly. The channel equalization model
is obtained as shown in Fig. 3.

Assuming that the power spectrum of the two pieces of data x1(t) and x2(t) is s1(x)
and s2(x), the resulting time delay control delay is:

dIðs1; s2Þ ¼ ln
Z þ p

�p

1
2p

s1ðxÞ=r21
s2ðxÞ=r22

dx

� �
ð6Þ

According to the above description, the transmission signal data of ultra-broadband
wireless communication in multi-clustering state is self-correlated with siðkÞ, but it is
integrated with each other, but as for the position of fusion form, it needs to be realized
by an effective signal detection model. Before that, it is necessary to design a single-
mode time delay control algorithm for ultra-broadband wireless communication
transmission. In this paper, the signal separation method is adopted, and the self-phase
components of each independent variable can be characterized by the limit separation
characteristic of non-Gaussian function. The output of the time delay control system for
ultra-broadband wireless communication transmission is obtained as follows:

x1ðtÞ ¼ �
Xp1
k¼1

a1kx1ðt � kÞþWe1ðtÞ ð7Þ

T/2 T/2 T/2 T T
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Fig. 3. Channel equalization control model
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In this formula, W matrix is n� m-dimensional separation matrix, x1(t) and x2(t)
can be described by AR model, the source data and wireless communication trans-
mission data are demultiplexed and separated, which provides the premise for the
realization of single-mode time delay control.

Based on the idea of independent self-phase component analysis, a joint function is
designed, which is considered by the joint distribution of time and frequency. That is,
the signal is divided into some parts for analysis and investigation, rather than the
global analysis and judgment, and the Fourier transformation is carried out for two
scalar time series y1 and y2. By using independent self-phase component analysis, the
transmission signal detection characteristics of wireless communication network are
represented as the complete localization information of wireless communication
transmission signal, that is:

xðtÞ ¼ ej2pvxðtÞt ð8Þ

vxðtÞ ¼ v0 þ 2bt ð9Þ

Wxðt; vÞ ¼ dðv� ðv0 þ btÞÞ ð10Þ

Based on the construction of the above model, the balanced configuration of ultra-
broadband wireless communication is realized, and on this basis, the time delay control
of ultra-broadband wireless communication is carried out.

3.2 Time Delay Control Optimization

Suppose that in an ultra-broadband wireless communication channel, f ðeðiÞÞ represents
the carrier frequency of the transmission chain roadside e on channel i, kðeÞ represents
the set of edge e, and K represents the link set of the output of ultra-broadband wireless
communication. Cðe; iÞ represents the information energy of the ultra-broadband
wireless communication at a lower frequency, where f ðeðiÞÞ�Cðe; iÞ, the impulse
response of the ultra-broadband wireless communication channel is obtained as:

Intðe; iÞ ¼ f ðeðiÞÞ
Cðe; iÞ þ

X
e�kðeÞ

f ðe0 ðiÞÞ
Cðe0 ; iÞ ð11Þ

When there is multi-path interference on the edge set e of the transmission channel,
the phase offset of the transmission path is deterministic, and the output link sum F of
the ultra-broadband wireless communication channel is constant, from which the
interference estimation model of the communication signal is obtained as:

min
P

1� i�K

P
e�kðeÞ

f ðeðiÞÞ
Cðe;iÞ

0� f ðe; iÞ�Cðe; iÞ
F ¼ constP
1� i�K;e�kðeÞ

f ðeðiÞÞ
Cðe;iÞ þ

P
e�kðeÞ

f ðe0 ðiÞÞ
Cðe0 ;iÞ � kðvÞ

8>>>>><
>>>>>:

ð12Þ
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The complex model is used to accurately simulate the pulse response of UWB
wireless communication channel. hi tð Þ is used to represent the phase offset of each path
in UWB wireless communication system. According to the phase deflection charac-
teristic hi tð Þ and symbol rate fs, The channel transmission model of ultra-broadband
wireless communication is represented by h tð Þ ¼ P

i
ai tð Þejhi tð Þd t � iTSð Þ. According to

the above analysis, the time delay control of intelligent data transmission in ultra-
broadband wireless communication is realized.

4 Simulation Experiment and Result Analysis

In order to test the performance of the proposed algorithm, simulation experiments are
carried out. The sampling signals are sampled at symbol 1/3 and 2/3, and the sample
data of ultra-broadband wireless communication transmission signal are extracted. The
signal setting period is 1.25 s, the intensity is 1024 Mbps, continuous wireless com-
munication transmission time is 1024 ms, and the number of network information
samples used for ultra-broadband wireless communication transmission time delay
control is 1024, and the number of web visits is 10332. The types of ultra-broadband
wireless communication transmission can be divided into the following categories:
scanning and detecting (Probe), denial of service wireless communication transmission
(DoS), illegal access (U2R) and unauthorized remote access (R2L). The distribution of
four kinds of wireless communication transmission samples is calculated respectively,
as shown in Table 1.

According to the above simulation environment and data acquisition results, the
time delay control simulation of ultra-broadband wireless communication intelligent
data transmission is carried out, and the time delay control detection statistics of
different wireless communication transmission data segments are obtained as shown in
Fig. 4.

Table 1. Model parameter design.

Channel model Modulation parameter Multi-path delay parameter (Ts)

Model 1 (1, 0.24, −0.43, 0.15, −0.16) (0, 0.23, 0.43, 0.32, 0.43)
Model 2 (1, 0.53, −0.4, 0.13, −0.14) (0, 1.45, 2.45, 3.34, 4.21)
Model 3 (1, 0.54, −0.5, 0.17, −0.13) (0, 1.45, 2.03, 3.45, 4.20)
Model 4 (1, 0.35, −0.7, 0.16, −0.126) (0, 0.43, 1.34, 2.56, 3.35)
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It can be seen from the diagram that the proposed algorithm has good control
performance of intelligent data transmission time delay, which provides a time capacity
for the detection of wireless communication transmission data. Further intelligent data
transmission detection experiment is carried out, and the time delay distribution is
shown in Fig. 5.

In order to compare the performance of the algorithm, the detection probability of
ultra-broadband wireless communication transmission signal is compared and analyzed
by using 20000 Monte Carlo implementation. Based on this algorithm and the tradi-
tional method, the detection probability of ultra-broadband wireless communication
transmission signal is compared and analyzed. The simulation results are shown in
Fig. 6. As can be seen from the figure, the accurate detection probability of ultra-
broadband wireless communication transmission characteristic signal is higher than
that of the traditional scheme by using this algorithm, which shows the superior per-
formance and high application value of this algorithm.
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5 Conclusions

In this paper, an intelligent data transmission time delay control algorithm for ultra-
broadband wireless communication based on artificial intelligence algorithm is pro-
posed. A wireless communication network transmission model based on wireless
sensor networking model is constructed, and the position and scale parameters dis-
tributed in the process of wireless communication transmission are measured by using
different scales. It is found that the time delay control problem is the best replica
correlation matched filter detection problem, and the communication delay control is
realized to the maximum extent. The simulation results show that the artificial intel-
ligence of ultra-broadband wireless communication delay control is good and the
communication quality is high.
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Abstract. In order to improve the monitoring ability of uncertain large data
stream, an uncertain large data flow monitoring algorithm based on artificial
intelligence is proposed. The collected uncertain big data flow is constructed by
low dimensional feature set, and the rough set model of uncertain large data
stream distribution is constructed. The fuzzy C-means clustering method is used
to analyze the uncertain big data flow by fusion clustering and adaptive grid
partition analysis. All the abnormal samples of large data stream are sampled
and trained, and the feature quantities of association rules of uncertain large data
stream are extracted. Combined with artificial intelligence method, the moni-
toring of uncertain large data stream is realized. The simulation results show that
the method has high accuracy and good ability to resist abnormal traffic inter-
ference, and the traffic security monitoring ability of the network is improved.

Keywords: Artificial intelligence � Uncertain large data stream � Anomaly
monitoring � Clustering

1 Introduction

With the development of wireless sensor network communication technology, hetero-
geneous directed sensor network communication technology is used to design wireless
network to improve the wireless transmission ability of data. In the process of data
transmission in heterogeneous directed sensor network, higher requirements are put
forward for the stability of network traffic transmission [1]. The heterogeneous directed
sensor network communication is affected by the interference of the transmission
channel and the disturbance of inter-symbol characteristics in the data transmission,
which leads to the abnormal output of the network, so it is necessary to accurately
monitor the uncertain big data flow. Improve network secure transmission capacity. It
has great significance to study the abnormal traffic monitoring algorithm in order to
improve the security and stability of the network [2].

Combined with the category of uncertain large data stream, fuzzy clustering method
is used for traffic anomaly monitoring, and the monitoring of uncertain large data
stream of heterogeneous directed sensor is realized by data mining and feature
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extraction. The association rule feature of uncertain large data stream is extracted and
filtered by anti-interference algorithm [3]. In this paper, an uncertain large data stream
monitoring algorithm based on artificial intelligence is proposed. The fuzzy C-means
clustering method is used to analyze the uncertain big data flow by fusion clustering
and adaptive grid partition analysis. The feature extraction results of uncertain large
data streams are inputted into BP neural network classifiers for data classification.
Combined with big data fusion clustering method to realize uncertain big data flow
monitoring, finally, the simulation experiment is carried out, which shows the superior
performance of this method in improving the ability of network abnormal traffic
monitoring [4].

2 Distributed Database and Feature Set Construction
of Uncertain Large Data Flow

2.1 Construction of Uncertain Large Data Stream Distributed Database

To realize the monitoring of uncertain large data stream, the distributed large database
model of heterogeneous directed sensor networks is constructed by using fuzzy rough
clustering class method, and the nearest neighbor priority distributed information
mining method is used to mine the uncertain large data stream. The adaptive associ-
ation rule scheduling method is used for feature monitoring and information filtering of
uncertain large data stream, and the distributed large database model of abnormal traffic
in sensor network is constructed by combining correlation monitoring method [5]. The
data set is vector processed, and the frequent itemsets of uncertain large data streams
are calculated under the mode of uncertain frequent itemsets. The fusion analysis
method of expected frequent term (EFI) and probabilistic frequent term (PFI) is
adopted. The scheduling set function of uncertain large data stream is obtained as
follows:

Ri
dðtþ 1Þ ¼ minfRs;maxf0;Ri

dðtÞþ bðni � jNiðtÞjÞgg ð1Þ

NiðtÞ ¼ fj : jjxjðtÞ � xiðtÞjj\Ri
d ; liðtÞg ð2Þ

Wherein, xj tð Þ represents the average information entropy in the uncertain large
data stream distribution data set D, describes the sample subset in the I clustering
center, and lj tð Þ represents the sample set learned by the j generation in the process of
uncertain large data flow monitoring. The output label attributes of uncertain large data
streams in the i clustering center are calculated. The statistical characteristic quantity of
uncertain large data stream is analyzed by split information monitoring method, and the
clustering center Fðxi;AjðLÞÞ, i ¼ 1; 2; . . .;m, j ¼ 1; 2; . . .; k, which initializes the
classification of uncertain large data stream monitoring data, is used to extract the
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monitoring spectrum feature of uncertain large data stream [6]. The statistical char-
acteristics of uncertain large data flow monitoring are obtained as follows:

ci ¼
1
w

Pw�1

l¼0
xiðk � lÞ � li½ �3

1
w

Pw�1

l¼0
xiðk � lÞ � li½ �2

� �3
2

ð3Þ

ji ¼
1
w

Pw�1

l¼0
xiðk � lÞ � li½ �4

1
w

Pw�1

l¼0
xiðk � lÞ � li½ �2

� �2 ð4Þ

The k uncertain large data stream monitoring impulse response function
½d1; d2; � � � ; dN � becomes dk by extracting the association rule information of uncertain
large data stream dikðtÞ:

dikðtÞ ¼ GðV ¼ k Ui;j HðtÞÞ ð5Þ

The method comprises the following steps of: carrying out fusion processing on the
acquired original uncertain large data stream information, and performing beam inte-
gration processing; and the sensing information fusion model of the uncertain large
data stream is expressed as follows:

xmðtÞ ¼
XI

i¼1

siðtÞejumi þ nmðtÞ; � pþ 1�m� p ð6Þ

The collected uncertain big data flow is constructed with low dimensional feature
set, and the rough set model of uncertain large data stream distribution is constructed to
improve the abnormal monitoring ability of traffic flow [7].

2.2 Sensing Information Fusion for Uncertain Large Data Flow
Monitoring

The adaptive regression analysis method is used to extract the statistical features of the
uncertain big data flow feature set. The number of uncertain large data stream acqui-
sition nodes is N ¼ n� ðm� 1Þs. The three-dimensional spectrum ri and power
spectral density ki of uncertain large data stream monitoring are calculated. The Lan-
gevin equation is used to describe the uncertain large data flow monitoring model as
follows:

dx
dt

¼ ax� bx2 þ sðtÞþCðtÞ ð7Þ
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The discrete sampling and sensing information fusion tracking and recognition of
the traffic sequence are carried out [8], and the abnormal statistical characteristic
quantity model is obtained as follows:

f xð Þ ¼ sgn z
Xl1
i¼1

aþ
i yiKðxi; xÞþ

Xl2
i¼1

a�i yiK xi; xð Þþ b

( )
ð8Þ

Combined with the method of scalar sequence analysis, the storage sample database
model of uncertain large data stream is obtained as follows:

AVGX ¼ 1
m� n

Xn
x¼1

Xm
y¼1

GXðx; yÞj j ð9Þ

Wherein m and n are the class number and the sampling node of the sampling
sample of the uncertain large data stream, and the m, n are the classification element of
the uncertain large data stream, and the frequency spectrum bandwidth of the uncertain
large data stream is obtained by using the mining method of the frequent item set to
obtain the frequency spectrum bandwidth of the uncertain large data stream:

sgnðz2RðkÞ � RMDMMA RÞ ¼ sgnðz2RðkÞ � ê2RðkÞÞ ð10Þ

sgnðz2I ðkÞ � RMDMMA IÞ ¼ sgnðz2I ðkÞ � ê2I ðkÞÞ ð11Þ

Wherein, ê2RðkÞ represents the observation sequence monitored by uncertain large
data stream, z2RðkÞ is the SNR of the original training set, z2I ðkÞ is the impulse response
function of fuzzy clustering, and ê2I ðkÞ is the output error of the data subset. According
to the above analysis, the sensing information fusion processing of network uncertainty
data flow monitoring is carried out by using association rule mining method [6].

3 Optimization of Uncertain Large Data Flow Monitoring
Algorithm

3.1 Feature Extraction of Uncertain Large Data Flow

Based on the rough set model of uncertain large data flow distribution, the optimal
design of network uncertain large data flow monitoring is carried out. in this paper, an
uncertain large data flow monitoring algorithm based on artificial intelligence is pro-
posed. Taking a small number of sample category data as the test set, the fuzzy
C-means clustering method is used to analyze the uncertain big data flow by fusion
clustering and adaptive grid partition analysis [7]. In the fuzzy C-means clustering
center, If the expected support degree of data element t in heterogeneous directed
sensor networks is greater than the threshold h, the attribute element monitored by
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uncertain large data stream is said to be a frequent term. The classification attribute
elements of all uncertain large data streams satisfy the following constraints:

esuptðDÞ[ h ð12Þ

The association characteristics of uncertain large data streams is described as:
FP Xij ;Pij ; ðsupk1ðDÞ; � � � ; supkf ðDÞÞ; ðTk1; � � � TkjÞ

� �
, where Xij is the nth data element

that appears in the first time of the uncertain large data stream arriving at the window at Tij
time, and Pij is the optimal probability of output optimization training. ðsupk1ðDÞ; � � � ;
supkf ðDÞÞ is a low dimensional feature set of uncertain large data streams. The correlation
beamforming method is used to monitor the uncertain large data stream of the network,
and the iterative formula of machine learning is obtained as follows:

xiO ¼ xiS þKdmax
i ðxiL � xiSÞ ð13Þ

Wherein, K ¼ 1= xiL � xiS
�� ��, the feature extraction results of uncertain large data

streams is input into BP neural network classifiers for data classification [9], and for the
calculation of suptðDÞ. The dynamic programming of uncertain large data flow mon-
itoring is carried out by using big data’s classified global search method [, and its
calculation formula is as follows:

Pt
i;j ¼

Pt
i�1;j�1 � pi þPt

i�1;j � ð1� piÞ ; vi ¼ t
Pt
i�1;j ; vi 6¼ t

�
ð14Þ

Wherein, pi is the probability that the distribution elements of association rules
appear in the abnormal decision region i, and K is the probability of the fuzzy clus-
tering region Pt

i;j of the t tuples in the former S heterogeneous nodes. Sampling training
of all abnormal samples of large data stream, extracting the feature quantity of asso-
ciation rules of uncertain large data stream, and the iterative formula of feature
extraction is expressed as follows:

ridðkþ 1Þ ¼ minfrS;maxf0; ridðkÞþ bðni � NiðkÞj jÞgg ð15Þ

Herein, b represents the association rule feature of uncertain large data stream, and
if the exception category element t satisfies the finite scheduling mode, it is called
probabilistic frequent term. X

x2PW ;CtðxÞ�minsup

P x½ �[ d ð16Þ

Wherein, d is an association rule set, which realizes feature extraction of uncertain
large data streams [10].
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3.2 Uncertain Large Data Flow Monitoring

The decision function of uncertain large data flow monitoring is obtained by using gray
scale quantitative feature analysis method:

UðxÞ ¼ � 1
2
ax2 þ 1

4
bx4 ð17Þ

In the above formula, the system parameters take the a ¼ 1, b ¼ 1, and the col-
lected original heterogeneous is subjected to fusion processing to the abnormal intru-
sion large data information of the sensor network, and the statistical information
analysis model of the uncertain large data flow monitoring is constructed, In this paper,
the fuzzy cluster analysis model for uncertain large data flow monitoring is described
by using the method of information fusion, and the fuzzy cluster analysis model is
described as follows:

xk ¼ vk
ek

� �
¼ xk � f ðxk�1Þ

yk � hðxkÞ
� �

ð18Þ

The ARMA model is used to represent the principal component characteristics of
uncertain large data streams, which are described as follows:

xn ¼ a0 þ
XMAR

i¼1

aixn�i þ
XMMA

j¼0

bjgn�j ð19Þ

The feature quantity of association rules of uncertain large data stream is extracted,
and the feature extraction results of uncertain large data stream are input into BP neural
network classifier for data classification, which is analyzed comprehensively to realize
the monitoring of uncertain large data stream. The monitoring steps are as follows:

Step 1. Learning coefficient of BP Neural Network for initializing uncertain large
data flow monitoring SWF ¼ null;D ¼ null;Pij ¼ 0; supkiðxÞ ¼ 0;
Step 2. for Xij , a fuzzy clustering center point is randomly found, and the center
points of all clusters monitored by uncertain large data streams are obtained.
Step 3. The statistical credential probability of abnormal network traffic monitoring
is calculated according to clustering cross: Pij ;
Step 4. If (current window is not full), fuzzy clustering method is used to recon-
struct abnormal features;
Step 5. Update the current window to reorganize the samples of uncertain large data
streams, and calculate the probability distribution value of abnormal categories.
supkiðxÞ;
Step 6. The fuzzy sample set of uncertain large data stream is calculated, and the
statistical characteristic quantity is obtained by combining the cumulative proba-

bility distribution method: Q ¼ PnumtðDÞ

i¼minsup
suptðDÞ;
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Step 7. if Q� d
Step 8. Adding uncertain large data flow samples of BP Learning to rough sets D;
Step 9. else
Step 10. Return frequent itemsets for uncertain large data streams D.

According to the above steps, the improved design of uncertain large data flow
monitoring algorithm is realized.

4 Analysis of Simulation Experiment

In order to test the application performance of this method in the implementation of
uncertain large data flow monitoring, the simulation experiment is carried out. The
experiment is designed by Matlab 7 and C. The number of traffic sampling nodes in
heterogeneous directed sensor networks is 200, the number of backbone nodes is 20,
the number of Sink nodes is 12, and the interval between sampling points in the
experiment is 5 min, uncertain large data stream injection mode is DDOS attack mode.
The duration of the attack is 20 min, and the traffic anomaly features are extracted from
6 sampling points. The maximum number of iterations is 500, and the network traffic
collection results are obtained from 2 to 20. The results are shown in Fig. 1.

The uncertainty big data flow collected in Fig. 1 is taken as the test sample to
monitor the uncertain big data flow, and the monitoring output is shown in Fig. 2.
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Fig. 1. Big data flow collection
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Figure 2 shows that the method can accurately locate the distributed frequency
domain points of uncertain large data streams, and the uncertain large data streams are
monitored at t = 1.04 s and t = 1.43 s, respectively. The accuracy of monitoring is
good. In order to test the anti-interference and monitoring effectiveness of this method,
the accuracy of monitoring uncertain large data stream is tested under different inter-
ference intensities. The results are shown in Table 1. With the increase of interference
SNR, the accuracy of monitoring uncertain large data streams is increasing. When the
interference intensity is 6 dB, this method can realize the integrity monitoring of
uncertain large data streams. However, the accuracy of traditional methods for moni-
toring uncertain large data streams is lower than that of traditional methods.

5 Conclusions

In this paper, an uncertain large data flow monitoring algorithm based on artificial
intelligence is proposed. The collected uncertain big data flow is constructed by low
dimensional feature set, and the rough set model of uncertain large data stream dis-
tribution is constructed. The fuzzy C-means clustering method is used to analyze the
uncertain big data flow by fusion clustering and adaptive grid partition analysis. All the
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Fig. 2. Uncertain large data stream monitoring output

Table 1. Comparison of the accuracy of different methods for monitoring large data streams (%)

Interference intensity/dB Proposed method Reference [4] Reference [5]

0 95.8 89.7 78.9
4 99.9 91.2 81.1
6 1 93.4 85.6
8 1 95.6 88.7
10 1 1 89.0
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abnormal samples of large data stream are sampled and trained, and the feature
quantities of association rules of uncertain large data stream are extracted. Combined
with artificial intelligence method, the monitoring of uncertain large data stream is
realized. The simulation results show that the method has high accuracy and good
ability to resist abnormal traffic interference, and the traffic security monitoring ability
of the network is improved. In the future, further research will be carried out on the
real-time monitoring.
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Abstract. Parallel mining of image data is based on the extraction of internal
rules and detail features of image. Combined with image edge detection to
realize parallel mining of image data, a parallel mining algorithm of image data
based on AI is proposed. Firstly, the multidimensional parallel eigenvalues of
image data are extracted by the gray feature extraction algorithm of massive
images, and then the template matching and information fusion of massive
image data are carried out by using Map/Reduce model. According to the
matching results, the parallel mining results of image data are obtained. Finally,
the simulation experiment of image data parallel mining is realized by using
Matlab software. The results show that compared with other image data parallel
mining algorithms, this algorithm reduces the parallel mining time of image data
and improves the speed of image data parallel mining, especially for large-scale
image data parallel mining.

Keywords: AI � Massive image data � Parallel mining � Template matching

1 Introduction

The mining and processing of large-scale images is the basis of image recognition.
With the development of digital image information processing technology, higher
requirements are put forward for the accuracy of image mining. It can effectively
realize image target recognition, mechanical fault diagnosis, condition monitoring and
pattern recognition. The research of image data parallel mining technology will show
good application value in the fields of industrial production and military strike. The
research of parallel mining algorithms for related image data has been paid more and
more attention [1].

Image data parallel mining is based on the internal rules and detail feature
extraction of the image. Combined with image edge detection, image noise reduction,
image enhancement and image segmentation algorithm, the regular feature extraction
of the image is realized [2]. By extracting the feature information which can reflect the
attributes of the target image, the parallel mining of image data is realized by com-
bining the excavator. Traditionally, the parallel mining method of image data is mainly
based on a single board computer, such as support vector machine algorithm, BP neural
network algorithm and so on [3]. In reference [4], a method of radar imaging feature
extraction and image data parallel mining based on edge feature fusion is proposed to
realize the mining and recognition of aerial target images, and the mining accuracy of
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aircraft and other target images is good. However, with the increase of interference
intensity, the accuracy of mining is limited, and the computational cost of the algorithm
is large. In reference [5], a parallel image data mining and recognition algorithm based
on autocorrelation matching detection is proposed and applied to mechanical fault
detection. By extracting CT scanned image under mechanical fault state and mining by
BP neural network, To realize the recognition of image fault attribute mining and
improve the performance of fault diagnosis, but the algorithm adopts a single board
computer image data parallel mining method, which cannot integrate and mine a large
number of large-scale images. The efficiency of image batch processing is not good, the
efficiency is low, and the application value is not good.

Artificial Intelligence (AI) is a new technical science that studies and develops the
theory, method, technology and application system used to simulate, extend and extend
human Intelligence. It is widely used in the field of computer vision and image pro-
cessing. As a result, to solve the above problems, this paper designs an artificial
intelligence-based parallel mining algorithm for image data, with the following ideas:
firstly, the multi-dimensional parallel characteristic value of the image data is extracted,
the mass image data is matched and the information fusion is carried out on the mass
image data by adopting a Map/Reduce model, the parallel mining result of the image
data is obtained according to the matching result, and finally, the simulation experiment
of the parallel mining of the image data is realized by using the Matlab software, The
effectiveness of this method is proved by the experimental results, and the effectiveness
conclusion is shown, and the superiority of the image data parallel mining algorithm
designed in this paper in the realization of image cloud computing is shown.

2 Image Pre-processing and Feature Extraction

2.1 Collection and Noise Reduction Preprocessing of Massive Image Data

In order to realize that parallel mining and processing of large-scale mass image data,
the property of the mass image data is judged, the acquisition and noise reduction pre-
processing of the mass image data is required, and the data information input is
provided for the mass image data parallel mining model [6]. According to the scale
invariance of the mass image data, the feature detection and acquisition of mass image
data are carried out by four different methods such as transverse scanning, longitudinal
scanning and oblique scanning and block scanning, and the input mass image data is
assumed to be f ðx; yÞ, the mass image data acquisition process is interfered by the
additive noise term gðx; yÞ, and the acquired pixel value of the mass image data is
obtained according to the change characteristics of the density and the noise intensity of
the imaging in the mass image data acquisition process:

gðx; yÞ ¼ hðx; yÞ � f ðx; yÞþ gðx; yÞ ð1Þ

Feature acquisition and scanning process can enlarge the scale of image data
acquisition. The process of grid computing for image data is as follows: cloud
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computing batch processing technology is adopted to obtain large-scale image data,
and the pixel sequence output after cloud computing processing is shown as follows:

gðx; yÞ ¼ f ðx; yÞþ gðx; yÞ ð2Þ

On the basis of the above massive image data acquisition, it is found that the
massive image data acquisition process is interfered by the jitter of the acquisition
equipment and the disturbance error of the medium, resulting in noise. The attribute
characteristics of massive image data are not obvious [7]. In order to improve the
accuracy of mining, it is necessary to reduce the noise of massive image data, and
extract the statistical features of the massive image data from the output of denoising
processing through cloud computing. In order to improve the efficiency of parallel
mining of massive image data, it is necessary to construct batch processing model of
massive image data. Finally, an excavator is constructed in Map/Reduce model to
realize accurate mining of massive image data. According to the above analysis, the
block diagram of the parallel mining algorithm for massive image data designed in this
paper is shown in Fig. 1.

According to the overall design idea and the flow of the algorithm, combined with
the acquisition result of the mass image data, the noise reduction pre-processing of the
mass image data is first carried out, the wavelet noise reduction algorithm is designed
to perform the noise reduction of the mass image data, firstly, the edge information
distortion amplitude after being subjected to noise interference of the mass image data
to be excavated is given as follows:

f̂ ðx; yÞ ¼ bFðx; yÞþ ð1� bÞml ð3Þ

Wherein, Fðx; yÞ is the envelope error of white balance distortion of massive image
data to be excavated. The pixel value of noisy massive image data at ðx; yÞ point is b,
ml is the embedding dimension of massive image data denoising along the gradient
direction, and the parent wavelet basis function is constructed as:

F ¼ ~pðx; yÞ ¼ pðx; yÞ vðxÞ
vðyÞ

� �1=2

ð4Þ
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be mined

Noise reduction 
output image
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Fig. 1. Implementation flow of parallel mining algorithm for massive image data
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Wherein

pðx; yÞ ¼ kðx; yÞ
vðxÞ ; vðxÞ ¼

X
y
kðx; yÞ ð5Þ

The above represents the color difference and gradient pixel difference of the
massive image data, combined with the dark primary color feature information of the
massive image data, the noise in the massive image data is adaptively filtered, and the
filtering function is described as follows:

f̂ ðx; yÞ ¼
gðx; yÞ � 1; if gðx; yÞ � f̂Leeðx; yÞ� t
gðx; yÞþ 1; if gðx; yÞ � f̂Leeðx; yÞ\t
gðx; yÞ; else

8<
: ð6Þ

Wherein, f̂Leeðx; yÞ represents the estimation function of continuous wavelet time
scale decomposition, and the adaptive focusing of noise points of massive image data is
realized by wavelet scale decomposition and adaptive local noise filtering [8]. The
focused noise is erased adaptively by autocorrelation detector, and the filtered massive
image data is obtained as follows:

gðx; yÞ ¼ f ðx; yÞþ gmðx; yÞ ð7Þ

The Markov chain model of massive image data is constructed, and the output of
principal component gray histogram after denoising of massive image data is obtained
as follows:

pðgmðx; yÞÞ ¼
r
4 ; gmðx; yÞ ¼ �1
1� r

2 ; gmðx; yÞ ¼ 0
r
4 ; gmðx; yÞ ¼ 1

8<
: ð8Þ

Thus, the collection and noise reduction preprocessing of massive image data is
realized, which is used as data input to extract features.

2.2 Feature Extraction of Massive Image Data

A variety of feature extraction and fusion of mass image data are the basis for realizing
parallel mining of mass image data. The high-order moment characteristics of mass
image data are extracted to carry out parallel mining of mass image data, and a cloud
computing technology is adopted, and the degradation model of the gray histogram
after noise reduction and output is expressed as follows:

gðx; yÞ ¼ f ðx; yÞþ eðx; yÞ ð9Þ
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The noise obeys n 2 Nð0; r2nÞ distribution, it performs high-order cumulant seg-
mentation on the gray histogram of massive image data output. In the cloud computing
environment, the high-order cumulant segmentation model of massive image data is
obtained as follows:

J1 w; eð Þ ¼ l
2w

Twþ 1
2 c

PN
i¼1

e2i

s:t:yi ¼ wTu xið Þþ bþ ei; i ¼ 1; � � � ;N

8<
: ð10Þ

Under the condition of constant frame difference, the second order invariant
moments of massive image data are fused, multiple feature extraction and affine
invariant moments which can reflect the feature properties of massive image are carried
out. The data to be mined are as follows:

F ¼ ~pðx; yÞ ¼ pðx; yÞ vðxÞ
vðyÞ

� �1=2

ð11Þ

Where

pðx; yÞ ¼ kðx; yÞ
vðxÞ ; vðxÞ ¼

X
y
kðx; yÞ ð12Þ

The above formula represents the color difference and gradient pixel difference of
the feature attributes of the massive image data respectively. The cloud computing is
carried out by using the marked watershed method, and the high-order moment feature
extraction output of the massive image data is obtained as follows:

Wwyða; bÞ ¼ \y;wa;b [ ¼
Zþ1

�1
yðtÞ 1ffiffiffiffiffiffi

aj jp w�ðt � b
a

Þdt ð13Þ

Where, \y;wa;b [ is the second invariant moment of massive image data, yðtÞ is
the pixel value of inputting massive image data, b is wavelet scale, w� is the seg-
mentation threshold. Based on the above processing, a variety of features extraction of
massive image data is realized.

3 Improved Implementation of Parallel Mining Algorithm
for Massive Image Data

3.1 Algorithm Design

On the basis of collecting and denoising massive image data and extracting high-order
moment features of massive image data, the parallel mining algorithm of massive
image data is optimized [9]. According to the target attribute characteristics of massive
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image data, the position scale information of massive image data is described as
follows: according to the target attribute characteristics of massive image data in Map/
Reduce model:

wa;bðtÞ ¼ Uða; bÞwðtÞ½ � ¼ 1ffiffiffiffiffiffi
aj jp wðt � b

a
Þ ð14Þ

The Map/Reduce model is used to estimate the gradient value of massive image
data moving along the moving average window (f , f̂ ), and the deviation compensation
is used to replace a ¼ 1=s, b ¼ s, and the above formula is rewritten as:

fs;sðtÞ ¼ Uð1=s; sÞf ðtÞ½ � ¼
ffiffiffiffiffi
sj j

p
f ðsðt � sÞÞ ð15Þ

Under the cloud computing environment, the mass image data is batch processed,
and the rapid iterative contraction of the mass image data parallel mining attribute is
carried out at the ða; bmÞ point on the scale translation plane of the mass image data in
parallel, and the obtained mining center is expressed as follows:

Lða; bmÞ ¼ log
Vj j Vm \Vnj j
Vmj j Vnj j

� �
ð16Þ

The white balance deviation compensation is carried out for the highlight model of
mass image data to obtain the gray scale value of the first order field of the mining mass
image data, and the iterative process of matching the high-order moment characteristics
with scale M is expressed as follows:

diþ 1 ¼ 2Fðxiþ 1 þ 1
2
; yi þ 2Þ ð17Þ

For the single scale Harris variable f ¼ N� �N
�N , each feature point of massive image

data to be excavated as the number of eigenvalues, a fast iterative shrinkage threshold
algorithm is adopted to realize the fast search and processing of parallel mining process
of massive image data through cloud computing. As a result, the mining efficiency of
massive image data is improved [10].

3.2 Algorithm Implementation Flow

Based on the above-mentioned algorithm design, the implementation of the parallel
mining algorithm of mass image data based on AI designed in this paper is described as
follows:

Step1: The scale invariance of massive image data is used, the massive image data
is collected, and the massive image data input is based on cloud computing batch
processing for f ðx; yÞ. The output pixel sequence of massive image data processed
by cloud computing is obtained.
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Step2: The mass image data is filtered and preprocessed, and the wavelet noise
reduction algorithm is designed to reduce the noise of mass image data. The
autocorrelation detector is used for adaptive erasing the focused noise point, and the
filtered output mass image data gðx; yÞ ¼ f ðx; yÞþ gmðx; yÞ is obtained.
Step3: The attribute feature analysis and extraction of massive image data are
carried out by feature extraction method, and the affine invariant moment F ¼
~pðx; yÞ and high order moment Wwyða; bÞ.
Step4: According to the weight of the target feature model, the pixel weights of the
target and the candidate region are calculated, and the deviation compensation and
weighting of the massive image data are carried out. according to the texture
information and high-order moment features of the obtained massive image data,
Adaptive Lyapunove functional is used to retrieve the attributes of massive image
data mining in parallel.
Step5: The invention uses the AI model to estimate the mass image data along the
sliding average window, and is matched with the feature points to obtain a Map/
Reduce model of parallel mining of the mass image data to realize the parallel
mining of the mass image data.

4 Simulation Experiment and Result Analysis

In order to test the application performance of the algorithm in the parallel mining of
mass image data, the simulation experiment is carried out, the experiment is established
on the Matlab simulation software, the experimental data set is the Corbel standard
mass image database, and the mass image database contains large amount of image
data of various attributes, in the process of carrying out the corbel standard mass image
database retrieval, a mass image data parallel mining process is needed, the flowers and
the animals in the mass image database are taken as test sets, and the original test mass
image data is obtained as shown in Fig. 2.

Taking the above two kinds of massive image data as the test set, the massive
image data of Corel standard mass image database is excavated and searched in par-
allel, and the massive image data is processed by this method. Firstly, the noise
reduction and feature extraction of massive image data are carried out, and the

(a) Flower  (b) Elephant

Fig. 2. Test image sample set
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high-order moment features and affine invariant moment features of massive image
data are extracted by gray feature extraction algorithm of massive image data. Then the
Map/Reduce model is used for template matching and information fusion of massive
image data, and the mining results are shown in Figs. 3 and 4.

It can be seen from the diagram that the parallel mining of massive image data by
using this method can realize the rapid mining and retrieval of massive image data in
the whole Corel standard massive image database, and the category attributes of out-
putting massive image data are accurate.

In order to quantitatively test the efficiency and accuracy of mining algorithm, 1000
monte carlo experiments were used to conduct multi-feature fusion and parallel mining
of massive image data. In the experiment, the comparison method is adopted to
compare the massive image data parallel mining method based on AI proposed in this
paper with the Reference [4] method and the Reference [6] method. The index com-
parison results of parallel mining of massive image data are shown in Fig. 5.

Fig. 3. Output results of parallel mining and retrieval for massive image data of flower class

Fig. 4. Mining results of large-scale image data of elephants
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The analysis of Fig. 5 shows that, with the continuous change in the number of
iteration steps of the experiment, the mining accuracy of different methods is also
constantly changing. However, the accuracy curve of the method in this paper is always
above the accuracy curve of the method in reference [4] and the method in reference
[6], which proves that the performance of this method is better than that of traditional
methods. This is because the method in this paper achieves parallel mining of massive
image data in Map/Reduce model by extracting and integrating multiple features of
massive image data, which has the characteristics of high precision, high execution
efficiency and short mining time.

5 Conclusions

In this paper, the problem of mining and recognizing massive image data in large-scale
image database is studied, and a parallel mining algorithm of massive image data based
on AI is proposed to collect and reduce noise of massive image data. To provide data
information input for parallel mining model of massive image data, wavelet denoising
is used to purify massive image data, and high-order moments and affine invariant
moments of massive image data are extracted. Feature fusion and feature matching are
realized in Map/Reduce model, and mining optimization is realized. The results show
that the parallel mining of massive image data by using this method has high accuracy
and good execution efficiency.
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Abstract. The jointed-feature detector for the floating small target in sea clutter
is addressed in the paper. For the traditional energy-based detectors, it is difficult
to detect the low signal-to-clutter ratio floating small target in time domain due
to the affection of sea clutter motion. Therefore, a feature detector in the
Fractional Fourier transform (FRFT) domain is proposed. The Hurst exponent
and fractal dimension variance are extracted as the features in the jointed-feature
detector in FRFT domain. The decision region is determined by convex hull
training algorithm on the given false alarm probability. The experimental results
of 10 groups of IPIX radar data show that the jointed-feature detector is superior
to the compared one, and it provides a new detection scheme for radar target
detection.

Keywords: Fractional Fourier Transform � Jointed features � Convex hull
training algorithm � Target detection � Sea clutter

1 Introduction

The traditional energy accumulation detectors are statistically optimal in the case of
linear, stationary and Gaussian sea clutter. However, the high range resolution sea
clutter is nonlinear, non-stationary and non-Gaussian. Therefore, the accumulation
detectors inevitably decline the detection performance for the high range resolution sea
clutter [1, 2]. Hence, we resort to feature detectors [3–7] which get rid of the energy
accumulation. The existing feature detectors mainly use the polarization features [3],
normalized Doppler power spectrum features [4], related features [5], speckle consis-
tency factor [6], ridge energy characteristics in the time-frequency plane, etc. [7]. The
experimental results evidence the effectivity of those feature detectors.

In order to understand the scattering of sea surface deeply, fractal describes the
roughness of the sea surface, and it is used to detect the floating target in sea clutter [8].
With the development of the fractal theory, it is found that a single fractal dimension
failed to detect the floating target [9]. Therefore, the multi-dimensional fractal detectors
were successively proposed [10–12]. The fractal and multi-dimensional fractal
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detectors utilize the Hurst parameter [10], the geometric correlation coefficient of fractal
[11, 12], and the multi-fractal features time domain feature [13] to distinguish between
sea clutter and target. However, due to the energy overlap of sea clutter and floating
target in the time domain, the time domain fractal features of clutter and target can not
be distinguished, hence those fractal features are invalid. Many researchers captured the
combining fractal theory in spectrum analysis [14–16], including Fourier transform
combined with fractal [14], wavelet decomposition combined with fractal [15], Frac-
tional Fourier Transform (FRFT) combined with fractal [16] and so on. FRFT as an
extension of Fourier transform, selects an appropriate transformed order, and forms an
obvious energy peak in the transform domain by all the energy accumulation. So, the
fractal features in the FRFT domain can be used to distinguish target and sea clutter,
and the jointed-feature detector in the FRFT domain is proposed in the paper. It has
been verified that the sea clutter behaves the fractal characteristics in the FRFT domain,
and the fractal-dimension detector in the FRFT domain achieves the good detection
performance for the floating target in sea clutter [17].

As well known, the fractal features of the sea clutter will change with the sea state,
wind speed and other uncertain factors. The pre-existing fractal detectors only utilizing
a single feature in the time domain or frequency domain inevitable decline the detection
performance in real scenario. Thus, by extracting the frequency domain kurtosis
(FDK), Doppler entropy value and Doppler peak value, a jointed-feature detector was
proposed [18], and improved the detection performance.

Combined the ideas of the feature detector in FRFT domain and of the jointed-
detector, the jointed-feature detector in the FRFT domain is proposed in the paper.
Firstly, the received radar echoes are converted to the FRFT domain; Secondly, the
fractal features are analyzed by the Detrended Fluctuation Analysis (DFA), both the
fractal dimension (FD) and fractal dimension variance (FDV) are extracted; Finally, the
jointed-feature detector is proposed by using the two features. The decision region are
determined based on the convex hull training algorithm for pure clutter in the FRFT
domain, and the efficiency of the proposed detector is verified by the measured data.

The innovation is the FD and FDV as two features in the FRFT domain helping to
get rid of the energy overlap of floating target and sea clutter in the time domain.

This paper is organized as follows: Sect. 2 analyzes the fractal characteristics of sea
clutter and targets in the FRFT domain, and extracts two fractal features in the optimal
FRFT domain, that is FD and FDV; Sect. 3 proposes the jointed-feature detector, and
gives the flow chart. In Sect. 4, the efficiency of the proposed detector is verified by the
measured data. Finally, conclude the whole paper in Sect. 5.

2 Characteristic Analysis of Sea Clutter in FRFT Domain

The experiment data are collected by the IPIX radar [19] at dwelling mode, and contain
10 sea clutter datasets. Each dataset consists of 14 adjacent range cells with 131 072
sampling points (about 131 s). Target is a styrofoam ball wrapped with wire mesh with
a diameter about 1 m. The range cell where the target is located is called primary cell,
and two or three cells neighbor of the primary cell are affected by the target and are
called guard cells. Other range cells are called secondary cells. The range resolutions of
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these 10 datasets are 30 m. Table 1 lists the relevant parameters of 10 datasets,
including their file names in the IPIX datasets, wind speed (WS), significant wave
height, the angle between the line of radar sight and wind direction, and the numbers of
the primary cells and secondary cells.

2.1 Statistical Analysis of Sea Clutter in FRFT Domain

As an extension of the Fourier transform, the FRFT is also called generalized time-
frequency analysis. The p-order FRFT of xðtÞ is a linear integral operation [20] as

FpðuÞ ¼
Z þ1

�1
xðtÞKpðt; uÞdt ð1Þ

where the kernel function kpðt; uÞ is,

Kpðt; uÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1�j cos a

2p

q
expðj t2 þ u2

2 Þ cot a� jut csc a; a 6¼ np

dðt � uÞ; a 6¼ 2np
dðtþ uÞ; a ¼ ð2nþ 1Þp

8><
>: ð2Þ

where, a¼ pp
2 is the rotation angle and p is the transformed order in the FRFT.

Figure 1 shows the amplitudes of target and clutter in the time domain and FRFT
domain, respectively. The experimental data is 19931107_ 135603_starea17 in HH
polarized, and the optimal transformed-order of FRFT is taken as p = 1.056. From
Fig. 1, in the time domain, the amplitudes of target and sea clutter are overlapped with
each other, which is bad for the target detection. In the FRFT domain, the target energy
behaves an obvious peak, several orders larger than the clutter energy, which is ben-
eficial for target detection.

Table 1. Description of IPIX radar datasets

Label File name Wind
speed
(Km/h)

Wave
height
(M)

Angle Primary Secondary

1 19931107_135603_starea17 9 2.2 9 9 8,10,11
2 19931108_220902_starea26 9 1.1 97 7 6,8
3 19931109_191449_starea30 19 0.9 98 7 6,8
4 19931109_202217_starea31 19 0.9 98 7 6,8,9
5 19931110_001635_starea40 9 1.0 88 7 5,6,8
6 19931111_163625_starea54 20 0.7 8 8 7,9,10
7 19931118_023604_stareC0000280 10 1.6 130 8 7,9,10
8 19931118_162155_stareC0000310 33 0.9 30 7 6,8,9
9 19931118_162658_stareC0000311 33 0.9 40 7 6,8,9
10 19931118_174259_stareC0000320 28 0.9 30 7 6,8,9
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2.2 Fractal Features Extraction

Sea clutter behaves the fractional Brownian motion (FBM), and the Hurst exponent can
capture all the properties of FBM, as confirmed in [14]. For the IPIX measured radar
data, the DFA describes the fractal features of the received echoes. Assuming that
xðnÞ; 0\n�N is a N stationary random sequence, the DFA of xðnÞ includes the
following six steps [17],

Step 1, calculate the cumulative difference of xðnÞ, and obtain a new sequence yðnÞ,

yðnÞ ¼
Xn
i¼1

½xðiÞ � x�; n[ 0 ð3Þ

where, �x is the average of the time series xðnÞ.
Step 2, suppose the length of the segment is m. Divide the new sequence yðnÞ into

disjoint sequences y½ðs� 1Þmþ n� with equal length m, where s ¼ 1; 2; 3 � � � Nm,
Nm ¼ INTðN=mÞ, Nm is the number of segments, and INT is the rounding operation.

Step 3, if the time series length N is not an integral multiple of m, the segment
sequences of yðnÞ are taking from the end of the sequence y½N � ðs� NmÞmþ n�,
where, s ¼ Nm þ 1;Nm þ 2; � � �; 2Nm. Combined with steps 2 and 3, a total of 2Nm

sequences are formed.
Step 4, linear fit each subsequence by using the least squares fitting and calculate

the local trend term of the subsequence ysðnÞ

ysðnÞ ¼ fitðyðnÞÞ ¼ axþ b ð4Þ

where, a and b are the fitting coefficients.
Step 5, each subsequence subtracts its local trend term ysðnÞ, and find its variance

Y2ðs;mÞ ¼ 1
m

Xm
n¼1

fy½ðs� 1Þmþ n� � ysðnÞg2 s ¼ 1; 2; 3 � � � Nm ð5Þ

Fig. 1. Amplitudes target and sea clutter in the time domain and in the FRFT domain.
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Y2ðs;mÞ ¼ 1
m

Xm
n¼1

fy½N � ðs� NmÞmþ n� � ysðnÞg2 s ¼ Nm þ 1;Nm þ 2; � � �; 2Nm

ð6Þ

Step 6, average the variance of each subsequence, and calculate the q-th root, we
obtain the q-order wave function

FqðmÞ ¼ 1
2Nm

X2Nm

s¼1

½Y2ðs;mÞ�
( )1=q

ð7Þ

If the time series is long correlated, FðmÞ will grow with m

FðmÞ�mH ð8Þ

where, H is the Hurst exponent, reflecting the fractal parameters of FðmÞ.
The wave function of received echo in scale-invariant space is

log2 FðmÞ ¼ ð2� FdÞ log2ðmÞþ Ic ð9Þ

where the fractal dimension Fd can be obtained by linear fitting, Fd ¼ 2� H.
Fractal dimension can approximately reflect the irregularity of data [21]. The fractal

features of the target and clutter are different to some extent. Therefore, we can dis-
tinguish sea clutter and target by Fd in FRFT domain. The first test statistic is as
follows,

T1 ¼ Fdj j [
H0

\
H1

g1 ð10Þ

where, T1 is the test statistic and g1 is the detection threshold.
The ideal fractal curve satisfies the self-similarity of all scales, which means that Fd

is independent of the scale m. It is found that the fractal features of sea clutter in the
FRFT domain are in good agreement with the theoretical fractal model in the scale-
invariant space [20]. The double logarithmic coordinates of the fractal curve in the
FRFT domain can be expressed as xi and yi

xi ¼ log2ðmiÞ
yi ¼ log2 FðmiÞ

�
ð11Þ

where, mi is the segment length of the i-th segment.
The fractal dimension FDi in the adjacent scale i is expressed as:

FDi ¼ log2 FðmiÞ � log2 Fðmi�1Þ
log2ðmiÞ � log2ðmi�1Þ ¼ yi � yi�1

xi � xi�1
ð12Þ
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It has been verified in measured data that for different scales, FDi changes weakly in
secondary data, whereas significantly in primary data [22]. The fractal dimension
variance Vd in the FRFT domain is used as a feature for target detection,

Vd ¼ varðFDiÞ ð13Þ

The second test statistic is as follows,

T2 ¼ Vd
[
H1

\
H0

g2 ð14Þ

where, g2 is the detection threshold.

3 Jointed-Feature Detector in FRFT Domain

We propose a jointed-feature detector in FRFT domain by using Fd and Vd as two
features to detect the floating target in the background of high range resolution sea
clutter. The linear invariant interval is determined according to the fractal curve in
FRFT domain. At the given false alarm rate, the convex hull training algorithm is used
to determine the decision region, which can determine the classified samples and the
training samples, and target can be detected according to whether inside or outside of
the convex hull. The flow chart is shown in Fig. 2.

Set y ¼ T1; T2½ �T , where the superscript T indicates transposition, and define
yk ¼ T1; T2½ �Tk , k ¼ 1; 2; 3 � � � K, for the features of clutter. In order to obtain the
smallest convex hull, given the false alarm rate Pf , G ¼ KPf samples farthest from the
center of the cluster are removed, and the remain ðK � GÞ samples are used to form
convex hull as the discriminating area X [23].

For ðK � GÞ samples in a two-dimensional plane, a convex hull is a convex
polygon consisting of the smallest convex set of K � Gð Þ samples. Let vi, i ¼ 1; 2 � � � I
be the I vertices clockwise of the convex hull. For the sample y to be classified, the
detecting principle is equivalent to judge whether y is inside or outside X. If and only if
Eq. (15) holds [24],

Clutter FRFT Extracting 
features Fd Vd

Target FRFT Normalized 
eigenvector

Normalized 
eigenvector

Convex hull 
decision region

Judgement

H0

H1

Pf

Extracting 
features Fd Vd

Fig. 2. The flow chart of jointed-feature detector in FRFT domain.
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riðyÞ,
1 við1Þ við2Þ
1 viþ 1ð2Þ viþ 1ð2Þ
1 yð1Þ yð2Þ

������
������� 0; i ¼ 1; 2; � � �; I ð15Þ

We can say if y is inside X, for all i, riðyÞ� 0. If y is outside X, riðyÞ� 0 for some i
and riðyÞ\0 for other i. Therefore, as long as riðyÞ\0, we can determine that y is
outside X. Based on the above analysis, the discriminant function is defined as

rðyÞ ¼ minfriðyÞ; i ¼ 1; 2; � � �; Ig ð16Þ

r� 0 means that xðnÞ dose not contain target, and r\0 indicates that xðnÞ contains
target.

Figure 3(a) shows the 24000 training samples and 4000 samples to be classified in
the 2D feature plane, and Fig. 3(b) shows both 4000 samples to be classified and the
convex hull of (24000-240) training samples by removing the 240 farthest training
samples. The blue points are the training samples and red points are the samples to be
classified. From Fig. 3, the convex hull training algorithm can effectively distinguish
the samples to be classified from the training samples.

4 Experimental Results

4.1 Analysis of Fractal Features in Measured Data

Sea clutter behaves obvious fractal Brownian motion, but has self-similarity only in the
scale-free interval [14]. Figure 4 is a log-log FðmÞ�m in FRFT domain of 10 datasets
in HH polarization. The circled red lines represent the log-log functions of the target,
and the asterisk blue lines represent the log-log wave functions of clutter. The
experimental parameters are n ¼ 10000, m ¼ 21 � 210. From Fig. 4, for the 10

Fig. 3. The samples to be classified (red) and the training samples (blue) in the two-dimensional
feature plane. (Color figure online)
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datasets, when m is 25 � 210, the curves are approximately linear. Therefore, the
interval 25 � 210 can be taken as a scale-free interval for sea clutter. In the scale-free
interval 25 � 210, the slopes of the circled curves are larger than these of the star curves,
indicating that the Hurst exponent of target is larger than that of clutter, in other words,
target has a smaller fractal dimension than clutter.

Fig. 4. (a-j). log-log wave functions in the FRFT domain of 10 datasets.
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4.2 Performance Analysis of the Jointed-Feature Detector

In order to quantitatively compare the detection performance of the two single feature
detectors with the jointed-feature detector, we use 19931107_135603_starea17. The
experimental parameters are n ¼ 10000 and m ¼ 25 � 210. To satisfy the required
samples in Monte Carlo test for a given small probability of false alarm, we slide 5
points for each adjacent segment to obtain 24000 datasets. Calculate Fd and Vd of each
dataset in the scale-free space [25� 210]. Figure 5 is the detection probabilities of Fd ,
Vd and the proposed jointed-feature detector, respectively. From Fig. 5, when false
alarm probability equals 0.001, the detection probability of jointed-feature detector, Fd

and Vd are Pd ¼ 0:918, Pd ¼ 0:452, and Pd ¼ 0:662, respectively. It can be seen that
the detection performance of the jointed-feature detector is significantly improved
compared to the single feature detectors. The reason is that the jointed-feature detector
utilizes the two-dimensional information of fractal, which increases the difference
between the sea clutter and the target, and hence has a significant improvement in
detection performance.

Fig. 4. (continued)
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Table 2 shows the detection probabilities of Fd , Vd and the proposed jointed-feature
detector of all 10 datasets. When the false alarm probability equals 0.001, the detection
probabilities in the jointed-feature detector of all 10 datasets are greatly higher than the
single feature Fd and Vd . Therefore, the proposed jointed-feature detector is feasible in
detecting small floating target on the sea surface.

5 Conclusion

In this paper, the fractal features of the received radar echo in FRFT domain are
analyzed. By extracting the fractal dimension and FDV in the FRFT domain, the
jointed-feature detector are proposed. The discriminating area of training samples is
determined by the convex hull training algorithm. The experimental results show that
the sea clutter satisfies the self-similarity in the scale-free interval m 2 [25, 210] in the

Fig. 5. Detection probabilities of the three detectors in 19931107_135603_starea17.

Table 2. Detection performance of three detectors, where false alarm rate is 0.001

Label File name Fd Vd Jointed-feature detector

1 19931107_135603_starea17 45.2% 66.2% 91.8%
2 19931108_220902_starea26 39.5% 55.7% 89.2%
3 19931109_191449_starea30 40.5% 55.9% 90.5%
4 19931109_202217_starea31 38.0% 50.8% 87.6%
5 19931110_001635_starea40 32.1% 47.5% 86.4%
6 19931111_163625_starea54 33.5% 46.5% 83.7%
7 19931118_023604_stareC0000280 42.4% 60.3% 88.6%
8 19931118_162155_stareC0000310 41.5% 63.2% 81.3%
9 19931118_162658_stareC0000311 36.8% 60.4% 78.6%
10 19931118_174259_stareC0000320 39.8% 55.7% 78.5%
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FRFT domain. The jointed-feature detector has a significant improvement in detection
performance compared to the fractal dimension detector and the FDV detector by the
10 measured datasets. Therefore, the proposed jointed-feature detector is feasible in
detecting small floating target on the sea surface.
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Abstract. In order to improve the precision of fatigue life prediction of bal-
lastless track, a method for predicting fatigue life of ballastless track based on
big data is proposed. The big data model is constructed to analyze the fatigue
life cycle of ballastless track. Big data mining and feature extraction are used to
extract the fatigue life cycle of ballastless track. Combining with the particle
swarm optimization method, the feature classification of the failure state trend of
ballastless track construction is carried out, and the information fusion is carried
out according to the characteristic parameters of the failure state of ballastless
track construction. The expert system model for predicting fatigue life of bal-
lastless track construction is established and the fatigue life of ballastless track is
predicted by association rule mining method. The simulation results show that
the precision of fatigue life prediction of ballastless track is high, and the
strength and life cycle of ballastless track are analyzed.

Keywords: Big data � Ballastless track � Fatigue life � Prediction

1 Introduction

With the development of high-speed railway in China, ballastless track is more and
more used in new railway. The construction practice of high-speed railway shows that
both ballastless track and ballastless track can ensure the safe operation of high-speed
train, but because of the difference in technology and economy between the two kinds
of track structure, they have their own advantages and disadvantages. Therefore, in
order to obtain the best technical and economic benefits, the rail structure selection of
our country should be reasonable according to our own national conditions and railway
characteristics. The fatigue life of ballastless track is the key to determine the track
quality [1]. It has great significance to study the fatigue life prediction method of
ballastless track.

In order to ensure high comfort and high safety, high-speed railway requires high
ride comfort to track geometry precision. Through the investigation and understanding
of the high-speed railway lines that have been opened to traffic and are in the process of
fine-tuning the long rail, in the early stage of high-speed rail construction, the tool-track
method or rail-row frame method was used for the fine-tuning of the construction [2].
After the track plate construction is completed, the seamless long rail will be laid. In the
long track fine adjustment, there are some precision overruns in the constructed track
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bed plate, such as gauge, elevation, center line, orbit direction, etc. In order to meet the
requirements of high-speed railway for rail ride comfort, the accuracy problem in
construction must be solved by replacing non-standard fasteners. If the precision
control is not in place in the construction, the construction cost will be wasted greatly in
the replacement of the fastener in the later period [3]. The short rail with the same
specifications as the long rail must be used in the rail row processing, and the
machining precision must be the same as that of the track, so as to ensure that the rail
row can meet the requirements in the course of its use. The rail-row frame should have
enough stiffness and enough stability to prevent the rail-row frame vibration deviation
caused by the construction load, which has a negative effect on the track accuracy. Rail
support system should be supported on a stable basis to prevent the sinking and
dislocation of the supporting member [4].

The fatigue life prediction of ballastless track casting in digital machining mode is
carried out. Combined with big data information processing and fatigue life charac-
teristic detection method, the accuracy of fatigue life prediction for ballastless track
casting is improved, at present, The fatigue life prediction methods for ballastless track
casting in digital machining mode can be divided into two methods: time domain
analysis based fatigue life data mining method, frequency domain analysis based
fatigue life data mining method, and fatigue life data mining method based on fre-
quency domain analysis [5]. The fatigue life prediction model of ballastless track
casting based on statistical characteristic extraction, etc., combined with nonlinear time
series analysis and signal detection algorithm, can predict the trend of fatigue life state
of ballastless track casting. Based on data mining and feature extraction of fatigue life,
this paper presents a fatigue life prediction model for ballastless track casting based on
genetic KNN clustering. Firstly, big data association rule mining method is used to
collect the fatigue life characteristic information of ballastless track casting, and then
the feature classification of fatigue life state trend of ballastless track casting is carried
out by combining particle swarm optimization (PSO) evolution method. According to
the characteristic parameters of fatigue life of ballastless track casting, the expert
system model for fatigue life prediction of ballastless track casting is established, and
the fatigue life prediction of ballastless track casting is realized. Finally, simulation
experiments are carried out to show the superior performance of this method in
improving the accuracy of fatigue life prediction of ballastless track casting.

2 Fatigue Life Data Sampling and Feature Extraction
of Ballastless Track Casting

2.1 Big Data Analytical Model for Fatigue Life of Ballastless Track
Casting

The first step to predict the fatigue life of ballastless track casting is to construct the
fatigue life model of big data. The fatigue life of big data is divided into vibration data
according to the means of testing and the principle of diagnosis. The noise data and
other fatigue life data of ballastless track casting, considering the input/output para-
metric model of complex ballastless track parts, the big data distribution channel of
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ballastless track casting fatigue life is an extended sampling channel. The multi-path
channel model is used to collect the fatigue life of big data in ballastless track casting.
There are two main characteristics of big data distribution channel of ballastless track
casting fatigue life [6]. One is that big data distribution channel of ballastless track
casting fatigue life is a channel model with limited bandwidth. Second, big data dis-
tribution channel of ballastless track casting fatigue life is constrained by distance,
which has multi-path propagation characteristic and is easily disturbed by ballastless
track vibration, which leads to fatigue life. In ballastless track casting, the multi-path
structure of fatigue life big data distribution channel depends on the array distribution
type of data acquisition nodes [7]. Assuming that the data acquisition nodes are
composed of S array elements, the radial distance of big data distribution of ballastless
track casting is d, and the data receiving model of fatigue life characteristics is as
follows:

xmðtÞ ¼
XI

i¼1

siðtÞejumi þ nmðtÞ;�pþ 1�m� p ð1Þ

Where, siðtÞ is the vibration data sensed by vibration sensor of ballastless track
casting equipment, and xmðtÞ is the series of thermal sensing data received by element
m. Thus, the impulse model of big data distribution channel for fatigue life of bal-
lastless track casting is constructed as:

h tð Þ ¼
X
i

ai tð Þejhi tð Þd t � iTSð Þ ð2Þ

In the above formula, hiðtÞ indicates that the data ETL layer provides radial
deviation of fatigue life data for ballastless track casting to the data analysis layer, and
the width of the time window for sampling vibration sensing information of ballastless
track equipment is T , The quantized set of fatigue life data features distributed in the
extended channel is represented as:

xðtÞ ¼ ½x�Pþ 1ðtÞ; x�Pþ 2ðtÞ; � � � ; xPðtÞ�TN�1 ð3Þ

sðtÞ ¼ ½s1ðtÞ; s2ðtÞ; � � � sIðtÞ�TI�1 ð4Þ

Where, P is the bandwidth of big data’s collection of fatigue life of ballastless track
casting, and I is the number of array elements. Under the digital machining mode, big
data analytical model of fatigue life distribution of ballastless track casting is expressed
as follows:

cðs; tÞ ¼
X
n

anðtÞe�j2pfcsnðtÞdðt � snðtÞÞ ð5Þ

Where, anðtÞ is the closed-loop management characteristic vector of the nth bal-
lastless track fatigue life diagnosis, snðtÞ is the time delay of the nth data channel, the
big data analytical model of fatigue life distribution of ballastless track casting under
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the digital machining mode is constructed. It provides data input basis for fatigue life
prediction of ballastless track casting.

2.2 Fatigue Life Feature Extraction

The abnormal state data of ballastless track during fatigue life cycle are decomposed
and extracted by Hilbert spectrum extraction method, and the information fusion is
carried out according to the extracted value of fatigue life state characteristic parameter
of ballastless track casting. Because the cluster control parameter s0, s0 of ballastless
track fatigue life data is often unknown, the fatigue life characteristics of ballastless
track casting are detected by using the lowest mean square error estimate ŝ0ML, ŝ0ML:

l1ðrÞ ¼
Z

rðtÞ
ffiffiffiffiffiffiffiffiffi
ŝ0ML

p
f �ðŝ0MLðt � ŝ0MLÞÞdt

¼max
s;s

Z
rðtÞ ffiffi

s
p

f �ðsðt � sÞÞdt
����

����
¼max

a;b
Wf rða; bÞ
�� �� [

\

H1

H0

k1

ð6Þ

In the equation, a ¼ 1=s; b ¼ s, k1 is the detection threshold. The statistic of fatigue
life detection for ballastless track casting is a sparse array distribution. Because s0; s0
are unknown, the following formulas are selected to extract fatigue life characteristics.

l2 ¼max
b

Z
rðtÞ 1ffiffiffiffi

a0
p f �ðt � b

a0
Þdt

����
����

¼max
b

Wf rða0; bÞ
�� �� [

\

H1

H0

k2

ð7Þ

The optimal classification plane of fatigue life characteristics of ballastless track
casting is calculated. Between the data analysis layer and the data processing layer, the
fatigue life characteristic distribution sequence x1; x2; . . .; xn; . . .; the total number of
points is N, Ballastless track vibration data series xif g is evenly sampled by sampling
interval js. The output autocorrelation function is expressed as follows:

RxxðjsÞ ¼ 1
N

XN�1

i¼0

xixiþ js ð8Þ

The characteristic function X
!ðl; niÞ of fatigue life prediction for ballastless track

casting under some kind of fatigue life state is used to calculate the intra-class dis-
persion matrix bSw of fatigue life distribution. The optimal solution to big data’s
acquisition problem of fatigue life can be described by v�. By using the abnormal
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operation and maintenance data management method, the adaptive constraint charac-
teristics are obtained as follows:

x tð Þ ¼ 1� cosð2pf ðrÞs tÞ
h i

1þA cosð2pfstþ/Þ½ �
cos 2pfmtþB sinð2pfstþuÞþ h½ �

ð9Þ

The self-organizing training of big data in ballastless track casting fatigue life was
carried out by multi-source information filtering method. The maximum gradient dif-
ference of fatigue life prediction of ballastless track casting was obtained.

AVGX ¼ 1
m� n

Xn
x¼1

Xm
y¼1

GXðx; yÞj j ð10Þ

Where, m, n are vector quantized autocorrelation coefficients of fatigue life data
digging for ballastless track casting respectively, so that the feature of fatigue life
distribution can be extracted [8].

3 Optimization of Fatigue Life Prediction Algorithm

3.1 Big Data Clustering of Fatigue Life Characteristics

Because of the continuous generation of data over time, the data stored in the database
increases exponentially, and the relationship between the data becomes more complex.
Thus, it is more possible to get some of these relationships through association rules
mining algorithm for those data that do not seem to have any connection. It is applied
to the fatigue life prediction of ballastless track structure, and the expert system model
of ballastless track structure fatigue life prediction is established. The association rule
mining method is used to predict the fatigue life of ballastless track structure. Based on
big data association rule mining method, the fatigue life characteristic information of
ballastless track casting is collected, and the optimal design of fatigue life prediction
model of ballastless track casting is carried out. This paper presents a fatigue life
prediction model for ballastless track casting based on big data clustering. The feature
classification of fatigue life state trend in ballastless track casting is studied by particle
swarm optimization method [9]. In this paper, the method of mining correlation
dimension feature is used to extract fatigue life category feature. It is assumed that there
are n samples in the trend data set of fatigue life state of ballastless track casting, in
which the characteristic vector of sample xi, i ¼ 1; 2; . . .; n is:

xi ¼ ðxi1; xi2; � � � ; xisÞT ð11Þ

The adaptive optimization of multi-dimensional data is carried out by using particle
swarm optimization method, and the data set is divided into 2n subsets. KNN fuzzy
search is carried out in two-dimensional space, and the fuzzy clustering center matrix of
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KNN clustering for fatigue life judgement of ballastless track casting is obtained as
follows:

V ¼ fvij i ¼ 1; 2; � � � ; c; j ¼ 1; 2; � � � ; sj g ð12Þ

According to the feature similarity in the clustering process, the KNN fuzzy par-
tition matrix for fatigue life prediction of ballastless track casting is obtained:

U ¼ flik i ¼ 1; 2; � � � ; c; k ¼ 1; 2; � � � ; nj g ð13Þ

In the K-nearest neighbors of K-means clustering centers, the weight of fatigue life
of each kind of ballastless track casting is calculated in turn. The formula is as follows:

P1J ¼
X

di2kNN
Simðx; diÞyðdi;CjÞ ð14Þ

The clustering objective function matrix of big data KNN for fatigue life of bal-
lastless track casting is obtained as (defining clustering objective function):

JmðU;VÞ ¼
Xn
k¼1

Xc

i¼1

lmikðdikÞ2 ð15Þ

The recall characteristics of fatigue life characteristics of ballastless track are
obtained by using K-valued particle swarm optimization control method and distributed
clustering method: (1) the characteristics of fatigue life in ballastless track casting are as
follows:

W ¼ K
c
¼ 1

c

XK
k¼1

XN
n¼1

kpk;n ð16Þ

The data conversion wait time is:

Wq ¼ W � X ¼ 1
c

XK
k¼1

XN
n¼1

kpk;n � N � 1ð Þlþ r
lr

ð17Þ

In the k subclass of class 1, the fuzzy mean scheduling method is used to perform
adaptive scheduling, and the output of KNN clustering is obtained as follows:

Uutil ¼ cX ð18Þ

According to the above analysis, according to the evolution of particle swarm
optimization and the idea of KNN optimization, the cluster processing of fatigue life
characteristic data of ballastless track casting is realized [10].
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3.2 Fatigue Life Prediction Output

In the process of fatigue life cycle of ballastless track, the fatigue life big data is
clustered by KNN and the convergence is judged [11]. By using the correlation
spectrum analysis method, the directivity characteristics of fatigue life categories are
obtained as follows:

qXY ¼ CovðX;YÞffiffiffiffiffiffiffiffiffiffiffi
DðXÞp ffiffiffiffiffiffiffiffiffiffiffi

DðYÞp ð19Þ

Where, CovðX; YÞ represents the autocorrelation function of the sampled fatigue
life data of two groups of ballastless track casting, and DðXÞ and DðYÞ denote the
average energy respectively.

The method for decomposing the fatigue life of the ballastless track is carried out
by adopting a wavelet scale decomposition method, and the output fatigue life evo-
lution characteristic amount is as follows:

sðtÞ ¼
XN
k¼1

pk sinðxknþUkÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
uðnÞ

þ fðnÞ ð20Þ

Where, fðnÞ is the number of fatigue life categories, Uk is the phase information of
fatigue life distribution, and xk is the recursive characteristic of fatigue life data of
ballastless track casting. Suppose the balanced scheduling model of ballastless track
casting data under the digital machining mode is represented as:

xn ¼ xðt0 þ nDtÞ ¼ h½zðt0 þ nDtÞ� þxn ð21Þ

In the equation, hð:Þ is the sample time window function of fatigue life and xn is the
measurement error. Particle swarm evolution’s sample training set is X ¼ x1;f
x2; . . .; xng, n is the number of ballastless track casting fatigue life data sets X, The
abnormal state data of ballastless track during fatigue life cycle are decomposed by
Hilbert spectrum extraction method and the state parameters are extracted. The results
of feature extraction with multi-parameter fusion are as follows:

yðtÞ ¼ 1
p
K
Z

xðsÞ
t � s

ds ¼ xðtÞ � 1
pt

ð22Þ

Where, K is the characteristic matching coefficient of fatigue life, xðsÞ is the dis-
criminant statistic of fatigue life prediction in ballastless track casting, � is convolution,
and the judgement value of output is:

CT 0 fð Þ ¼
XK
k¼�K

cke
�j2pfkT 0 ð23Þ
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The fatigue life distribution of ballastless track is divided into several IMF com-
ponents by constructing expert system, and the fatigue life distribution of ballastless
track is divided into several IMF components. The fatigue life prediction output of
ballastless track casting with Xk ¼ xk1; xk2; . . .; xkm; . . .; xkM½ �, corresponding to any
training sample is as follows:

Yk ¼ yk1; yk2; � � � ; ykj; � � � ; ykJ
� � ðk ¼ 1; 2; � � � ;NÞ ð24Þ

Based on this data, an intelligent expert system is established, and the fatigue life
prediction of ballastless track casting is realized with big data analysis method [12].

In summary, the implementation process of the improved model is shown in Fig. 1.

Fatigue life information sampling

Feature extraction 

Big data clustering

Information infusion
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Read data and output fatigue life prediction 
results
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Fig. 1. Implementation flow of algorithm
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4 Simulation Experiment and Result Analysis

In order to verify the application performance of this method in the prediction of fatigue
life of ballastless track casting, the simulation experiment is carried out. In the
experiment, the workpiece of ballastless track casting is selected as a ballastless track
hand, and the algorithm design is designed with Matlab 7. The collected fatigue life of
ballastless track casting big data is the oscillation amplitude of ballastless track
vibration, the time interval of data sampling is 20 s, the length of data is 10244. The
number of iterations of particle swarm evolution is 2000, the mutation operator is 0.24,
The crossover operator is 0.15. According to the above simulation environment and
parameter setting, the fatigue life prediction simulation experiment of ballastless track
casting is carried out. First, the original sampling data is given as shown in Fig. 2.

Taking the data of Fig. 2 as the research sample, a set of relatively stable fatigue
life signal analysis models of ballastless track casting are established by means of
spectral characteristic analysis method, and the fatigue life data of ballastless track
casting is processed by this method. The influence of interference component is
effectively suppressed and the prediction ability of fatigue life is improved. On this
basis, the cluster analysis of fatigue life sample data is realized, and the clustering
output results are shown in Fig. 3.
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Fig. 2. Oscillation data sampling for ballastless track casting
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According to the result of cluster analysis in Fig. 3, the clustering characteristic
quantity is inputted into the expert system model to realize the fatigue life prediction of
ballastless track casting. In order to compare the performance, different methods are
used to test the accuracy of fatigue life prediction. The comparison results are shown in
Fig. 4.

Fig. 3. Analysis of fatigue life of ballastless track casting by big data
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Fig. 4. Comparison of prediction accuracy
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The analysis of Fig. 4 shows that the big data clustering method proposed in this
paper is more accurate in predicting fatigue life of ballastless track casting, and the
feature extraction and clustering of fatigue life state is better than that of non-ballastless
track casting.

5 Conclusions

In this paper, the fatigue life prediction model of ballastless track casting is studied to
improve the intelligent diagnostic ability of fatigue life of ballastless track casting. The
abnormal state data of ballastless track during fatigue life cycle are decomposed and
extracted by Hilbert spectrum extraction method. The fatigue life of ballastless track is
predicted according to the result of feature extraction, and the fatigue life data of
ballastless track casting is processed. The prediction of fatigue life of ballastless track is
more accurate and clustering is better, so the prediction ability of fatigue life is
improved, and the fatigue life prediction ability of ballastless track casting is higher
than that of non-ballastless track casting. It has good application value in fatigue life
intelligent diagnosis of ballastless track casting.
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Abstract. In order to improve the damage detection and identification ability of
high-speed railway turnout structure, a machine learning-based damage identi-
fication method for high-speed railway turnout structure is proposed, and the
computer vision image analysis method is used to detect the damage of high-
speed railway turnout structure. The super-linear segmentation and feature
recognition of the damaged parts of high-speed railway turnout structures are
realized by means of active contour detection, and the feature segmentation and
localization of high-speed railway turnout structures are carried out in the
damaged areas. According to the result of feature matching, the machine
learning algorithm is used to identify the damage of high-speed railway turnout
structure. The simulation results show that the accuracy of the proposed method
for damage identification of high-speed railway turnout structure is high, and the
ability of damage detection and identification of high-speed railway turnout
structure is stronger than that of high-speed railway turnout structure.

Keywords: Machine learning � High speed railway � Turnout structure �
Damage identification � System design

1 Introduction

In recent years, with the increasing development of railway construction in China,
high-speed railway has become an inevitable trend of railway development in the
future. The traditional ballastless track has the advantages of convenient laying, low
cost and easy maintenance, but with the increase of train speed, the deformation of
ballaststone track bed, ballastless spatter, all kinds of irregularity of track, affecting the
comfort and safety of high-speed train, the traditional ballastless track has the
advantages of convenient laying, low cost and easy maintenance. It also makes it
difficult to maintain the track. Ballastless track has the characteristics of high
smoothness, high stability and less maintenance, and has gradually gained obvious
advantages in railway operation [1]. The practice shows that both kinds of track
structures can ensure the safe operation of high-speed trains. However, due to the
differences in technical and economic aspects between the two types of track structures,
it is necessary to select the railway reasonably according to its own national conditions
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in order to obtain the best technical and economic benefits. It is of great significance to
study the damage identification method of turnout structure of high-speed railway [2].

The damage monitoring and identification of high-speed railway turnout structure is
the basis for the maintenance of municipal bridges. Through the optimization detection
and real-time identification of high-speed railway turnout structure damage, the causes
of high-speed railway turnout structural damage are analyzed. It is of great significance
to study the damage monitoring and identification methods for turnout structure of
high-speed railway, which can promote the development of intelligent maintenance of
municipal bridges. With the development of computer vision information processing
technology, the computer image processing technology is used to monitor the damage
of high-speed railway turnout structure, and the topological distribution structure of
high-speed railway turnout structure damage is analyzed, combined with the image
processing method. High-speed railway turnout structure damage monitoring, the
related high-speed railway turnout structural damage identification methods have been
paid great attention to [3].

In the traditional method, the manual detection method was mainly used to monitor
the structural damage of high-speed railway turnout, and the intelligent machine vision
method had not been widely used [4]. However, the damage identification method of
high-speed railway turnout structure was studied in relevant literatures.

In view of the above-mentioned problems, this paper proposes a damage identifi-
cation method of high-speed railway turnout structure based on machine learning.
Firstly, the feature extraction of the high-speed railway turnout structural damage
monitoring image is carried out by the fusion spatial relation transformation, and the
spatial position information of the high-speed railway turnout structural damage
monitoring image is sampled based on the block region segmentation technique. The
super-linear segmentation and feature recognition of the damaged parts of high-speed
railway turnout structures are realized with active contour detection method, and then
the feature segmentation and localization of high-speed railway turnout structures are
carried out in the damaged area. The feature matching and template registration are
carried out in the block area of high-speed railway turnout structure image, and the
damage identification of high-speed railway turnout structure is realized according to
the result of feature matching. Finally, simulation experiments are carried out to show
the superior performance of the proposed method in improving the damage identifi-
cation ability of turnout structure of high-speed railway.

2 Image Acquisition and Feature Extraction of Spatial
Position Information

2.1 Image Acquisition and Preprocessing for Structural Damage
Monitoring of High-Speed Railway Turnout

In order to identify the structural damage of high-speed railway turnout, the effective
feature extraction method of monitoring image, bridge damage detection and multi-
level and multi-direction decomposition method are used to detect the damage of
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high-speed railway turnout [5]. The spatial position location model of high speed
railway turnout structure damage monitoring is constructed, the characteristic quantity
of high speed railway turnout structure damage is extracted, and the profile image block
feature matching technology is used to monitor the damage of high speed railway
turnout structure. According to the results of regional fusion, the dynamic monitoring
of high speed railway turnout structure is carried out. It is assumed that the image of
high speed railway turnout structure to be identified is that the uniform point on each
basis function of f ðx; yÞ. The multi-profile feature decomposition technique is used to
detect the damage profile of high-speed railway turnout structure in gðx; yÞ, and the
block feature quantity of high-speed railway turnout structure damage is analyzed, and
the sub-region segmentation technique is adopted. The template matching of high-
speed railway turnout structure damage monitoring is carried out. The image to be
extracted is divided into gðx; yÞ topology structure, and four extraction channels for
damage monitoring of high-speed railway turnout structure are set up. The multi-modal
feature component of high-speed railway turnout structure damage analysis is described
as f̂ ðx; yÞ. The edge pixel feature extraction of high-speed railway turnout structure
damage is carried out in the connected region of the image. The multi-level feature
component estimation value f̂ ðx; yÞ of the image is defined as follows:

f̂ ðx; yÞ ¼
gðx; yÞ � 1; if gðx; yÞ � f̂Leeðx; yÞ� t
gðx; yÞþ 1; if gðx; yÞ � f̂Leeðx; yÞ\t
gðx; yÞ; else

8<
: ð1Þ

Dynamic feature matching is carried out in the center pixel distribution zone of high
speed railway turnout structure damage monitoring. By using visual reconstruction
method, the entropy information characteristics of high speed railway turnout structure
damage are obtained as H and g, and the more information f̂ ðx; yÞ and f ðx; yÞ infor-
mation are, the more the entropy information of high speed railway turnout structure
damage is K. The stronger the information degree of high-speed railway turnout
structure damage monitoring is, the closer the f̂ ðx; yÞ will be, and the closer the f ðx; yÞ,
will be to enhance the gray-scale information according to the damage intensity of
high-speed railway turnout structure. The binary treatment process of high-speed
railway turnout structure damage monitoring is as follows:

gðx; yÞ ¼ hðx; yÞ � f ðx; yÞ þ gðx; yÞ ð2Þ

The feature extraction of the high-speed railway turnout structural damage moni-
toring image is carried out by the fusion spatial relation transformation [6], and the
three-dimensional point position is obtained as follows:

gðx; yÞ ¼ f ðx; yÞ þ gðx; yÞ ð3Þ
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Where, gðx; yÞ is the sub-band characteristic distribution set of high-speed railway
turnout structure image monitoring. The image extraction results of high-speed railway
turnout structure are as follows:

Tðxiþm; yiþ nÞ ¼ 1 if rðxiþm; yiþ nÞ[ s
0 if rðxiþm; yiþ nÞ� s

�
ð4Þ

According to the analysis, the space position matching and the information feature
extraction of the high-speed railway switch structure damage monitoring are carried out
by adopting the block region segmentation technology, and the statistical feature
quantity is extracted, so that the high-resolution identification of the high-speed railway
switch structure damage monitoring image is realized.

2.2 Feature Extraction of Structural Damage Monitoring Image for High
Speed Railway Turnout

The feature extraction of the high-speed railway turnout structural damage monitoring
image is carried out by the fusion spatial relation transformation [7]. The multi-
resolution high-speed railway turnout structural damage monitoring image is extracted
by the Harris corner detection algorithm, and the local beam adjustment analysis
method is used to analyze the damage of the high-speed railway turnout structure. The
damage characteristics of high-speed railway turnout structure are obtained at each
scale rðnÞ(1, 2, …, n) The information entropy distribution is expressed as follows:

H x; y; rð Þ ¼ JJT ¼ 1 þ L2x x; y; rð Þ Lx x; y; rð ÞLy x; y; rð Þ
Lx x; y; rð ÞLy x; y; rð Þ 1 þ L2y x; y; rð Þ

� �
ð5Þ

Dense texture rendering is used as a segmented pixel for damage identification of
high speed railway turnout structure, and multi-level texture segmentation of high
speed railway turnout structural damage monitoring image is carried out. The output is
expressed as follows:

@R
@x

¼ 2ax þ cy þ d ¼ 0

@R
@y

¼ 2by þ cx þ e ¼ 0

8>><
>>:

ð6Þ

The adaptive weighting algorithm is used to modify the contour of the high-speed
railway turnout structural damage monitoring image extraction process. According to
the location and orientation of the shot, the correction process is described as follows:

R x; yð Þ ¼ x2 þ y2 þ dx þ ey þ f ð7Þ

In the search area of the maximum distortion coefficient, the sub-pixel coordinates of
the damage corner (x, y) of the high-speed railway turnout structure are obtained, and
the multi-resolution image information fusion processing of the damage monitoring
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image of the high-speed railway turnout structure is carried out [8]. The damage feature
extraction and output of high-speed railway turnout structure are obtained:

@R
@x

¼ 2x þ d ¼ 0

@R
@y

¼ 2y þ e ¼ 0

8>><
>>:

ð8Þ

According to the result of error analysis, the feature extraction of the high-speed
railway turnout structural damage monitoring image is carried out by the fusion spatial
relation transformation, and the spatial position information of the high-speed railway
turnout structural damage monitoring image is sampled based on the block region
segmentation technique. Locate the damage point [9].

3 Damage Identification and Optimization of Turnout
Structure for High Speed Railway

3.1 Division of Damaged Parts of Turnout Structure in High-Speed
Railway

Based on the feature extraction of the high-speed railway turnout structural damage
monitoring image by the fusion spatial relation transformation, the computer vision
image analysis method is used to detect the high-speed railway turnout structural
damage [10]. The block area reconstruction model of high-speed railway turnout
structural damage monitoring image is constructed, and the characteristic resolution
intensity of the high-speed railway turnout structural damage monitoring image is
obtained as follows:

IGSM ¼IðCN ;DN jsNÞ

¼
XN
i¼1

IðCi; DijsiÞ

¼
XN
i¼1

ðhðDijsiÞ � hðDijCi; siÞÞ

¼
XN
i¼1

ðhðgiCi þ VijsiÞ � hðViÞÞ

ð9Þ

The damage identification method of high-speed railway turnout structure based on
machine learning is constructed. Considering the intensity of affine region in the image,
combined with the distinguishing features of the high-speed railway turnout structure
image, the three-dimensional model reconstruction is carried out. The edge scale of the
damage site is obtained by the beam adjustment method of the correlation frame:
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pðx; tÞ ¼ lim
Dx!0

½r u � ðu þ DuÞ
Dx

� ¼ �r
@uðx; tÞ

@x
ð10Þ

The dynamic feature analysis of high-speed railway turnout structure damage
monitoring is carried out in the block area of high-speed railway turnout structure
image [11]. Combined with dynamic segmentation technology, the regionalized feature
segmentation of high-speed railway turnout structure damage is carried out. Get the
merge set of a large number of mismatched points:

Lða; bmÞ ¼
X

Vm2Pres

Vmj j
Vj j log

Vmj j
Vj j

� �
þ

X
Vn2Ptrue

Vnj j
Vj j log

Vnj j
Vj j

� �
ð11Þ

The Harris corner of the high-speed railway turnout structure damage monitoring
image is calculated, and the segmentation results of the damaged part of the high-speed
railway turnout structure are obtained after removing the mismatched points [12].

3.2 Feature Matching and Damage Detection Output

Based on the active contour detection method, the super-linear segmentation and
feature recognition of the damaged parts of high-speed railway turnout structure are
realized. The feature segmentation and localization of the high-speed railway turnout
structure are carried out in the damaged area. The segmentation function of the image is
expressed as follows:

uðtÞ ¼ 1ffiffiffiffi
T

p rectð t
T
Þ expf�j½2pK lnð1� t

t0
Þ�g ð12Þ

Where rectðtÞ ¼ 1; tj j � 1=2, the gray histogram is extracted in the block area of
high speed railway turnout structure damage monitoring, and the multi-layer wavelet
decomposition results are obtained as follows:

hðtÞ ¼ 2p
Z t=a

�T=2
ð K
t0 � t0

Þdt0 ¼ �2pK lnð1 � t
at0

Þ þ h0 ð13Þ

The feature matching method is used to extract the segmentation line and contour
of the damaged part of the turnout structure of high-speed railway, and the robust
feature points of the image frame are obtained as follows:

wsijðn0 þ 1Þ ¼ wsijðn0Þ � gsij
@J
@wsij

ð14Þ
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The feature points for image frame matching are:

xðnÞ þ
Xp
k¼1

aixðn � kÞ ¼
Xm
r¼0

bruðn � rÞ ð15Þ

The feature matching and template registration are carried out in the block area of
high-speed railway turnout structure image. According to the result of feature matching,
the damage identification of high-speed railway turnout structure is realized. The
realization process is described as follows.

Input: To identify the damage monitoring image of high-speed railway turnout
structure y and training sample set D, and get the characteristic distribution set að1Þ ¼
1
l ;

1
l ; . . .;

1
l

� �
of high-speed railway turnout structure damage monitoring. l is a series

of damage samples of high-speed railway turnout structure.
Output: The classification function set of damage feature matching for turnout

structure of high-speed railway G. Initialization parameters, self-adaptive optimization
of high-speed railway turnout structure damage monitoring starting from SDF, three-
dimensional spatial reconstruction and fusion space region location, adaptive opti-
mization process of damage characteristics of high-speed railway turnout structure
satisfies the convergence condition

Pn
i¼1 qhðeðtÞÞ\

Pn
i¼1 qhðeðt�1ÞÞ.

Based on the above analysis, the feature extraction of the high-speed railway
turnout structure damage monitoring image is realized. According to the feature
extraction result, the feature matching result is carried out and the damage identification
of the high-speed railway turnout structure is realized [13].

4 Simulation Experiment and Result Analysis

In order to verify the application performance of this method in the detection and
identification of high-speed railway turnout structure, the experimental analysis shows
that the high-speed railway turnout structure is divided into cross-high-speed railway
turnout structure and longitudinal high-speed railway turnout structure, as shown in
Fig. 1.

According to different types of high-speed railway turnout structure, the sampling
pixel intensity of image for damage detection of high-speed railway turnout structure is
2000, the gray value is 0.24, and the characteristic matching degree is 0.19. According
to the above simulation parameters, the image sampling pixel intensity is set to 0.24,
and the characteristic matching degree is 0.19. High-speed railway turnout structure
detection and identification is carried out, and the results of high-speed railway turnout
structure detection with detailed information are shown in Fig. 2.
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According to Fig. 2, the proposed method can effectively identify the damage of
high-speed railway turnout structure, the damage identification parts are continuous,
and the important information of high-speed railway turnout structure can be identified.
In traditional methods, only key points are identified, which is not comprehensive
enough. It shows that the design method in this paper can retain more details of the
image and the recognition result is more reliable. The test results of cross-high-speed
railway turnout structure detection and identification are shown in Fig. 3.

(a) Longitudinal high-speed railway turnout structure

(b) Cross-high-speed railway turnout structure

Fig. 1. High-speed railway turnout structure category
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Analysis of Fig. 3 shows that when the traditional method and the proposed method
are used to detect the damage structure of the same high-speed railway turnout, the
traditional method only detects the damage length of 1 cm, while the proposed method
detects the damage length of 2 cm, which shows that the proposed method can
effectively detect some hidden structural information of the high-speed railway turnout
with high accuracy.

(a)Traditional method

(b)Proposed method

Fig. 2. Inspection results of turnout structure in high-speed railway
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5 Conclusions

In this paper, the computer image processing technology is used to monitor the damage
of high-speed railway turnout structure, the topological distribution of the high-speed
railway turnout structure damage is analyzed, and combined with the image processing
method, the high-speed railway turnout structural damage monitoring is carried out.
This paper presents a damage identification method for high-speed railway turnout
structure based on machine learning. The computer vision image analysis method is
used to detect the damage of high-speed railway turnout structure. The feature
matching and formwork registration are carried out in the block area of high-speed
railway turnout structure image, and the depth learning of damage monitoring of high-
speed railway turnout structure is carried out considering the significance of corner
point. The dividing line and contour of the damage part of high-speed railway turnout
structure are extracted, and the damage identification of high-speed railway turnout
structure is realized according to the result of feature matching. The results show that
the accuracy of this method for damage monitoring of high-speed railway turnout

(a)Traditional method 

(b)Proposed method

Fig. 3. Check and contrast results of turnout structure in cross-high-speed railway
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structure is high, and the identification rate of high-speed railway turnout structure is
better than that of high-speed railway turnout structure.
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Abstract. In order to improve the data integrity encryption ability of cloud
storage users, a cloud storage user data integrity encryption technology based on
random linear coding is proposed. Firstly, the cloud storage user data integrity
encryption key of cloud storage user data integrity object is constructed, then the
encryption and decryption coding design are carried out, and the random linear
coding is used to optimize the digital encryption key to improve the anti-
deciphering level. Finally, the simulation results show that the cloud storage
user data integrity encryption technology has high random distribution of
encryption, the deciphering rate of encrypted data is effectively controlled, and
the performance of the cloud storage user data encryption technology is better
than that of the traditional method. It effectively ensures the integrity of cloud
storage user data.

Keywords: Cloud storage user � Data integrity � Encryption � Encoding � Key

1 Introduction

With the continuous expansion of information transmission in cyberspace, the security
of people’s privacy information in the network has received great attention, and the
transmission of personal privacy information in cyberspace has been threatened by a
large number of security vulnerabilities. Cloud storage user data integrity has become an
important topic in the field of network security and information security. The data
integrity of cloud storage users by using data encryption transmission method originates
from encryption communication technology, encrypts the network privacy information,
and stores the encrypted data in the network database [1]. In the process of information
transmission, the privacy information of network users can be effectively prevented and
the data information security can be guaranteed by encryption and decryption [2].

At present, the encryption of network information data is mainly designed through
the link layer encryption. In the link layer, the data encryption adopts the cyclic coding
encryption scheme of block cipher and public key cryptography. In the design of cloud
storage user data integrity encryption using cyclic coding [3], it is easy to be deciphered
by adversaries due to the invariance of the characteristics of link layer encrypted data,
and the data cloud storage user data integrity performance is not good. The encryption
technology is improved in the relevant literature. in reference [4], a compression
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encryption technique based on chaotic mapping is proposed, and the standard normal
distribution function is constructed to realize the intra-block feature coding and data
encryption of the data in chaotic mapping. It has good secure communication ability,
but the computational overhead of this method is large and the real-time performance is
not good. In reference [5], a binary image encryption method with additional key
rotation is proposed, which realizes the privacy information protection and encryption
design of network images under optical joint correlation, and has good data integrity
performance of cloud storage users. However, the encryption reliability of this method
is not high under the interference of large link layer. In order to overcome the disad-
vantages of traditional methods, this paper proposes a cloud storage user data integrity
encryption technology based on random linear coding. Firstly, the cloud storage user
data integrity encryption key of cloud storage user data integrity object is constructed.
Then the coding design of encryption and decryption is carried out, and the random
linear coding is used to optimize the key of digital encryption to improve the level of
anti-deciphering. Finally, the simulation experiment is carried out, and the validity
conclusion is obtained. This paper shows the good encryption performance of cloud
storage user data integrity.

2 Preparatory Knowledge and Key Construction

2.1 Overall Design and Principle of Data Integrity Encryption for Cloud
Storage Users

In the process of cloud storage user data integrity, the transmitted cloud storage user
data needs to be reliably encrypted, in order to evaluate the performance of cloud
storage user data integrity encryption, the following parameters are used to evaluate the
performance of key and encryption signcryption scheme [6]:

(1) Encryption random distribution, encryption random distribution reflects the depth
of data hiding after cloud storage user data integrity encryption, the deeper the
depth, the longer it takes to decrypt, and the computer search cycle decryption
method is used in the system. The decision is based on the time it takes to decrypt.

(2) The higher the accuracy of decryption, which proves that the encryption algorithm
of cloud storage user data integrity is more accurate.

(3) The size of data capacity after encryption requires the smaller the data capacity
after signature, the better.

The master key for calculating the disclosure of confidential information to the
eavesdropper is:

MPK ¼ ðe; g; h; Y ; Ti;jði 2 ½1; n�; j 2 ½1; ni�ÞÞ ð1Þ

A linear encrypted master key PSK ¼ ðy; ti;jði 2 ½1; n�; j 2 ½1; ni�ÞÞ is con-
structed in the primary channel to construct an intra-slot encoding mode
XN ¼ f SN ; hð Þ. When N ! 1 is used, the input-output relationship of the channel is
expressed as follows:
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ZN ¼ g � XN þ WN ð2Þ

Where, ZN ¼ z1; z2; � � � ; zNð ÞH , XN ¼ x1; x2; � � � ; xNð ÞH , WN ¼ w1; w2; � � � ;ð
wNÞH and N ¼ 1; 2; � � � WN is an additive noise in a time slot. N is the symbol length
of the receiver to sample the transmitted information.

2.2 Key Construction

In the process of encryption design, it is necessary to design the encrypted key. Since D
is a constant in a time slot, in the data cloud storage user data integrity protocol, the
normal distribution characteristics of cloud storage user data transmission are as fol-
lows: ðmk; param; IDiÞ, When the total number of runs is fixed, the encrypted bit
sequence is identified, and the user-given link layer data is expressed as follows:

upki ¼ ðupki1; upki2Þ ¼ ðgxi ; ðgH1ðg;g1;g2;g3;hÞ
1 hÞxiÞ ð3Þ

The encrypted ciphertext in the network link layer performs adaptive link matching
according to the key generation center. When the packet code satisfies the ui 2 Z�q ,
ciphertext homomorphism decryption, the key is:

dskIDi ¼ ðski1; ski2Þ ð4Þ

The linear block codes are used to broadcast ski2 and upki, and the bidirectional link
optimization is used to generate the associated coding key rskIDi in the key generation
center, so that the parity bit ti ¼ H1ðIDi; upkiÞ of the key is obtained:

dskIDi ¼ ðski1; ski2Þ ¼ ðga2ðgti1hÞui ; guiÞ ð5Þ

rskIDi ¼ ðsri ¼ gui1 Þ ð6Þ

Thus, the key transfer protocol is constructed:
�Encðparam; m; IDiÞ Cyclic shift key transmission link layer data T 2 G2, cal-

culates plaintext character r ¼ H2ðm; TÞ, to obtain the first layer ciphertext IDi of
clear text character output CTIDi

in cloud storage user data integrity protocol. The
transmission protocol to realize synchronous coding and encryption is as follows:

CTIDi = ðC1 ¼ upkri1;
C2 ¼ upkri2;
C3 ¼ meðg1; g2Þreðg1; guiðH1ðIDi;upkiÞ�H1ðg;g1;g2;g3;hÞÞÞr;
C4 ¼ Teðg1; g2Þreðg1; guiðH1ðIDi;upkiÞ�H1ðg;g1;g2;g3;hÞÞÞr;
C5 ¼ 1
Þ

ð7Þ

CTIDj
: Huffman code is used to perform key arrangement transformation, and the cyclic

shift sequence �ReEncðparam; CTi; rkijÞ: key arrangement transformation is defined.
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The l-ciphertext k
0 ¼ eðC1; rk4ijÞk is processed by one-time-one-secret method, and

the cyclic shift sequence of Hoffmann key alignment transformation is defined. Get the
cloud storage user data integrity encryption ciphertext CTIDi

: for layer D of link l þ 1:

CTIDj ¼ fC01; C
0
2; C

0
3; C

0
4; C

0
5g

¼ fðC1rk1ijÞrk3ij ; ðC2rk2ijÞrk3ij ; C3k
0
; C4k

0
; C5rk6ijg

ð8Þ

Under the constraint of intra-block frequency detection, the output ciphertext of the
network link layer is as follows:

C3k
0 ¼ eðgxir; gx�1i uiðt0�tiÞ

1 g
x�1i ujðtj�t0Þ
1 Þ eðg

ki ; ski1g
li
1Þ

eððgt0hÞki ; guiÞ eðg; g1Þ
�kili

¼ C3eðgr; guiðt0�tiÞ1 Þ eðgki ; ski1Þ
eððgt0hÞki ; guiÞ eðg

ki ; guiðt0�tiÞ1 Þ
¼ meðg1; g2Þreðg1; guiðti�t0ÞÞr
�eðgr; guiðt0�tiÞ1 Þeðgrþ ki ; gujðtj�t0Þ1 Þeðg1; g2Þki
¼ meðg1; g2Þrþ ki eðg; gujðtj�t0Þ1 Þrþ ki

ð9Þ

When the total number of runs is satisfied: Sumidea ¼ 2Sumr ¼ n
2 � n

2imaxþ 1, Source

coding feature statistics for keys: Snffiffi
n
p ¼ np� n 1� pð Þffiffi

n
p . The stability of the key transmission

protocol is guaranteed and verified by the following equation:

C3eðski2;Cx�1i
2 Þ

eðCx�1i
1 ; ski1Þ

¼ meðg1; g2Þreðg1; guiðH1ðIDi;upkiÞ�H1ðg;g1;g2;g3;hÞÞÞr

� e½gui ;ðg
H1ðg;g1 ;g2 ;g3 ;hÞ
1 hÞr �

e½ga2ðg
H1ðIDi ;upkiÞ
1 hÞui ;gr �

¼ meðg1; g2Þreðg1; guiðH1ðIDi;upkiÞ�H1ðg;g1;g2;g3;hÞÞÞr

� e½gr ;ðgH1ðg;g1 ;g2 ;g3 ;hÞ1 hÞui �
eðga2;grÞe½ðg

H1ðIDi ;upkiÞ
1 hÞui ;gr �

¼ m

ð10Þ

When the inequality satisfies the standard normal distribution of 0 or 1 run, the key
is stable [7].

3 Encryption Design Optimization

3.1 Problem Raising and Coding Design

On the basis of the above key construction, the encryption algorithm is optimized. In
this paper, a cloud storage user data integrity encryption technology based on random
linear coding is proposed, and the encryption and decryption coding design are carried
out. Assuming that the key angle XNð Þ is uniformly distributed on 0; 2p½ Þ, RN is
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independent of ug, which represents 0 and 1, respectively. According to the chaotic
mapping of binary symbols, the arithmetic coding is carried out, and the output of
cloud storage user data encoding in cloud storage user data integrity is obtained:

f�1ðIÞ ¼ p � I; s ¼ ''0''
1� ð1� pÞ � I; s ¼ ''1''

�
ð11Þ

Where I indicates that the information sequence of length N falls into the interval
with detection frequency 1, and the initial interval I ¼ ½0; 1�. Linear coding is carried
out by using random combination of multiple character sequences [8], and the
expression is as follows:

f ðxÞ ¼

x=P1; x 2 I1
ðx� P1Þ=P2; x 2 I2
. . .. . . . . .. . .

ðx� Pn�1
i¼1

PiÞ=Pn; x 2 In

8>>><
>>>:

ð12Þ

When N ! 1, for any positive number e, the slot distribution of each coded
symbol is as follows:

Ii ¼
Xi�1
j¼1

Pj;
Xi

j¼1
Pj

" #
; i ¼ 2; 3; . . .. . .; n: ð13Þ

The information before encryption is the cyclic reverse displacement of SN , in the
slot distribution range, and the coded output is as follows:

f�1ðxÞ ¼

P1x
P2xþP1

. . .. . .

Pnxþ
Pn�1
i¼1

Pi

8>>><
>>>:

ð14Þ

3.2 Random Linear Coding Encryption Optimization

Random linear coding is used to optimize the key of digital encryption to improve the
level of anti-deciphering [9]. Inverse function is used as arithmetic coding. There is a
coding mode XN ¼ f SN ; hð Þ, cloud to store the self-information of user data trans-
mission as � log2ðPðsiÞÞ. The received symbols are YN and ZN , respectively, and the
average amount of information of the corresponding sequences is as follows:

H ¼ �
Xn
i¼1

Pi log2ðPiÞ ð15Þ
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Assuming that the initial key rate is A, the cyclic code L is obtained by lL times
reverse pilot estimation, which is recorded as follows:

l0 ¼ ðP01þP02Þ=2
l1 ¼ ðP11þP12Þ=2
l2 ¼ ðP21þP22Þ=2

. . .. . .
lL ¼ ðPL1þPL2Þ=2

8>>>><
>>>>:

ð16Þ

l ¼ 3:57 þ 1
L

XL
i¼0

li ð17Þ

Taking the above l value as the iterative parameter of homomorphic symbol fre-
quency detection, the dimension KC 2 0; 1; . . .. . .; n � 1gf , of random linear coding
is introduced into the intermediate variable RN , and the suspicion of the cloud storage
user data receiver to the transmitted information is obtained.

sizeðI1Þ ¼ PM
i¼1Pðsi 2 SÞ

¼ PN
n¼1ðPnÞcard sijsi¼Sngf

¼ PN
n¼1ðPnÞPnM

ð18Þ

Therefore, the output of cloud storage user data coding after random linear coding
is expressed are follows:

� log2ðsizeðI1ÞÞ ¼ �
XN
n¼1

PnM log2ðPnÞ ¼ M � H ð19Þ

With multiple shifts, the optimal coding length of cloud storage user data under the
integrity of cloud storage user data is as follows: the description of M � H, encryption
process is shown in Fig. 1.
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Fig. 1. Information encryption process based on random linear coding
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According to the optimization of encryption technology [10], the optimized
encryption key is obtained as follows:

Input: pk ¼ hx0; x1; . . .; xsi; z, When it exists z 2 ½0; 2cÞ, rp ðzÞ
�� �� � 2q.

Output LSBðqpðzÞÞ
(1) c¼ z � x0

2

� �
(2) For j ¼ 1 to polyðkÞ=e do
(3) Process the phase and call the key corresponding to the S binary: aj  A pk; cð Þ
(4) Output clear text: bj ¼ aj 	 parityðzÞ
(5) Estimate the random linear code of the output bj by pilot, that is: parityðqpðzÞÞ.

4 Experimental Analysis

In the experiment, the random distribution of data encryption and the bit error rate
(BER) of cloud storage user data reception are taken as the test objects, and the
encryption performance of cloud storage user data integrity in cloud storage user data
integrity is studied. The simulation experiment is based on Matlab platform. The
OpenSSL cipher library is called to design the data integrity of cloud storage user in
VC environment. The length of bit sequence is 1200 bits and the sampling frequency of
data is 12.67 kHz. The length of the bit sequence to be detected is 100 bits. First, block
sampling of the bit sequence is carried out, and the sample value of the bit sequence
which meets the key construction condition is obtained, as shown in Fig. 2.

The sampling bit sequence is encrypted by cloud storage user data integrity, and the
recognition rate of the data is tested, and the recognition rate of data encryption using
this method and the recognition rate of data transmission without this method are
shown in Fig. 3.

Fig. 2. Bit sequence block sampling
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The simulation results of Fig. 3 show that the cloud storage user data integrity
encryption using this method has a high data recognition rate, and the average
recognition rate of this method for data encryption is 91.4%. Higher than the average
recognition rate of 83.5% for encrypted bit sequences, the data integrity performance
and accurate data transmission performance of cloud storage users are improved.
Figure 4 describes the random distribution of encryption for cloud storage user data
integrity encryption by different methods. It is found that the random distribution of
cloud storage user data integrity encryption in this method is higher than that in the
traditional method. Effectively prevent encrypted data from being deciphered by
adversaries.

0

10

20

30

40

50

60

70

80

90

100

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Random sampling times

Unencrypted data 
recognition rate

Encrypted data 
recognition rate

D
at

a 
en

cr
yp

tio
n 

re
co

gn
iti

on
 ra

te
/%

Fig. 3. Recognition rate of data encryption under random sampling
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5 Conclusions

In this paper, a cloud storage user data integrity encryption technology based on
random linear coding is proposed. Firstly, the cloud storage user data integrity
encryption key of cloud storage user data integrity object is constructed, then the
encryption and decryption coding design are carried out, and the random linear coding
is used to optimize the digital encryption key to improve the anti-deciphering level.
Finally, the simulation results show that the cloud storage user data integrity encryption
technology has high random distribution of encryption, the deciphering rate of
encrypted data is effectively controlled, and the performance of the cloud storage user
data encryption technology is better than that of the traditional method. It effectively
ensures the integrity of cloud storage user data. This method has good application value
in data integrity encryption, has laid a certain foundation for the development of cloud
computing.

References

1. Zhou, S.B., Xu, W.X.: A novel clustering algorithm based on relative density and decision
graph. Control Decis. 33(11), 1921–1930 (2018)

2. He, H., Tan, Y.: Automatic pattern recognition of ECG signals using entropy-based adaptive
dimensionality reduction and clustering. Appl. Soft Comput. 55, 238–252 (2017)

3. Zhu, Y., Zhu, X., Wang, J.: Time series motif discovery algorithm based on subsequence full
join and maximum clique. J. Comput. Appl. 39(2), 414–420 (2019)

4. Dai, H., Huang, Y., Li, C., et al.: Energy-efficient resource allocation for device-to-device
communication with WPT. IET Commun. 11(3), 326–334 (2017)

5. Helmy, A., Hedayat, A., Al-Dhahir, N.: Robust weighted sum-rate maximization for the
multi-stream MIMO interference channel with sparse equalization. IEEE Trans. Commun.
60(10), 3645–3659 (2015)

6. Seo, D.W., Lee, J.H., Lee, H.S.: Optimal coupling to achieve maximum output power in a
WPT system. IEEE Trans. Power Electron. 31(6), 3994–3998 (2016)

7. Ma, Z., Chen, W.: Friction torque calculation method of ball bearings based on rolling
creepage theory. J. Mech. Eng. 53(22), 219–224 (2017)

8. Alfaro, V.M., Vilanovab, R.: Robust tuning of 2DoF five-parameter PID controllers for
inverse response controlled processes. J. Process Control 23(4), 453–462 (2013)

9. Zhang, R., Zhao, F.: Foggy image enhancement algorithm based on bidirectional diffusion
and shock filtering. Comput. Eng. 44(10), 221–227 (2018)

10. Liu, D., Zhou, D., Nie, R., Hou, R.: Multi-focus image fusion based on phase congruency
motivate pulse coupled neural network-based in NSCT domain. J. Comput. Appl. 38(10),
3006–3012 (2018)

170 L. Zhang and Y. Shen



Intelligent Detection Method for Maximum
Color Difference of Image Based

on Machine Learning

Jia Wang(&) and Qian Zhang

Mechanical Engineering College, Yunnan Open University,
Kunming 650500, China

wangjia2711@163.com

Abstract. There is color difference in the image collected under the back-
ground of night light. Machine learning and fusion tracking compensation
method are used to detect and process the maximum color difference of the
image, so as to improve the imaging quality of the image. A maximum color
difference detection algorithm for nightlight background color difference image
based on machine learning and fusion tracking compensation is proposed.
Firstly, image feature acquisition and color difference feature blending prepro-
cessing are carried out, image machine learning and fusion tracking compen-
sation are carried out, and image color difference detection algorithm is used for
image color difference smoothing and adaptive blending. The background color
difference image of night light is automatically divided into target space by
feature clustering, and the maximum color difference detection of the detail
features of the image is carried out to the greatest extent. The simulation results
show that the algorithm has high accuracy and good color difference resolution.

Keywords: Machine learning � Night light background � Image � Maximum
color difference � Intelligent detection

1 Introduction

The image collected at night is affected by all kinds of color light, which leads to the
imbalance of image color difference, and the collection and beautification of color
difference image under the background of night light is the key technology of digital
image processing. It is widely used in machine vision, video surveillance and other
engineering fields. Due to the influence of complex natural lighting environment and
shooting scene angle, the color difference image under the background of night light is
produced, and the color difference image under the background of night light is affected
by color and texture features [1]. To a certain extent, it is inevitable to be interfered by
the external environment, resulting in the offset of color and texture features, so it is
necessary to smooth and adapt the color difference of the color difference image under
the background of night light at night, because of the color difference of the image. The
detail features of the image target cannot be effectively distinguished and located, but
the machine learning and fusion tracking compensation and smoothing methods are
used to make up for the white balance of the similarity feature of the color difference
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image under the background of night light at night [2]. It can optimize the imaging
performance of the image and show the details of the night scene image. By studying
the machine learning and fusion tracking compensation method of the image, the
maximum color difference detection and processing of the image under the background
of night light can be realized, and the imaging quality of the image can be improved.
The related algorithm research has attracted people’s attention [3].

In the environment of external interference, it is difficult to display and beautify the
details of the color difference image under the background of night light at night, and the
image beautification method based on visual features is sensitive to the color difference
between the external environment and the surrounding environment. Because the visual
features change with the motion direction and angle of the imaging equipment, the target
feature model is not fixed, so it is necessary to update the target mathematical model in
real time to adapt to the changes of the environment [4]. In the traditional method, the
maximum color difference detection algorithm of the color difference image under the
night light background adopts the cyclic tracking pixel feature extraction algorithm, the
time-frequency feature analysis method and the wavelet multi-layer decomposition
method. The color difference compensation effect of the image is not good when the
white balance deviation appears. In order to solve the above problems, a maximum color
difference detection algorithm for night light image based on machine learning and
fusion tracking compensation is proposed in this paper. Firstly, image feature acquisi-
tion and color difference feature reconciliation preprocessing are carried out, machine
learning and fusion tracking compensation are carried out for color difference image in
the background of night light, and image color difference detection algorithm is used to
smooth and adapt the color difference of the image. The algorithm is improved and the
performance of the algorithm is verified by simulation experiments, which shows the
superior performance of the algorithm in beautifying and smoothing the color difference
image under the background of night light.

2 Image Feature Acquisition and Color Difference Feature
Harmonization Preprocessing

2.1 Problem Description and Image Acquisition

In the process of image acquisition and information processing with digital imaging
equipment, due to defocus, jitter, optical system error and white balance deviation, the
visual difference between the imaging equipment and the object is caused, and the
multiple color difference is produced [5]. The color difference image under the back-
ground of night light is defined as g0, and the high frequency part rx ¼ ½1; �1�,
ry ¼ ½1; �1�T of the image is generated by discrete filter y ¼ ½rxg0; ryg0�. The
energy function of the space invariant multiple chromatic difference kernel is as
follows:

min
x;k

k x � k � yk k22 þ xk k1
xk k2

þ b kk k1 ð1Þ
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Satisfy constraints: k [ 0;
P
i
ki ¼ 1. Where x is the high frequency part of the

unknown clear image and k is the unknown multiple color difference kernel (ki is an
independent element).

According to the distribution structure of the edge profile information of the image
in the two-dimensional neighborhood, the local structure points of the image can be
expanded according to the first order Taylor series, and the group of the estimation
model can be obtained. Update the multiple color difference nucleus using groups
below two points, as shown in the following formula:

c1 ¼ i i 2 Sjf g; c2 ¼ i; i0f g i0 2 Ni; i 2 Sjf g; C ¼ c1 [ c2 ð2Þ

As if there are objects in the image area, there are some interference factors such as
dragging in the color difference image under the background of night light at night,
which affects the beautification performance of the image, and in the dynamic motion
area of the object in the imaging area of the image, The image is processed syn-
chronously with the front curtain and the rear curtain, respectively. The image is set as
the image of the time and the Rt is the image of the initial time. The color difference
image observed in the night light background contains noise and fine texture. The
information is marked by a multiple color difference kernel matrix, and its set is
described by a formula:

L ¼ fmi j i 2 Sg
mi ¼ ai1; ai2; ai3; bi1; bi2; bi3; ci1; ci2; ci3ð ÞT ð3Þ

Using the spatial proximity of pixel points in the neighborhood, the filter formula is
expressed as follows:

Ri ¼ 1
ci

X
j2X

gjdð i � jk k2Þlð gi � gj
�� ��

1Þ ð4Þ

According to the above analysis, it can be seen that the key to using the above
modeling algorithm to analyze the gradient amplitude information of the color differ-
ence image under the background of night light is to determine the energy function of
the random field of the information, so as to realize the image acquisition and
preprocessing.

2.2 Color Difference Feature Harmonic Preprocessing of Image Color
Difference

In this paper, the smoothing problem of color difference image in the background of
night light is discussed, and the image beautification is realized by smoothing the color
difference under the background of night light. The multi-color difference of the image
can be reduced by using the color difference feature blending method to reduce the
noise in the image [6]. The color difference feature blending process is through the
convolution of the clear image and the multiple color difference kernel, plus the noise,
and carries on the interpolation operation, that is:
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g ¼ k � f þ n ð5Þ

According to the single-scale characteristics of the multiple chromatic difference
kernel in the window region, the color difference equilibrium energy function of the
image includes likelihood energy and prior energy, which are expressed as follows:

H1 : U tð Þ ¼ V tð Þ þ a tð ÞW tð Þ
H0 : U tð Þ ¼ V tð Þ ð6Þ

In order to improve the accuracy of multiple color difference kernel estimation, the
image preprocessing is introduced, the minimum maximum detection method is used to
filter the image, and the bilateral filter and impulse filter are used to preprocess the color
difference image under the background of night light [7]. The maximum likelihood
ratio detection is used to obtain the harmonic discriminant function of the color dif-
ference characteristics of the image as follows:

K Uð Þ ¼ p U tð Þ jH1ð Þ
p U tð Þ jH0ð Þ � g ð7Þ

A fast iterative shrinkage threshold algorithm is used to estimate the multiple color
difference kernels. The balanced locking results are obtained by logarithmic likelihood
ratio detection:

LRT Uð Þ ¼ ln K Uð Þ � ln g ð8Þ

Based on the above analysis, the key implementation techniques of color difference
feature blending processing of image color difference are described as follows: the
mathematical morphology segmentation method based on texture partition searches for
multiple exposure shape features. The variable scale intuitionistic fuzzy set decom-
position method based on logical self-mapping is used to calibrate the highlighted lines
in the feature region. Firstly, the initial value and interest value of each feature point are
calculated, and then a similarity measurement matrix is generated, and the initial
optimal solution set is selected as the test sample set [8].

3 Machine Learning and Fusion Tracking Compensation
and Image Maximum Color Difference Detection
Algorithm Are Implemented

3.1 Introduction and Design of Machine Learning and Fusion Tracking
Compensation Algorithm

When the target and candidate region of the color difference image under the back-
ground of night light are selected, the feature weight of the target model is determined
by the similarity function of the target feature model in space. Finally, according to the
maximum value of the similarity function, Be able to get the current tracking target [9].
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The similarity function can be defined as the product of two feature coefficients. The
mathematical expressions of machine learning and fusion tracking compensation are
expressed as follows:

qcsc ¼ D � qðp̂ucðyÞ; q̂ucÞ � qðp̂utðyÞ; q̂utÞ ð9Þ

Where, D represents the white equilibrium sensitivity coefficient, and the range
belongs to (0, 1), the similarity coefficient of the target feature is proportional to the Pap
coefficient, and the higher the similarity is, the better the tracking effect of the detail
feature is. Using machine learning and fusion tracking compensation fast iterative
shrinkage threshold algorithm, the image edge information is obtained along the gra-
dient direction, and the machine learning and fusion tracking compensation phase at the
ða; bmÞ point on the scale translation plane is weighted as follows:

Lða; bmÞ ¼ log
Vj j Vm \ Vnj j

Vmj j Vnj j
� �

ð10Þ

Where k is a regularization parameter and TVðf Þ ¼ P
i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðDh

i f Þ2 þ ðDv
i f Þ2

q
; Dh

i ; D
v
i

is a second-order cumulative Taylor expansion, the texture features of the image are
extracted, that is:

Lða; bmÞ ¼
X

Vm2Pres

X
Vn2Ptrue

Vm \ Vnj j
Vj j log

Vj j Vm \ Vnj j
Vmj j Vnj j

� �
ð11Þ

Dh
i ¼ fi � fj;D

v
i ¼ fi � fk; fj; fk represents the iterative formula of machine learning

and fusion tracking compensation, and fi is the gray value of pixel in the first order
domain of image. For a pair of gray night light background color difference image
gðx; yÞ, the M−1 transfer iteration is carried out, and the detailed texture features of the
color difference image under the night light background with scale M are obtained.

diþ 1 ¼ 2Fðxiþ 1 þ 1
2
; yi þ 2Þ ð12Þ

According to the above method, the bright spot model of the image is expanded by
Taylor. Based on the similarity equilibrium of multiple weights, the position, scale,
main direction and other information of the image under the background color dif-
ference of night light are obtained. The gray pixel c of the image is obtained from the
following formula:

c ¼
Xm
j

PðzðkÞ =mjðkÞ; zk�1ÞPðmjðkÞ = zk�1Þ ¼
Xm
j

KjðkÞ�cj ð13Þ
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The two-dimensional or three-dimensional pixel features of the color difference
image under the night light background are LPNTI integral, and the feature matching
model of the color difference image under the night light background is constructed by
using color and texture [1]. The recognition model of the night light background color
difference image is expressed as follows:

vi ¼
Pn
k¼1

ð1 � ð1 � uaikÞ1=aÞmðxk þ bxkÞ

ð1 þ bÞPn
k¼1

ð1 � ð1 � uaikÞ1=aÞm
ð14Þ

Where, uik is wavelet threshold, b is program-controlled separation coefficient, H is
fuzzy mean, thus the machine learning and fusion tracking compensation of image is
realized, and the maximum color difference detection and processing of image is
realized.

3.2 Implementation Steps of Image Maximum Color Difference Detection
Algorithm

According to the above algorithm design, the steps of the image maximum color dif-
ference detection algorithm under the background color difference of night light
designed in this paper are summarized as follows, and the feature weight of the image
light color difference is determined by the similarity function of the target feature model
in space. The image edge information is obtained along the gradient direction, and the
target space is automatically divided into the night light background color difference
image by feature clustering, the error matching points are eliminated, and the image
noise reduction and purification are carried out. The maximum color difference detection
is carried out to the maximum extent of the details of the color difference image under
the background of night light. The specific flow of the algorithm is as follows:

(1) According to the sequence number frame of the color difference image under the
night light background, the spatial feature distribution tracking model of the color
difference image under the night light background is constructed by using the
color and texture. The edge detection of the analyzed low frequency signal is
carried out to obtain the profile image of the low frequency part, and the prior
distribution between the adjacent regions w; w0ð Þ is obtained. BwðywÞ represents
the confidence of the region w.

(2) The moving target and the candidate image in the image imaging area are auto-
matically divided into imaging space by feature clustering, and the appropriate
threshold and low frequency information in the filtered section high frequency
information are further superimposed. The normalized machine learning and
fusion tracking compensation weighted umn ¼ Lmn

L� 1 and L ¼ maxðlmnÞ are
transformed. L is the gray level of the color difference image, and S is the
membership degree of the pixel umn relative to the specific gray level in the image
to calculate the target candidate region feature model.
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(3) Then, the pixel weights of the target and the candidate region are calculated
according to the weight of the target feature model, and the fusion and equilibrium
of the two adaptive weights are carried out.

(4) The color difference image g under the background of night light is preprocessed.
First, the bilateral filter is used to process G, and the similarity function of the
target feature model is used to calculate the weight correlation coefficient between
the target and the candidate region.

(5) The weights are updated adaptively, and the target feature model is selected to
update iteratively. Thus, the maximum color difference detection and processing
of the color difference image under the background of night light is realized by
machine learning and fusion tracking compensation.

4 Simulation Experiment and Result Analysis

In order to test the performance of the proposed algorithm in smoothing the color
difference image under the background of night light, the simulation experiment is
carried out. The hardware environment of the experiment is as follows: CPU: Intel Core
i3-370, main frequency 2.93 GHz, memory 2 GB. This experiment is based on Eclipse
and Weka platform, and VC language is used to edit and load the algorithm code. The
main program is run directly under the Windows window. In the code, the receive and
other functions in TableEst are called for image acquisition and preprocessing. In the
simulation experiment, the machine learning and fusion tracking compensation method
is used to carry out the gridding stratification of the image in the unit of 5 � 5 local
area, and the pixels of each local region of the two multi-color difference image grid are
sampled in time domain. When the threshold is set e = 1.0, the resolution of image
acquisition is 1280 � 1024 pixel, focal length 50 mm fixed focal length and aperture
value 14. The acquisition results of the original image are shown in Fig. 1.

Fig. 1. Original sampling results of color difference image under night light background
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The gray mean and standard deviation of three color difference channels are cal-
culated respectively. According to the calculated multiple chromatic aberration nuclei
(size 15 * 15, direction 45°), the original image in Fig. 1 was beautified and combined
with the results shown in Fig. 2. The chromatic aberration images of luminous back-
ground are automatically divided into target space and feature clustering chromatic
aberration detection. Color difference detection and processing experiments were car-
ried out by using the method in this paper and the traditional method respectively, and
the comparison results were shown in Fig. 2:

(a)Proposed method

(b)Traditional method 

Fig. 2. Simulation results and comparison of maximum color difference detection and
processing of images (Color figure online)
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As can be seen from Fig. 2, this algorithm has better performance of image
machine learning and fusion tracking compensation and slippage, and has a good effect
on image beautification and processing. However, the image obtained by the adaptive
matching method based on the contours features fusion in reference [3] is too smooth
and loses some of the image details, resulting in double shadow and distortion in the
light projection of the image. The proposed method can restore more detail images and
has better smoothing performance, which shows the superior performance of the
proposed algorithm. In order to quantitatively analyze the performance, the peak
signal-to-noise ratio (PSNR) is used as the comparison quantity, and the analysis
results are shown in Fig. 3.

It can be seen from Fig. 3 that the SNR of the three traditional methods shows an
upward trend and a downward trend as the smooth point of chromatic aberration
increases. The maximum SNR of the three traditional methods occurs when the smooth
point of chromatic aberration is 7 and the SNR is 76 dB. The average SNR of the three
traditional methods is very similar, about 65 dB. The signal-to-noise ratio of the
method in this paper maintains a steady change with the chromatic aberration
smoothing point, with the maximum signal-to-noise ratio of 78 dB and the average
signal-to-noise ratio of about 76 dB. The results show that the SNR of this method is
much higher than that of the three traditional methods. It is fully demonstrated that the
algorithm not only reduces the computational overhead, but also improves the PSNR,
and the PSNR value of the output image is the highest, which indicates that the details
of smooth chromatic aberration image details feature content of the background is the
most. The maximum color difference detection effect is the best, which indicates that
the algorithm has good performance.
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Fig. 3. Comparison of maximum color difference detection and processing performance of color
difference images in night light background
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5 Conclusions

In this paper, a maximum color difference detection algorithm for nightlight back-
ground color difference image based on machine learning and fusion tracking com-
pensation is proposed. Firstly, image feature acquisition and color difference feature
blending preprocessing are carried out, image machine learning and fusion tracking
compensation are carried out, and image color difference detection algorithm is used
for image color difference smoothing and adaptive blending. The background color
difference image of night light is automatically divided into target space by feature
clustering, and the maximum color difference detection of the detail features of the
image is carried out to the greatest extent. The simulation results show that the algo-
rithm has high accuracy and good color difference resolution. It shows that this method
can improve the image color quality effectively and has good application value in the
detection of maximum color difference. However, the color detection efficiency of this
method has not been tested in this experiment. In order to ensure the detection accuracy
and improve the detection efficiency, further research is needed.
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Province—Construction Project of Major in Print Media Technology.
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Abstract. In order to improve the imaging quality of 3D image with visual
feature reconstruction, it is necessary to control the color of low contrast image
automatically. A color automatic control technology of low contrast image
based on 3D color space packet template feature detection is proposed, the
automatic color control model of image based on big data analysis is con-
structed. RGB decomposition technology is used to extract the color compo-
nents of low contrast images, and color space gray feature fusion algorithm is
used to segment fusion of low contrast images to improve the feature pairing
performance of color peak points of low contrast images. Combined with the
color space block fusion information of low contrast image, the edge features of
high oscillatory region are detected, and the color automatic control of low
contrast image is realized. The simulation results show that the color automatic
control of low contrast image can improve the peak signal-to-noise ratio (PSNR)
of image output, improve the automatic color control ability and imaging quality
of low contrast image.

Keywords: Big data analysis � Low contrast image � Fusion � Color automatic
control

1 Introduction

With the continuous improvement of 3D visual feature reconstruction technology,
computer image processing technology is used for 3D image processing of color
image 3D model, combined with high quality information fusion processing of low
contrast image. Improving the imaging quality of 3D color image 3D model and
studying the dynamic information fusion technology of low contrast image have good
application value in 3D digital image design and other fields [1]. The core of color
automatic control of low contrast image is 3D image imaging and feature matching.
Combined with block information fusion technology, color automatic control of low
contrast image is carried out to improve the quality of information fusion, so as to
improve the making level of three-dimensional model of color image [2].

Traditionally, the imaging techniques of low contrast image mainly include edge
detection imaging algorithm based on gradient operator, 3D imaging algorithm based
on wavelet transform. The important structural properties of the image are retained, and
the optimal imaging design of the low contrast image is realized. According to the
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above design principle, the related literature is studied [3]. In reference [4], a dynamic
fusion method of low contrast image based on multiple texture fusion is proposed.
Fuzzy correlation feature detection method is used to extract gray features of multiple
texture images and improve the performance of image fusion. However, the resolution
of dynamic fusion of low contrast images is low. In reference [5], an image dynamic
fusion method based on edge fuzzy feature extraction is proposed, which is inefficient
in dealing with large-scale images. In order to solve the above problems, a color
automatic control technology of low contrast image based on 3D color space packet
template feature detection is proposed in this paper. Firstly, virtual scene reconstruction
technology is used for low contrast image acquisition and feature projection processing.
The gray eigenvalue reconstruction and edge profile detection of low contrast image is
carried out, the color component of low contrast image is extracted by RGB decom-
position technology, and the low contrast image is segmented fusion with color space
gray feature fusion algorithm. Then the edge features of the high oscillatory region are
detected by combining the color space block fusion information of the low contrast
image, and the control feature quantity of the visual region of the image is calculated to
realize the automatic color control of the low contrast image. Finally, the simulation
results show that the proposed method has excellent performance in improving the
quality of dynamic information fusion of low contrast images.

2 Low Contrast Image Imaging and Preprocessing

2.1 Vector Model of Low Contrast Image

In this paper, the first step of color automatic control of low contrast image is to
construct the vector model of low contrast image. Firstly, the virtual scene recon-
struction technology is used for low contrast image acquisition and feature projection
processing. The feature distribution model of low contrast image is constructed by
Cartesian space reconstruction method [6]. In this paper, the edge profile of low
contrast image is detected by multivariate linear fusion method, and the multi-linear
fusion model of low contrast image is constructed. In the process of feature decom-
position of low contrast image, the feature decomposition value of low contrast image
vector composed of scalars A ¼ faigNi¼1 is set up, and the edge pixel decomposition is
carried out by using multi-feature fusion technology. The vector model of low contrast
image satisfies the following constraints:

s� t ) jsðAÞ� jtðAÞ ð1Þ

lim
P!þ1

jPðAÞ ¼ max
i

ai ð2Þ

lim
P!�1

jPðAÞ ¼ min
i

ai ð3Þ

Considering the gray pixel level f of the low contrast image, the gray invariant
moment feature decomposition method is used to obtain that any gray pixel point of the
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image is ðx; yÞ, and the low contrast image of different attribute categories is projected
into the elliptical feature distribution space. The description is shown in Fig. 1.

In Fig. 1, the Harris corner distribution information for low and medium contrast
images is expressed as follows:

h ¼ h=p; s ¼ 1� k2
k1

; v ¼ k1 þ k2 ð5Þ

Where, h is the elliptical principal square angle of low contrast image in feature
reconstruction space, and k1; k2 are long and short half axis length, respectively.
Through the above design, the vector model of the surface contour feature distribution
of low contrast image is obtained. In order to combine the gray pixel information fusion
technology to reconstruct the feature, the adaptive information fusion and feature
extraction ability of low contrast image is improved.

2.2 Noise Reduction Filtering and Smoothing Processing of Low Contrast
Image

Based on the above dynamic information reconstruction and feature extraction of low-
contrast images, the image noise reduction filtering process is carried out by using the
similarity feature extraction method [7]. In this paper, the information enhancement
processing of low-contrast images is realized by using the multiscale Retinex algo-
rithm, and the pixel distribution sequence of the low-contrast images is:

Dif ðC1;C2Þ ¼ min
vi2C1;vj2C2;ðvi;vjÞ2E

wððvi; vjÞÞ ð6Þ

In the above formula, n ¼ 1; 2; . . .; T , represents the number of iterative steps, and
the weight coefficient of the feature pixel distribution sequence of low contrast image is
wðeÞ. The feature is input into the wavelet filter, and the sub-set of gray pixel C � V ,F
is formed in the main direction of the imaging. The color and texture joint detection
method is used to reconstruct the feature points of the low contrast image by means of
the method of joint detection of the color and texture of the image. In the connected
region of the image, the gray pixel decomposition method is used to obtain the gray
pixel value Iði; jÞ of the image, which can be represented by IðkÞði; jÞ as follows:

Fig. 1. Edge detection vector model of low contrast image
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Iði; jÞ ¼
XP
k¼1

IðkÞði; jÞ � 2k�1 ð7Þ

According to the spatial distribution attribute of low contrast color image, the low
contrast color image acquisition and feature projection processing are carried out by
using virtual scene reconstruction technology, and the gray eigenvalue reconstruction
and edge outline detection of low contrast color image are carried out. The low contrast
color image is divided into M � N sub-blocks Gm;n, using the second-order two-
dimensional vector constraint control method, and the low contrast color image feature
enhancement output is obtained as follows:

Gm;n ¼ gðm;nÞð1; 1Þ gðm;nÞð1; 2Þ
gðm;nÞð2; 1Þ gðm;nÞð2; 2Þ

� �
m ¼ 1; 2; . . .;M; n ¼ 1; 2; . . .;N; ð8Þ

Where in

gðm;nÞðu; vÞ ¼ IðkÞg½2ðm� 1Þþ u; 2ðn� 1Þþ v� u 2 f1; 2g; v 2 f1; 2g; ð9Þ

Where, u is the gray pixel value of low contrast color image p i; jð Þ in texture joint
distribution, and i; jð Þ is the coordinate value of the corresponding pixel. Through the
above algorithm design, the noise reduction filtering and smoothing processing of low
contrast color image are realized [8].

3 Optimization of Color Automatic Control for Low Contrast
Color Image

The spatial information feature extraction method is used to combine and analyze the
low contrast color image. By smoothing, the parallax analysis of low contrast color
image is realized. The mathematical expression for designing the function of low
contrast color image is expressed as follows:

g�i ¼
Rsj
gi

�
;
;
z� i� x� y
otherwise

ð10Þ

Where, R is a specification constant, and a low contrast color image information
fusion method based on gray histogram 3D reconstruction is used to construct the
dynamic information fusion feature quantity of low contrast color image. Set the gray
pixel level of the pixel component at the first bit, and calculate the two-dimensional
gray eigenvalues of the low contrast color image, where the maximum gray value of the
low contrast color image is:

npq ¼
lpq
l00ð Þc ð11Þ
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The color space gray feature fusion algorithm is used to segment the low contrast
color image, and the partial derivative of the center vi in the outline wave domain is
obtained. according to the correlation feature distribution of the dynamic information
fusion of the low contrast color image, when ðxiþ 1; yiþ 1Þ is on the right side of the
midpoint ðxi þ 1

2 ; yiþ 1Þ, take the pixel PE1. The Euler-Lagrangian equation of low
contrast color image in phase space ðxiþ 1; yiþ 1Þ is obtained by using gray histogram
reconstruction method.

Fd � d
dx

Fdx �
d
dy

Fdy ¼ 0 ð12Þ

According to the reconstruction results, the pixel gray value at the ðx; yÞ frame m of
the low contrast color image Fmðx; yÞ is obtained. The joint feature output of the block
fusion of the low contrast color image is as follows:

x̂ðk=kÞ ¼
Xm
j

x̂iðk=kÞujðkÞ ð13Þ

Pðk=kÞ ¼
Xm
j

ujðk=kÞfPjðk=kÞþ ½x̂ jðk=kÞ � x̂ðk=kÞ�½x̂ jðk=kÞ � x̂ðk=kÞ�Tg ð14Þ

The low contrast color image is interfered by zero mean additive white noise. the
maximum gray value outline point marking information of low contrast color image is
obtained as follows:

gðx; yÞ ¼ f ðx; yÞþ eðx; yÞ ð15Þ

In the process of reconstruction of low contrast color image, the correlation
detection template matching function f ðgiÞ of constructing low contrast color image is
as follows:

f ðgiÞ ¼ c1~ki
XNnp

j¼0

qj~tij
~tij
�� ��r1 þ e

,XNnp

j¼0

qj
~tij
�� ��r1 þ e

ð16Þ

Combined with the active contours detection method [9], the gray histogram output
eigenvalues of low contrast color image information fusion are obtained to meet

min
c2 r;g;bgf

ð min
y2XðxÞ

ðIcðyÞA ÞÞ ! 1, at this time~t xð Þ ! 0. Because of A[ 0, the distribution field

of low contrast color images is obtained as follows:

dftþ 1 i; j; kð Þ ¼ qdft i; j; kð Þþ 1� qð Þdft�1 i; j; kð Þ ð17Þ

In the formula, q represents the correlation coefficient of the pixel matching window
of the low contrast color image, realizes the edge detection of the low contrast color
image, and completes the color automatic control of the low contrast color image [10].
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4 Analysis of Simulation Experiment

In order to test the performance of this method in the dynamic information fusion of
low contrast color image, the simulation experiment is carried out, and the experiment
is designed by Matlab 7. In this experiment, the color image of a multimedia album
product is selected. The test data set of low-contrast color images is Corel standard low-
contrast color images, the sample set of low-contrast color images is 2000, and the
distribution of edge contour pixels of low-contrast color images is 120 * 200. The
color texture matching coefficients of low contrast color image are 0.16, 0.24 respec-
tively. According to the above simulation parameters, the test sample object of low
contrast color image is shown in Fig. 2.

Taking the low contrast color image of Fig. 2 as the test sample, the information
fusion is carried out, and the RGB decomposition results of the information fusion are
shown in Fig. 3.

As can be seen from Fig. 3, the three colors of RGB can be clearly decomposed by
using the method in this paper, and the colors after decomposition are uniform, with
good effect. It fully shows that the information fusion effect of this method is ideal.
Finally, the optimized low contrast color image is shown in Fig. 4.

The output signal-to-noise ratio (SNR) of low contrast color image fusion is tested
by different methods, and the comparison results are shown in Table 1.

According to the data in Table 1, with the increase of pixel value, the signal-to-
noise ratio (SNR) of the SVM method increases slightly. When the pixel value reaches
800, the SNR is 42.3 dB. With the increase of pixel value, the signal-to-noise ratio of
PCA is slightly larger than that of SVM. When the pixel value reaches 800, the signal-
to-noise ratio is 54.3 dB. The signal-to-noise ratio of the method in this paper changes
greatly. When the pixel value reaches 800, the signal-to-noise ratio is 72.3 dB. The
experimental results show that the color automatic control of low contrast color image
can improve the PSNR of low contrast color image and improve the dynamic imaging
quality.

Fig. 2. Low contrast color image test object (Color figure online)
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(a)R component product

(b)G component product

(c)B component product

Fig. 3. Dynamic information fusion output of low contrast color image (Color figure online)
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5 Conclusions

In this paper, a color automatic control technology of low contrast image based on 3D
color space packet template feature detection is proposed, the automatic color control
model of image based on big data analysis is constructed. RGB decomposition tech-
nology is used to extract the color components of low contrast images, and color space
gray feature fusion algorithm is used to segment fusion of low contrast images to
improve the feature pairing performance of color peak points of low contrast images.
Combined with the color space block fusion information of low contrast image, the
edge features of high oscillatory region are detected, and the color automatic control of
low contrast image is realized. The simulation results show that the color automatic
control of low contrast image can improve the SNR of image output, improve the
automatic color control ability and imaging quality of low contrast image. This method
has good application value in color automatic control of low contrast image. This
method can effectively improve the level of 3d model making of color image. However,
the control stability of this method has not been tested in this experiment. In the future,
the control stability of this method will be further studied in the case of interference.

Acknowledgement. High Level Backbone Major of Higher Vocational Education in Yunnan
Province——Construction Project of Major in Print Media Technology.

Fig. 4. Optimized low contrast color image (Color figure online)

Table 1. Output SNR comparison (dB).

Pixel value Proposed method SVM PCA

200 34.6 21.2 26.5
400 56.8 26.5 32.7
600 69.5 37.6 42.4
800 72.3 42.3 54.3
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Abstract. In order to improve the ability of data retrieval in cloud computing
environment, a reduced dimension classification algorithm of complex attribute
big data in cloud computing based on deep neural network learning is proposed.
The complex attribute big data under cloud computing is constructed by low
dimensional feature set, and the complex attribute big data under cloud com-
puting is analyzed by linear programming and fitting using grid clustering
method. Big data samples of all complex attributes are sampled and trained to
extract the associated features of big data, which is a complex attribute under
cloud computing. The feature extraction results of complex attribute big data
under cloud computing are inputted into the deep neural network learner for data
classification, and the complex attribute big data dimensionality reduction
classification under cloud computing is realized by combining big data fusion
clustering method. The simulation results show that the accuracy of big data
dimension reduction classification for complex attributes in cloud computing is
high and the error rate is small.

Keywords: Cloud computing � Complex attribute big data � Dimensionality
reduction classification

1 Introduction

With the development of cloud computing technology, the stability of cloud computing
database becomes higher and higher. In the process of data transmission using cloud
computing, it is affected by the interference of transmission channel and inter-symbol
characteristic disturbance, which results in complex attributes of cloud computing [1].
It reduces the output accuracy of cloud computing database, and needs to effectively
mine and classify complex attributes under cloud computing, and carries out intelligent
dimensionality reduction classification combined with the categories of complex
attributes in cloud computing to improve the ability of intelligent dimension reduction
classification of cloud computing. In order to ensure the security, stability and trans-
mission efficiency of cloud computing, it is of great significance to study the classi-
fication algorithm of cloud computing complex attribute data in order to reduce the
dimension of intelligent complex attributes in cloud computing database [2].

The classification of complex attribute big data under cloud computing is realized
by data mining and feature extraction, and the associated feature quantity of complex
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attribute big data under cloud computing is extracted, and the anti-jamming algorithm
is used to filter and detect [3]. Combined with complex attribute data classification,
intelligent dimensionality reduction classification is carried out to improve the stability
of cloud computing database communication and ensure communication quality. In
traditional methods, the classification method of complex attribute big data under cloud
computing mainly includes Reverse KNN method. Fuzzy C-means classification
method, support vector machine classification method and BP neural network classi-
fication method were used to classify data using deep neural network learning, expert
system, statistics and other classification models. The classification and prediction
ability of complex attributes was improved. In references [4], a complex attribute big
data classification algorithm based on ART model and Kohonen prediction in cloud
computing was proposed. Big data, a complex attribute to be classified in cloud
computing, was used to extract association rule features and big data to mine, and fuzzy
clustering method was combined to classify complex attribute data under cloud com-
puting to improve the accuracy of classification. However, the real-time classification
of this method was not good. The efficiency of data retrieval in cloud computing
environment was not high. In reference [5], a technology of complex attribute big data
classification based on fuzzy C-means mathematical classification method was pro-
posed. The distributed storage design of complex attribute large database under cloud
computing was carried out by using grid topology. The semantic autocorrelation
function analysis method was used to cluster the nearest neighbor points of complex
attribute big data in cloud computing. This method had poor anti-interference ability in
large-scale cloud computing database data classification [6].

In view of the disadvantages of traditional methods, this paper proposes a reduced
dimension classification algorithm for complex attribute big data in cloud computing
based on deep neural network learning. Firstly, big data, a complex attribute collected
in cloud computing, is constructed with a low-dimensional feature set, and a large
database of complex attribute distribution under cloud computing is constructed. Then
the grid clustering method is used to fit the complex attribute big data in cloud com-
puting, and the disturbance of data clustering center is analyzed by combining K-means
algorithm and nearest neighbor algorithm. The feature extraction results of big data, a
complex attribute under cloud computing, are classified. Finally, simulation experi-
ments are carried out to demonstrate the superior performance of the proposed method
in improving the ability of dimensionality reduction of big data, a complex attribute in
cloud computing.

2 Data Preprocessing

2.1 Large Database Construction with Complex Attribute Distribution

In order to realize the dimensionality reduction classification of complex attribute big
data in cloud computing, the fuzzy rough clustering method is used to construct cloud
computing distributed large database model, and the nearest neighbor priority dis-
tributed information mining method is used to mine complex attribute big data in cloud
computing. The adaptive association rule scheduling method is used to detect and filter
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complex attribute data in cloud computing, and a distributed large database model of
complex attribute big data under cloud computing is constructed by integrating cor-
relation detection method. The data set is vectorized and the frequent itemsets of
complex attribute data under cloud computing are calculated under the uncertain data
frequent itemsets pattern. The fusion analysis method of expected frequent term
(EFI) and probabilistic frequent item (PFI) is adopted [7]. The scheduling set function
of big data, a complex attribute distribution under cloud computing, is obtained as
follows:

Ri
dðtþ 1Þ ¼ min Rs;max 0;Ri

dðtÞ þ bðnt � jNiðtÞj)
� �� � ð1Þ

NðtÞ ¼ j :k xjðtÞ � xiðtÞ k \Ri
d; liðtÞ\ljðtÞ

� � ð2Þ

Where, xjðtÞ represents the classification information entropy in data set D,
describes the sample subset of the ljðtÞ cluster center, and t represents the sample set of
the generation learning in the process of complex attribute data classification. The
output label attributes of complex attribute data in the cluster center are calculated
under cloud computing. The statistical characteristic quantity of complex attribute data
under cloud computing is analyzed by using split information detection method. The
storage sample database model of complex attribute data is obtained by using scalar
sequence analysis method:

AVGX ¼ 1
m� n

Xn
x¼1

Xm
y¼1

GXðx; yÞj j ð3Þ

Where, m, n are the category number and sampling node of sample samples of
complex attribute data in cloud computing respectively. Let pi be the uncertain data-
base and S be the classification element of complex attribute data under cloud com-
puting. The statistical distribution probability of massive cloud computing data
sampling is H, and the distribution width of complex attribute data under cloud
computing is obtained by mining frequent itemsets:

sgnðz2RðkÞ � RMDMMA RÞ ¼ sgnðz2RðkÞ � ê2RðkÞÞ ð4Þ

sgnðz2I ðkÞ � RMDMMA IÞ ¼ sgnðz2I ðkÞ � ê2I ðkÞÞ ð5Þ

According to the above analysis, the distributed storage design of complex attribute
large database under cloud computing is carried out by using grid topology, and the
vector quantization feature coding model of complex attribute big data under cloud
computing is constructed. The feature distribution gradient map of complex attribute
big data under massive cloud computing is extracted, and the complex attribute data
classification is carried out by combining sample statistical average analysis and depth
neural network learning algorithm [8].

192 W. Song and Y. Wang



2.2 Data Sample Regression Analysis and Fusion Processing

On the basis of constructing the large database model of complex attribute distribution
under cloud computing, a small amount of sample class data is taken as test set, and the
complex attribute big data under cloud computing is analyzed by linear programming
fitting method with grid clustering method. In the fuzzy grid clustering center, the
expected support degree esupðDÞ of the data element t is greater than the threshold H,
then the attribute element of the complex attribute big data classification under cloud
computing is called a frequent term, that is, The classified attribute elements of all
complex attribute data that satisfy the constraints satisfy:

esuptðDÞ[ h ð6Þ

The clustering result of complex attribute big data in cloud computing is modulated
adaptively. If the element t of complex attribute category satisfies the finite scheduling
mode, it is called probability frequent term.

X
x2PW ;CtðxÞ�minsup

P x½ �[ d ð7Þ

According to the sequence of information gain ratio values from large to small, the
method of frequent item mining is used to analyze the threshold value of d, when the
probability of complex attributes is maximum, and then randomly find a point to repeat
the above steps [9]. Considering the probability that an element is a frequent item
throughout the possible instance space, the cluster center point summary output is as
follows:

xiðkþ 1Þ ¼ xiðkÞþ sð xjðkÞ � xiðkÞ
xjðkÞ � xiðkÞ

�� ��Þ ð8Þ

Where: ~xk k denotes the norm of ~x. Thus, the statistical regression analysis and
sample test of complex attribute data are realized.

3 Dimensionality Reduction Classification of Complex
Attribute Big Data in Cloud Computing

3.1 Cloud Computing Complex Attribute Big Data Grid Clustering
Method

In this paper, we propose a dimensionality reduction classification algorithm for
complex attribute big data in cloud computing based on deep neural network learning.

Deep neural network (DNN) is a kind of software developed by Microsoft, whose
main purpose is to imitate the way of human thinking, with fast classification ability
and high accuracy. Its main structure is shown in Fig. 1:

Research on Reduced Dimension Classification Algorithm 193



As can be seen from Fig. 1, the deep neural network consists of three parts: input
layer, multi-hidden layer and input layer. Compared with traditional neural network,
deep neural network (DNN) has many hidden structures. X represents the network
input, including the column vector value of dimension m, and ðW ;BÞ represents the
matrix formed by the weight and threshold between the hidden layers. The deep neural
network USES the vector value obtained from the previous layer of each hidden layer
to carry out the nonlinear transformation of function activation, and then transfers the
obtained value to the next neuron, which iterates successively, and finally transfers it to
the network output y. Compared with traditional neural network, DNN has significantly
higher depth of multiple hidden layers, which can make up for the shortcomings of
traditional neural network.

The correlation layer of the deep neural network contains a storage module that is
favorable to the historical information of the storage layer. The storage unit reserves the
historical information of the current time point as the input value of the hidden layer of
the first layer in the next time period. The prediction model based on the deep neural
network makes the internal structure and state of the network at the best level, and the
final output is not only related to the current time period, but also related to the
historical information within the time period, which promotes the prediction model to
have better dynamic memory ability.

In order to calculate the probability of frequent items, the complex attribute big data
under cloud computing is analyzed by linear programming using grid clustering
method. This paper introduces the concept of complex attribute occurrence probability
of complex attribute big data under cloud computing and clustering frequency distri-
bution of complex attribute data. t is used to represent the probability of different
frequency of element in large database of complex attribute under cloud computing,
which is called suptðDÞ. Then the fuzzy iterative inequality of complex attribute big
data’s complex attribute grid clustering in cloud computing can be transformed into:

XnumtðDÞ

i¼minsup

suptðDÞ[ d ð9Þ

Fig. 1. Deep neural network structure
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Wherein, numtðDÞ is the maximum number of cluster analysis elements of complex
attribute big data in the complex attribute big data sample distribution database under
cloud computing. For the calculation of suptðDÞ, big data’s reduced dimension clas-
sification global search method is used to carry out the dynamic programming of
complex attribute data classification. The calculation formula is expressed as follows:

Pt
i;j ¼

Pt
i�1;j�1 � pi þ Pt

i�1;j � ð1 � piÞ; vi ¼ t
Pt
i�1;j; vi 6¼ t

�
ð10Þ

The probability of all possible instances in the current complex attribute big data’s
dimensionality reduction classification window is calculated. The fuzzy learning iter-
ation of big data’s dimension reduction classification is as follows:

ridðkþ 1Þ ¼ minfrS;maxf0; ridðkÞþ bðni � NiðkÞj jÞgg ð11Þ

Wherein: b denotes the associated feature quantity of global search in big data’s
reduced dimension classification, and the first part of the complex attribute big data
sample set indicates that element t appears on the H element. That is, in the first i� 1
complex attributes big data reduced dimension classification attribute element j� 1
only appears the statistical probability of S times, taking a small amount of sample
class data as test set, the fuzzy random number analysis of complex attribute big data
under cloud computing is carried out by grid clustering method, and the fuzzy random
number of complex attribute big data under cloud computing is analyzed by grid
clustering method. The cloud computing under complex attributes big data grid clus-
tering is realized [10] (Fig. 2).

3.2 Deep Neural Network Learning and the Optimization of Big Data’s
Dimensionality Reduction Classification Steps for Complex Attribute

The feature extraction results of complex attribute big data under cloud computing are
inputted into the deep neural network learner for data classification, and the complex
attribute big data dimension reduction classification under cloud computing is realized
by combining big data fusion clustering method. Set the following algorithm steps
based on the above ideas:

Input: under the cloud computing complex attribute big data uncertain data flow
DS, cloud computing complex attribute big data association sample threshold d, sta-
tistical distribution probability threshold minsup, cloud computing complex attribute
big data sampling window length W ;

Output: frequent item sets for support vector machine learning D

1. Parameter of initialization machine and classification coefficient of complex attri-
bute data: SWF ¼ null;D ¼ null;Pij ¼ 0; supkiðxÞ ¼ 0.

2. for Xij , a random point is found and the central point of all clusters of the complex
attribute big data’s dimension reduction classification is obtained.

3. Calculate the probability of cluster crossing Pij ;
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4. if (the current window is not full), the nearest neighbor priority absorption method
is used to reconstruct complex attribute features.

5. Update the sample of complex attribute big data under cloud computing in the
current window and calculate the probability distribution value of complex attri-
bute category supkiðxÞ;

6. From the complex attribute big data sample set which exceeds the frequency
threshold in the data set, the statistical characteristic quantity is obtained by

combining the cumulative probability distribution method Q ¼ PnumtðDÞ

i¼minsup
suptðDÞ;

7. if Q� d
8. Big data samples of complex attributes under cloud computing based on deep

neural network learning are added to the set of frequent items D;

Start

Grid clustering

Big data linear 
programming

Cluster frequency 
distribution

Fuzzy iterative inequality 
transformation

Fuzzy learning iteration of 
dimensionality reduction 
classification of big data

Cloud computing big data 
grid clustering

End

Fig. 2. Algorithm flow
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9. Sample regression analysis to store complex attribute data in window set SWF;
10. Find out-of-date sample elements and delete;
11. All the complex attribute big data samples are sampled and trained to update the

probability distribution value of the window supkiðxÞ.

4 Simulation Experiment and Result Analysis

In order to test the performance of this method in the reduced dimension classification
of complex attribute big data under cloud computing, the simulation experiment is
carried out. The experiment adopts Matlab 7 and C joint simulation design, and the
sample size of big data, a complex attribute of cloud computing database, is 1000 Mbit.
The training sample set is 1024, the time width of data sampling is 10 s, and the time
domain waveform of data sampling is shown in Fig. 3.

Set W ¼ 1000, minsup ¼ 100, set the frequency threshold of complex attribute big
data collection under cloud computing: minsup ¼ 2, when the probability threshold of
complex attribute big data distribution is d ¼ 0:3, the mining results of association rule
feature of complex attribute category element 4 and frequent item can be found in
Table 1.

According to the association rule mining results of complex attribute big data under
cloud computing, the complex attribute big data dimension reduction classification
under cloud computing is carried out, and the classification probability is calculated as
shown in Table 2.
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Fig. 3. Sample of complex attribute big data research objects under cloud computing
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The results of Tables 1 and 2 show that the method proposed in this paper can
effectively realize the dimensionality reduction classification of complex attributes big
data under cloud computing, and the accurate probability of dimension reduction
classification detection for complex attributes big data is high. The accuracy of data
classification of sample sets D1 and D2 is tested, and the comparison results are shown
in Fig. 4.

Table 1. Mining results of complex attribute big data association rules in cloud computing

Instance P Instance P

{} 0.0653 {D2} 0.0435
{D1} 0.0454 {D2, D3} 0.0675
{D1, D2} 0.0664 {D2, D4} 0.0654
{D1, D3} 0.2434 {D2, D3, D4} 0.0376
{D1, D4} 0.0564 {D3} 0.1564
{D1, D2, D4} 0.0433 {D3, D4} 0.0646
{D1, D3, D4} 0.0456 {D1, D2, D3, D4} 0.0356
{D1, D2, D3} 0.1564 {D4} 0.0686

Table 2. Reduced dimension classification probability of complex attribute big data in cloud
computing

Frequency Complex attribute probability distribution

0 0.765
1 0.873
2 0.297
3 0.554
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Fig. 4. Comparison of accuracy of big data dimension reduction classification for complex
attributes in cloud computing
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The analysis of Fig. 4 shows that the accuracy of big data dimension reduction
classification of complex attributes under cloud computing is high and the error rate
is low.

5 Conclusions

In this paper, a reduced dimension classification algorithm of complex attribute big data
in cloud computing based on deep neural network learning is proposed. The complex
attribute big data under cloud computing is constructed by low dimensional feature set,
and the complex attribute big data under cloud computing is analyzed by linear pro-
gramming and fitting using grid clustering method. Big data samples of all complex
attributes are sampled and trained to extract the associated features of big data, which is
a complex attribute under cloud computing. The feature extraction results of complex
attribute big data under cloud computing are inputted into the deep neural network
learner for data classification, and the complex attribute big data dimensionality
reduction classification under cloud computing is realized by combining big data fusion
clustering method. The simulation results show that the accuracy of big data dimension
reduction classification for complex attributes in cloud computing is high and the error
rate is small. The method presented in this paper has a good application value in the
reduced dimension classification of big data in cloud computing.
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Abstract. Aiming to improve the security of large database in cloud storage
space, a hierarchical mining algorithm of spatial big data set association rules
based on association dimension feature detection is proposed. The statistical
characteristic quantity of large spatial data set is constructed by means of group
sample regression analysis, and the sampling and sample recognition of spatial
big data set are carried out by using fuzzy rough set mapping method. The
association rule distribution model of large spatial datasets is constructed by
using the hierarchical mining method of association rules, and the feature
quantities of association rules are extracted from large spatial datasets. The
correlation dimension feature extraction algorithm is used to optimize the
extraction process of large spatial data sets adaptively, so as to realize the
hierarchical mining optimization of spatial big data set association rules. The
simulation results show that the proposed method has higher accuracy, higher
mining accuracy and better feature matching ability, which improves the mining
ability of association rules in large database in cloud storage space.

Keywords: Cloud storage � Database � Spatial big data � Association rules �
Hierarchical mining

1 Introduction

With the development of communication technology of large database of cloud storage
space, cloud computing is used to control the transmission of large database of cloud
storage space, which can improve the bandwidth and capacity of the output of large
database of cloud storage space. However, in the large database of cloud storage space,
because of the random distribution and self-organizing network of large database nodes
in cloud storage space, the large database of cloud storage space is easy to be tiered by
association rules, so the active mining of association rules in large database of cloud
storage space is needed. Combining the association rule tiering mining of cloud storage
space large database and the association rule analysis of association rule tiered data,
mining the feature quantity of spatial big data set of cloud storage space large database
[1]. The security management and information storage of cloud storage space large
database are realized, and the security of cloud storage space large database is
improved. The hierarchical mining method of spatial big data set association rules for
cloud storage space large database is studied. It is important to ensure the security of
large database of cloud storage space [2].
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The research on hierarchical mining of spatial big data set association rules is based
on feature extraction and information scheduling of hierarchical data of association
rules of large database in cloud storage space. According to the statistical features of
large spatial data sets, the hierarchical mining of association rules for large database in
cloud storage space is carried out [3]. The main coded features and time-frequency
correlation features of spectral features are extracted from the spatial big data set. By
scheduling and characteristic decomposition of association rules in large spatial data
sets, the security of large database in cloud storage space is improved. In Ref. [4], a
spatial big data set extraction technique based on genetic algorithm is proposed. Fea-
ture extraction and blind separation of spatial big data sets are carried out to construct
genetic optimization control for spatial big data set mining. However, the computation
cost of this method for hierarchical mining of spatial big data sets association rules is
large and its self-adaptability is not good. In Ref. [5], a hierarchical data detection
algorithm based on symbol envelope amplitude extraction for large database of cloud
storage space is proposed, and the distribution model of symbol transmission channel
for large database of cloud storage space is constructed. The feature value of symbol
envelope amplitude is extracted from large database traffic sequence in cloud storage
space for mining association rules. However, the anti-interference ability of this method
is not good, and the accurate probability of mining association rules is not high.

In order to solve these problems, a hierarchical mining algorithm of spatial big data
set association rules based on association dimension feature detection is proposed in
this paper, and the fuzzy rough set mapping method is used to sample and identify the
spatial big data sets. The association rule feature quantity of spatial large data set is
extracted, and the extraction process of spatial large data set is optimized adaptively by
using correlation dimension feature extraction algorithm, and the hierarchical mining
optimization of spatial big data set association rule is realized. Finally, simulation
experiments are carried out to show the superior performance of this method in
improving the hierarchical mining ability of spatial big data set association rules.

2 Statistical Analysis and Feature Extraction of Large Spatial
Data Sets

2.1 Statistical Feature Monitoring of Large Spatial Data Sets

In order to realize the hierarchical mining of association rules in spatial big data sets,
the statistical features of large spatial data sets are constructed by the method of group
sample regression analysis, and the data detection of association rules tiering in large
database in cloud storage space is carried out. An undirected graph model G ¼ ðV ;EÞ
is used to represent the sensor network structure model of spatial big data set moni-
toring, and in the transmission link model of hierarchical association rules of large
database in cloud storage space. The node sensing point v is the root node of the large
database in cloud storage space [4]. The on-line monitoring of large spatial data sets is
carried out at the output link layer. For any node satisfied with e 2 E, the Sink link set
of the monitoring node is v 2 V , in the 3D spatial scattering cluster. Scattered cluster
cloud storage space large database topology edge structure satisfies SF, assumption
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transmission link data set X ¼ x1; x2; � � � ; xnf g, of receiver antenna and transmitter
antenna, the statistical analysis model of association rule tiering monitoring in large
database of cloud storage space is constructed. The model is described by directed
graph model GðAÞ, GðBÞ and the statistical characteristic point <x, y>, under the tiering
of association rules in large database of cloud storage space is described by A, B. The
statistical feature monitoring model of large spatial data set is obtained as shown in
Fig. 1.

According to the statistical characteristic distribution model of large spatial data set
shown in Fig. 1, the big data sampling discrete characteristic value of constructing the
association rule tiering of cloud storage space large database is expressed as follows:

X1 kð Þ ¼ FFT x1; x1 kþ 1ð Þ; . . .. . .; x1 kþN � 1ð Þ½ �T ð1Þ

X2 kð Þ ¼ FFT x2; x2 kþ 1ð Þ; . . .. . .; x2 kþN � 1ð Þ½ �T ð2Þ

Where, ~X
1
ðkÞ, ~X2ðkÞ are a large spatial data set composed of X

1
ðkÞ, X2ðkÞ items before

N=2þ 1, from which the association rule set of large spatial data set is extracted, and
N-dimensional vector x(t) is used to represent the vector of tiered data of association
rules in large database in cloud storage space, then:

x tð Þ ¼ As tð Þþ n tð Þ ð3Þ

Where

xðtÞ ¼ ½x�Pþ 1ðtÞ; x�Pþ 2ðtÞ; � � � ; xPðtÞ�TN�1 ð4Þ

sðtÞ ¼ ½s1ðtÞ; s2ðtÞ; � � � sIðtÞ�TI�1 ð5Þ

                                WEB 
                                      Browser

HTM Web page

Array

                                      Server

JSP

Database

Fig. 1. Statistical feature monitoring node model for large spatial data sets
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nðtÞ ¼ ½n�Pþ 1ðtÞ; n�Pþ 2ðtÞ; � � � ; nPðtÞ�TN�1 ð6Þ

A ¼ ½aðh1; r1Þ; aðh2; r2Þ; � � � ; aðhI ; rIÞ�N�I ð7Þ

According to the above analysis, the spatial big data set monitoring model is
constructed. According to the monitoring results of the original data, the hierarchical
mining of association rules and self-adaptive scheduling are carried out, and the
information fusion processing is carried out with the result of feature extraction.
Improve the statistical feature analysis ability of large spatial data sets [7].

2.2 Feature Analysis of Large Spatial Data Set

The sub-carrier modulation method is used to describe the hierarchical node distribu-
tion characteristics of association rules, and the principal component feature informa-
tion of the hierarchical data of large database in cloud storage space is obtained as:

C1 m; nð Þ ¼
XL
i¼1

c4sie
j2/i ð8Þ

In this formula, c4si ¼ cum siðtÞj j4
n o

denotes the energy spectral density of the

spatial big data set at node si. /i is the distribution coefficient of characteristic infor-
mation. C4S is used to represent the information intensity of spatial big data sets in the
aggregation link layer:

C4S ¼ diag c4s1 ; c4s2 ; � � � ; c4sL½ � ð9Þ

It is known that aðtÞ� sðtÞj j, it represents the energy spectral density of the hier-
archical data of association rules at node si. The maximum envelope amplitude of the
large spatial data set is sðtÞj j, and the first-order statistic of the hierarchical data of
association rules is aðtÞ. The following 4P� 4P matrix is constructed to represent the
statistical characteristics of large spatial data sets:

C ¼
C1 C2 C5 C4

CH
2 C1 C6 C7

CH
5 CH

6 C1 CH
3

CH
4 CH

7 C3 C1

2
664

3
775 ¼ AC4sA

H ð10Þ

Where A ¼ AH ; AKð ÞH ; AXð ÞH ; AUð ÞH� �H
, the fuzzy rough set mapping method is used

for sampling and statistical feature distributed description of spatial big data sets in
order to improve the detection ability of spatial big data sets [8].
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3 Spatial Big Data Association Rules Hierarchical Mining
Optimization

3.1 Hierarchical Mining of Association Rules

On the basis of the statistical feature quantity of large spatial data set constructed by
grouping sample regression analysis method, the data mining optimization design is
carried out. In this paper, a hierarchical mining algorithm of spatial big data set
association rules based on association dimension feature detection is proposed [9].
Combined with the hierarchical mining method of association rules, the distribution
model of association rules in large spatial data sets is constructed. Combined with the
correlation detection method, the statistical probability distribution of large spatial data
sets is obtained as follows:

Vt(k) ¼ asþ t. . .atþ 1at. . .a11jasþ t. . .atþ 1 ¼ k; ai 2 0; 1f g; 0� k\2sf g ð11Þ

Assuming that a0; a1 2 V , machine learning algorithm is applied to adaptive
optimization for Sink nodes of spatial big data set distribution, the correlation feature of
spatial big data set detection is obtained as follows:

Tl1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
F2
p1 þF2

q1

q
ð12Þ

The quantitative feature distribution set is calculated as Fi1 ¼ 1
Pi1
, i ¼ p; q, in the

source distribution domain of spatial big data set. Therefore, a hierarchical mining
model of association rules for large database of cloud storage space is constructed, and
the big data transmission link structure of large database of cloud storage space is
established. It is expressed that WðpÞ ¼ GTp2 � Cpþ aT , WðpÞ is a quadratic function
of spatial big data set link set p. Combined with the result of association rules hier-
archical mining, the hierarchical mining of association rules is carried out [10].

3.2 Association Rule Hierarchical Data Association Dimension Feature
Detection

The nonlinear feature combined with the hierarchical mining method of association
rules is used to construct the association rule distribution model of spatial large data
sets [11]. The decision statistics for hierarchical mining of association rules are as
follows:

lðnÞ ¼
b1 1� expð�a1 eMCMAðnÞj j2Þ
h i

; E ð eMCMAðnÞj j2Þ
h i

[K

b2 1� expð�a2 eMCMAðnÞj j2Þ
h i

; else

8<
: ð13Þ

By using the correlation dimension feature detection method, when the maximum
root mean square error is satisfied with MSE ¼ E½ð eðnÞj j2Þ�[K, the smaller a2 and b2
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are selected to mine the large spatial data set of cloud storage space, and the optimized
mining algorithm is obtained as follows:

ROUTE 2ðRoute u ¼ usþ 1. . .utþ 1ut. . .u10; v ¼ vsþ t. . .vtþ 1ut. . .u10Þ
x ¼ usþ 1. . .utþ 1; y ¼ vsþ t. . .vtþ 1;

Iðx; yÞ ¼ ;;
For each ei; ifðui 6¼ viÞIðx; yÞ ¼ Iðx; yÞþ ei;

WhileðIðx; yÞ 6¼ ;Þ
fei ¼ firstselectðIðx; yÞÞ; ==
form x to xþ ei; x ¼ xþ ei; Iðx; yÞ ¼ Iðx; yÞ � ei; g

Þ

According to the improved correlation dimension feature extraction algorithm, the
adaptive iteration is carried out until the convergence criterion is satisfied, and the
spatial big data set extraction is realized according to the coverage [12].

4 Simulation Experiment and Result Analysis

In order to verify the performance of this method in spatial big data set detection,
simulation experiments are carried out. In the experiment, the algorithm is designed
with Matlab, and the type of association rules tiering in large database in cloud storage
space is DoS. The fundamental frequency of spatial big data collection is 20 kHz, the
spatial big data set coverage is 300 � 300, and the modulation frequency of association
rule layered data varies between [240 Hz, 1200 Hz]. Three kinds of association rule
layered data are divided into two groups: Probe and ipsweep, the fundamental fre-
quency is 20 kHz, the spatial big data set covers 300 � 300, and the modulation
frequency is between 240 Hz and 1200 Hz. Under the condition of interference signal-
to-noise ratio of −10–−2 dB respectively, the hierarchical mining of association rules
for large data sets in cloud storage space and large database space is carried out, and the
statistical features of large spatial data sets are constructed by using the method of
group sample regression analysis. The original cloud storage space, large database
space, large data set time domain distribution is shown in Fig. 2.

Taking the data of Fig. 2 as input, the association rule feature quantity of spatial
large data set is extracted, and the extraction process of spatial large data set is opti-
mized adaptively by using correlation dimension feature extraction algorithm, and the
mining result of association rule hierarchy is obtained as shown in Fig. 3.

The analysis of Fig. 3 shows that the proposed method has strong anti-interference
ability in mining spatial big data set association rules. On the basis of Fig. 3, in order to
further prove the anti-interference performance of the proposed method, the traditional
method in 2 was used as the contrast experimental group to conduct a comparative anti-
interference experiment. The amplitude of the three methods was recorded respectively,
with the interference sizes of −10 dB, −6 dB, −4 dB and −2 dB. The comparison
results are shown in Table 1.
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Fig. 2. Time domain distribution of large spatial data sets
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Fig. 3. Mining results of association rule hierarchies for association rule hierarchical data

Table 1. Performance comparison of hierarchical mining of association rule

SNR/dB Proposed method Wavelet detection Time-frequency detection

−10 0.865 0.734 0.798
−6 0.997 0.905 0.876
−4 1 0.967 0.944
−2 1 0.988 0.969
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The analysis Table 1 shows that with the increase of input signal-to-noise ratio, the
probability of mining association rules layering increases continuously, and the accu-
racy of spatial big data set mining and detection of association rules is high by using the
method proposed in this paper.

In order to further verify the performance of the proposed hierarchical mining
algorithm for association rules in spatial large data sets, it is compared with literature
[3], literature [4] and literature [5] to obtain the following mining accuracy experi-
mental results.

As can be seen from the experimental results of the Fig. 4 above, compared with
the traditional method, the proposed method has higher mining accuracy, and the
precision value is more in line with the current application requirements in this field.

5 Conclusions

In this paper, a hierarchical mining algorithm of spatial big data set association rules
based on association dimension feature detection is proposed. The statistical charac-
teristic quantity of large spatial data set is constructed by means of group sample
regression analysis, and the sampling and sample recognition of spatial big data set are
carried out by using fuzzy rough set mapping method. The association rule distribution
model of large spatial datasets is constructed by using the hierarchical mining method
of association rules, and the feature quantities of association rules are extracted from
large spatial datasets. The correlation dimension feature extraction algorithm is used to
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Fig. 4. Comparison of mining accuracy of different algorithms
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optimize the extraction process of large spatial data sets adaptively, so as to realize the
hierarchical mining optimization of spatial big data set association rules. The simula-
tion results show that the proposed method has higher accuracy, higher mining accu-
racy and better feature matching ability, which improves the mining ability of
association rules in large database in cloud storage space. The method has good
application value in large data mining.
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Abstract. In this paper, the problem of locating and tracking moving target
with uniform acceleration by moving multi-stations is studied. Based on the
time-difference information and frequency-difference information of target sig-
nal arriving at different base stations, a method of locating and tracking aerial
moving target based on time-frequency difference is proposed. This method is
based on extended kalman filter (EKF) and unscented kalman filter (UKF) fil-
tering algorithms respectively to locate and track moving target, and compares
the locating results of the two algorithms. This method can not only locate and
track the aerial target, but also estimate the velocity and acceleration information
of the target. The simulation results show that the location and tracking results of
this method can achieve high positioning accuracy, and the positioning accuracy
of UKF is better than that of EKF and better positioning results can be obtained,
which has a certain reference value for the engineering realization of multi-
station moving target location and tracking in the air.

Keywords: Time-frequency difference location � EKF � UKF

1 Introduction

Target location and tracking [1] is a technique for estimating target motion state based
on telemetry data. At any time, there is an urgent need for situational awareness [2] and
prediction ability of moving targets, and the monitoring ability of existing equipment
for moving targets is still very limited. In order to realize situational awareness and
prediction ability of moving targets, it is necessary to use all available means to
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reconnaissance these threatening targets and control their related information, including
location information, velocity information and acceleration information.

According to the different types of observers, the target localization technology is
generally divided into active localization [3] and passive localization [4]. Passive
location technology is essentially the fusion of location method and location algorithm.
Passive location methods mainly include direction finding cross location [5], time dif-
ference location [6], time-frequency difference location [7] and so on. In this paper, the
joint location technology of time difference and frequency difference is adopted. This
technology can improve the positioning accuracy of the target. In this paper, EKF [8]
and UKF [9] filtering methods are applied to locate and track the target according to the
characteristics of time-frequency difference location method and the moving state of the
target, i.e. uniformly accelerated motion model, and the simulation results are given.

The rest of this paper is structured as follows. The second section describes the
principle of time-frequency difference location and tracking. The third section describes
the filtering algorithm. The fourth section simulates and analyses the performance of
the algorithm, and makes a comparison. Section 5 summarizes the full text.

2 Principle of Time-Frequency Difference Location
and Tracking

Passive Time-Frequency-Difference localization technology locates the target accord-
ing to the time difference of arrival (TDOA) and frequency difference of arrival
(FDOA) measured by the observation station. In order to locate the target, first of all,
we need to establish a location model.

The position, velocity and acceleration of the target emitter respectively are
p tð Þ ¼ x tð Þ; y tð Þ; z tð Þ½ �T , _p tð Þ ¼ _x tð Þ; _y tð Þ; _z tð Þ½ �T , €p tð Þ ¼ €x tð Þ;€y tð Þ;€z tð Þ½ �T . The position,
velocity and acceleration of M observation stations respectively are
si tð Þ ¼ xi tð Þ; yi tð Þ; zi tð Þ½ �T , _si tð Þ ¼ _xi tð Þ; _yi tð Þ; _zi tð Þ½ �T , €si tð Þ ¼ €xi tð Þ;€yi tð Þ;€zi tð Þ½ �T ,
i ¼ 1; � � � ;M.

The distance between the radiation source and each observatory is as follows:

ri tð Þ ¼ p tð Þ � s tð Þk k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x tð Þ � xi tð Þð Þ2 þ y tð Þ � yi tð Þð Þ2 þ z tð Þ � zi tð Þð Þ2

q
ð1Þ

Suppose fc is the center frequency of the target signal. With the first observatory as the
reference station, the TDOA and FDOA measurements between the radiation source
and the i observatory and the reference station are obtained:

si1 tð Þ ¼ si tð Þ � s1 tð ÞþDsi1 ¼ ri tð Þ � r1 tð Þ
c

þDsi1; i ¼ 2; � � � ;M ð2Þ

fi1 tð Þ ¼ fi tð Þ � f1 tð ÞþDfi1

¼ fc
c

p tð Þ � si tð Þð ÞT _p tð Þ � _si tð Þð Þ
p tð Þ � si tð Þð Þk k2

� p tð Þ � s1 tð Þð ÞT _p tð Þ � _s1 tð Þð Þ
p tð Þ � s1 tð Þð Þk k2

" #
þDfi1

ð3Þ
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Among them, Dsi1 represents the TDOA measurement error between the first obser-
vation station and the i observation station, and obeys the normal distribution of zero
mean and variance d2s . Dfi1 represents the FDOA measurement error between the first
observatory and the i observatory station, and obeys the normal distribution of zero
mean and variance d2f .

Formulas (2) and (3) are combined, that is, time-frequency difference equations.
The position information of the target can be obtained by solving the equations, but the
velocity and acceleration information of the target can not be obtained. Velocity and
acceleration information can be obtained by filtering.

3 CRLB (Cramer-Rao Lower Bound)

As shown in the previous section, si1 obeys the normal distribution with mean si � s1
and variance d2s , and its joint probability density distribution is as follows:

p p tð Þð Þ ¼ 1

2pd2s
� � M�1ð Þ=2 exp � 1

2d2s

XM
i¼2

si1 � si � s1ð Þð Þ2
" #

fi1 obeys the normal distribution with mean fi � f1 and variance d2f , and its joint
probability density distribution is as follows:

p p tð Þ; _p tð Þð Þ ¼ 1

2pd2f
� � M�1ð Þ=2 exp � 1

2d2f

XM
i¼2

fi1 � fi � f1ð Þð Þ2
" #

The joint probability density distributions of the above two are as follows:

p p tð Þ; _p tð Þð Þ

¼ 1

4p2d2sd
2
f

� � M�1ð Þ=2 exp � 1

2d2s

XM
i¼2

si1 � si � s1ð Þð Þ2 � 1

2d2f

XM
i¼2

fi1 � fi � f1ð Þð Þ2
" #

Let h ¼ p tð Þ _p tð Þ½ � ¼ x y z _x _y _z½ �T , g ¼ s2 � s1 � � � sM � s1½
f2 � f1 � � � fM � f1�T .

The Jacobian matrix is:

J ¼ @g
@h

¼
@g1
@h1

� � � @g1
@h6

..

. ..
. ..

.

@gM
@h1

� � � @gM
@h6

2
664

3
775

The variance of the observed noise is: Q2 ¼ diag d2s � � � d2s|fflfflfflffl{zfflfflfflffl}
M�1

; d2f � � � d2f|fflfflfflffl{zfflfflfflffl}
M�1

2
64

3
75
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From this, we can get Fisher Information F hð Þ: F hð Þ ¼ JTQ�1
2 J.

Therefore, CRLB is: CRLB hð Þ ¼ F�1.

4 Filtering Process

The non-linearity of target location and tracking problem originates from the non-
linearity of function in state equation and observation equation and the non-Gaussian of
related noise process, so the prerequisite of Kalman filter is not satisfied.

The moving target adopts uniform acceleration motion model, and its motion state
equation is as follows:

x tð Þ ¼ x t � Tð Þþ T _x t � Tð Þþ T2

2 €x t � Tð Þþ T2

2 dx t � Tð Þ
_x tð Þ ¼ _x t � Tð Þþ T€x t � Tð Þþ Tdx t � Tð Þ
€x tð Þ ¼ €x t � Tð Þþ dx t � Tð Þ
y tð Þ ¼ y t � Tð Þþ T _y t � Tð Þþ T2

2 €y t � Tð Þþ T2

2 dy t � Tð Þ
_y tð Þ ¼ _y t � Tð Þþ T€y t � Tð Þþ Tdy t � Tð Þ
€y tð Þ ¼ €y t � Tð Þþ dy t � Tð Þ
z tð Þ ¼ z t � Tð Þþ T _z t � Tð Þþ T2

2 €z t � Tð Þþ T2

2 dz t � Tð Þ
_z tð Þ ¼ _z t � Tð Þþ T€z t � Tð Þþ Tdz t � Tð Þ
€z tð Þ ¼ €z t � Tð Þþ dz t � Tð Þ

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

ð4Þ

Among them, T is the time interval, dx tð Þ, dy tð Þ and dz tð Þ are the interference in x, y and
z directions respectively, which can be regarded as system noise.

The equation of state of the system can be described as:

x nð Þ ¼ F n; n� 1ð Þx n� 1ð ÞþC n; n� 1ð Þv1 n� 1ð Þ ð5Þ

Among them,

x nð Þ ¼ x nð Þ y nð Þ z nð Þ _x nð Þ _y nð Þ _z nð Þ €x nð Þ €y nð Þ €z nð Þ½ � ð6Þ

F n; n� 1ð Þ ¼

1 0 0 T 0 0 T2

2 0 0
0 1 0 0 T 0 0 T2

2 0
0 0 1 0 0 T 0 0 T2

2
0 0 0 1 0 0 T 0 0
0 0 0 0 1 0 0 T 0
0 0 0 0 0 1 0 0 T
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1

2
66666666666664

3
77777777777775

C n; n� 1ð Þ ¼
T2

2 0 0 T 0 0 1 0 0
0 T2

2 0 0 T 0 0 1 0
0 0 T2

2 0 0 T 0 0 1

2
64

3
75
T
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v1 n� 1ð Þ ¼ dx n� 1ð Þ dy n� 1ð Þ dz n� 1ð Þ� 	T

The variance of system noise is

Q1 nð Þ ¼ E v1 nð Þ v1 nð ÞT� 	 ¼ diag d2x ; d
2
y ; d

2
z

h i
:

The observation equation of the system is as follows:

z nð Þ ¼ h nð Þþ v2 nð Þ
¼ s21 nð Þ � � � sM1 nð Þ f21 nð Þ � � � fM1 nð Þ½ �T þ v2 nð Þ ð7Þ

Among them, v2 nð Þ is the observation noise and its variance is

Q2 nð Þ ¼ E v2 nð Þ v2 nð ÞT� 	 ¼ diag d2s � � � d2s|fflfflfflffl{zfflfflfflffl}
M�1

; d2f � � � d2f|fflfflfflffl{zfflfflfflffl}
M�1

2
64

3
75

The Jacobian matrix of the measurement equation is:

H nð Þ ¼ @h nð Þ
@x̂ n Ln�1jð Þ

¼
@si1

@x̂ n Ln�1jð Þ
@si1

@ŷ n Ln�1jð Þ
@si1

@ẑ n Ln�1jð Þ 0 0 0 0 0 0
@fi1

@x̂ n Ln�1jð Þ
@fi1

@ŷ n Ln�1jð Þ
@fi1

@ẑ n Ln�1jð Þ
@fi1

@ _̂z n Ln�1jð Þ
@fi1

@ _̂y n Ln�1jð Þ
@fi1

@ _̂z n Ln�1jð Þ 0 0 0

2
4

3
5

EKF filtering model and UKF filtering model are composed of (5) equation of state and
(7) equation of observation to track moving target. The EKF filtering process is as
follows:

(1) Initialization of filtering:

x̂ 0 L0jð Þ ¼ E x 0ð Þ½ �
P 0ð Þ ¼ E x 0ð Þ � E x 0ð Þ½ �½ � x 0ð Þ � E x 0ð Þ½ �½ �H
 �

(2) Further state prediction:

x̂ n Ln�1jð Þ ¼ F n; n� 1ð Þx̂ n� 1 Ln�1jð Þ

(3) One-step prediction state error autocorrelation matrix:

P n; n� 1ð Þ ¼ F n; n� 1ð ÞP n� 1ð ÞFH n; n� 1ð ÞþC n; n� 1ð ÞQ1 n� 1ð ÞCH n; n� 1ð Þ
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(4) Kalman gain:

K nð Þ ¼ P n; n� 1ð ÞHH nð Þ H nð ÞP n; n� 1ð ÞHH nð ÞQ2 nð Þ� 	�1

(5) State estimation:

x̂ n Lnjð Þ ¼ x̂ n Ln�1jð ÞþK nð Þ z nð Þ � h x̂ n Ln�1jð Þ; nð Þ½ �

(6) State estimation error autocorrelation matrix:

P nð Þ ¼ I�K nð ÞH nð Þ½ �P n; n� 1ð Þ

(7) Repeat steps (1) to (6) to calculate the recursive filtering.

Taking proportional symmetric sampling as an example, The UKF filtering process
is as follows:

(1) The filtering initialization is the same as that of EKF.
(2) After UT transformation, 2Nx þ 1 Sigma points are obtained:

v nð Þ ¼ x nð Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nx þ kð ÞP nð Þ

ph i
i
� � � x nð Þ � � � x nð Þþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nx þ kð ÞP nð Þ

ph i
i

h i

i ¼ 1; � � � ;Nx

In the formula, Nx denotes the dimension of the state estimation vector x nð Þ.ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nx þ kð ÞP nð Þp� 	

i represents the i column of the root of the matrix Nx þ kð ÞP nð Þ.
The corresponding sampling point weights are:

Wm
0 ¼ k= Lþ kð Þ

Wc
0 ¼ k= Lþ kð Þþ 1� a2 þ bð Þ

Wm
i ¼ Wc

i ¼ 1= 2 Lþ kð Þ½ �; i ¼ 1; � � � ; 2Nx

8<
:

In the formula, m denotes the weight of the mean and c denotes the weight of the
covariance. Parametric k ¼ a2 Nx þ jð Þ � Nx is a scaling parameter, which
determines the distance between the sampling point and the mean value. The
value range of a is 10�4; 1½ �, which controls the distribution of sampling points.
The value of j needs to guarantee the semi-positive definiteness of matrix
Nx þ kð ÞP nð Þ, which is usually 3� Nx. b is a non-negative weight coefficient,
usually takes the value of 2, which can combine the dynamic difference of higher-
order terms in the equation improve the accuracy of calculation.

(3) One-step state prediction data set:

v nþ 1 Lnjð Þ ¼ f v nð Þ; nð Þ

214 L. Zhang et al.



(4) The data set is weighted and merged to obtain a one-step state prediction vector:

x̂ nþ 1 Lnjð Þ ¼
X2Nx

i¼0

W mð Þ
i vi nþ 1 Lnjð Þ

(5) One-step state prediction error autocorrelation matrix:

P nþ 1 Lnjð Þ ¼
X2Nx

i¼0

W cð Þ
i vi nþ 1 Lnjð Þ � x̂ nþ 1 Lnjð Þvi nþ 1 Lnjð Þ � x̂ nþ 1 Lnjð ÞT� 	þQ1

(6) Repeat UT transform to get a new set of sigma points:

Z nþ 1 Lnjð Þ ¼ h v nþ 1 Lnjð Þ; nþ 1ð Þ

ẑ nþ 1 Lnjð Þ ¼
X2Nx

i¼0

W mð Þ
i Zi nþ 1 Lnjð Þ

Pzz nþ 1 Lnjð Þ ¼
X2Nx

i¼0

W mð Þ
i Zi nþ 1 Lnjð Þ � ẑ nþ 1 Lnjð Þ½ � Zi nþ 1 Lnjð Þ � ẑ nþ 1 Lnjð Þ½ �T þQ2

(7) The cross-correlation matrix of the state vector and the observation vector is:

Pxz nþ 1 Lnjð Þ ¼
X2Nx

i¼0

W mð Þ
i vi nþ 1 Lnjð Þ � x̂ nþ 1 Lnjð Þ½ � Zi nþ 1 Lnjð Þ � ẑ nþ 1 Lnjð Þ½ �T

(8) Kalman gain and state update:

K nþ 1ð Þ ¼ Pxz nþ 1 Lnjð Þ Pzz nþ 1 Lnjð Þ½ ��1

x̂ nþ 1 Lnþ 1jð Þ ¼ x̂ nþ 1 Lnjð ÞþK nþ 1ð Þ z nþ 1ð Þ � ẑ nþ 1 Lnjð Þ½ �

P nþ 1ð Þ ¼ P nþ 1 Lnjð Þ �K nþ 1ð ÞPzz nþ 1 Lnjð ÞKT nþ 1ð Þ:

5 Simulation

In order to verify the application effect of EKF and UKF filtering on moving target
location and tracking, simulation analysis is carried out on MATLAB platform.
Assume that the position of the target is (180, 170, 10) (km), the velocity is (0, 50, 0)
(m/s), and the acceleration is (5, 0, 0) (m/s2). The central frequency of the target signal
is 1 GHz. Here, the number of observatories is 3 and the distribution is triangular. The
locations are (30, 5, 0) (km), (40, 10, 0) (km), (50, 15, 0) (km), the velocities are (0, 10,
0) (m/s) and the accelerations are (0, 10, 0) (m/s2). The time difference accuracy is

Uniform Acceleration Motion Target Location and Tracking 215



120 ns and the frequency difference accuracy is 2 Hz. Through the above filtering
process, the filtering results are shown in Figs. 2 and 3.

Figure 1 is a schematic diagram of the trajectory of three base stations and their
targets. The three base stations move in the same direction, i.e., the y-axis. The target
moves in the x-axis direction. From Figs. 2 and 3, it can be seen that the method used
in this paper can locate and track the trajectory of the target, and track the velocity and
acceleration of the target at the same time. Moreover, it can achieve high positioning
accuracy and estimation accuracy.

In the process of linearization, higher order terms are omitted. For strong nonlinear
systems, the approximation accuracy of EKF is not high, so the estimation accuracy of
EKF for strong nonlinear systems is poor. At the same time, the Jacobian matrix of
some non-linear systems is not available, and EKF is only suitable for the case of small
one-step prediction error of filtering error. These shortcomings limit the further
development of EKF. UKF uses UT transformation to deal with the transfer of mean
and covariance of nonlinear systems. The linearization of the nonlinear system is
avoided, the higher order terms are retained, and the transmission accuracy of the
system’s Gauss density is improved. The simulation results show that UKF can obtain
better positioning results, and can be used in the situation of long-term positioning and
tracking of air moving targets.

Fig. 1. Motion trajectory plan of base station and target
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Fig. 2. Comparing the location error curves of EKF and UKF algorithms

Fig. 3. Comparing the acceleration estimation error curves of EKF and UKF algorithms
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6 Conclusion

In this paper, the problem of location and tracking of air moving targets by moving
Multi-stations is studied. EKF method and UKF method are used to filter the time-
frequency difference data. The moving target adopts uniform acceleration motion
model to locate and track the target, and can estimate the velocity and acceleration
information of the target at the same time. The simulation results show that UKF can
achieve high positioning accuracy in location tracking, velocity estimation and accel-
eration estimation. It has a certain reference value for the engineering realization of the
position tracking and velocity and acceleration estimation of aerial moving targets by
moving multi-stations.
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Abstract. In this paper, we discuss the problem of sparse recovery in com-
pressed sensing (CS) in the presence of measurement noise, and present a
variable iterative synthetic aperture radar (SAR) imaging method based on
sparse representation. In this paper, the sparse reconstruction theory is applied to
SAR imaging. The SAR imaging problem is equivalent to solving the sparse
solution of the underdetermined equation, and the imaging result of the target
scene is obtained. Compared with the previous algorithms using l1-norm or l2-
norm as cost function model, this paper combines lp-norm ð0\p\1Þ and l2-
norm as cost function model to obtain more powerful performance. In addition,
a smoothing strategy has been adopted to obtain the convergence method under
the non-convex case of lp-norm term. In the framework of this iterative algo-
rithm, the proposed algorithm is compared with some traditional imaging
algorithms through simulation experiments. Finally, the simulation results show
that the proposed algorithm improves the SAR signal recovery performance to a
certain extent and has a certain anti-noise ability. In addition, the improvement is
more evident when the SAR signal is block sparse.

Keywords: Synthetic aperture radar (SAR) � Sparse representation �
Regularization � Block sparse

1 Introduction

SAR has recently become and will continue to be an important sensor for various
remote sensing applications, especially because it overcomes some limitations of other
sensing modalities. Firstly, SAR is an active sensor using its own illumination. In order
to illuminate the interesting ground area, SAR sensors use microwave signals to ensure
the SAR imaging capability in harsh weather conditions for 24 h without interruption.
Because of these characteristics of SAR, SAR image formation has become an
important research topic. The problem of SAR image formation is a typical example of
the inverse problems in imaging [1].

Traditional SAR imaging synthesizes virtual antenna aperture through platform
motion, achieves high resolution in azimuth direction, and achieves high resolution in
range direction by pulse compression. Traditional imaging algorithms are limited by
Nyquist sampling theorem in echo data sampling, which requires not only high
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sampling rate, but also equal interval. The transmission, storage and calculation of a
large amount of data exert a great pressure on radar system, which greatly affects the
real-time performance of the whole system. For example, although the Fourier
transform-based PFA [1] imaging method is simple to implement and widely used, the
imaging effect will inevitably be affected by side lobes, which will reduce the reso-
lution. For the case of partial missing of the radar sampling data, the traditional PFA
method often estimates missing information by linear prediction. However, the data
extrapolation inevitably causes errors, so it can not get ideal imaging effect. The SAR
imaging method based on sparse representation not only does not have side lobes, but
also does not require uniform sampling of the observed data. It can also achieve
imaging in the case of missing part of the sampled data. On the other hand, in the fields
of radar imaging, communication signal and image processing, the collected obser-
vation signal is not always the final required signal, but also has to undergo some
preprocessing, which obviously brings a waste of computation to signal processing. CS
[2, 3] theory breaks the limitation of Nyquist theorem and is quickly applied in SAR
imaging. CS theory points out that sparse signals or signals transformed into sparse
signals on a set of sparse bases can be sampled at a rate much lower than the Nyquist
sampling rate, and the low-dimensional signals can be recovered by some algorithms
with great probability.

In 2007, Baraniuk and others first formally introduced CS theory into radar imaging
[4]. For sparse scenes, under the condition of reducing the amount of sampled radar
echo data, the sparse optimization algorithm can achieve high resolution non-
ambiguous imaging. And the feasibility of CS in radar imaging is proved by theoretical
analysis and numerical simulation experiments. In 2009, Herman et al. proposed the
concept of high resolution compressed sensing radar [5, 6]. The compressed sensing
radar transmits Alltop sequence signals to ensure the incoherence between transmitted
signals, and then uses CS technology to reconstruct sparse scenes. In 2010, Patel et al.
introduced the concept of random pulse repetition frequency into compressed sensing
radar for spotlight SAR imaging. Compared with the traditional fixed pulse repetition
frequency radar, the new radar system can effectively reduce the amount of echo
sampling data [7]. Scholars have also studied the algorithms of sparse signal processing
in typical applications such as bi-base radar imaging and multi-base radar imaging
[8, 9]. With the deepening of research, sparse signal processing theory has been proved
to be successful in solving the inverse problems in many applications, such as magneto-
optics [10], direction of arrival estimation [11], SAR feature extraction [12], etc., and
even gradually formed a sparse microwave imaging theory in the application of radar
imaging. Sparse restoration methods can be classified as follows: greedy algorithms,
such as Orthogonal Matching Pursuit (OMP) and Compressive Sampling Matching
Pursuit (CoSaMP); probabilistic algorithms considering prior distribution of signals;
convex optimization methods for solving convex relaxation problems [13].

SAR imaging based on sparse representation not only has low sampling rate, but
also does not require uniform sampling, which avoids the impact of partial missing of
sampling data on the imaging effect [1]. SAR imaging under sparse representation is a
typical inverse problem and a typical ill-posed problem. The ill-posed problem often
has no unique solution, and may even be insoluble, especially for SAR imaging under
sparse representation. Sparse representation theory points out that the sampling rate
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needed to recover the signal can be much smaller than that of Nyquist, so SAR imaging
under sparse representation is an underdetermined set of equations. In this paper, a
variable scale method using DFP formula based on sparse representation is used to
solve SAR imaging problem by introducing a lp-norm regularized sparse constraint.
Article shows the performance of encouraging sparsity of the lp-norm [14].

In the second section, we give the description of SAR echo model, and give the
sparse representation form of the SAR signal. In the third section, we will introduce the
proposed imaging algorithm in detail. The fourth section contains the simulation
results. Finally, the conclusion is drawn in the fifth section.

2 SAR Observation Model

The SAR beam geometry and the ground plane geometry used in this paper are shown
in Fig. 1. We assume that the target body coordinate system has x� y (representing
range and cross-range coordinates respectively), and the center of which is O in space.
The coordinate system centers on the ground patch through a relatively narrow RF
beam from the mobile radar. Due to the geometric structure of radar and the physical
characteristics of observation process, the scattering function is included in the set of
received signals. SAR continuously transmits/receives pulses to the target scene during
flight. The received data are complex values, whose amplitude corresponds to the
scattering signal intensity of the target, and the phase represents the scattering

Fig. 1. Geometric model of SAR observations
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characteristics. Using the high frequency hypothesis, the complex response of the target
scene can be approximated to the superposition of the response of L independent
scatterers in the scene. Therefore, the phase history is described as:

s k; hð Þ ¼
XL
m¼1

r xm; ymð Þexp �j2k xm cos hþ ym sin hð Þf g ð1Þ

where k ¼ 2p=k0 is the spatial frequency, h is the azimuth, rðxm; ymÞ is the scattering
center coefficient at ðxm; ymÞ. Considering the noise environment, formula (1) can be
expressed in matrix form:

s ¼ Urþ n ð2Þ

where s 2 C
M represents the measurement with noise,M is the sum of discrete sampling

points of azimuth and frequency, r 2 C
N represents the SAR complex image to be

reconstructed, and N is the size of the original scene, that is, the sum of discrete points of
range and cross-range.U 2 C

M�N is the overcomplete dictionary, and n 2 C
M accounts

for additive i.i.d. complex Gaussian noise.
For solving this set of equations, we need to consider the following problems:

firstly, under the influence of observation noise, the system is often unsolvable, so it
can not be solved directly. Secondly, if the zero space of the overcomplete dictionaryU
is not empty, that is, the number of equations is less than the number of unknowns, then
the solution of the set of equations is not unique. Thirdly, when the observation data s
contains perturbations, the estimation of the target scenario r̂ remains unchanged, that
is, the solution of the equation set is stable. Fourthly, the solution of the equation set
should contain prior information, which conforms to the characteristics of the target
scenario.

We introduce the idea of the least square to find the best matching least square
solution:

r̂ls ¼ argmin
r

s�Urk k22 ð3Þ

But the least square solution can not guarantee the stability of the solution.
This paper assumes that the number of measurements is less than the total number

of atoms in the dictionary, that is M � N. SAR imaging can be recast as a robust
sparse signal recovery problem:

min
r

s�Urk k0 ð4Þ

However, it is NP-hard to find the most sparse solution of general underdetermined
equations, so the sparse constraints can be relaxed to lp-norm ð0\p\1Þ. Then, (4) can
be expressed as a non-quadratic regularization problem:
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min
r

s�Urk k22 þ l rk kp ð5Þ

where l is a given regularization parameter.

3 SAR Imaging Algorithm

For formula (5), we have a cost function as follows:

J(r) ¼ s�Urk k22 þ l rk kp ð6Þ

To avoid the problem caused by the nondifferentiability of lp-norm at the origin, the
smoothing approximation [15] is used as follows:

rk kp �
XN
i¼1

ðr2i þ nÞp=2 ð7Þ

where n is a nonnegative small constant.
Therefore, the derivation of formula (6) is as follows:

rJðrÞ ¼ 2UHUþ l
p
2
DðrÞ

h i
r� 2UHs ð8Þ

where H represents the conjugate transposition of the matrix and

DðrÞ ¼
ðr21 þ nÞp=2�1

0
..
.

0

0
ðr22 þ nÞp=2

..

.

0

0
� � �
. .
.

� � �

0
0
..
.

ðr2N þ nÞp=2

2
6664

3
7775

In this paper, a variable scale iterative method using DFP formula is considered to
solve the problem. This method defines the correction matrix as follows [16]:

DHj ¼ pðjÞpðjÞT

pðjÞTqðjÞ
�HjqðjÞqðjÞT

qðjÞTHjqðjÞ
ð9Þ

Therefore, we can obtain the iterative formula:

Hjþ 1 ¼ Hj þ pðjÞpðjÞT

pðjÞTqðjÞ
�HjqðjÞqðjÞT

qðjÞTHjqðjÞ
ð10Þ

This method does not need to compute the inverse of Hessian matrix. For general
cases, the variable scale algorithm has superliner convergence rate. The implementation
steps of sparse variable scale iterative (SVSI) SAR imaging algorithm are shown at
Table 1.
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4 Simulation Experiment

The convergence speed of SVSI is related to the initial value. If the initial value close to
the real value can be used, the computation will be greatly reduced. In this paper,
r̂ð1Þ ¼ 2jUHs is used as the initial input and the convergence speed is faster. In this
section, the effectiveness of the proposed method is demonstrated by combining the
simulation experiment of a group of radar observations. The radar parameters used in
the experiment are shown at Table 2. This paper defines the normalized mean squared

error NMSE = r̂� rk k22
.

rk k22 as the evaluation index. The smaller the NMSE, the

higher the image reconstruction quality. Next, we give the experimental results to
verify the application effect of SVSI algorithm in sparse SAR imaging and block sparse
SAR imaging.

Table 1. The implementation steps of SVSI SAR imaging algorithm

SVSI algorithm
1. Initialize (1)r , 1 N=H I . 
2. Let 1j = and calculate the gradient at (1)r : 

(1)
1 ( )= ∇g J r . 

3. Let ( )j
j j= −d H g . 

4. Starting from ( )jr and searching along direction ( )jd , the step size jλ
is obtained to satisfy the requirement:

( ) ( ) ( ) ( )

0
( ) min ( )j j j j

j λ
λ λ

≥
+ = +J r d J r d

then  let ( 1) ( ) ( )j j j
jλ+ = +r r d . 

5. Stop when ( 1) ( ) ( )j j jˆ+ −r r r is less than a predetermined threshold ε . Let
( 1)jˆ +=r r . Otherwise, turn to step 6.

6. If j N= , let (1) ( 1)j+=r r , and return to step 2. Otherwise proceed to step 7.
7. Let ( 1)

1 ( )j
j

+
+ = ∇g J r , ( ) ( 1) ( )j j j+= −p r r , ( )

1
j

j j+= −q g g . 
Set : 1j j= + . 

Table 2. SAR system parameters.

SAR system parameters

Bandwidth (MHz) 800
Center frequency (GHz) 9
The observation azimuth 87.5°–92.5°
Frequency sampling points 23
Azimuth sampling points 23
The signal-to noise ratio (SNR/dB) 30
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Figure 2 shows the comparison of reconstructed images with different SNR. (a) and
(b) are the original scene and the recovery result of PFA, respectively. (c) and (e) are
the recovery results of LS algorithm and SVSI algorithm with SNR = 5 dB, and
(d) and (f) with SNR = 20 dB. From Fig. 2, we can see that the traditional PFA is the
worst, and the LS algorithm is more depend on the high SNR. And the proposed
algorithm stably behaves good performance. In the Fig. 3, we apply the SVSI algo-
rithm to block sparse SAR data, and the results show that when the sampling data
becomes bigger and the inner structure of data is more complex, the PFA algorithm and
LS algorithm are failed to reconstruct SAR image. However, SVSI algorithm reason-
ably reconstructs SAR image with a low NMSE = 0.0011. So we can see the
improvement of the performance of the proposed algorithm and its possibility of
application in the reconstruction of the block sparse SAR.

Figure 4 shows the NMSE comparison of the least square algorithm and the SVSI
algorithm with the variable SNR. SNR range from 5 dB to 40 dB. And form Fig. 4, we
can see that with the increasing of SNR, that is to say the additive complex Gaussian
noise is decreasing, NMSE both of LS and SVSI are decreasing. In addition, when
SNR is relatively low, the performance of LS is so bed that sometimes it even can’t to

Fig. 2. The comparison of reconstructed images with different SNR. (a) the original scene.
(b) the result of PFA with SNR = 20 dB. (c) the result of LS with SNR = 5 dB. (d) the result of
LS with SNR = 20 dB. (e) the result of SVSI with SNR = 5 dB. (c) the result of SVSI with
SNR = 20 dB.
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Fig. 3. The proposed algorithm is applied to block sparse SAR signal (SNR = 30 dB).
(b) NMSE of PFA is 1.148. (c) NMSE of LS is 46.326. (d) NMSE of SVSI is 0.0011.

Fig. 4. The NMSE comparison of the least square algorithm and the SVSI algorithm with the
variable SNR. SNR range from 5 dB to 40 dB.
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reconstruct image. This result also illustrates that the proposed algorithm has a certain
anti-noise ability. Figure 5 is the curve of NMSE with different lp-norm. And SNR is
30 dB. From the curve, we know that the value of p is not randomly determined. When
it’s too small, the result becomes a little awful. So we should take an appropriate value.

5 Conclusion

This paper presents a SAR imaging algorithm based on sparse representation, which
has the following advantages: no need to calculate the Hessian matrix; having a super-
linear convergence rate. However, when the amount of data becomes large, the amount
of storage required will become a problem. In the SAR synthesis scenario of this paper,
it can be seen from the simulation results that the proposed algorithm not only performs
well in sparse SAR image reconstruction, but also maintains good performance in the
case of block sparse SAR. And at low SNR, it can also reconstruct SAR images
completely with a tolerable NMSE, showing a certain anti-noise ability.
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Fig. 5. The SVSI algorithm: the curve of NMSE with different value p.
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Abstract. With the rapid development of Internet of Things (IoT), The IoT
terminal are diversified, and the attack points available to attackers are also
diversified, and most IoT terminal are more vulnerable to attacks because they
are less secure. In order to achieve secure access of IoT terminal, ensure the
legality of IoT terminal accessing the network, improve the security of terminal
entering the network and reduce the security risks that IoT terminal may be
exposed to when accessing the platform. This paper proposes a secure method to
access to the IoT, which is to use the blockchain to store and verify the fin-
gerprint information of the terminal, thereby improving the security of the IoT
terminal accessing the cloud. And this paper also proposes a method to store the
fingerprint blockchain of the terminal in the IoT terminal, and then verify the
collected fingerprint information through the data in the blockchain to ensure the
credibility of the fingerprint information.

Keywords: IoT � Access authentication � Blockchain

1 Introduction

The rapid development of IoT technology has brought society into the era of inter-
connection of all things. Under the background of full connection of people and things,
the number of IoT terminal has grown rapidly. However, while the IoT is booming, it
also exposes many security problems. Traditional security protection technology can
not adapt to the new security situation of the IoT. The effective security defense system
and security ecology between the IoT server, IoT terminal and communication network
have not yet been established. In addition, with the IoT terminal joining the Internet,
attackers can use a wider range of attacks, the terminal itself is less secure, more
vulnerable to attacks. Security risk has become the biggest hidden danger in the
application of the IoT. Attacks, hijackings and data embezzlement against IoT terminal
are increasing day by day.

Security mechanism is one of the key technologies that determines the success of
network convergence. In particular, access authentication mechanism is the first step to
implement security protection. Since the implementation of the access authentication
mechanism adopted by different networks is quite different, it is difficult to design an
access authentication mechanism in the IoT environment enables the terminal to roam
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and enjoy services seamlessly among various wireless networks. And it has become a
major technical challenge when converging networks. The existing technology combines
IoT and blockchain are mostly used in networking and asset management, there is almost
no involvement in IoT security access authentication. And many existing study on the
technology of IoT access authentication are mostly innovative in the identity authenti-
cation and ignore the security of terminal information. This paper proposes a method to
store the fingerprint blockchain in the IoT terminal, and then verify the collected fin-
gerprint information through the data in the blockchain to ensure the credibility of the
fingerprint information. The fingerprint information mentioned in this paper refers to the
identity information of IoT terminal. In order to allow access to the cloud and send
authentication requests, this will greatly reduce the possibility of an attacker simulating a
legitimate terminal for cloud intrusion. At the same time, this paper uses the two-way
HTTPS protocol and HMAC authentication technology, which effectively prevents man-
in-the-middle attacks and ensures data integrity and confidentiality.

2 Related Work

2.1 Blockchain

Blockchain is a distributed database system in which nodes participate [1]. It is a
supporting technology in Bitcoin applications. In 2008, Nakamoto put forward the
concept of “blockchain” in Bitcoin White Paper, and created the Bitcoin social network
and developed the first block called “Creation Block” in 2009. The blockchain contains
a list of blocks that are constantly growing and neatly arranged. Each block contains a
timestamp and a link to the previous block, so that the data in blockchain is designed to
be unchangeable [2]. Once recorded, the data in one block will be irreversible.
Therefore, it is unchangeable and unforgeable. Bitcoin records every transaction in the
application on the blockchain ledger to ensure it can’t be changed and can be traced
back [3]. Since the successful application of Bitcoin, blockchain technology has begun
to receive attention, it has been separated from bitcoin applications and played an
important role in the fields of finance, education, and medical care. Blockchain can be
divided into “data blocks” and “links”. Its data block is a block generated by a
blockchain network at intervals [4]. All data in the database is stored in each data
block. The block information is encrypted with a password and hashed to ensure the
integrity and correctness of the data in the block [5]. The information written on the
blockchain will be verified by all nodes on the network to ensure that the information
safety and efficiency. Once the information is written, it is difficult to modify or delete.

2.2 IoT Access Authentication

The IoT terminal access authentication technology is mainly used to check the identity
of the terminal identity when access to the net. There is an authentication module in the
terminal, which stores the digital certificate issued by the authority in a hardware
encryption authentication card having a security encryption function and an identity
authentication function [6]. Before the terminal accesses to the internal network, the
terminal must pass the identity verification performed by the hardware encryption
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authentication card and the authentication server, so that it can ensure only the terminal
that passes the network authentication can access to the intranet [7]. If not, the terminal
will be refused to get the service.

IoT terminal device access authentication is a popular technology in the intranet
security system, and preform several trends as follows [8]:

1. The terminal access authentication technology based on multiple technologies. At
present, among the three commonly used access authentication technologies, NAC
and NAP have become alliances, in another word, the network access device uses
Cisco’s NAC technology, and the host client uses Microsoft’s NAP technology to
achieve a complementary situation.

2. Access authentication mechanism based on multi-layered protection. Terminal
access authentication is the portal of the internal network of the enterprise. To
ensure the secure access of the terminal, it is necessary to authenticate and check the
legitimacy and security of the access terminal from multiple levels.

3. Standardization of access authentication technology.

At present, although the technical principles of the access control schemes of
various vendors are basically the same, the implementation methods of the various
vendors are different, and the main difference is represented by the protocol [9]. For
example, Cisco and Huawei chose to implement access control by adopting EAP
protocol, RADIUS protocol and 802.1x protocol [10]. Microsoft chose to adopt DHCP
and RADIUS protocol, while other vendors are still launching their own network
standards. Entry and control standards [11]. Standards and norms are the footstone of
the long-term development of technology. Therefore, standardization is the inevitable
trend of access authentication technology development [12].

3 Algorithm Process

The architecture of the IoT is usually divided into three layers: “terminal”, “pipe”,
“cloud”, also the architecture representation of “end-pipe-cloud”, where “end” means
the terminal, “pipe” means the network transport layer, and “cloud” means the IoT
cloud. IoT terminal generally has limited by its function, the level of security protection
is not enough, and the number is widely distributed. Once a certain type of terminal has
serious security problems, the scope of impact will be unimaginable. The terminal
fingerprint refers to the terminal characteristics that can identify the terminal. The
terminal fingerprint can be generated by the terminal’s explicit identifier, which is an
inherent identifier of the terminal can uniquely identify the terminal, such as the ter-
minal’s hard ID. Simultaneously, terminal fingerprints can be generated from the
feature set of terminal implicit identifiers as well, such as terminal name, model,
function and so on. The security access scheme of terminal on the perception layer
makes use of the unique identification feature of terminal fingerprints to authenticate
the identity of terminal in the IoT as a criterion for judging whether they are allowed to
access the IoT. And the communication layer is protected by the two-way HTTPS
protocol and HMAC technology at the transport layer at the same time. However, in the
process of collecting fingerprint information, there is no security mechanism to
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improve the unforgeability of fingerprint information. This is an urgent problem to be
solved for the secure access of IoT terminal. The access authentication method pro-
posed in this paper mainly covers three parts: the collection of fingerprint information
of the IoT terminal, the verification of fingerprint information and the access to the
cloud. The overall architecture of the method is shown in Fig. 1.

3.1 Terminal Fingerprint Collection

In this paper, the terminal needs to collect its relevant information itself by its API
interface as fingerprint P. before accessing to the IoT cloud.

The terminal fingerprint information P is a combination of a plurality of identifiers
of the terminal, and includes two types of identifiers: an explicit identifier and an
implicit identifier. The explicit identifier can uniquely identify the terminal, including
the terminal serial number, terminal MAC address, user ID number, etc. In this paper,
the terminal serial number and the terminal MAC address are used as the explicit
identifier of the terminal, which can be obtained through a built-in shell script. The
implicit identifier does not have the ability to uniquely identify. A single implicit
identifier cannot uniquely identify the terminal. However, if multiple invisible identi-
fiers are combined, the identification capability can be effectively improved. The
implicit identifier can be invoked by the terminal. The interface is obtained by taking a
smart camera as an example, including screen resolution, audio coding type, and
terminal running frequency. In actual operation, for a certain terminal, the self-
information l(x) amount and information entropy H(x) of the implicit identifier are
calculated as the basis for selecting the implicit identifier. The self-information amount
of the identifier is the variation of the terminal information. when tampering, the

Fig. 1. Overall architecture.
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amount of the self-information is inversely proportional to the probability of passing
the next verification, the information entropy contained in the identifier represents the
weight of the terminal fingerprint as a whole.

l xð Þ ¼ log2ð1=pðxÞÞ ð1Þ

HðxÞ ¼ E½lðxiÞ� ¼ E½log2ð1=pðxiÞÞ� ¼ �
X

pðxiÞ log2 pðxiÞ ð2Þ

3.2 Fingerprint Verification

In the built-in blockchain of the terminal, it extracts the data of the latest block B
related to the terminal, and compare the terminal fingerprint P and the terminal account
and password with the fingerprint recorded in the block B. Then it will determine
whether it is allowed to access to the cloud and update information (the blockchain
needs to be updated at the same time when updating the information).

The blockchain is distributed and stored in each terminal of the same type, that is,
the blockchain contains fingerprint information of all terminal of the type. At the initial
shipment of terminal, the initial blockchain is stored in the terminal, and each block in
the initial blockchain stores relevant fingerprint information of the terminal according
to the factory specific serial number of the terminal. Each block data is as shown in
Fig. 2, and includes three parts, part 1 is explicit identifier dictionary which includes
device S/N and MAC address, part 2 is recessive identifier dictionary and part 3 is the
account and a key encrypted by the terminal initial public key, and the encryption
algorithm is SM2.

The whole system is a weakly centralized structure. The blockchain is a coinless
blockchain, and the cloud is responsible for generating new blocks. Whenever a new

Fig. 2. Data in each block.
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block is generated, the cloud will also send blockchain update data to each terminal to
ensure that the blockchain information of each terminal is consistent. When a block-
chain of a terminal is maliciously tampered, then the authentication will fail in HMAC
authentication.

The matching algorithm is shown in Fig. 3. The specific steps are as follows:

1. Traverses the data information of the latest block B related to the terminal, and
decrypts the data of the three parts by using the private key.

2. Determine whether to access the cloud request or update the information request.
3. When the request is for accessing the cloud request, the data information of each

part needs to be matched one by one, and if it cannot be matched one by one, the
access to the cloud is denied. Since the implicit identifier of the terminal may
change due to the small probability of the access environment, If at most one of the
invisible identifiers does not match, the part 2 is judged to be matched, when the
request is updated, the part 1 information is first, and if the part 1 information is
matched, the matching determination of the part 2 and the part 3 is performed.
When at most one of them does not match the blockchain information, the request is
considered a legitimate update request. Assume that the update request completes
the authentication. After the cloud confirms the request for the update information,

Fig. 3. Matching algorithm.
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the cloud will generate a new block access blockchain based on the update infor-
mation, and deliver the updated blockchain to each terminal.

3.3 Access to the Cloud

After verifying the fingerprint information P through the blockchain, the terminal will
send an authentication request to the cloud, where the two-way HTTPS authentication
and the adaptation of the blockchain HMAC authentication will be used. Pass through
to complete the access operation.

Fig. 4. The two-way HTTPS authentication.
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The prerequisite for the two-way HTTPS authentication is that there are two or
more certificates, one is a cloud certificate, and the other is a terminal certificate. The
cloud saves the certificate of the terminal and trusts the certificate, and the terminal
stores the certificate of the cloud and trust the certificate. In this way, the request
response can be completed if the certificate verification is successful. As shown in
Fig. 4.

The principle of the HMAC authentication is that the terminal initiates a request to
the cloud, and the request encapsulates the blockchain information of the terminal, and
the cloud verifies whether the blockchain information of the terminal is consistent with
the blockchain information stored by the terminal. If the verification fails, the access is
denied. When the verification succeeds, the cloud generates a random number and
sends it to the terminal. After receiving the random number, the terminal hashes it with
the private key to get the summary information H, and sends it to the cloud, the cloud
hash the terminal’s secret key from its own database with random numbers to get
abstract message H’. The cloud compares the message H with H’, and establish a
connection to process the request from the terminal if verification succeeds.

The cloud will preferentially process the normal access authentication request of
each terminal, and then process the update information request, and the update infor-
mation request of each terminal also needs to be controlled by a certain amount in a
unit time, thereby controlling the block speed of cloud.

The key used in the HAMC authentication process is agreed by both parties in
advance, and it is impossible for a third party to know. As can be seen from the entire
process of HAMC authentication in Fig. 5, the attacker can only intercept the random
number as a “challenge” and the HMAC result as a “response”, and cannot calculate
the key based on the two data. Because the key is not known, the attacker cannot forge
the correct response. At the same time, since the “challenge” random number obtained
by each request is different, the attacker cannot replay the request, so the data security
of the IoT device interacting with the cloud during the access authentication process
can be ensured.

Fig. 5. The HAMC authentication.
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4 Conclusion

With the rapid development of the IoT, more and more smart terminal are connected to
the network for our lives. Along with the explosive growth of equipment access, the
management and maintenance of centralized management solutions are under great
pressure, and the disadvantages are gradually highlighted, accompanied by a single
point of trust. In face of the rapid growth of access to IoT terminal, this paper analyzes
the access authentication technologies that are available at present and proposes their
existing problems: forgery. And then, proposing the research content of the paper,
combining with blockchain technology to complete fingerprint information collection,
storage and verification. At the same time, this paper considers the security in the
process of information transmission, and uses the two-way HTTPS protocol and
HMAC technology to protect the communication data.
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Abstract. Because of bandwidth and buffer limitation in wireless network,
rebuffering events and bitrate drop often cause video impairments, e.g. com-
pression artifacts and video stalling. Hence, these problems often make a loss of
the quality of experience (QoE). For making a prediction about the impact of
video impairments on QoE, a continuous predictive model for QoE in wireless
video streaming is proposed. In this paper, the inputs are composed of three
vectors that are the quality of video frame, rebuffering events state and human
memory effect, and the output represents the predicted continuous QoE. We
build the predictive model by a Hammerstein-Wiener model. Experimental
results show that the proposed model can accurately make a prediction about
continuous subjective QoE.

Keywords: Quality of experience (QoE) � Continuous QoE � Frame quality �
Rebuffering event � Memory effect

1 Introduction

With the proliferation of smartphones, mobile video has gradually has enriched the
mobile user experience. However, users are expecting to view high-quality videos by
mobile smart devices. Because wireless channel has dynamic variation characteristics,
it is very difficult to predict the network throughput, which can dynamically cause
video transmission bitrate changing during video playing, therefore leading to affect
user experience. For improving the performance of video services, it is essential to
observe the quality of videos and predict the video quality for end-users.

When videos are playing, if the receiving buffer has little video data, the playing
video will be interrupted to wait for new data to fill in the buffer. Such events are called
rebuffering events (RE). In [1], it is shown that frequent RE can stop observers
watching videos. Additionally, end users prefer video fluency to video clarity, thus
ensuring video playing smoothly can efficaciously improve user experience.

For accommodating to the dynamic bandwidth changes, there are some state-of-the-
art streaming techniques developed [2–7]. In the applications of wireless video
streaming, quality of experience (QoE) is the finest standard to make a measurement for
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the quality of videos. Precise continuous predicted QoE can offer a benchmark to
optimize the strategies of resource allocation in changeable wireless network.

For studying the impact factor on QoE, we consider continuous prediction for QoE
as a continuous time series predictive problem, and then analyze the factors which can
affect user experience, and select frame quality (FQ), rebuffering events and human
memory effects (ME) to establish a predictive model, which can predict QoE accurately
and supply a benchmark for evaluating the performance of video streaming control
strategy.

2 Factors Impacting on QoE

It is helpful to analyze the factors impacting on QoE for understanding the influence of
various events on QoE. In this section, we analyse the impact of bitrate changes,
rebuffering events and memory effects on continuous QoE.

2.1 Effect of Bitrate on Continuous QoE

Because of the bandwidth dynamics in wireless network, the bitrate inevitably varies
during video transmission [8]. In [9], it is shown that bitrate variation has an effect upon
user perception.

Human visual system (HVS) is highly sensitive to image edge, and has Orientation
Selectivity Visual Pattern (OSVP) to extract the visual content [9, 10, 22]. In [11, 23], it
is shown that each frame can be mapped into an OSVP-based histogram (OSVPH), and
the extracted frame quality can be applied to make a measurement about the influence
of bitrate changes on QoE. Thus we extract the quality of each frame by OSVPH, and
take frame quality as one of the inputs in our proposed model.

2.2 Rebuffering Events Impacting on QoE

Rebuffering events (RE) can result in video stalling while observers are watching
videos, which usually affects QoE [12]. For studying the impact of RE on QoE, we
analyze RE impacting on QoE by the attributes of stalls, e.g. times, duration and
position.

A. Stalling Times
For analyzing the impact of stalling times on QoE, we study the QoE for videos with
initial delay and different times of stalls, as illustrated in Fig. 1.
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Figure 1(a) represents a continuous QoE of the videos with long initial delay and
few/multiple stalls (x-lfs and x-lms); Fig. 1(b) shows a continuous QoE of the videos
with a short initial delay and few/multiple stalls (x-sfs and x-sms). From Fig. 1, when
stalling times increases, QoE has a tendency to be smaller even when the video quality
recovers to an acceptable level after stalls happen. We can observe that the stalling
times can seriously affect QoE.

B. Duration of Stalls
For analyzing the impact of stalling duration on continuous QoE, supposing the initial
delay and times of stalls are invariable, the subjective QoE of videos with different
duration stalls is studied, as illustrated in Fig. 2. Figure 2(a) illustrates a continuous
QoE of videos with short initial delay and medium stalls (x-sms) and the videos with
short initial delay and long stalls (x-sls); Fig. 2(b) illustrates a continuous QoE of
videos with short initial delay and short stalls (x-sss) and the videos with short initial
delay and medium stalls (x-sms). It is shown that duration has a serious influence on
QoE, and the stalls which last long will decrease QoE even after video quality
improves.

(a) 

(b)

Fig. 1. The QoE of a video with initial delay and different times of stalls.
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C. Stall Position
For better observing the impact of stall positions on continuous QoE, we use the
Dynamic Time Warping (DTW) [14] to normalize the QoE of videos with different
stall positions and the original reference video. The continuous QoE distribution
before/after calculated by the DTW is illustrated in Fig. 3, and the DTW distance of the
videos with stalls at different positions is listed in Table 1. The DTW method is one of
the similarity measurement methods. While the DTW is smaller, the likelihood is
greater, which means that the two time series are similar [22].

From Fig. 3 and Table 1, we can observe that no matter where the stalls occur, it
will decrease the QoE, especially when continuous multi-stalls occur, the QoE will
aggressively drop. In summary, we need to consider the impact of video stalls caused
by RE on continuous QoE. Therefore, we take the RE state as one of the inputs in the
proposed model.

(a)

 (b)

Fig. 2. The subjective QoE of videos with different stalling duration.
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(b)

(c)  

(d)

(a)

Fig. 3. The QoE of the original reference video and the videos with different stall positions
before/after DTW and.
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2.3 Human Memory Effect on Continuous QoE

When people are observing videos, they are usually affected by human memory effect
(ME), e.g. recency effect, primacy effect and hysteresis effect.

(1) Recency Effect

It is well known that ME on the end part is better than others when people
remember things, which is called recency effect [15, 22]. From Fig. 3 and Table 1, we
can observe that the QoE of the videos with stalls at the end is a little smaller than the

Table 1. The DTW of videos with stalls at different positions.

Video type DTW distance

Videos with stalls at the beginning 3.6154
Videos with stalls at the middle 3.4256
Videos with stalls at the end 3.8518
Videos with stalls at the beginning and the middle 4.3839
Videos with continuous stalls at the middle and the end 10.0695
Videos with continuous stalls at the beginning, the middle and the end 9.0808

(e)

(f) 

Fig. 3. (continued)
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videos with stalls at other positions, and the DTW distance between the original
reference video and the video with stalls at the end has a larger DTW value comparing
with the videos with stalls at the beginning/middle. Therefore, recency effect on con-
tinuous QoE should be considered.

(2) Primacy Effect

Primacy effect is relevant to “the first impression” [16]. From Table 1, we can
observe that the DTW distance between the QoE of the original reference video and
that of the videos with stalls at the beginning is a little larger than the QoE of the videos
with the stalls in the middle part. Thus,the stalls at the beginning has a greater impact
on QoE than that at the middle. Therefore, primacy effect should also be considered.

(3) Hysteresis effect

In [17], it is shown that there is a hysteresis effect on continuous QoE during
observing videos. Serious degradation of video quality during video playing impresses
people negatively, and even that when video quality resumes to an acceptable level for
observers, the poor impression still exists in people’s memory, which causes a worse
assessment for the videos.

Therefore, the impact of these memory effects on continuous QoE should not be
ignored in the proposed model.

3 The Proposed Model

Considering that the Hammerstein-Wiener (HM) model can create a representation of
human memory effect, we propose a block-structured nonlinear HW model. The input
parameters, output parameters, and the proposed model are as follows.

A. The Inputs
From the above analysis, FQ, RE and ME are taken as the inputs of the proposed
model.

(1) FQ: FQ is computed by OSVPH;
(2) RE: We define a Boolean variable RE1, which can describe video state at time t,

RE1 = 1 when rebuffering events happen and RE1 = 0 at the other time.
(3) ME: we take the ratio of the duration from the impairment event occurring to the

end of the video to the total duration of the video as ME [22].

B. The Output
The output parameter is the predicted continuous QoE.

C. Predicted Model
The HW model is composed of one dynamic linear module and two static nonlinear
modules. We describe the dynamic linear module by a transfer function with np poles
and nz zeros. Two static nonlinear modules represent the nonlinear relationship
between the input parameters and the output parameter. The diagram of the Multiple
Input Single Output (MISO) HW model is illustrated in Fig. 4.

Continuous Predictive Model for QoE in Wireless Video Streaming 245



In Fig. 4, z-transformation of the module h uð Þ represents as H zð Þ. u tð Þ, H zð Þ, y tð Þ
and f tð Þ are listed as

uðtÞ ¼ f ðx1ðtÞÞþ f ðx2ðtÞÞþ f ðx3ðtÞÞ ð1Þ

HðzÞ ¼ b0 þ b1z�1 þ � � � þ bmz�m

1� a1z�1 � � � � � anz�n
ð2Þ

yðtÞ ¼ gðvðtÞÞ ¼ c3 þ c4
1

1þ exp(� c1v(tÞþ c2Þ
ð3Þ

f ðtÞ ¼ b3 þ b4
1

1þ expð�b1xiðtÞþ b2Þ
ð4Þ

where x1 tð Þ is frame quality vector, x2 tð Þ is the state vector of rebuffering events, x3 tð Þ
is the vector of memory effect, t is the frame number, a ¼ a1; . . .; an½ �T and b ¼
b1; . . .; bm½ �T are parameter vectors and c ¼ c1; c2; c3; c4½ � and b ¼ b1; b2; b3; b4½ � are
the parameters of the sigmoid function [22].

4 The Performance Evaluation of the Proposed Model

In order to evaluate the performance of our proposed model, LIVE-Netflix mobile
Video Quality Assessment database [13] is used to test the proposed model.

In this paper, we use Root-Mean-Square Error (RMSE), Outage Rate (OR) [9] and
DTW [14] to assess the performance of the proposed model. RMSE can measure the
difference between two time series, which can capture the overall signal fidelity. The
smaller RMSE value means that the tested model has better performance. OR can
measure the frequency of times when the prediction value falls outside the 95% con-
fidence interval. The smaller OR value means the prediction accuracy of the tested
model is higher [8]. DTW can quantify the similarity of two time series, the smaller
DTW value means the greater similarity possibility of the two series [14]. We take
PSNR, SSIM [18], MS-SSIM [19], STRRED [20], OSVPH, NIQE [21] as frame
quality assessment method for FQ. The comparison results are listed in Table 2, and we
mark the model with the best performance in bold text.

f(x1)

h(u) g(v)

FQ(x1(t))

RE(x2(t))

ME(x3(t))

y(t)u(t) v(t)
f(x2)

f(x3)

Nonlinear Input Module

Dynamic Linear Module Nonlinear Output Module

Fig. 4. The diagram of the predicted model.
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From Table 2, the performance of the proposed model taking OSVPH as FQ is
obviously better than the others. Furthermore, the performance of the proposed model
with the NARX model [20] and GH model [18] is compared. We list the comparison
results in Table 3. We also mark the model with best performance in bold text. From
Table 3, we can observe that the performance of our proposed model is obviously
better than the others.

5 Conclusion

For predicting the influence of video impairment events on QoE, we proposed a
continuous prediction model for Quality of Experience in wireless video streaming.
The inputs are composed of FR, RE, and ME. The output is the predicted QoE. We
built the proposed model by a HW MISO model. The experimental results show that
the predicted result of our proposed model can make an accurate prediction about the
continuous subject Quality of Experience.
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Abstract. In this paper, we consider the range distributed target detection in
partially homogeneous clutter which satisfies a different statistical property in
adjacent range cells. The group method wherein adjacent cells with slightly
varied statistics are in the same group is presented firstly, which can improve the
accuracy of modeling clutter. We assume that all texture of the compound
Gaussian clutter satisfies an inverse Gamma distribution but scale and shape
parameters in those groups differ from one another. The group generalized
likelihood ratio test (G-GLRT) developed here concerns the cells group effects
on deducing the GLRT. Considering a knowledge-aided (KA) model that
tracking into account the partially homogeneous training samples, we develop a
KA-G-GLRT for range-spread target detection and verify the constant false
alarm rate (CFAR) with respect to the estimated covariance matrix of speckle.
Experimental results are presented to illustrate the performance and effective-
ness of the KA-G-GLRT in real clutter data.

Keywords: Group GLRT � Knowledge-aided � Target detection � Partially
homogeneous sea clutter � Radar

1 Introduction

In recent years, there have been a large number of investigations on the signal detection
problem in sea clutter with unknown covariance matrix (CM) [1–6]. Typically for the
low range resolution radar, it is assumed that sea clutter at a range cell under test
(CUT), which is also said to be primary data, may have the same statistical property
with training samples. These training samples (also called secondary data) obtained
from the range cells adjacent to the CUT contain sea clutter only, and are usually used
to estimate the CM of sea clutter at the CUT. This scenario is often called homoge-
neous environment if the adjacent clutter has the same power level and the same CM
[7–10]. However, the idealized homogeneous assumption is not suitable for the high
radar range resolution, and this environment submits to a partially homogeneous
scenario where the adjacent clutter behaves the similar CM structure with a diverse
power factor [11, 12]. The higher radar range resolution scenario evolves to the
inhomogeneous environment where the adjacent vectors do not share the same CM
structure [13]. To mitigate the effects of nonhomogeneity, the authors in [14] advocate
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a Bayesian approach, and the authors in [15] improve the Bayesian approach to be
feasible to the heterogeneous samples, which are more complicated than the inhomo-
geneous samples. In the heterogeneous scenario, the training data are clustered in
groups, each group containing a similar but random CM. Although many authors
assumed that the primary data have the same power levels, it is practically not the real
case as authors in [16, 17] advocated. The power levels at the CUT were deterministic
unknown constants different from each range cell [16], whereas the power levels at the
CUT were random variables (RVs) and satisfied the same distribution (see inverse
Gamma distribution) but with the significantly different distributed parameters [17]. In
the above detectors, the authors only considered the partial homogeneity or the non-
homogeneity for the sea clutter at the CUT and assumed the homogeneity for the sea
clutter in the secondary data. Sea clutter collected from the sea surface have the same
property, no matter they are from the primary data or from the secondary data.

In the paper, we will detect the range distributed target detection in partially
homogeneous compound Gaussian (CG) clutter consisting of speckle modulated by
texture. The speckle is modeled as a complex Gaussian random vector. The texture is
modeled as an unknown deterministic or a RV, mainly satisfies Gamma, inverse
Gamma or Pareto distribution [18, 19]. In [17], three types of group generalized
likelihood ratio test (G-GLRT) were proposed by using the group strategy according to
the variations of scale and shape parameters of texture at the CUT. However, the
irrational assumption that secondary data were homogeneous brought a serious
detecting performance loss. In [20], the primary and the secondary data were only
partially homogeneous to the case in which their covariance matrices are mismatch
according to a scaling factor other than one. In [21], Gao et al. modeled the disturbance
covariance matrices of the secondary data in MIMO radar as random matrices satisfied
the inverse Wishart distribution, and obtained the improved performance. In the paper,
we assume secondary data are partially homogeneous and satisfy a knowledge-aided
model (such as the inverse Wishart distribution), and develop a KA-G-GLRT for
range-spread target detection in partially homogeneous sea clutter. The KA-G-GLRT
possess the constant false alarm rate property (CFAR) to the estimated CM of speckle
(ECMS). Experimental results are presented to illustrate the performance and effec-
tiveness of the KA-G-GLRT in real clutter data.

The remainder of the paper is organized as follows: next section describes signal
model and detection scheme. Section 3 analyzes the CFARness to the ECMS.
Experimental results are provided to illustrate the detecting performance of the pro-
posed detector in Sect. 4. Finally, Sect. 5 concludes the paper.

2 Signal Model and Detection Scheme

In the paper, the received echoes zk 2 C
N�1, k ¼ 1; 2; � � � ;K, are composed of N pulse

samples returning from the k-th range cell, where C being the complex field. Binary
hypothesis testing is used to detect the range distributed target in clutter background:
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H1 :
zk ¼ akpþ cpk k ¼ 1; 2; � � � ;K
yl ¼ csl l ¼ 1; 2; � � � ; L

�

H0 :
zk ¼ cpk k ¼ 1; 2; � � � ;K
yl ¼ csl l ¼ 1; 2; � � � ; L

� ; ð1Þ

where, p 2 C
N�1 is the known nominal steering vector; aks are energy distribution ratio

of target in different range cells; Primary data cpk 2 C
N�1 is the additive sea clutter in

the k-th range cell; Secondary data csl 2 C
N�1 in the l-th range cell has a different CM

with the primary data; K and L are the range number of the CUT and that of secondary
data, respectively.

With the speckle gk �CNð0;MÞ and random texture sk, the primary clutter cpk is
modeled as the CG random process [7–10] with

cpk ¼ ffiffiffiffi
sk

p
gk; sk [ 0 ð2Þ

where M is known initially, sk and gk are independent of each other.
Gu et al. claimed that the textures in adjacent cells have different deterministic

values [16]. Furthermore, Shi found that the textures behaved statistically different in
adjacent cells, i.e. the parameters of PDF vary [17]. Referring to the group strategy [17]
in partially homogeneous clutter environments, we firstly divide the K range cells into
G groups, and hg, g ¼ 1; 2; � � � ;G, is the cell number in each group,

PG
g¼1 hg ¼ K.

It has been verified in [18] that the CG model with inverse Gamma texture is
suitable for modeling clutter data. Therefore, we assume that the textures in all G
groups satisfy an inverse Gamma distribution but scale parameters bg and shape
parameters gg in those groups differ from one another. That reads

fIGðsk; bg; ggÞ ¼
b
gg
g

CðggÞ
1

s
gg þ 1
k

exp � bg
sk

� �
; g ¼ 1; 2; � � � ;G;

Hg þ 1� k�Hg þ hg; sk [ 0

ð3Þ

where

Hg ¼ 0; g ¼ 1Pg�1
i¼1 hi; g ¼ 2; 3; � � � ;G ;

�
bg [ 0; gg [ 0 ð4Þ

The group partially homogeneous texture satisfies fIGðsk; bg1 ; gg1Þ 6¼ fIGðsk;
bg2 ; gg2Þ, if g1 6¼ g2 and g1; g2 ¼ 1; 2; � � � ;G. Define b ¼ ½b1; b2; � � � ; bG�, g ¼
½g1; g2; � � � ; gG� and h ¼ ½h1; h2; � � � ; hG�.

With gk �CNð0;MÞ, the joint PDFs of z1; � � � ; zK are
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fiðz1; � � � ; zKÞ ¼
Z 1

0
fiðz1; � � � ; zK jskÞfIGðsk; bg; ggÞdsk

¼
YG

g¼1

b
gg
g CðNþ ggÞ
CðggÞ Mj j

" #hgYHg þ hg

k¼Hg þ 1
zk � iakpð ÞHM�1 zk � iakpð Þþ bg

� ��ðNþ ggÞ
;

ð5Þ

where i ¼ 0 and i ¼ 1 correspond to H0 and H1, respectively. With the estimated
parameters ak , bg and gg by the maximum likelihood estimator and the method of
moments, respectively, the G-GLRT is given by [17],

ð6Þ

bg are different in G groups, so are ggs, the scenario is suitable for the group partially
homogeneous clutter environment. When bg1 ¼ bg2 and gg1 ¼ gg2 , with g1 6¼ g2 and
g1; g2 ¼ 1; 2; � � � ;G, in this case, the G-GLRT reduces to the GLRT due to the
homogeneous scenario [18].

Notice that, the known CMS M is not suitable in the partially homogeneous
environment, we can establish the relationship for the CMS between in primary data
and in secondary data. Firstly, we model M as a complex inverse Wishart random
matrix [21],

M�CW�1
N ðv; kðv� NÞ �MÞ ð7Þ

where v denotes the degrees of freedom of the inverse Wishart distribution, ðv� NÞ �M
denotes the prior CM structure, and k denotes the power level of speckle. The PDF of
M is given by

f ðMÞ ¼ jkðv� NÞ �Mjv
�CNðvÞjMjvþN etr½�ðv� NÞkM�1 �M� ð8Þ

where �CNðvÞ ¼ pNðN�1Þ=2 QN
n¼1 Cðv� nþ 1Þ.

Then, we consider the maximum a posteriori (MAP) estimate of M by using the
secondary data yl, l ¼ 1; � � � ; L,

M̂ ¼ argmax
M

f ðy1; � � � ; yLjMÞf ðMÞ

/ kNv

jMjvþNþL etrf�M�1½Sþðv� NÞk �M�g
ð9Þ

where S ¼ PL
L¼1 yly

H
l . It follows from (9) that
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max
M

ðvþNþ LÞ logðjM�1jÞ � trfM�1½Sþðv� NÞk �M�g ð10Þ

Referring to the conclusion in [21], we have

M̂ ¼ Sþðv� NÞk �M
vþNþ L

ð11Þ

Substituting M̂ into (6), we obtain the KA-G-GLRT as

ð12Þ

3 CFAR Property of the KA-G-GLRT

In this section, we focus on the CFAR property of the KA-G-GLRT. It has been
testified in [17] that the G-GLRT has the CFAR property to bg and M. Here, we prove

the KA-G-GLRT also has the CFARness to M̂.
Since the left-hand side of the KA-G-GLRT contains a RV ŵk ,

ŵk ¼
pHM̂

�1
zk

��� ���2
zHk M̂

�1
zk þ bg

� �
pHM̂

�1
p

� � ð13Þ

the CFAR property to the M̂ of the KA-G-GLRT lies in whether the RV ŵk is inde-
pendent of the CMS, which will be shown as follows.

Let

tk ¼ M�1=2gk; ll ¼ M�1=2gl; l ¼ 1; � � � ; L; p0 ¼ M�1=2p ð14Þ

Then, tk �CNð0; INÞ, ll �CNð0; INÞ; l ¼ 1; � � � ; L. Under the H0 hypothesis,

zHk M̂
�1
zk ¼ skgHk M̂

�1
gk ¼ skt

H
k M�1=2M̂M

�1=2
� ��1

tk ¼ skt
H
k W

�1tk ð15Þ

where

W ¼ M�1=2M̂M
�1=2 ¼ 1

vþNþ L
M�1=2SM�1=2 þ ðv� NÞk

vþNþ L
M�1=2 �MM�1=2

¼ 1
vþNþ L

XL

L¼1
sllll

H
l þ ðv� NÞk

vþNþ L
M�1=2 �MM�1=2

ð16Þ
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Set XXH ¼ PL
L¼1 lll

H
l , here,

PL
L¼1 sllll

H
l ¼ XKXH, and K ¼ diagðslÞ. Due to

ll �CNð0; INÞ, we have K�1=2ll �CNð0;KÞ, and XKXH satisfies the complex
Wishart distribution with XKXH �CWNðIN ;KÞ for the IID random vectors ll.

M�1=2 �MM�1=2 is a constant with the known �M. Hence, random matrix W follows the

complex Wishart distribution. Thus, zHk M̂
�1
zk under the H0 hypothesis is independent

of the CMS M̂.
Further, rotate the vector p0 into the first coordinate vector, and setting

~t ¼ UHt�CNð0; IÞ, we have pHM̂
�1
zk

��� ���2= pHM̂
�1
p

� �

pHM̂
�1
zk

��� ���2
pHM̂

�1
p

¼ pH0W
�1tk

�� ��2
pH0W

�1p0
¼

eH1 ~W
�1
~tk

��� ���2
eH1 ~W

�1
e1

ð17Þ

where

~W ¼ UHWU ¼ 1
vþN þ L

UH
XL
l¼1

sllll
H
l Uþ ðv� NÞk

vþNþ L
UHM�1=2 �MM�1=2U;

e1 ¼ UHp0; e1 ¼ ½1 0 0 � � � 0�T
ð18Þ

and U is a unitary matrix.

Similarly, the reasons that the random matrix UH PL
l¼1 sllll

H
l U�CWNðI;UHKUÞ

and UHM�1=2 �MM�1=2U is a constant result in the random matrix ~W following the
complex Wishart distribution.

Finally, the RV ŵk can be rewritten as

ŵk ¼
eH1 ~W

�1
~tk

��� ���2
sktHk W

�1tk þ bg
	 


eH1 ~W
�1
e1

� � ð19Þ

Obviously, ŵk is independent of the CMS M̂. Therefore, the KA-G-GLRT has the
CFAR property to M̂.

In the following section, the performance of KA-G-GLRT will be evaluated.

Table 1. The energy distribution ratio ak of the range distributed target

Cell index 1 2 3 4 5 6 7 8 9 10 11 12

Model1 1/12 1/12 1/12 1/12 1/12 1/12 1/12 1/12 1/12 1/12 1/12 1/12
Model2 1/3 0 1/3 0 0 0 0 0 0 0 0 0
Model3 1/3 0 1/3 0 1/3 0 0 0 0 0 0 0
Model4 1/4 1/4 1/4 1/4 0 0 0 0 0 0 0 0

254 Y. Shi



4 Experimental Results and Performance Evaluation

We will evaluate the performance of the KA-G-GLRT and the compared detectors (1S-
G-GLRT [17], GCC-GLRT [16], OS-GLRT [5], and NSDD-GLRT [4]) by Fynmeet
radar data. The point that we wish to make that although the 1S-G-GLRT and the GCC-
GLRT applied the group method, the former assumed that sks were RVs in different
range cells and the secondary data were homogeneous, and the later assumed that sks
were the unknown and different constants in all groups, whose values can be estimated
by the likelihood estimator from the received sea echoes. In contrast, in our KA-G-
GLRT, sk satisfies an inverse Gamma distribution with different parameters in G
groups and the secondary data are partially homogeneous with an inverse Wishart
distribution, which is a better approximation of the real complicated scenario than that
in the 1S-G-GLRT and in the GCC-GLRT. The range distributed target is the multiple
dominant scattering (MDS) model [16]. Set K ¼ 12, the energy distribution ratio ak of
the target in each range cell is shown in Table 1.

The signal to clutter ratio is

SCR ¼ 1
Pc

XK

k¼1
jAakj2; ð20Þ

where A is the amplitude of detecting target, and Pc is the power of cpk. �M is given by
qji�jj with a one-lag correlation coefficient q.

The analyzed data are TFA10-006 recorded by the Fynmeet radar in 2006 [22].
Figure 1 shows the detection performance of five detectors versus SCR with the
parameters L ¼ 48, N ¼ 4, K ¼ 12, G ¼ 3, q ¼ 0, v ¼ 24, k ¼ 2,
b ¼ 0:133; 0:112; 0:604½ �, g ¼ 3:491; 2:260; 6:695½ �, h ¼ ½3; 3; 6� and Pf ¼ 10�3. The
reason of group may refer to [17]. The KA-G-GLRT behaves best for all five models,
such as in model 4 (see Fig. 1(d)), the 1S-G-GLRT is below the KA-G- GLRT by
approximately 1 dB, the OS-GLRT present about 2 dB worse, and the GCC-GLRT
and NSDD-GLRT present about 3 dB worst. The NSDD-GLRT and the OS-GLRT are
overcome by the KA-G-GLRT since the assumed homogeneous clutter in these two
detectors deviates from the real clutter that is partially homogeneous. The simplified
assumption that texture is an unknown constant leads to the worse behaviors of the
GCC-GLRT than the KA-G-GLRT wherein the random texture, much more coinciding
with the real environment, is used. Meanwhile, the KA speckle helps to promote the
detection performance of the KA-G-GLRT compared to the 1S-G-GLRT. We can
therefore draw a conclusion that the KA-G-GLRT behaves best in all four target
models, and it has a more extensive applicability.
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5 Conclusion

In this paper, we have dealt with the range distributed target detection in the grouped
partially homogeneous clutter environment. CG clutter has been composed of inverse
Gamma partially homogeneous texture and Gaussian speckle. A stochastic KA model
with complex inverse Wishart distribution was introduced, where the CMS exhibits
partially homogeneity. The KA-G-GLRT detector has been proposed in the paper.
Having the range cells grouped guarantees that texture satisfies an inverse Gamma
distribution but scale and shape parameters in those groups differ from one another.
The KA-G-GLRT is CFAR with respect to the ECM. The experimental performance
shows that, for four different MDS target models, the KA-G-GLRT outperforms the
1S-G-GLRT, GCC-GLRT, OS-GLRT and NSDD-GLRT, and has a more extensive
applicability in the real sea clutter. The validity of the KA-G-GLRT in partially
homogeneous clutter environment has been verified at length.

Fig. 1. Probability of detection versus SCR for the real data. (a) Model 1; (b) Model 2;
(c) Model 3; (d) Model 4.
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Abstract. The distributed alternating direction method of multipliers
is an effective method to solve large-scale machine learning. At present,
most distributed ADMM algorithms need to transfer the entire model
parameter in the communication, which leads to high communication
cost, especially when the features of model parameter is very large. In
this paper, an asynchronous distributed ADMM algorithm (GA-ADMM)
based on general form consensus is proposed. First, the GA-ADMM algo-
rithm filters the information transmitted between nodes by analyzing
the characteristics of high-dimensional sparse data set: only associated
features, rather than all features of the model, need to be transmitted
between workers and the master, thus greatly reducing the communica-
tion cost. Second, the bounded asynchronous communication protocol is
used to further improve the performance of the algorithm. The conver-
gence of the algorithm is also analyzed theoretically when the objective
function is non-convex. Finally, the algorithm is tested on the cluster
supercomputer “Ziqiang 4000”. The experiments show that the GA-
ADMM algorithm converges when appropriate parameters are selected,
the GA-ADMM algorithm requires less system time to reach conver-
gence than the AD-ADMM algorithm, and the accuracy of these two
algorithms is approximate.

Keywords: GA-ADMM · General form consensus · Bounded
asynchronous · Non-convex

1 Introduction

Information processing is an important research field of science and technol-
ogy. With the advent of the era of big data, information processing has become
more and more complex, and the classification and systematization of big data
has become a research hotspot. The classification problem of big data can
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be abstracted to solve the optimization problem, which can be described by
formula (1):

minfx(x,D), (1)

where D ∈ Rm∗n represents the training samples, x ∈ Rn is the model parame-
ter. m represents the number of samples and n represents the number of features.
Due to the large amount of data, in formula (1), sometimes not only is the data
set size large but also the number of features is large. Therefore, it is often
difficult to solve the above problem in a valid time with a single node, and
how to solve large-scale optimization problems by the distributed environment
is the main problem at present. The distributed alternating direction multiplier
method (ADMM) is an effective method to solve the optimization problems.
Moreover, its decomposability makes it suitable for distributed systems. The
main idea of the distributed ADMM algorithm is to transform large global prob-
lem into multiple small, local sub-problems, and derive the solution of global
problem by coordinating the solutions of sub-problems [1]. We can transform
formula (1) into a global consensus optimization problem, as shown in formula
(2):

min

M∑

i=1

fi(xi,Di),

s.t. xi = z, i = 1, 2, ...,M,

(2)

where Di ∈ Rmi∗n,
∑M

i=1 mi = m, M represents the number of nodes,
xi ∈ Rn represents the local variable, z ∈ Rn represents the global variable, and
fi : Rn → R is the loss function. In the formula (2), the data set D is decom-
posed into Di(i = 1, 2, ...,M), which can be distributed and stored in different
nodes. Moreover, each sub-problem fi(xi,Di) can be solved by one node in paral-
lel. This method of data parallelism can effectively solve the problems caused by
the large number of samples. [11] uses MapReduce to implement the distributed
ADMM algorithm, and in [15], the distributed ADMM algorithm is implemented
by MPI and applied to large-scale neural networks. As the number of working
nodes increases, the convergence speed of the distributed ADMM algorithm will
slow down. At the same time, due to the difference between nodes and network
delay, each node may update variables at a different rate. So, the performance
of the system is determined by the slowest node, which is called the “straggler”
problem [19]. In order to speed up the convergence of distributed ADMM algo-
rithms, [16] proposes a group-based ADMM algorithm (GADMM), which accel-
erates the convergence speed of the algorithm by grouping working nodes, but it
will cause a certain precision loss. In order to solve the “straggler” problem, [19]
proposes an asynchronous distributed ADMM algorithm (async-ADMM), which
uses bounded delay and partial obstacles to ensure the convergence of the algo-
rithm. All distributed ADMM algorithms introduced in [11,15,16,19] need to
transmit the whole model parameter in each iteration, thus the communica-
tion cost is high. Especially, when the features of the model parameter is very
large, the communication efficiency becomes the bottleneck of the distributed
ADMM algorithm. However, for large-scale and high-dimensional sparse data set,
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some features are only related to partial data blocks. For example, when dealing
with text classification problems, some words appear only in part of the text, so
each processor can only handle words that appear in the local corpus. Similarly,
when solving global consensus optimization problem, each worker can only pro-
cess the model parameter associated with its local data set, and only need to
interact the associated model parameter with the master. In this case, we can
convert formula (2) to formula (3):

min

M∑

i=1

fi(xi,Di),

s.t. xi = zGi
, i = 1, 2, ...,M,

(3)

where xi ∈ Rni is the local variable, z ∈ Rn is the global variable, zGi
∈ Rni

represents global variables associated with the local variable xi and it is a lin-
ear function of the global variable z. The problem described by formula (3) is
also called the general form consensus optimization problem [1]. To solve the
problem (3), we only need to transfer the ni features of the model parameter.
So when ni � n, the communication cost will be greatly reduced compared to
transmitting the entire model parameter.

In this paper, an asynchronous distributed ADMM algorithm (GA-ADMM)
for general form consensus optimization is proposed by analyzing the charac-
teristics of large-scale sparse data set and distributed systems. The distributed
ADMM framework is used to solve the problem of general form consensus with
regularization optimization, and the communication efficiency of the algorithm
is improved by filtering features. The bounded asynchronous communication
protocol is adopted to improve the scalability of the algorithm. Moreover, the
GA-ADMM algorithm is not only applicable to convex optimization, but also
applies to non-convex application.

The rest of the paper is arranged as follows: In Sect. 2, we introduce
the related work of distributed algorithms, and in Sect. 3 we describe the
asynchronous distributed ADMM algorithm for general form consensus with
regularization optimization (GA-ADMM). The convergence of the GA-ADMM
algorithm is analyzed in Sect. 4. In Sect. 5, the GA-ADMM algorithm is used
to solve the sparse logistic regression problem with L1 regularization, and the
public data set is used to test the performance of the algorithm on the “Ziqiang
4000” of Shanghai University, and the performance of the algorithm is compared
with the AD-ADMM algorithm [2]. Finally, we summarize the work of this paper
in Sect. 6.

2 Related Work of Distributed Algorithms

Memory and I/O resources are the bottlenecks of solving large-scale optimization
problems with a single machine. A large number of distributed algorithms have
emerged to solve these problems. [12] proposes a distributed SGD algorithm.
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[18] proposes a distributed ADMM algorithm for linear classification, which has
a faster convergence rate than the distributed SGD algorithm. [16] introduces a
group-based ADMM algorithm (GADMM), which speeds up the convergence of
the algorithm by relaxing global consensus constraints. But the accuracy of the
algorithm decreases. These algorithms are all based on synchronous communi-
cation protocol. All nodes must wait for other nodes to complete the calculation
before the next iteration, so the performance of the system is determined by the
slowest node. Compared with synchronous algorithms, asynchronous algorithms
can better adapt to heterogeneous distributed systems. [4] and [8] introduce
the distributed asynchronous SGD algorithm, [10] implementes an asynchronous
random coordinate descent algorithm. [19] proposes an asynchronous ADMM
algorithm, which is mainly for the case where the objective function is con-
vex. [2] and [3] propose an asynchronous AD-ADMM algorithm for non-convex
functions. [5] and [17] use hierarchical communication structure to reduce the
communication between nodes, thus improving the communication efficiency of
distributed ADMM. Although asynchronous communication protocol can effec-
tively solve the problem of slow nodes in the system, it is still necessary to pass
the entire model parameter in each iteration. When the dimension of the data
set is very high, the communication efficiency of the system is still the bottleneck
of the algorithm. This is also a common problem of distributed algorithms based
on data parallelism.

Another type of distributed algorithm is the distributed algorithm based on
model parallel. This kind of algorithms divide the data set by features, and each
node only processes the features associated with it, which can reduce the com-
munication cost. [4] proposes an asynchronous random coordinate descent algo-
rithm, which achieves the linear acceleration ratio in the multi-core systems. How-
ever, in [4], the shared memory method is used to implement model parallelism,
which is not suitable for large-scale distributed systems. In [14], the model par-
allel method is used to implement the distributed dual coordinate descent algo-
rithm. [7] proposes an stochastic coordinate descent algorithm (DF-DSCD) that
supports both data parallelism and model parallelism. Each node of the DF-DSCD
algorithm only needs to handle part of samples and part of features. It is not only
suitable for environments with large-scale data set, but also for the scenes with
high-dimensional data set. However, the main research object of this algorithm is
the logistic regression problem, and there is no further research on the case that the
objective function is non-convex. Moreover, stochastic coordinate descent algo-
rithm is not applicable to optimization problems with constraints. Compared with
the distributed stochastic coordinate descent algorithm, the distributed ADMM
algorithm can be better adapt to the distributed environment, and has a faster
convergence speed. In [13,20], the stochastic ADMM is proposed to solve the con-
vex optimization problems. [6] proposes an incremental asynchronous distributed
ADMM algorithm, which can solve the non-convex and non-smooth optimiza-
tion problems. However, its workers are only responsible for calculating the gra-
dient information, and it does not make full use of the advantages of distributed
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nodes. At the same time, the algorithm uses approximate calculations for solving
sub-problems, which may require more iterations to achieve convergence, thus
bringing greater communication cost.

This paper proposes an asynchronous distributed ADMM algorithm based on
general form consensus (GA-ADMM) for large-scale and high-dimensional sparse
data set. This GA-ADMM algorithm is based on data parallelism. Unlike [2], each
worker in the GA-ADMM algorithm only needs to transmit associated features
to the master, which can effectively reduce the communication cost. Different
from the algorithm in [6], the worker in the GA-ADMM algorithm not only
calculate the local variable, but also calculate the dual variable. The master is
only responsible for the update of the global variable, and the solving process of
the sub-problem can be controlled flexibly. Moreover, the algorithm is applicable
not only to convex optimization problem, but also to non-convex optimization
problem.

3 The Distributed Asynchronous ADMM Algorithm
Based on General Form Consensus with Regularization

In this section, we first introduce how to use the ADMM algorithm to solve the
general form consensus with regularization optimization problem, and further
proposes an asynchronous distributed ADMM algorithm to solve this kind of
problems.

3.1 General Form Consensus with Regularization Optimization and
ADMM

For the optimization problem of large-scale and high-dimensional sparse data
set, although the features of the model parameter is very large, there are fewer
features associated with each data block. This kind of problems is abstracted
into the general form consensus optimization problem in [1] (as shown in
formula (3)). Formula (4) adds a regularization term based on formula (3), called
the general form consensus with regularization optimization [1], which is more
general than (3).

min

M∑

i=1

fi(xi,Di) + g(z),

s.t. xi = zGi
, i = 1, 2, ...,M,

(4)

where g : R → R∩∞ is the regularization term. In formula (4), the local variable
xi only needs to be consistent with the associated global variable zGi

, so when
solving the local variable, only the associated global variable zGi

to be used, but
not the entire global variable. For the sake of presentation, we give the following
definition:
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Definition 1. Γ (i) represents the set of features associated with the i-th
(i=1,. . ., M) worker, and |Γ (i)| represents the size of the set Γ (i). Φ(j) repre-
sents the set of all workers associated with the j-th (j=1, . . ., n) feature, and
|Φ(j)| represents the size of the set Φ(j). zj represents the j-th feature of the
global variable z. xij represents the local variable associated with zj in the i-th
node, and yij is the corresponding dual variable. The set Ω represents all the
(i, j) pairs, and the pair (i,j) represent the i-th node associated with the j-th
feature.

By Definition 1, the set Ω can be expressed as shown in formula (5) and we can
convert formula (4) into formula (6):

Ω = {(i, j)|
n∑

j=1

i ∈ Φ(j)} = {(i, j)|
M∑

i=1

j ∈ Γ (i)}, (5)

min

n∑

j=1

M∑

i=1

f(xij ,Di) + g(z),

s.t. xij = zj ,∀(i, j) ∈ Ω.

(6)

Using the ADMM algorithm framework to solve formula (6), the iterative for-
mulae are shown in (7)–(10):

xk+1
i := argmin(fi(xi,Di) +

∑

j∈Γ (i)

ρ

2
‖xij +

yk
ij

ρ
− zk

j ‖2)), (7)

zk+1 := argminz(
n∑

j=1

∑

i∈Φ(j)

(
ρ

2
‖xk+1

ij +
yk

ij

ρ
− zj‖2) + g(z)), (8)

zk+1
Gi

:= {zj |∀j ∈ Γ (i)}, (9)

yk+1
ij := yk

ij + ρ(xk+1
ij − zk+1

j ),∀j ∈ Γ (i). (10)

In the distributed system, the master updates the global variable, and M workers
update the local variables and dual variables respectively. The topology diagram
is shown in Fig. 1. The worker first updates the local variable, and then sends the
local variable and dual variable to the master. After collecting the local variables
and dual variables from all workers, the master updates the global variable.
Finally, the master sends the associated global variable to each worker. After
the worker receives the associated global variable, it updates the dual variable
and loops until the stop condition is satisfied. The description of the synchronous
ADMM algorithm based on general consensus is shown in Algorithm 1.
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Master

Worker 1 Worker 2 Worker  M...

Xi,yi ZGi

Worker i ...

Fig. 1. The topology diagram of the ADMM algorithm based on general form consensus
with regularization.

Algorithm 1. The synchronous distributed ADMM based on general form
consensus with regularization

Algorithm of the Master:

Initialize z0 and set k = 0.
repeat

if k==0 then

wait until receiving xk+1
ij , yk

ij and Γ (i) from all workers.

end
else

wait until receiving xk+1
ij , yk

ij from all workers.

end

update zk+1 using (8)
update zGi using (9)
send zGi to all workers.
set k ← k + 1

until the stopping conditions are satisfied ;
Algorithm of the i-th worker:

Initialize x0
i ,y

0
i and set ki=0.

repeat

update xki+1
ij using (7)

if ki == 0 then

save the set Γ (i) and send xk+1
ij , yk

ij , Γ (i) to the master

end
else

send xk+1
ij , yk

ij to the master

end
wait until receive zGi from the master
update yki+1

ij using (10)
set ki ← ki + 1

until the stopping conditions are satisfied ;

3.2 Asynchronous ADMM Algorithm Based on General Form
Consensus

In Algorithm 1, the master cannot update the global variable z until it receives
information from all workers. This makes the system performance determined
by the slowest worker. In this paper, the algorithm is further improved, and the
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asynchronous ADMM algorithm is used to solve the general consensus optimiza-
tion problem. In each iteration, the master only needs to receive part of the
workers’ information to update the global variable. In addition, we first update
the dual variable, and then update the global variable, so that the latest dual
variable is used to update the global variable, which can reach convergence faster.
The iterative formulae are shown in (11)–(14):

xk+1
i := argmin(fi(xi,Di) +

∑

j∈Γ (i)

ρ

2
‖xij +

yk
ij

ρ
− z̃j‖2)), (11)

yk+1
ij := yk

ij + ρ(xk+1
ij − z̃j),∀(j) ∈ Γ (i), (12)

zk+1 := argminz(g(z) +
n∑

j=1

∑

i∈Φ(j)

(
ρ

2
‖xk+1

ij +
yk+1

ij

ρ
− zj‖2) +

γ

2
‖z − zk‖2), (13)

z̃Gi := {zj |∀j ∈ Γ (i)}, (14)

in which z̃j is the latest associated global variable received by the worker. In
Eq. (13), we add the term γ

2 ‖z − zk‖2 to ensure the convergence of the algo-
rithm. According to the characteristics of Eq. (13), we need to sum local variables
and dual variables when updating the global variable z. Therefore, in the com-
munication process, the worker send w (whose definition is shown in Eq. (15))
to the master, instead of sending local variable and dual variable respectively.
This will further reduces the amount of information that the worker sends to
the master:

wk+1
ij = ρxk

ij + yk+1
ij . (15)

Since the global variable associated with each worker is different and there is
only one master to update the global variable in the algorithm. Therefore, after
updating the global variable z, we need to update the global variable z̃Gi asso-
ciated with each worker. The update formula of z̃Gi is as shown in Eq. (14).

Algorithm 2 describes the GA-ADMM algorithm: the worker independently
updates its local variable xi and the dual variable yi, and computes wi. Then
sends wi to the master. After receiving the parameter information of A (A ≤ M)
workers, the master updates the global variable and the associated global vari-
able z̃Gi, and then sends z̃Gi to the corresponding worker. This loop does not
stop until all the stop conditions are met. In order to avoid the mater using too
old parameter information, when updating z, the algorithm requires that each
worker be updated at least once in the fixed period τ . We set an independent
counter ti for each worker and save it in the master. When the worker’s infor-
mation reaches the master, the corresponding counter ti is set to 0, otherwise
the counter ti is incremented by 1. All counters must be less than τ in the iter-
ations. Since the global variables associated with each worker are different, at
the first iteration, each worker needs to mark the global variable associated with
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it and sends this information to the master. In the Algorithm 2, Bk represents
the index subset of workers from which the master receives information during
iteration k, and Bc

k represents the complementary set of Bk.
Different from the literature [6], in each iteration, we get the exact solu-

tion of the local variable xi. The time required for solving the sub-problem is
higher in the system running process. Therefore, different solving algorithms
can be selected according to the specific problems in the system implementa-
tion, such as the dual coordinate descent method and the Trust Region Newton
method(TRON) [9]. These two algorithms are implemented in the system. Users
can select different solutions by passing parameters.

4 Convergence Analysis

In this section we analyze the convergence of the GA-ADMM algorithm. First,
we make the following assumptions:

Assumption 1. ti is the delay number of the i-th worker, and T (i, j) represents
the maximum difference of the delay numbers of all workers associated with zj

(Namely, T (i, j) = max |ti − tk|,∀i, k ∈ Φ(j)). The maximum delay number τ
satisfies the condition 0 < τ ≤ T (i, j),∀(i, j) ∈ Ω. And there is a constant
A ∈ [1,M ] such that the condition |Bk| < A is satisfied in each iteration.

Assumption 2. Each function fij(xij) is twice differentiable and there is a con-
stant Lij ≥ 0 such that the gradient of fij(xij) satisfies the Lipschitz continuous
condition.

Assumption 3. The regularization function g is a convex function and the
domain of g is compact. Moreover, the solution of formula (4) is bounded below
and there is an optimal value f̂ > −∞.

Theorem 1. If Assumptions 1–3 are true, and appropriate parameters are
selected to satisfy the formula (20)–(22):

∞ > Lρ(x0, y0, z0) − f̂ ≥ 0, (20)

ρ ≥
(1 + Lij + L2

ij) +
√

(1 + Lij + L2
ij)2 + 8L2

ij

2
,∀(i, j) ∈ Ω, (21)

γ >
A(1 + ρ2)(τ − 1)max(T (i, j)) − max |Φ(j)|ρ

2
,∀(i, j) ∈ Ω, (22)

then, the sequence of ({xk
i }M

i=1, {yk
i }M

i=1, {zk
j }n

j=1) generated by the GA-ADMM
is bounded and has limit points which satisfy the KKT conditions of problem (4).

It is implied by Theorem 1 that the GA-ADMM is guaranteed to converge to
the set of KKT points so long as ρ and γ are large enough. It can be seen from
formula (22) that A should be increased as the number of workers M increases
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Algorithm 2. GA-ADMM: The asynchronous distributed ADMM based
on general form consensus with regularization

Algorithm of the Master:

Initialize z0 and set k = 0, t1 = t2 = ... = tM = 0.
repeat

if k==0 then
wait until receiving w̃ij and Γ (i) from all workers, set Bc

k = φ.

wk+1
ij = w̃ij . (16)

end
else

wait until receiving w̃ij from all workers i ∈ Bk such that |Bk| ≥ A and
(t1, t2...tM ) < τ , and then update

ti =

{

0 : ∀i ∈ Bk,

ti+1 : ∀i ∈ Bc
k,

(17)

wk+1
ij =

{

w̃ij : ∀i ∈ Bk,

wk
ij : ∀i ∈ Bc

k.
(18)

end
update

zk+1 := argminz(g(z) +

n
∑

j=1

∑

i∈Φ(j)

(
ρ

2
‖wk+1

ij

ρ
− zj‖2) +

γ

2
‖z − zk‖2). (19)

update z̃Gi using (14)
send z̃Gi to the workers in Bk.
set k ← k + 1

until the stopping conditions are satisfied ;
Algorithm of the i-th worker:

Initialize x0
i ,y

0
i and set ki=0.

repeat

update xki+1
ij , yki+1

ij using (11) and (12)

if ki == 0 then
save the set Γ (i)

end

compute wk+1
ij using (15)

if ki == 0 then

send wk+1
ij , Γ (i) to the master

end
else

send wk+1
ij to the master

end
wait until receive z̃Gi from the master
set ki ← ki + 1

until the stopping conditions are satisfied ;
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if the maximum delay number τ(τ > 1) remains unchanged. This is because the
larger M , the larger |Φ(j)|, and the more outdated information is used for each
update, so the threshold A should be increased in order to ensure the convergence
speed. On the other hand, when τ = 0, the GA-ADMM algorithm is equivalent
to the synchronization algorithm, and γ can be set to 0. Otherwise, γ should
increase as τ increases.

5 Experiments and Discussion

In this section, we use the GA-ADMM algorithm to solve the sparse logistic
regression problem, test its convergence and performance, and compare the algo-
rithm with the asynchronous distributed ADMM (AD-ADMM) algorithm pro-
posed in [2]. The sparse logistic regression problem can be described as shown
in formula (23):

min
1
M

M∑

i=1

log(1 + exp(−biD
T
i x)) + β‖x‖1 (23)

where Di ∈ Rn is the sample dataset, x ∈ Rn is the model parameter,
bi ∈ {−1, 1} is the label of the sample and β > 0 is the scalar regularization
parameter.

5.1 Experimental Environment and Parallelization Implementation

We tested the algorithms on the cluster supercomputer “Ziqiang 4000” of
Shanghai University. Each node of the cluster has an Intel E5-2690 CPU (2.9
GHz/8-core) processor and 64 GB of random access memory. The network band-
width of the cluster is 5.6 GB. We use the KDDb (raw)1 and KDDa2 as the test
data sets. The KDDb (raw) has more than 19 million samples and one million
features, the KDDa has more than eight million samples and 20 million features.
We implement the algorithm use MPICH v3.2.1 as the inter-processor commu-
nication and use C++ as the programming language.

In the system, we use nine computing nodes and 65 processes, one processes
is selected as the master and the others as workers. The initial residual rk and
the dual residual sk, which are defined as formula (24), are used to set the stop-
ping criterion of the GA-ADMM algorithm. The algorithm doesn’t stop until
the initial residual and the dual residual satisfy formula (25) and (26):

‖rk‖22 =
1
M

ΣM
i=1

∑

j∈Γ (i)

‖xk
ij − zk

j ‖22, ‖sk‖22 = ρ2‖zk − zk−1‖22, (24)

1 https://www.csie.ntu.edu.tw/∼cjlin/libsvmtools/datasets/binary.html#kdd2010
raw version (bridge to algebra).

2 https://www.csie.ntu.edu.tw/∼cjlin/libsvmtools/datasets/binary.html#kdd2010
(algebra).

https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html#kdd2010
https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html#kdd2010
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‖rk‖2 ≤ ABS ∗ √
m + REL ∗ max{ 1

M

M∑

i=1

‖xk
i ‖2, ‖zk‖2}, (25)

‖sk‖2 ≤ ABS ∗ √
m + REL ∗ 1

M

M∑

i=1

‖yk
i ‖2, (26)

where m represents the total number of samples, both the absolute error ABS
and the relative error REL are set to 0.001.

5.2 Convergence Test of the GA-ADMM Algorithm

In this section we test the convergence of the GA-ADMM algorithm. 64 workers
are used in the experiment, and different thresholds are selected to test the
algorithm. When testing with the data set KDDb (raw), the threshold A is taken
as 64, 32, and 8, respectively. While the data set KDDa is used for testing, the
threshold A is taken as 64, 16, and 4, respectively. The maximum delay number
τ is set to 5, and the penalty term parameter ρ is set to 6. The sub-problem
is solved by the TRON. When the threshold A is set to 64, the algorithm is
synchronous, and the maximum delay number has no effect on the algorithm.
Figures 2 and 3 respectively show the convergence of the algorithm when the
data set is KDDb (raw) and KDDa.

Figures 2 and 3 show that when the other parameters are the same, the
total number of iterations required for the GA-ADMM algorithm to converge
increases as the threshold decreases, but the total system time decreases. This
is because the smaller the threshold, the more outdated information the master
uses to update the global variable, so the total number of iterations increases.
However, since the waiting time and the sending time of the master decrease,
the total time decreases instead. Figures 2 and 3 also show that the convergence
of the GA-ADMM algorithm can be guaranteed when appropriate parameters
are selected.
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Fig. 2. Convergence of the GA-ADMM algorithm: the data set is KDDb (raw) and A
represents the threshold



GA-ADMM for Learning with Sparse Data Set 271

0 200 400 600 800 1000 1200 1400 1600 1800
0.1

0.2

0.3

0.4

0.5

0.6

0.7

(a) System Time vs. Objective Value

O
bj

ec
tiv

e 
V

al
ue

System Time(second)

 A=64
 A=16
 A=4

0 50 100 150 200
0.1

0.2

0.3

0.4

0.5

0.6

0.7

(b) Iteration vs. Objective Value

O
bj

ec
tiv

e 
V

al
ue

Iteration

 A=64
 A=16
 A=4

Fig. 3. Convergence of the GA-ADMM algorithm: the data set is KDDa and A repre-
sents the threshold

5.3 Performance Test of the GA-ADMM Algorithm

We test the system time cost and accuracy of the GA-ADMM algorithm in this
section, and compare it with the AD-ADMM algorithm. The setting of relevant
parameters is the same as in Sect. 5.2.

The system time is the running time of the master, which includes communi-
cation time and computation time. The communication time includes the time
when the master waits to receive w from the workers and the time when the
associated model parameters are sent to the workers, and the computation time
includes the update time of the global variable z and the associated global vari-
able zGi. Figure 4 shows the system time cost of the GA-ADMM algorithm and
the AD-ADMM algorithm with different thresholds.
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Fig. 4. The system time of the GA-ADMM and the AD-ADMM: ty represents the
algorithm type, ty = 0 represents the GA-ADMM algorithm, and ty = 1 represents
the AD-ADMM algorithm. A represents the threshold

It can be seen from Fig. 4 that the system time cost of the GA-ADMM algo-
rithm is less than that of the AD-ADMM algorithm with the same parameters.
On the one hand, in the GA-ADMM algorithm, only the associated parameters
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need to be transmitted between nodes, so the communication time is greatly
reduced. On the other hand, when updating the global variable, the AD-ADMM
algorithm needs to compute all features of the model, and the GA-ADMM
algorithm only needs to compute the association features of the correspond-
ing worker, so the computation time required for each iteration is reduced. This
advantage becomes more apparent as the number of features of the data set
increases. As shown in Fig. 4, since the features of data set KDDa is much larger
than that of data set KDDb (raw), the comparison of the computation time is
more obvious.

Finally, we test the accuracy of the GA-ADMM and the AD-ADMM. The
accuracy is defined as the proportion of correctly predicted samples to the total
number of samples, and can be described by Eq. (27):

Accuracy = (Ntp + Ntn)/Ntotal, (27)

where Ntp represents the number of the predicted correct positive sample, Ntn

represents the number of predicted correct negative sample, and Ntotal represents
the total number of samples.

Figure 5 shows the accuracy of the GA-ADMM and the AD-ADMM at dif-
ferent thresholds. As can be seen from Fig. 5, the difference in accuracy between
these two algorithms is not obvious. In the same situation, when the data set
KDDb (raw) is used for testing, the accuracy of the GA-ADMM algorithm is
slightly higher than that of the AD-ADMM algorithm, while when the data set
KDDa is used for testing, the accuracy of the AD-ADMM algorithm is higher.
However, the accuracy of the GA-ADMM algorithm decreases with the decrease
of the threshold. This is because the global variable associated with each worker
in the GA-ADMM algorithm is different, the update time of each feature of
global variable is also different. When the threshold is too small, the difference
will increase, which will lead to a decrease in accuracy. As shown in the analy-
sis in Sect. 4, when the number of workers increases, the threshold should also
increase in order to ensure the convergence of the algorithm.
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Fig. 5. The accuracy of the GA-ADMM and the AD-ADMM: ty represents the algo-
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6 Conclusion

In order to reduce the communication cost of large-scale distributed algorithms,
this paper first proposes an asynchronous distributed ADMM algorithm based
on general consensus (GA-ADMM) by analyzing the characteristics of high-
dimensional sparse data set and distributed ADMM algorithms. In the GA-
ADMM algorithm, each worker only needs to process the associated features of
the model parameter, and only the associated features need to be passed between
nodes, but not all the features, thus greatly reducing the communication cost.
Then, bounded asynchronous and partial obstacles are used to ensure the con-
vergence of the algorithm, and the convergence of the algorithm is analyzed. This
algorithm is not only suitable for convex optimization problem, but also for non-
convex optimization problem. Finally, the algorithm is used to solve the logis-
tic regression problem with L1 regularization on the high-performance parallel
platform “Ziqiang 4000” of Shanghai University, and the algorithm is tested by
KDDb(raw) and KDDa data sets. The experimental results show that the algo-
rithm converges with reasonable parameter settings. Moreover, we compare the
performance of the GA-ADMM algorithm to the AD-ADMM algorithm. Exper-
iments also show that under the same conditions, the GA-ADMM algorithm
requires less system time than the AD-ADMM algorithm, and the accuracy of
these two algorithms is approximate. In this paper, the distributed ADMM algo-
rithm is optimized mainly by reducing the communication cost between nodes.
The time proportion of solving sub-problems of the algorithm is also large. We
will further study the optimization strategy of solving sub-problems in the future.
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Abstract. Spectrum sensing is one of the key technologies in cognitive
radio systems. Efficient spectrum sensing can improve the communica-
tion network throughput and reduce the possibility of frequency collision.
Hidden Markov Model (HMM) is a common spectrum sensing algorithm,
which can enhance the energy detection (ED) algorithm by using histor-
ical observation information under unsupervised conditions. However,
this algorithm assumes the regularity of the primary user occupying the
spectrum to obey the Markov property. If the assumption is inconsistent
with the facts, the performance of the algorithm will deteriorate. So,
we propose a spectrum sensing algorithm based on Hidden Semi-Markov
Model (HSMM) in this paper. It can solve the shortcoming of HMM
because it has a high-order timing representation capability. Numerical
simulations show that this model can effectively improve the detection
performance of ED. It improves the SNR tolerance of 4 dB, or shortens
the sensing time to a quarter of the time that the traditional ED method
takes. In addition, the proposed algorithm is applicable to more scenar-
ios than HMM. When the Markov property of the spectrum state fails,
the proposed algorithm still performs better than HMM.

Keywords: Cognitive radio · Spectrum sensing · Hidden Semi-Markov
Model

1 Introduction

Along with the rapid development and wide application of wireless communica-
tion technology, the shortage of spectrum resources has become more promi-
nent. Cognitive radio is one of the effective approaches to solve this prob-
lem [1]. It improves network throughput by discovering and utilizing idle spec-
trum resources. In cognitive radio systems, efficient sensing of spectrum holes
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is essential. In recent years, many scholars have studied spectrum sensing and
achieved brilliant results. Spectrum sensing can be divided into multiple types
depending on the sensing scene [2]. In terms of the number of sensing nodes,
spectrum sensing is divided to single-node sensing and multi-node cooperative
sensing. Multi-node cooperative sensing can effectively alleviate shadow fad-
ing, multipath fading, hidden terminals and other issues in single-node sensing
through spatial diversity gain. In terms of perceived bandwidth spectrum sensing
can be divided into narrowband spectrum sensing and wideband spectrum sens-
ing. The classic three spectrum sensing algorithms, energy detection, matched
filtering detection, and cyclostationary feature detection are for all narrowband
spectrum sensing algorithms, while in wideband scenarios, the available spec-
trum sensing methods are based on compressed sensing theory.

In this paper, we improves the traditional single-node and narrow-band spec-
trum sensing algorithm by introducing the time series model. A large number
of measured data show that the primary users have certain regularity on the
occupied state of the licensed spectrum [3,4]. If the regularity will be prop-
erly utilized, the spectrum sensing performance can be effectively improved [5].
In the existing researches, the spectrum state is usually modeled as a Markov
model as shown in the Fig. 1, which assumes that the state of the spectrum
at the current time is related to the “work” or “idle” state of the spectrum
at the previous moment; and spectrum sensing is modeled as a hidden Markov
model (HMM)[6]. The spectrum state obeying Markov property is invisible to
the observer and is a hidden variable. The visible observed variable is uniquely
determined by the state variable at the current moment through a probability
transfer mechanism. The probability transfer mechanism is generally assumed
to be a Gaussian channel. Experiments indicate that, by introducing the HMM
framework, the detection performance of traditional spectrum sensing algorithms
such as ED can be effectively improved in unsupervised scenarios.

Fig. 1. Hidden Morkov model.
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However, the HMM is a nearest neighbor model, it only assumes that there
is a correlation between the two states at the adjacent time [7]. Therefore, when
a high-order temporal correlation in the regularity of the spectrum state holds,
the Markov model will be unsuitable and the spectrum sensing performance will
be limited. In view of this situation, the literature models the spectrum state of
the hidden layer as a high-order Markov model to obtain high-order temporal
representation ability [8]. However, the complexity of the model increases expo-
nentially as the model order increases, which makes the training of the model
difficult, and even unavailable when the order is high.

To reduce the complexity in high-order Markov model, this paper models the
spectrum state of the hidden layer as a semi-Markov model, and proposes a spec-
trum sensing algorithm based on the hidden semi-Markov model (HSMM) [9].
Compared with the high-order Markov model, the semi-Markov model has a cer-
tain simplification in the high-order time series correlation. It only cares about
the relationship between state switching and state duration, so retains most of
the high-order timing representation capability. Simulation results show that
the proposed algorithm has wider applicable scenarios than the HMM-based
spectrum sensing algorithm. When the spectrum state obeys different regulari-
ties, the proposed algorithm still obtains better detection performance than the
HMM-based algorithm.

The rest of the paper is organized as follows: The second part describes the
sensing model, the third part introduces the model algorithm, including the
model parameter learning method in the unsupervised scene and the online esti-
mation method of the spectrum state. The fourth part gives the simulation test
to verify the performance of the proposed algorithm, the fifth part summarizes
the full paper.

2 Spectrum Sensing Model

HSMM is an extension of HMM. Its hidden state transition probability is no
longer a constant, but a variable related to state dwell time. It overcomes the
limitation of model in Markov assumption. The model can described by quater-
nary symbol λ = (π,A,P ,B).

π is initial state probability vector,

π = (π0, π1) (1)

where
πi = P (q1 = si), i = 0, 1 (2)

indicates the probability when the initial state of the hidden state sequence q1
is si. For the spectrum state, this paper makes a binarization hypothesis, i.e. s0
indicates spectrum is idle, s1 represents spectrum being occupied.
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A, P indicate the transfer relationship of the hidden state sequence, the
hidden state sequence can be regarded an assemble of state segment. A is the
state transition probability matrix,

A =
[

a00 a01

a10 a11

]
=

[
0 1
1 0

]
(3)

where aij indicates the transition probability that state si transfers to state sj .
Since the state segment must be transferred to another state in the end, its
self-transition probability is 0. P is the state dwell time probability matrix,

P =
[

P0 (1) P0 (2) . . . P0 (D)
P1 (1) P1 (2) . . . P1 (D)

]
(4)

where D is the maximum dwell time, Pi (d) denotes the probability when state
segment is in the state si and its dwell time is d. Then, the transition probability
of the hidden state sequence is defined as

ai(j,d) = P
(
q[t+1:t+d] = sj |qt] = si

)
= aijpj (d) (5)

where the inclusive symbol ‘[‘, ’]’ is used to indicate the left and right inclusive-
ness in time, for example, q[t+1:t+d] = sj indicates that the state sequence is sj

from time t+1 to time t + d, but at time t and time t + d + 1 must not be sj ;
qt] = si infers that the state sequence at time t is si, and at time t + 1 must not
be si, but at time t − 1 may or may not be si. Then, the probability that the
state at time t + τ is sj when the state at time t is si can be gain by

P (qt+τ = sj |qt = si) =
D∑

d=τ

ai(j,d), τ ≤ D (6)

B is the observation probability matrix,

B = [bi (vn)] , i = 0, 1;n = 0, 1, . . . (7)

where vn is observation space, and

bi (vn) = P (ot = vn|qt = si) (8)

indicates the probability that the observed variable ot is vn when the state qt

is si. We assume the propagation channel is a Gaussian channel. So, when the
observed variable is signal energy, the observed probabilities are subject to dif-
ferent Gaussian distributions, i.e. b0 (on) ∼ N

(
μ0, σ

2
0

)
and b1 (on) ∼ N

(
μ1, σ

2
1

)
,

where μ0 =nσ2
n, σ2

0 = 2nσ4
n, μ1 =n(σ2

n +σ2
s), σ2

1 = 2nσ2
n(σ2

n +2σ2
s). n is the num-

ber of samples, σ2
s is primary user’s signal energy level and σ2

n is the noise
level [10].

The generation process of HSMM’s state sequence and observation sequence
is shown in Fig. 2. The state segment is described by (in, dn), where in is the
state of the segment n and dn denotes the duration of this segment. Firstly, a
series of state segments are generated. Different state segments correspond to
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different states and durations respectively, and state segments with respect to
the same state must not be adjacent. Then, these state segments are mapped
onto the time series to generate a state sequence. Subsequently, the observation
sequence is generated correspondingly. It should be noted that, in general, for
the observer only the observation sequence is visible in the entire model, and the
shaded parts in the figure are hidden.

Fig. 2. Hidden Semi-Morkov model.

3 Learning and Estimation Algorithm

3.1 Model Parameter Learning

Cognitive radio systems often work in unfamiliar environment, and the priori
information of primary user is usually unavailable. So spectrum sensing algo-
rithms should have the ability of unsupervised learning.

Given an observation sequence O1:T = [o1, o2, . . . , oT ], the parameters of
HSMM can be estimated based on the EM algorithm by means of parameter
re-estimation. We shall first define the forward probability and backward prob-
ability of HSMM as

αt (i) = P
(
qt] = si, o1:t|λ

)
=

∑
d∈D

α∗
t−d+1 (i) pi (d) ut (i, d) (9)

α∗
t+1 (i) = P

(
q[t+1 = si, o1:t|λ

)
=

∑
j∈S\{i}

αt (j) aji (10)

β∗
t+1 (i) = P

(
ot+1:T |q[t+1 = si, λ

)
=

∑
d∈D

pi (d) ut+d (i, d) βt+d (i) (11)
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βt (i) = P
(
ot+1:T |qt] = i, λ

)
=

∑
j∈S\{i}

aijβ
∗
t+1 (j) (12)

where

ut (i, d) =
t∏

τ=t−d+1

bi (oτ ) (13)

The boundary conditions are

α∗
t (i) =

{
πi, t = 1
0, t < 1 (14)

and

βt (i) =
{

1, t = T
0, t > T

(15)

Using forward probability and backward probability, we can derive the prob-
ability of the model state si with duration d ending at time t as

ηt (i, d) = P
(
q[t−d+1:t] = i, o1:T |λ)

= α∗
t−d+1 (i) pi (d) ut (i, d) βt (i) (16)

Consider that there is
P (qt:t+1 = si, o1:T |λ) = P (qt = si, o1:T |λ) − P

(
qt] = si, o1:T |λ)

P (qt:t+1 = si, o1:T |λ) = P (qt+1 = si, o1:T |λ) − P
(
q[t+1 = si, o1:T |λ) (17)

We can derive the probability of the state si at time t with the complete obser-
vation sequence o1:T as

γt (i) = P (q1 = si, o1:T |λ)
= γt−1 (i) + P

(
q[t = si, o1:T |λ) − P

(
qt−1] = si, o1:T |λ)

(18)
= γt−1 (i) + α∗

t (i) β∗
t (i) − αt−1 (i) βt−1 (i)

The boundary condition is

γ1 (i) =P (q1 = si, o1:T |λ) = P
(
q[1 = si, o1:T |λ)

= πiβ
∗
1 (i) (19)

With the above probability, the model parameters can be re-estimated by
the following formula [9]

pi (d) =

∑
t

ηt (i, d)
∑
d

∑
t

ηt (i, d)
(20)

μi =

∑
t

γt (i) ot∑
t

γt (i)
(21)

σ2
i =

∑
t

γt (i) (ot − μi)
2

∑
t

γt (i)
(22)

3.2 Online Estimation of Spectrum State

The common method to estimate the hidden state for HSMM is the Viterbi
algorithm [11], but it is a smoothing algorithm and is not suitable for online
estimation of spectrum states. Therefore, we use the state estimation method
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based on posterior probability. In HSMM, the historical observation data can
be used to extract a priori estimation of the spectrum state to be detected.
By combining the estimated a priori state and the current observation with the
current observation, the posterior estimation of the state can be obtained. The
test decision formula is

P (qt = s1|o1:t, λ) >< γ (23)

where γ is the probability decision threshold. When γ = 0.5, this formula is
Maximum a posteriori probability (MAP) detection, which is the detection with
the lowest average error rate.

In order to obtain the posterior probability of the state in real time, we pro-
pose an iterative calculation method, which has lower computational complexity.
Firstly, define an auxiliary joint probability as

ζt (i) = P (qt = si, o1:t|λ) (24)

Thus, we have

P (qt = si|o1:t, λ) =
ζt (i)∑

j

ζt (j)
(25)

P (qt = si, o1:t−1|λ) =
ζt (i)
bi (ot)

(26)

Referring to the formula (17) and using the formula (26), we can obtain

ζt (i) = [ζt−1 (i) +α∗
t (i) − αt−1 (i)] bi (ot) (27)

The boundary condition is
ζ1 (i) = πibi (o1) (28)

In this way, the real-time observation data ot at each time is obtained, the
posterior probability of the current system state can be estimated by recursive
calculation ζt (i), and the state estimation result is obtained by formula (23).
Besides, it is necessary to calculate αt (i) and α∗

t+1 (i) for facilitating the next
estimate.

4 Numerical Simulation

In this part, we verify the performance of the proposed algorithm by Monte
Carlo simulation. In order to simulate the spectrum patterns, we generate a
state sequence based on the queuing theory model which is commonly used in
time series modeling [12], and then create the observation sequences via Gaus-
sian channel. Considering the impact of different spectrum usage patterns to
detection performance, two sets of data are generated for numerical simulation
based on M/M/1 and Ek/Ek/1 models commonly used in queuing theory. The
specific parameters are shown in the Table 1.
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Table 1. Simulation data model parameters.

Model SNR N Distribution Distribution parameter

M/M/1 −10 dB 300 Negative exponential distribution λ = [1/9, 1/6]

Ek/Ek/1 −10 dB 300 Erlang distribution k = [100, 80]

θ = [0.29, 0.25]

Fig. 3. Simulation data: (a) M/M/1; (b) Ek/Ek/1.

All spectrum sensing algorithms can achieve a good detection performance
when the SNR is high. In order to differentiate the detection performance of dif-
ferent algorithms, we set a simulation environment with low SNR.The simulation
data is shown in Fig. 3.

Figure 4 compares the detection performance of the three algorithms ED,
HMM and HSMM under different simulation data models. It can be seen from
the observation of the ROC curve that the detection performance of HMM and
HSMM is better than ED, showing that rational usage of the correlation among
time series effectively improve the effect of spectrum sensing.

Comparing the performance of HMM and HSMM in two simulation data
models, the detection performances of the two algorithms in M/M/1 model are
almost the same, while in Ek/Ek/1 model, HSMM is obviously better than
HMM. Figure 5 explains the reason for this difference. The simulation data gen-
erated by the M/M/1 model has an approximate negative exponential distri-
bution of the dwell time probability of each state in the state sequence. Both
HMM and HSMM can learn and match this pattern well. However, for the sim-
ulation data generated by the Ek/Ek/1 model, the dwell time distribution is a
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Fig. 4. ROC : (a) M/M/1; (b) Ek/Ek/1.

slightly right-biased bell-shaped distribution. In this case, only HSMM matches
this pattern well. Table 2 gives the corresponding KL divergence which describes
the effect of the match quantitatively. As we have analyzed, HMM’s KL diver-
gence in Ek/Ek/1 is large, indicating HMM mismatches the simulation data. So
the detection performance of HSMM is not as good as HSMM’s.

Fig. 5. Dwell time distribution: (a) simulation data from M/M/1; (b) simulation data
from Ek/EK/1; (c) HMM for M/M/1; (d) HMM for Ek/Ek/1; (e) HSMM for M/M/1;
(f) HSMM for Ek/Ek/1.
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In summary, compared to HMM, HSMM-based spectrum sensing algorithm
is more applicable, and it does not require the spectral state to obey Markov
property.

Setting the detection probability as a constant Pd = 0.95 and fixing the
remaining parameters, we can study the influence of different factors on the
detection performance of the algorithm by observing the false alarm probability.
Figure 6 shows the detection performance under different SNR. HSMM also has
poor detection performance under low SNR, but its SNR tolerance is average
4dB higher than ED. This means HSMM can work properly in a lower SNR
environment.

Table 2. Algorithm’s KL divergence for different simulation data

Simulation data model

M/M/1 Ek/Ek/1

Algorithm model HMM 0.31 1.91

HSMM 0.30 0.18

Fig. 6. Algorithm’s detection performance with different SNR.

Figure 7 shows the detection performance under different length of sampling.
The length of the sampling determines how long it takes to sense. The shorter
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the sensing time is, the higher reuse rate of idle spectrum resources and the
lower probability of frequency conflicts will be obtained. When the detection
performance is the same, the length of sampling required by HSMM is only
almost a quarter of ED and a half of HMM, which significantly shortens the
time of spectrum sensing.

Fig. 7. Algorithm’s detection performance with different sample number.

5 Conclusion

We propose a spectrum sensing algorithm based on HSMM. Compared with the
traditional ED algorithm, it enhances the detection performance by rationally
utilizing the high-order timing relationship of the spectrum state, and can work
normally in a lower SNR environment. In addition, its sensing time is shorter,
which is only almost a quarter of ED’s. The algorithm has a wider application
range than the HMM-based spectrum sensing algorithm. It can obtain better
detection performance when there are arbitrary timing laws in the spectrum
state.
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Abstract. Detection techniques of micro-motion targets have been explored
with increasing attention according to its complex and flexible features. In this
paper, concepts and existing achievements of micro-motion and micro-Doppler
are summarized horizontally from two aspects: micro-motion analysis founda-
tion and techniques, strategies and implement. Addressing this goal, a general
micro-Doppler formula is introduced with four typical micro-motion forms.
Moreover, several extraction and imaging methods are demonstrated from four
perspectives, i.e. radar quantity, micro-motion complexity, other strategies and
potential problems. Subsequently, available application on ballistic target
recognition and critical issues of this emerging field are proposed, with a pro-
spect towards the trend of development.

Keywords: Micro-motion � Micro-Doppler � Micro-motion model � Feature
extraction � Radar imaging � ISAR

1 Introduction

With the continuous development of signal processing and semiconductor techniques,
imaging radar has been widely utilized in both military and civilian fields due to its
excellent performance in information acquisition. Compared with the traditional
detection and tracking radar for coordinate parameter measurement such as detection,
ranging and angle measurement, the imaging radar, which is extensively exploited, can
acquire high-resolution images of the observation target or scene then extract its shape,
size and other information [1].

As anthropic exploration activities have shown a tremendous increase in space, the
amount of spatial micro-motion targets such as satellites and space debris has risen
sharply. Due to their high moving velocity and complex motion forms, these space
targets not only affect the normal operation of spacecraft, but also pose a threat to
homeland security. Consequently, there is an urgent need for developing techniques on
space situational awareness, air defense and anti-missile based on the high-resolution
imaging, feature extraction and recognition of radar 3-dimensional micro-motion targets.
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Imaging radars are mainly categorized into Synthetic Aperture Radar (SAR) [2, 3]
and Inverse Synthetic Aperture Radar (ISAR) [3, 4]. Among them, ISAR achieves high
resolution by applying a large time-bandwidth product, and simultaneously high azi-
muth resolution by exploiting the inverse synthetic aperture array formed by the rel-
ative motion between the target and the radar. Generally, while the entire target or
target component is moving, there always exists a micro-motion (or micro-dynamics)
other than centroid translation such as vibration, rotation and accelerated movement
[5]. For high-resolution imaging radars, target micro-motion is defined as the small
motion of the whole target or some components in the direction of the radar’s line of
sight (LOS) compared with the radial distance between the target and the radar. For
representative space targets such as space debris, warheads and decoy targets, micro-
motion is generally classified into certain forms as spins, precession, nutation, roll and
swing [6]. Relatively, the corresponding frequency modulation generated when a tar-
get’s micro-motion implements a phase modulation to the radar echo is called micro-
Doppler signal. The micro-Doppler effect, apparently, refers to the phenomenon about
extra modulation caused by micro-motions [1].

Gone are the days when micro-Doppler signals were regarded as unfavorable
factors rather than meritorious information because of the rudimentary signal pro-
cessing technology. It was only until 2000 when the concept of micro-motion and
micro-Doppler was officially introduced and applied in microwave radar observation
by V. C. Chen from the US Naval Research Laboratory, that the observation and
utilization of the micro-Doppler effect becomes prevalent [7–10]. The improvement of
the radar detection refinement avoids the micro-Doppler signal being simply removed
any more. On the contrary, it is used to characterize the target’s attribute type and
motion intent after feature extraction, by which, the abundant information, e.g. struc-
ture, shape, motion state, material properties and stress state becomes available [11].
Since then, worldwide scholars have increasingly devoted themselves to the research
on feature extraction, imaging and recognition techniques of micro-motion targets, in
which domain, significant and remarkable achievements have been accomplished.

Most of research papers and surveys nowadays [7, 11–14] have provided a
unambiguous prospect of techniques about micro-motion observation according to the
dimension from the data processing process. For instance, article [11] analyzes the
existing micro-motion models, feature extraction, imaging and recognition techniques
in data processing order. Based on the existing surveys, this paper summarizes the
available micro-motion feature extraction and imaging techniques horizontally from the
perspective of analysis foundation and implementation strategies. Respectively, this
paper is divided into the following parts. Section 2 introduces the premier basis of
micro-motion analysis, e.g. modeling and summarizes four general micro-motion
models along with several practical problems. Section 3, from the perspective of
techniques, strategies and implement, arranges the existing research on micro-motion,
which consequently consists of four sub-perspectives: radar quantity, target motion
complexity, other methods and related problems. Then, various of application and
potential development trend of the micro-motion target are briefly introduced in
Sect. 4. Finally, Sect. 5 concludes the whole paper and discuss our further research
directions in micro-motion target domain.
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2 Micro-motion Analysis Foundation

2.1 General Micro-motion Model

When analyzing a micro-motion target, it is initial to construct a micro-motion model
that includes rotation, vibration, roll, and cone motion [15]. Under the consideration of
computational simplicity, the point where the energy of the target surface is concen-
trated is always selected as the reference point. Accordingly, the micro-motion scat-
tering model is used to describe the physical characteristics of the target. After that, the
micro-Doppler characteristics of each micro-motion form are analyzed.

The frequency modulation characteristics of the radar echo hold the topmost
position when it comes to micro-Doppler, which can be obtained by the phase infor-
mation / tð Þ of the echo. Moreover, phase information has a strong influence on the
instantaneous distance R tð Þ between the radar and the target. The distance is a function
of time, which reflects the variation of the radial distance between the target and the
radar. Therefore, the foremost requirement when studying micro-Doppler characteris-
tics is to determine the instantaneous distance R tð Þ between the radar and the target
[6, 16]. By establishing a universal target motion model as illustrated in Fig. 1, the
general formula of micro-Doppler can be obtained as formulation (1), where V tð Þ is the
velocity vector caused by micro-motion [6].

fm�d ¼ 1
2p

dU tð Þ
dt

¼ 2f
c
dR tð Þ
dt

¼ 2f
c
V tð ÞTm�n: ð1Þ

It can be seen that, the main difference between Doppler feature and micro-Doppler
feature is that the former reflects the motion state of the target as a whole, while the
latter only reflects that of the target local moving component, that is, the former is
produced by overall translation, and the latter is produced by local micro-motion [6].
Therefore, essentially speaking, the micro-Doppler features can be regarded compa-
rably as the Doppler features, which means characteristic information can be attained
by implementing invertion to original signal.

Fig. 1. Radar and micro-motion target
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Based on the model mentioned above, by altering the micro-motion matrix of the
five motion forms, the customized model for each micro-motion forms can be obtained,
as summarized in Table 1 [6, 16, 17].

2.2 Practical Problems

The aforementioned universal model is based on the ideal assumption of point scat-
tering without considering the impact of several environmental factors in practice. In
the real environment, however, observation of translation and micro-motion often
encounters subtle but impactive incidents, such as the irregular shapes of targets,
fluctuation of radar signal strength, occlusion effects, etc., which should also be taken
into consideration in actual observations.

In addition to an individual target, when ISAR is used to observe a micro-motion
target, a single radar beam may contain multiple micro-motion targets, such as a broken
satellite debris group [11, 18, 19]. Echo aliasing occurs when the distance between the
targets is tiny. Since the sub-target micro-motion form and the micro-motion param-
eters are both altered, the high-resolution imaging method for a single micro-motion
target will no longer be applicable. In [20], a high-resolution imaging method for
micro-motion group targets based on augmented Lagrangian function is proposed.
Under the complex conditions of Gaussian noise, self-occlusion and mutual occlusion,
and singular values, the method can recover the track matrix of the micro-motion group
target, implement the separation of the track matrix of the sub-object, and obtain the
high-resolution imaging results.

The reason why the micro-motion is difficult to detect is because that it is generally
combined with translation and other forms of motion. There are various solutions and
strategies for disparate motion complexity. Translation, combined with simple and

Table 1. Summarize of different micro-motion modes from article [6]

Micro-motion type Target location vector Micro-Doppler formula

Acceleration
micro-motion
target

R tð Þ ¼ R0 þ 1
2 at

2 fm�d ¼ 1
2p

dU R tð Þð Þ
dt ¼ 2f

c at

Vibration
micro-motion target

R tð Þ ¼ R0 þDV sin 2pfV tð Þ � nV fm�d ¼ 4pfV fDV
c cos 2pfV tð Þ cos a� aVð ÞcosbcosbV þ sinbsinbV½ �

Rotation
micro-motion target

R tð Þ ¼ R0 þRot tð Þ � r0
Rot tð Þ ¼ Iþ x̂ sin Xctð Þ þ x̂2 1� cos Xctð Þð Þ

Rinit ¼
cos/ �sin/ 0
sin/ cos/ 0
0 0 1

2
4

3
5

1 0 0
0 cosh �sinh
0 sinh cosh

2
4

3
5

cosw �sinw 0
sinw cosw 0
0 0 1

2
4

3
5

fm�d ¼ 2f
c Xlðcxl

2sin Xl tð Þ � ðcxl
3cos Xl tð Þþ ðcxl Iþcxl

2ð ÞRinit � r0½ �T �n

Rotation cone
micro-motion
target

Rc tð Þ ¼ Iþ cxc sin Xctð Þþ cxc
2 1� cos Xctð Þð Þ fm�d ¼ 2fXc

c ðcxc cos Xctð Þþ cxc
2sin Xctð Þ½ ÞRinit r0 � r00

� ��T � n.

Swing cone
micro-motion
target

R ¼ AB tð ÞA�1

x; y; zð Þ ¼ i; j; kð ÞA

B tð Þ ¼
cos h tð Þð Þ �sin h tð Þð Þ 0
sin h tð Þð Þ cos h tð Þð Þ 0

0 0 1

2
4

3
5

fm�d ¼ 2f
c AB0 tð ÞA�1Rinit x0y0z0 � z00

� �Th iT
�n
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regular micro-motions, such as rotation and regular vibration, can be modeled sepa-
rately and analyzed by disassembling the type of motion [6]. In contrast, more often
than not, the motion forms of most targets show greater complicacy, such as tanks,
ships and animals, etc. These movements, accompanied by complex micro-motions,
can only be analyzed specifically by a combination with customized motion models for
custom modeling analysis, which is obviously more difficult.

3 Techniques, Strategies and Implement

Existing technical applications for micro-motion targets rely mostly on adaptive
improvements of specific algorithms and strategies, which show an obvious similarity
even in different application domain. Therefore, instead of presenting techniques from
the perspective of separate procedures as article [11], e.g. micro-motion feature
extraction, imaging and recognition, in this section, we will summarize current
researches on the basis of the quantity of radars, micro-motion complexity, other
specific methods and common problems, which hopefully provides readers a horizontal
understanding of micro-motion detection fields.

3.1 From the Perspective of Radar Quantity

Techniques Based on Monostatic Radar [21, 22]. Monostatic radar is widely used in
radar feature extraction and imaging due to its low cost, system simplicity and oper-
ational flexibility. The core idea is to carry out customized and accurate modeling
according to the type of space target. By analyzing and extracting the micro-Doppler
parameters of the target echo, the 3-dimensional structure and motion characteristics of
the micro-motion scattering point are constructed. However, on account of the quan-
titative limitation of radars, it is difficult to observe other micro-motion components of
the target apart from the radial distance of the radar, thus hard to determine the virtual
spatial position of the target.

When it comes to monostatic radar, the bandwidth of detecting radar is also worthy
of consideration [23]. Paper [24] implements a research on phase derived ranging
(PDR) based on wideband radar, which shows a giant efficiency on feature extraction.

Techniques Based on Monostatic Radar. Due to the motion complexity of the
moving target, its micro-Doppler cannot be fully and accurately represented by tradi-
tional monostatic radars. In this case, two [25] or more radars are utilized to observe
and acquire data from different angles. Distributed radars and networked radars possess
the ability to collect the projection components of the micro-motion target from various
perspectives, and analyze the spatial 3-dimensional motion and structural features, thus
improving the target recognition capability of the radar system. Then with a correlation
processing, the 3-dimensional image is synthesized. Although it overcomes the
impossibility of a single radar collecting data in all directions, the existing method is
still utopian because the anisotropy of the actual target makes the imaging more
complicated and untoward.
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Paper [26] proposed a scheme utilizing the multi-view feature of networked radar to
construct a nonlinear equation and extracting the 3-dimensional precession character-
istics of the ballistic target. In [27], with interferometric processing and ellipse fitting
method, the real 3D scattering distribution information and 3D micro-motion charac-
teristics of the space rotation target can be attained by using only a single multi-antenna
narrow-band radar, which meanwhile shows a high precision and significantly reduces
the complexity of the system implementation and the requirements of the radar signal
bandwidth. However, it is merely practicable in certain micro-motion forms.

Interferometric Processing. Interferometric ISAR imaging exploits the difference of
time and spatial information between target echoes to image the target in three
dimensions [28]. The technique is a 3-dimensional imaging method combining space
and time with not only the rotation of the target relative to the radar line of sight under
time lapse but also the spatial variation between the target scattering point and the radar
under disparate antennas or different observation angles. The interferometric method,
on the basis of data source, can be categorized into different arc segment imaging and
disparate receiving antenna imaging. In addition, it has a classification of interfero-
metric imaging based on motion model analysis and that based on data self-focusing
according to the motion compensation method [29]. The micro-Doppler effect theory is
combined with multi-antenna interferometric processing technique in [27], and a
3-dimensional imaging and micro-motion feature extraction method based on L-type 3
antenna model is proposed.

3.2 From the Perspective of Micro-motion Complexity

For Simple Micro-motions, a Parametric Approach Can be Leveraged for
Analysis. Parametric methods usually conform to the assumption that the micro-motion
form satisfies some parametric model properly, such as spin model, precession model
and so on. This type of method shows robustness to complex imaging conditions such
as echo defects and low signal-to-noise ratio. However, when the category of motion
model is unknown, model mismatch is easy to occur. Moreover, heavy calculation
burden is also a disadvantage when the micro-motion form is complicated [15].

For Complex Micro-motions, a Non-parametric Approach is More Appropriate.
Non-parametric techniques mainly include time-frequency analysis methods and
imaging methods based on scattering point track matrix.

It is a common way to extract micro-Doppler features and imaging by applying
time-frequency analysis, which basically reconstructs characteristics by domain
transformation to improve the distribution structure of the micro-Doppler signal in the
original domain, thereby removing redundant features [30]. Time-frequency analysis is
classified into linear [31, 32] and nonlinear: linear including short-time Fourier
transform, wavelet analysis, etc. [6], while nonlinearity includes Cohen-like time-
frequency distribution, Wigner-Ville distribution (WVD), Smoothed-Pseudo Wigner-
Ville Distribution (SPWVD) and so on.

Another non-parametric method is scattering point track matrix method, which
exploits the matrix singular value decomposition method to realize the 3-dimensional
reconstruction for the scattering point of the micro-motion target. In [15], a
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3-dimensional high-resolution imaging method for single micro-motion target based on
track matrix decomposition is presented (see Fig. 2), which is robust to complex micro-
motion forms and reduces the complexity of parametric imaging methods.

3.3 Other Strategies

Empirical Mode Decomposition (EMD). It was proposed by NASA’s N. E Huang
et al., with the main idea to decompose the complex signal into the sum of a finite
number of Intrinsic Mode Functions (IMFs) and the remainders. In [33], the time-
frequency distribution, variable-sampling filtering as well as the fast Fourier transform
(FFT) tools are utilized to extract the micro-Doppler spectrum. Based on this, the
motion and geometric parameters of the micro-motion target are estimated. In [34], the
method of TFD-Hough transform is proposed, that is to build accurate signal model,
design the curve of the corresponding time-frequency distribution map according to the
frequency variation form of the signal, and then extract features.

Sparse Reconstruction. According to the sparse characteristics of micro-motion echo,
it is possible to analyze the micro-Doppler signal by the sparse reconstruction method
[35, 36]. Generally, by constructing a micro-motion target parameter estimation model
based on sparse representation, the estimation problem is transformed into a sparse
solution problem, which can be solved by applying greedy tracking algorithm [37] and
convex optimization method [38]. In [39], the dictionary linear transformation and
sparse solving algorithm are combined, and a flow algorithm of micro-motion
parameter estimation based on sparse representation is designed. As well, the perfor-
mance of the algorithm is examined experimentally.

Physical Characteristics. Due to the specific combat purpose and operational envi-
ronment, space precession targets have their own unique physical characteristics,

Fig. 2. Algorithm flow diagram of a 3D imaging method for single micro-motion target based
on track matrix decomposition [15].
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including geometric features and motion characteristics [34]. The physical character-
istics of the micro-motion target can be extracted according to the correspondence
between the geometry of the target, the micro-motion parameters and the micro-
Doppler parameters in a micro-Doppler model. In paper [34], taking the space ballistic
missile warhead as an example, the geometric and motion characteristics of the space
precession target are analyzed, and the micro-Doppler parameters are estimated by the
parameterized TFD-Hough transform method. Then they extract the physical charac-
teristics of the micro-motion target by mapping the relationship between the physical
characteristics and micro-Doppler parameters.

3.4 Potential Problems and Common Solutions

As a consequence of the complexity of micro-motion and the limitation of current
technology, there are several intractable problems as following in micro-motion target
detection:

Translation Compensation Problem. In general, the target’s micro-motion is always
combined with translation. The uniform and accelerated motion of the target will shift
and broaden its micro-Doppler, which causes a significant influence on translation
detection. Therefore, compensation is the basis for feature extraction and imaging. In
[40], a detailed theoretical analysis of this phenomenon is carried out. In allusion to the
difficulty of traditional ISAR imaging method to compensate accurately under low
SNR, an adaptive low-noise-noise ratio ISAR translation compensation and imaging
method based on a phase derivation of spectrum signal and particle swarm optimization
is proposed, which as well achieves a well-focused ISAR measured data imaging result
with low SNR. Besides, paper [41] put forward a fast translation compensation method
suitable for high-speed ballistic targets. Paper [42] introduce a novel ISAR motion
compensation approach via phase-derived velocity measurement (PDVM) technique to
extract micro-motion feature.

Image Registration Problem. Image registration is one of the key steps of interfer-
ometric processing. The accuracy of the interference phase, thus the quality of the
3-dimensional image depends directly on how the image registration is. Image mis-
match in interferometric imaging includes both image shift and image distortion, the
former being derived from the distance and velocity difference between the target and
the two antennas, while the latter being derived from the relative rotation between the
target and the two antennas. Article [29] discusses the constraints of image distortion
by creating specific image motion models.

Phase Error Problem. When imaging spatial targets, in the target body coordinate
system, the azimuth and elevation angles in the radar line of sight change non-
uniformly at the same time, leading to a non-uniform rotation of the imaging plane.
There is, accordingly, a phase error if applying the traditional ISAR imaging method.
Moreover, interferometric imaging requires high accuracy of image phase, so it is
essential to correct the phase error of the ISAR image. In [29], based on the relative
rotation law between space target and radar, a spatial target echo model after translation
compensation is established. The model is used to analyze the influence of image
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defocus and phase error on the interference caused by nonlinear phase. As well, an
ISAR imaging method based on fractional Fourier transform is proposed to solve this
problem.

In conclusion, the research on micro-motion target detection technique is still in its
infancy, in which domain, without any doubt, increasing effort should be devoted to
solve the existing tough issues.

4 Applications and Prospects

Radar space target imaging technique based on micro-motion features has become a
vital branch of radar research domain through micro-motion target modeling, micro-
motion feature extraction and micro-motion target imaging. The coming decades will
see a broad application prospects of micro-motion technique in military fields such as
space security, air defense and anti-missile, territorial security and strategic early
warning.

4.1 Applications on Ballistic Target Recognition

One of the most significant applications of the micro-motion target recognition
technique in the military field is ballistic target recognition in the midcourse section
[27, 43, 44]. Article [33], taking the ballistic missiles as an example, discusses the
application of the radar feature extraction technique of the micro-motion target. Firstly,
the target scene is designed, the echo signal is simulated, and then the micro-Doppler
and Doppler are extracted. Moreover, RCS modulation features and micro-motion
resolution features provide new technical support for air target and space target
detection and recognition. Paper [30] proposes a time selection imaging method by
abor transformation and time-frequency analysis.

4.2 Prospects

With the continuous breakthrough of techniques and the deepening of research, fresh
and effective solutions for micro-motion target echo modeling, feature extraction and
3D imaging have emerged and verified by measurement and experiment. However,
there are still several directions yearning for revolutionary achievement of radar micro-
motion target detection in the following aspects:

Group Target Detection. At present, the existing techniques mainly focus on one
single micro-motion target rather than a target group, which actually is the most normal
case. When establishing a micro-motion model and extracting features for group target,
the primary consideration is how to effectively remove interference or overlap and
perform low-error separation when the sub-target micro-motion parameters are similar.

Big-Data-Driven Feature Extraction and Radar Imaging Analysis. With the
increasing progress of radar micro-motion target detection, the database based on the
characteristics and images of micro-motion targets will be gradually improved, which
provides a new possibility for the subsequent research direction. Through data analysis
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and data mining based on big databases, certain patterns of micro-motion target
recognition and imaging methods will be proposed. A revolutionary analysis model can
also be constructed by using artificial intelligence techniques, such as deep learning
[45], neural networks, etc.

Improvement of Transmission Media. How to use the newly-emerging bands for
micro-Doppler analysis becomes a hot topic in the case of the increasingly serious
congestion of the traditional electromagnetic wave band [11]. The existing technologies
such as terahertz wave [46] and ultrasonic, with fine-grained recognition, strong
robustness and low cost, are relatively suitable for application in the field of micro-
motion target detection.

5 Conclusion Remarks

By investigating the existing radar techniques for micro-motion targets, this paper
summarizes the concepts and methods as well as current difficulties and probable
solutions in two subjects: micro-motion analysis foundation and techniques, strategies
and implement. In the analysis foundation part, the universal micro-Doppler formula is
quoted, along with classic motion matrices under 4 typical micro-motion forms, as well
as practical problems. Then in the strategies and implement part, several common
extraction and imaging methods are summarized in four perspectives, i.e. radar quantity,
micro-motion complexity, other strategies and potential problems. Finally, the repre-
sentative application of ballistic target recognition and imaging technique and potential
development directions are prospected. This paper, as a survey, can be regarded as a
horizon snapshot in the field of radar micro-motion detection and imaging.
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Abstract. This paper aims to provide an insight into the roles of the different
types of airports in China by improved K-means clustering algorithm. The first
part of the work analyzed the characteristics of Chinese airline network and
pointed out that the key to construct hub-and-spoke airline network is deter-
mining the function of each airport. The index system of airport function ori-
entation was established from airport operation index, airport hinterland index
and airport growth index. The airports in China were classified into four classes
by the K-means clustering algorithm. In order to improve reliability of clustering
algorithm, a formula was used to normalize the value of each index, and the
airports were clustered by improved K-means clustering algorithm. The algo-
rithm was simulated by the MATLAB and the clustered results show the airports
have obvious hierarchy.

Keywords: K-means clustering algorithm � Hub airport � Trunk airport � Line
airport

1 Introduction

The main task of airport function orientation is to determine the type of the airport.
There are 213 airports in China by now. Many airports have the same functional
orientation, which leads to airline network of China constructed by point-to-point. The
network makes a handful of large airports extremely busy, and flight delay is extremely
serious. While the flights in majority of small and medium airports are scarce and
airport resources are wasted. Hub-and-spoke airline network can avoid this phe-
nomenon, and the key to construct hub-and-spoke airline network is to determine the
airport type [1, 2].

In China, research on airport function orientation has not yet been carried out. What
type of each airport is depended on administrative power and lacks necessary theo-
retical support. But this area study has been started in foreign, for example, Adikari-
wattageet et al. divided American airports into four categories: large hub, medium hub,
small hub and nonhub according to number of stand and passenger throughput [3].
Malighettiet et al. analyzed the functions and characteristics of different airports in
Europe, and classified European airports by clustering algorithm [4]. Rodríguez-Déniz
et al. pointed out that the airport function orientation is an important condition to
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reasonably allocate government funds to promote the coordinated development of the
airport [5].

The method and significance of airport function orientation have been done some
analysis and research in foreign, but the classification indexes were lack of compre-
hensiveness because the indexes were restricted to number of stand and passenger
throughput.

The indexes were selected from three aspects: airport operation ability, airport
hinterland support ability and airport growth in this paper, so the status of the airport in
the national airport system can be reflected more comprehensively.

2 Index System of Airport Function Orientation

The key to determine airport function is to establish the index system. Airport operation
index directly reflects the current operation and management level of the airport, and it
includes passenger throughput, cargo throughput and sorties of taking-off and landing.

The airport hinterland index reflects potential passenger and freight volume of the
city where the airport locates. It includes three aspects: The tertiary sector GDP, per
capita disposable income and urban population. The tertiary sector GDP reflects eco-
nomic development level of the city. The higher the value of The tertiary sector GDP
is, the greater the demand for air passenger and freight transportation is. Per capita
disposable income and urban population are related to probability of travel by plane.

The airport development prospect can be objectively described by airport growth
index. The more the navigable cities of airport are, the more the potential passenger and
cargo throughput is, therefore the airport growth is better. When the airspace class is
higher, the capacity and growth of airport can be improved greatly. The capacity is
influenced by the number of airport stand, and thereby the growth of airport can be
influenced by the number of airport stand. In summary, the number of navigable city,
the airspace class and the number of airport stand can be selected as airport growth
index.

The index system of airport function orientation was shown in Table 1.

Table 1. Index system of airport function orientation

The first level index The second level index

Airport operation index Passenger throughput
Cargo throughput
Sorties of taking-off and landing

Airport hinterland index The tertiary sector GDP
Per capita disposable income
Urban population

Airport growth index Number of navigable city
Airspace class
Number of airport stand
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3 K-means Clustering Algorithm

China is similar to Europe in area, population and the number of airport, so the airport
classification of Europe can be referenced to classify Chinese airports. European air-
ports were divided into four kinds: world level hub, region level hub, secondary gate
and no low-cost gate. Combining to Chinese situation, the airports in China are clas-
sified compound hub, regional hub, trunk airport and line airport. The main flights of
compound hub are international and domestic connecting flights, and the ratio of
between the two is not significant. The main flights of regional hub are domestic
connecting flights. The main flights of trunk airport are direct flights and the connecting
flights are less than compound hub and regional hub. The flights of line airport need to
be transferred to get to the destination airport.

3.1 Traditional K-means Clustering Algorithm

When known the number of clustering, K-means clustering algorithm is the best way to
classify n objects [6, 7]. The basic idea of K-means clustering algorithm is as follows:

Firstly, k objects are randomly selected as initial clustering center from n objects.
For the rest of objects, each is assigned to the most similar clustering center respec-
tively. Then the clustering center of the new cluster is calculated by mean value of the
cluster. This process is repeated until the standard measure function starts convergence
[8–10]. The standard measure function is defined as follows:

E =
Xk

i¼1

X
p2Ci

p� mij j2 ð1Þ

Where, E is the sum of mean square deviation for all objects, p is the value of one
object, mi is the mean value of cluster Ci, k is the number of cluster.

The major drawback of this algorithm is that it produces different clusters for
different initial cluster centers. Quality of the final clusters heavily depends on the
selection of the cluster centers. The improvement of K-means algorithm is mainly
reflected in optimizing the initial cluster centers.

3.2 Optimizing Algorithm of Initial Cluster Centers

The step of optimizing initial cluster centers is as follows:

Step 1. Compute the distances between each object and all other objects in the
object set O. Then find out the closest pair of objects and form a set A1 consisting of
these two objects, and delete them from the object set O.
Step 2. Determine the data point which is closest to the set A1, add it to A1 and
delete it from O.
Step 3. Repeat step 2 until the number of elements in the set A1 reaches a threshold s.

s ¼ 0:75 � n=kð Þ ð2Þ

At that point go back to the step 1 and form another data-point set A2.
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Step 4. Repeat this till k sets of objects are obtained.
Step 5. The initial centroids are obtained by averaging all the vectors in each object
set.

The initial cluster centers of the traditional K-means clustering algorithm are ran-
domly selected from the object set O. If two or more initial cluster centers are select
from the same cluster, which can lead to that the clustering results are not agree with
actual situation. Because the initial cluster centers produced by the optimizing algo-
rithm come from different cluster, the optimizing algorithm can avoid drawback of
traditional algorithm.

3.3 Improved K-means Clustering Algorithm

From Sects. 3.1 and 3.2, the flowchart of improved K-means clustering algorithm was
shown in Fig. 1.

Start

Input the value of each object

Whether convergence 

Calculate the clustering 
center of the new cluster

Allocate each object to a 
cluster by Euclidean distance

Produce  clustering centers by 
Optimizing algorithm shown 
in section 3.2

No

Yes

Output clustering results 

Fig. 1. Flowchart of improved K-means clustering algorithm
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4 Airport Function Orientation

4.1 Data Normalization Processing

The index value of passenger throughput, cargo throughput, sorties of taking-off and
landing, The tertiary sector GDP, per capita disposable income, urban population,
number of navigable city, airspace class, number of airport stand about Chinese 213
airports was shown in Appendix 1. The dimension of some indexes is not uniform and
the value has great difference. For example, the influence of navigable city on the
standard measurement function can be ignored in contrast with passenger throughput,
because there are 6 orders of magnitude difference between them. In order to improve
the reliability of clustering, the value of each index is needed to normalize. The formula
of normalization was shown as follows.

v
0
ij ¼

vij �min ðViÞ
max ðViÞ �min ðViÞ ð3Þ

Where, Vi ¼ fvi1; vi2; � � � � � � ; ving, vij is the value of the ith index of jth object, v
0
ij is

the normalization value of the ith index of jth object.

4.2 Simulation and Analysis

When known the cluster centers, clustering speed and convergence of the algorithm
will be improved greatly. Base on optimizing algorithm of initial cluster centers, the
cluster centers of compound hub, regional hub, trunk airport and line airport were
selected as Beijing Capital International Airport (PEK), Chongqing Jiangbei Interna-
tional Airport (CKG), Jinan Yaoqiang International Airport (TNA) and Chifeng
Yulong Airport (CIF), respectively. When given the clustering center and the nor-
malized index value, the Matlab program of K-means clustering algorithm was run, and
the simulation results were shown in Fig. 2.

From the simulation results, we can conclude: (1) PEK, PVG and CAN were
clustered to compound hub, because their comprehensive evaluation indexes are much
greater than others. (2) TSN, SZX, WUH, SHA, HGH, NKG, CTU, KMG, CKG, XIY,
SHE and URC were clustered to regional hub, because their comprehensive evaluation
indexes are lower than that of the composite hub, but higher than others. (3) SJW,
TYN, HET, CSX, SYX, HAK, CGO, LYA, NNG, KHN, KWL, ZUH, FUO, XMN,
TAO, FOC, TNA, HFE, NGB, WNZ, YNT, WUX, JJN, CZX, LHW, KWE, LXA,
INC, DLC, HRB, and CGQ were clustered to trunk airport, because their compre-
hensive evaluation indexes are between the regional hub and the line airport. The rest
of airports were clustered to line airport.

When known the type of each airport, the radiation airports of each hub airport can
be found by corresponding indexes. But how establish the index system can be further
developed in the follow-up study.
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5 Conclusions

(1) The index system of airport function orientation was built up from airport oper-
ation index, airport hinterland index and airport growth index.

(2) The optimizing algorithm of initial cluster centers was put forward for the sake of
avoiding the drawback of traditional K-means clustering algorithm.

(3) In order to improve the reliability of K-means clustering algorithm, the indexes
were normalized.

(4) The K-means clustering algorithm about airport role orientation was simulated by
Matlab, and the clustering results show the four types of airport have obvious
hierarchy.

Although the airport function orientation was finished in the paper, how to deter-
mine the line airports radiated by hub airport and construct hub-and-spoke airline
network need to be further studied.
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Fig. 2. Simulation results of airport function orientation
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Appendix: Index Value of Airports

Airport
IATA

Passenger
throughput
(person-time)

Cargo
throughput
(ton)

Sorties of
taking-off
and landing

Number
of
navigable
city

Airspace
class

Number
of airport
stand

The tertiary
sector GDP
(billion ¥)

Per capita
disposable
income (¥)

Urban
population
(million)

PEK 83,712,355 1,843,681.1 567,757 236 4F 314 14987 40321 2114

TSN 10,035,833 214,419.8 100,729 74 4E 47 6905 32658 1472

TYN 7,803,574 44,354.4 76,546 50 4E 43 1322 24000 427

SJW 5,110,536 42,976.2 51,980 51 4E 69 1960 23000 1027

NAY 4,455,263 37,091.9 38,661 41 4C 25 14987 40321 2114

HET 6,150,282 32,599.9 62,799 63 4E 32 1709 25464 294

DSN 1,731,882 9,455.7 29,584 41 4D 11 1489 36132 200

BAV 1,708,846 10,011.6 14,965 19 4D 7 1325 18311 273

HLD 1,287,483 5,590.8 12,685 20 4C 11 119 10072 35

YCU 1,010,070 2,818.7 9,507 22 4D 10 438 20718 519

CIF 660,704 1,801.4 7,533 42 3C 3 567 10337 460

CIH 574,080 919.5 7,230 12 4C 6 410 22803 336

TGO 572,719 1,810.7 8,722 10 3C 3 432 21009 313

HLH 266,262 1,649.2 3,532 29 3C 5 52 8421 32

ZQZ 24,021 0.7 544 6 4C 3 521 20470 467

DAT 358,910 1,965.1 14,121 3 4C 3 457 21430 335

WUA 470,152 1,438.6 5,864 7 3C 5 189 24565 54

XIL 465,949 2,074.0 18,086 2 3C 6 78 27135 18

HDG 230,087 66.4 8,534 10 4D 6 1320 23936 979

SHP 207,947 919.6 3,014 20 4D 6 467 18013 300

ERL 98,102 295.3 2,321 2 4C 2 47 25801 7.4

AXF 2,053 269 106 3 3C 2 49 24448 14

EJN 897 390 48 2 3C 2 19 17293 3.2

AHF 879 786 74 2 3C 2 13 23867 2.5

TVS 180,660 1,212.6 1,967 11 4C 4 1958 26647 737

CAN 52,450,262 1,309,745.5 394,403 136 4E 122 9964 42,066 1292.68

SZX 32,268,457 913,472.1 257,446 102 4F 94 8198 44,650 1062

CSX 16,007,212 117,588.7 137,843 90 4E 42 2915 33,662 722

WUH 15,706,063 129,450.3 148,524 91 4F 78 4320 29,821 1012

SYX 12,866,869 62,945.5 90,748 80 4E 41 250 20,472 69

HAK 11,935,470 111,813.6 94,436 61 4E 33 629 24,363 217

CGO 13,139,994 255,712.7 127,835 52 4E 43 2585 26,600 919

LYA 594,781 1,421.6 8695 15 4D 9 1254 24820 656

JGS 444,378 1,831.0 4,870 7 4C 2 27 10309 16.3

NNY 405,929 821.2 33,328 10 4D 10 784 19543 1026

JDZ 405,021 631.0 3,604 15 4C 3 232 8912 159

CGD 282,885 185.3 80,554 8 4C 6 336 9629 576

FUG 352,329 316.6 11,427 9 4C 4 353 16686 760

NNG 8,157,331 86,949.6 71,408 61 4E 26 1343 20622 786

KHN 6,811,028 40,389.0 64,029 52 4E 47 1194 26293 504

KWL 5,875,327 32,985.8 50,696 38 4F 9 566 19882 474

ZUH 2,894,357 22,667.1 44,725 40 4F 21 770 36375 158

SWA 2,686,007 17,303.8 32,391 31 4D 21 437 18311 641

YIC 83,110 19.9 1,044 5 4C 2 407 14333 545

YIH 900,076 4,628.4 39,444 20 4E 11 1126 26955 408

LZH 733,774 4,576.8 10,706 17 4D 10 576 24293 376

ZHA 691,443 2,663.4 12,180 10 4D 21 824 22371 710

XFN 601,029 2,151.7 55,014 10 4D 11 844 19329 555

ENH 288,449 623.8 2,652 6 4C 8 221 16639 330

(continued)
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(continued)

Airport
IATA

Passenger
throughput
(person-time)

Cargo
throughput
(ton)

Sorties of
taking-off
and landing

Number
of
navigable
city

Airspace
class

Number
of airport
stand

The tertiary
sector GDP
(billion ¥)

Per capita
disposable
income (¥)

Urban
population
(million)

WUZ 50,589 40.0 19,049 8 4C 5 221 22619 463

FUO 161,953 1,614.1 1,238 1 4C 5 2531 38040 726

JIU 118,353 578.0 1,848 4 4C 3 573 23362 476

MXZ 84,150 63.1 2,774 3 4C 2 320 19753 524

JUZ 222,071 771.4 1,782 8 4C 3 418 16732 212

CGD 29,301 9.8 694 4 4C 2 465 19325 525

HJJ 133,584 17.6 2,818 7 4C 4 469 18154 477

BHY 848,338 4,813.5 11,412 10 4D 8 219 25029 154

PVG 47,189,849 2,928,527.1 371,190 153 4F 218 13445 43,851 2500

SHA 35,599,643 435,115.9 243,916 91 4E 66 13445 43,851 2500

KOW 626,849 3,795.5 7,038 12 4C 4 638 20566 842

LCX 43,928 4893 538 3 4C 3 44 11152 25

HGH 22,114,103 368,095.3 190,639 104 4F 115 4416 39310 880

XMN 19,753,016 299,490.8 166,837 75 4E 74 1557 41,360 367

NKG 15,011,792 255,788.6 134,913 85 4E 34 4357 39,881 818

TAO 14,516,669 186,195.7 129,751 57 4E 56 4013 35,227 871

FOC 8,925,923 110,239.4 83,406 66 4E 39 2143 32,130 728

TNA 8,139,087 72,560.9 80,746 46 4E 42 2892 35,648 694

HFE 5,628,013 39,984.2 52,872 50 4E 17 1836 27,775 761

NGB 5,459,333 64,247.3 46,468 50 4E 16 3111 41,657 763

WNZ 6,595,929 59,787.1 58,867 67 4E 25 1873 37,852 807

YNT 3,635,467 45,319.1 38,252 29 4E 12 2118 32,930 702

AQG 117,563 127.9 2,720 7 4C 2 450 22683 531

WUX 3,590,188 87,641.6 31,844 36 4E 15 2151 38,999 628

JJN 2,634,423 38,771.7 25,102 30 4D 15 1820 35,430 829

CZX 1,526,605 15,250.7 19,348 23 4D 20 1972 36946 468

WEH 1,145,846 5,683.6 13,263 15 4D 10 1020 31442 280

DYG 1,006,334 2,301.7 8,557 29 4D 10 228 16580 165

WUS 787,455 2,392.1 8,094 30 4C 24 44 24776 23

LYI 767,844 4,100.4 8,539 10 4C 3 1134 27511 1008

YIW 1,161,463 3,452.7 10,632 19 4C 5 504 48962 131

XUZ 1,112,811 6,298.0 37,822 20 4D 9 1885 32581 856

NTG 675,660 21,593.4 30,749 10 4D 3 2070 31059 729

YTY 612,899 3,076.2 15,943 18 4C 13 1334 30425 908

HYN 610,844 6,912.1 5,208 17 4C 8 1583 39123 600

HSN 479,138 286.2 12,839 6 4D 12 424 37646 114

LYG 563,584 1,462.9 8,668 15 4D 5 750 26600 440

TXN 552,359 2,520.7 6,508 19 4D 8 199 23356 135

HIA 404,776 2,529.2 40,594 16 4C 9 884 25456 480

YNZ 354,251 3,034.6 3,668 15 4C 8 1350 24119 721

JNG 334,598 935.4 3,634 12 4C 6 2892 25454 814

DOY 165,606 570.4 15,850 8 4C 7 875 33983 206

WEF 133,815 16,579.3 3,611 13 4D 7 1690 28386 918

JUH 62,337 321 800 6 4C 5 169 6456 140

CTU 33,444,618 501,391.2 250,532 138 4F 200 4574 29,968 1417

KMG 29,688,297 293,627.7 255,546 116 4F 49 1703 28,269 726

CKG 25,272,039 280,149.8 214,574 106 4E 85 5256 25,150 2970

KWE 10,472,589 77,425.2 93,646 67 4E 10 1155 23,376 468

LJG 3,999,422 6,356.1 37,015 19 4C 19 56 21,075 124

XNN 3,236,417 19,940.1 28,792 39 4D 49 428 19,444 222

JHG 3,050,170 6,580.9 29,164 21 4D 18 109 20,048 113

(continued)
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(continued)

Airport
IATA

Passenger
throughput
(person-time)

Cargo
throughput
(ton)

Sorties of
taking-off
and landing

Number
of
navigable
city

Airspace
class

Number
of airport
stand

The tertiary
sector GDP
(billion ¥)

Per capita
disposable
income (¥)

Urban
population
(million)

LXA 2,296,958 20,967.7 21,035 20 4E 14 125 21,421 55

JZH 1,350,872 7583.2 13,592 4 4C 5 0.5 13782 2.5

LUM 929,540 4,437.7 9,248 7 4C 9 89 18311 121

MIG 917,325 4,856.3 8693 23 4D 11 582 23100 464

TCZ 556,769 410.3 6,254 5 4C 3 43 20549 66.8

NGQ 27,852 71.0 558 20 4D 4 10 26955 28

DIG 501,754 686.2 5,606 8 4D 4 66 23902 40

LZO 439,626 2,399.8 5,124 12 4C 6 301 22821 425

YBP 434,022 2,497.8 4,506 7 4C 6 330 22718 446

NAO 319,384 2,102.0 27,764 7 4C 5 343 10302 630

WXN 318,835 1,791.0 4,902 7 4C 5 281 21823 158

XIC 317,745 1,502.9 3,658 3 4D 7 149 20052 74.4

ZYI 309,531 0.2 3,444 16 4C 5 633 16588 612

DLU 501,128 569.0 5,923 6 4C 4 279 23236 345

LZY 258,645 803.2 2,970 3 4C 2 45 17847 72

DAX 248,727 1,597.5 2,874 5 4C 2 411 18915 549

BSD 238,265 354.3 2,822 2 4C 2 181 21700 250

LNJ 199,651 819.7 2,066 1 4C 2 166 9066 243

SYM 220,043 633.8 2,817 1 4C 3 169 16491 254

BPX 148,178 525.9 1,592 3 4C 4 36 4033 112

GYS 122,858 165.7 1,482 4 4D 8 167 18713 253

YUS 112,998 756.0 1,274 2 4C 3 9 18893 37

JIQ 95,602 59.5 1,774 6 4C 9 40 18254 53.6

BFJ 75,679 39.4 1,056 7 4C 4 396 19851 653

ZAT 72,051 104.4 886 1 4C 2 131 18724 521

HZH 44,324 17.9 1038 3 4C 3 15 13860 53

PZI 63,823 193.0 744 2 4C 4 176 13860 123

ACX 122,938 52.8 3,176 5 4C 3 117 21360 83

TEN 141,787 43.7 2,542 5 4C 7 244 18457 209

AVA 62,478 41.9 2,058 6 4C 3 204 9573 229

WNH 48,199 64.0 882 2 4C 3 203 21080 351

JIC 55,602 5.9 1,910 3 4C 2 100 23295 46

LLB 17,661 36 334 5 4C 3 295 19981 397

RIK 27,322 61.8 358 1 4C 3 50 18075 142

AEB 42,234 0.0 808 2 3C 2 225 23305 347

KJH 7,650 0.0 156 6 4C 2 90 18890 106

DCY 25,900 89 272 2 4C 4 0.4 15311 3

XIY 26,044,673 178,857.5 226,041 113 4F 59 2549 33,100 846

URC 15,359,170 153,275.3 135,874 81 4E 93 1443 20,780 350

LHW 5,649,605 41,752.4 51,799 30 4D 23 547 20,767 362

INC 4,247,843 29,105.0 39,230 40 4D 9 530 23,776 203

UYN 1,191,031 2,875.3 13,924 14 4C 3 722 24140 335

KHG 1,149,428 6,280.5 10,862 8 4D 9 241 10722 397

KRL 731,522 3,066.6 8,097 7 4D 5 98 13812 60

AKU 631,843 1,802.4 7,554 4 4C 2 84 21840 237

YIN 581,589 2,000.7 7,340 2 4C 10 45 17905 58

HTN 494,824 1,544.5 4,816 2 4D 3 66 6927 201

JGN 353,505 1,000.0 4,429 11 3C 4 133 24294 23

DNH 348,734 465.6 5,155 8 4C 5 31 11929 18

AAT 188,154 247.2 2,860 1 3C 2 132 18427 60

ENY 180,664 154.1 2,456 4 4C 6 541 24998 227

(continued)

Airport Role Orientation Based on Improved K-means Clustering Algorithm 307



(continued)

Airport
IATA

Passenger
throughput
(person-time)

Cargo
throughput
(ton)

Sorties of
taking-off
and landing

Number
of
navigable
city

Airspace
class

Number
of airport
stand

The tertiary
sector GDP
(billion ¥)

Per capita
disposable
income (¥)

Urban
population
(million)

HMI 180,614 218.6 2,676 3 4C 4 107 10163 57

KJI 100,208 1.8 1,330 3 4C 2 7 8350 6.5

IQN 81,476 3.9 7,442 3 3C 4 148 16661 221

GOQ 101,321 511.1 1,265 3 4D 2 116 23432 30

GXH 736 0.4 52 2 4C 3 56 15658 69

KCA 213,325 267.7 2,988 1 4C 2 51 20287 47

ZHY 71,390 69.9 46,520 3 4C 2 12 19810 118

KRY 63,960 58.0 25,675 1 4C 10 97 25249 38

NLT 61,016 30.6 1,016 1 4C 4 28 15430 29

TCG 55,351 7.8 1,392 1 4C 2 150 11134 121

YZY 41,976 36.1 945 3 4C 2 132 26955 119

TLQ 18,876 0.0 599 1 4D 15 62 19943 62

BPL 48,672 27.2 2,954 1 4C 4 37 20186 26

THQ 15,062 10.3 647 1 4C 3 192 17453 326

GYU 25,633 20.1 25,037 3 4C 2 90 18789 123

NBS 316,465 76.1 3,954 8 4C 6 268 25555 129

JNZ 190,521 1,339.2 2,142 2 4C 3 538 10946 312

NZH 303,226 2,314.5 3,617 6 3C 2 138 25800 30

NDG 257,289 930.8 2,150 4 4C 7 510 16700 536

DDG 170,632 1,031.2 1,482 7 4E 6 447 22000 244

OHE 118,435 218.5 2,426 4 4C 2 3 6989 15

HEK 94,956 421.5 2,035 3 4C 2 135 12100 167

LDS 80,624 48.4 1,726 6 4C 2 88 15370 114

CHG 72,855 9.2 2190 3 4C 3 824 25578 304

RLK 189,622 986.8 2804 4 4C 3 141 10717 166

SHE 15106952 136066.1 92300 98 4E 67 3114 29,340 822

DLC 14083131 132330.413 107709 96 4E 42 3281 30,150 669

HRB 10,259,908 92,309.6 84532 83 4E 41 2404 25,322 993

AOG 6,361 0 134 2 4D 13 1099 27097 364

CNI 3,798 0 489 1 3C 1 31 26301 8

CGQ 6,733,076 68,031.6 56,850 44 4E 32 2013 25,720 790

YNJ 1,114,829 5,787.9 9,060 10 4C 3 165 22013 65

DQA 541,420 2,592.7 5,596 9 4C 4 650 28500 282

JGD 101,864 7.0 2,826 6 4C 2 16 19529 15.6

JMU 416,926 742.3 4,767 4 4C 3 324 17863 255

JXA 145,634 269.5 2,385 3 4C 2 356 18100 186

IQM 0 0 17 2 3C 3 4 22100 7

MDG 446644 1230 4716 12 4C 3 413 14900 80.45

KGT 38317 0 646 2 4C 3 73 21418 113.78

AKA 0 0 230 1 3C 3 193 20734 263

YIE 56022 74 852 2 4C 2 8.8 13103 5.6

HZG 91 0 0 3 4C 5 352 14008 386
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Abstract. This paper focuses on the physical layer security for spa-
tial modulation (SM) based indoor visible light communication (VLC)
systems with multi-LED transmitters, a legitimate receiver and multi-
ple eavesdroppers. According to the principle of information theory, a
lower bound on the SM-based VLC secrecy outage probability (SOP) is
derived by considering the non-negativity, average optical intensity and
peak optical intensity constraints. Numerical results show that the lower
bound of SOP can be used to evaluate system performance.

Keywords: Visible light communications · Secrecy outage
probability · Random terminals

1 Introduction

As a complementary technology to traditional radio frequency (RF) wireless
communication, indoor visible light communication (VLC) is receiving more and
more attention and is considered as a promising information transmission tech-
nology to meet the growing demand for wireless services. Because it only needs
to use the existing lighting infrastructure without additional equipment platform
construction costs, spectrum applications and electromagnetic interference. VLC
will play an important role in the future fifth generation (5G) wireless Commu-
nication.

In indoor VLC, light emitting diode (LED) is used as the light source. The
user can receive information from the source when it is illuminated by the LED.
The transmission of information on the VLC channel may be eavesdropped by
unintended or unauthorized users, which poses a security risk to the transmission
of data to legitimate users. Recently, physical layer security has been proposed
as an effective method to ensure the security of information theory.
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In [1], considering the physical layer security in the VLC system, two cases
are mainly discussed, and the closed expression of the upper and lower bounds of
the secrecy capacity are derived respectively under the two scenario. [2] described
secrecy rate achieved by transmitting beamforming on the multiple-input, single-
output (MISO) VLC wiretap channel. For physical layer security in multi-user
VLC networks, the secrecy outage probability (SOP) and the ergodic secrecy
rate (ESR) are derived in [3]. [4] studied the security performance of a legit-
imate receiver and a group of eavesdroppers in the VLC system, and derived
a closed-form expression of the SOP and the average secrecy capacity without
considering the constraints of optical signals. In order to improve physical layer
security, a channel determined subcarrier shifting scheme is proposed for orthog-
onal frequency division multiplexing (OFDM) based VLC in [5].

Due to multiple RF chains, the hardware complexity of multi-input multi-
output (MIMO) systems is typically high. In order to break this limitation,
spatial modulation (SM) using only one RF chain has been proposed as a low
complexity solution [6]. Extensive research on SM demonstrates the advantages
of SM over MIMO. Recently, SM’s investigation has expanded to the field of
VLC. The safety performance of the degraded single-input single-output VLC
eavesdropping channel is studied in [7]. A new physical layer security trans-
mission strategy, called mapping transform SM, is proposed in [8]. The average
symbol error rate of VLC using adaptive SM is studied in [9]. In order to break
the limit on the number of transmitters required to be a power of two, a channel
adaptive bit mapping scheme is proposed for SM-based VLC in [10]. The above
works are based on point-to-point VLC, regardless of the security of information
transmission. Recently, physical layer security has attracted great attentions of
researchers under various scenarios. However, in the open literature, the physical
layer security of SM-based VLC has not been well studied.

Under the above work, this paper mainly analyzes the SOP of a legitimate
receiver and a group of eavesdroppers in a SM-based VLC system. Taking into
account the average and peak optical intensity constraints, we derive the expres-
sion of a lower bound on the SOP. Numerical results verify the accuracy of
derived lower bound.

The rest of this paper is organized as follows. Section 2 shows the system
model of an SM-based VLC system that includes a legitimate recipient and
multiple eavesdroppers. In Sect. 3, the expression of a lower bound on the SOP
of the SM-based VLC is derived and analyzed. Numerical results are given in
Sect. 4. Finally, conclusions are drawn in Sect. 5.

2 System Model

In this paper, we consider an indoor VLC system consisting of transmitters
(Alice) with M LEDs, a legitimate receiver (Bob) and N (N ≥ 1) eavesdroppers
(Evej , j = 1, 2, ..., N), as shown in Fig. 1. In this system, Alice is fixed on the
ceiling, while Bob and Eve are randomly placed on the receiving plane. Under the
SM scheme, only one LED is activated in each symbol period and the activation
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Fig. 1. An VLC network with M transmitter, one legitimate receiver and a group of
eavesdroppers.

probability of each LED is equal, p (hk = hk,m) = 1/M , k = B for Bob and
k = E for Eve. Assume that the receiving area is a circular region I of radius
D and the projection of Alice on the receiving area is point O. We assume that
Bob is uniformly distributed in Region I, and the position of the eavesdropper
is uniformly distributed within the area, while the number of eavesdroppers
subjects to the Poisson distribution P {N = k} = μk

s

k! e
−μs with μs = πD2η.

In indoor VLC system, the input signal X should satisfy 0 ≤ X ≤ A and
E (X) = ξP , where A is the peak optical intensity, E (·) is the expectation
operator, ξ denotes the dimming target [11], and P ∈ (0, A] represents the
nominal optical intensity of each LED.

The received signals at Bob and Evej can be respectively expressed as
{

YB = hB,mX + ZB

YE,j = hE,j,mX + ZE,j
,m = 1, 2, ....,M (1)

where ZB ∼ N
(
0, σ2

B

)
, ZE,j ∼ N

(
0, σ2

E,j

)
, σ2

B and σ2
E,j are the corresponding

noise variances. hk,m represents the channel gain between the m-th LED and
the receiver (Bob and Evej), and can be written as [12]

hk,m =
(l + 1)Ar

2πd2k,m

Tsgcosl(ϕk,m)cos(ψk,m) (2)
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where l is the lambertian emission sequence; Ar, Ts and g are the physical areas
of the PD, filter gain and concentrator gain. dk,m, ϕk,m and ψk,m are the distance
from Alice (m-th LED) to Bob or Evej , the angle of emission and the angle of
incidence, respectively. ψc is the field of view of each PD, 0 ≤ ψk,m ≤ ψc.

Assume that the normal vector of the transceiver plane is perpendicular to
the ceiling. Then, we have cos(ϕk,m) = cos(ψk,m) = s/dk,m, and the channel
gain can be further rewritten as

hk,m = (l+1)ArTsgsl+1

2π (s2 + r2k,m)− l+3
2

= λ(s2 + r2k,m)− l+3
2

(3)

where rk,m is the distance between the projection point of the m-th LED on the
receiving plane and the receiver (Bob or Evej). s is the vertical height of Alice
and the receiving plane, assuming λ = (l+1)ArTsgsl+1

2π .

3 Secrecy Outage Probability

Assume the location of Bob and Evej (represented by U) are uniformly dis-
tributed within the region I. Then, the probability density function (PDF) for
Bob and Evej positions (due to the probability distribution of M LEDs), then
fU,m(u) = 1

πMD2 .
The cumulative distribution function (CDF) of rk,m is given by

Frk,m
(x) =

∫ 2π

0

∫ x

0

1
πMD2

rdrdθ =
x2

MD2
(4)

In addition, the PDF of rk,m can be expressed as

frk,m
(x) =

2x

MD2
, 0 ≤ x ≤ D (5)

According to (3), (5), the PDF of hk,m can be further expressed as

fhk,m
(x) =

2λ
2

l+3

(l + 3) MD2
x− l+5

l+3 (6)

where λ
(
D2 + s2

)− l+3
2 ≤ x ≤ λs−l−3.

Therefore, the CDF of hE,j,m is given by

FhE,j,m
(x) = − λ

2
l+3

MD2
x− 2

l+3 +
1
M

+
s2

MD2
(7)

The largest information gain hE,max,m of the eavesdroppers can be
expressed as

hE,max,m = max
j∈{1,...,N}

{hE,j,m} (8)
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According to [13], the PDF of hE,max,m can be written as

fhE,max,m
(x) =

2N
(
D2 + s2

)
M2D4 (l + 3)

λ
2

l+3 x− l+5
l+3

(
− λ

2
l+3

D2 + s2
x− 2

l+3 + 1

)N−1

(9)

In VLC system with non-negative, peak, and average constraints, when
the primary channel is worse than the eavesdropping channel (hB,m/σB <
hE,max,m/σE,max), the secrecy rate is 0. When the primary channel is supe-
rior to the eavesdropping channel (hB,m/σB > hE,max,m/σE,max), according to
[1], the lower bound of instantaneous secrecy rate is known as

Rs =

⎧⎨
⎩

1
2M

M∑
m=1

ln
[

3σ2
E(A2h2

B,m+2πeσ2
B)

2πeσ2
B(h2

E,max,mξ2P 2+3σ2
E,max)

]
, if hB,m

σB
>

hE,max,m

σE,max

0, otherwise
(10)

To further simplify the derivation, the instantaneous secrecy rate can be
further expressed as

Rs =

⎧⎨
⎩

1
2M

M∑
m=1

ln
[

JB+1
JE,max+1

]
, if hB,m

σB
>

hE,max,m

σE,max

0, otherwise
(11)

where JB and JE,max are
⎧⎨
⎩

JB = A2h2
B,m

2πeσ2
B

JE,max = h2
E,max,mξ2P 2

3σ2
E,max

(12)

According to (6), (9) and (12), the PDF of JB and JE,max can be further
expressed as⎧⎪⎨

⎪⎩
fJB (y) = αy− l+4

l+3 , umin ≤ y ≤ umax

fJE,max (z) = βz− l+4
l+3

(
− λ

2
l+3

D2+s2

(
3σ2

E,maxz

ξ2P 2

)− 1
l+3

+ 1
)N−1

, vmin ≤ z ≤ vmax

(13)
where α and β can be expressed as⎧⎪⎨

⎪⎩
α = λ

2
l+3

(l+3)MD2

(
2πeσ2

B
A2

)− 1
l+3

β = N D2+s2

M2D4
λ

2
l+3

l+3

(
3σ2

E,max
ξ2P 2

)− 1
l+3

(14)

Moreover, vmin, vmax, umin, umax can be expressed by⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

umin = λ2A2

2πeσ2
B

(
D2 + s2

)−l−3

umax = λ2A2

2πeσ2
B
s−2l−6

vmin = λ2ξ2P 2

3σ2
E,max

(
D2 + s2

)−l−3

vmax = λ2ξ2P 2

3σ2
E,max

s−2l−6

(15)
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In this paper, SOP is defined as

SOP (Cth) = Pr {Cs ≤ Cth}
= Pr

{
1
2 ln

(
JB+1
JE+1

)
≤ 1

2 ln (γth)
} (16)

where Pr {} represents the PDF of an event. Cth = 0.5 ln (γth) represents the
threshold of the secrecy capacity, and γth ≥ 1 is the equivalent threshold of
signal-to-noise ratio (SNR).

In indoor VLC system, it provides a large SNR to meet the illumination
requirements. Therefore, we can assume JB � 1, JE,max � 1, JB > JE,max, and
thus (JB + 1) / (JE,max + 1) < JB/JE,max.

Therefore, the upper bound of the instantaneous secrecy capacity can be
expressed as

Cs =
1
2

ln
(

JB + 1
JE,max + 1

)
<

1
2

ln
(

JB

JE,max

)
(17)

According to (16) and inequality (17), the lower bound of SOP can be
expressed as

SOP (Cth) ≥ Pr
{

1
2 ln

(
JB
JE

)
≤ 1

2 ln (γth)
}

= Pr {JB ≤ γthJE} Δ= SOPL

(18)

The lower bound of the SOP can be discussed separately in four cases. Case 1:
when γthvmax ≤ umin, we have

SOPL =
∫ vmax

vmin

∫ umin
γth

0

fJB (y) fJE,max (z)dydz = 0 (19)

Case 2: when γthvmin ≤ umin and umin ≤ γthvmax ≤ umax, we have

SOPL =
∫ vmax

umin
γth

∫ γthz
umin fJB (y) fJE,max (z) dydz

= − (l + 3) αβ
∫ vmax

umin
γth

[

(γthz)
− 1

l+3 − (umin)
− 1

l+3
]

z
− l+4

l+3

⎛

⎝− λ
2

l+3
D2+s2

(
3σ2

Ez

ξ2P2

)− 1
l+3

+ 1

⎞

⎠

N−1

dz

= Λ1

(20)

Case 3: when umin ≤ γthvmin ≤ umax and umax ≤ γthvmax, we have

SOPL =

∫ umax
γth

vmin

∫ γthz

umin

fJB (y) fJE,max (z) dydz

︸ ︷︷ ︸
T1

+

∫ vmax

umax
γth

∫ umax

umin

fJB (y) fJE,max (z) dydz

︸ ︷︷ ︸
T2

(21)

where T1 and T2 are given by

T1 =
∫ umax

γth
vmin

∫ γthz
umin

fJB (y) fJE,max (z) dydz

= − (l + 3)αβ
∫ umax

γth
vmin

[

(γthz)
− 1

l+3 − (umin)
− 1

l+3

]

z
− l+4

l+3

(

− λ
2

l+3
D2+s2

(
3σ2

Ez

ξ2P2

)− 1
l+3

+ 1

)N−1

dz

(22)
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and

T2 =
∫ vmax

umax
γth

∫ umax

umin
fJB (y) fJE,max (z) dydz

= − (l + 3) αβ
∫ vmax

umax
γth

(
u

− 1
l+3

max − u
− 1

l+3
min

)
z− l+4

l+3

(
− λ

2
l+3

D2+s2

(
3σ2

Ez
ξ2P 2

)− 1
l+3

+ 1
)N−1

dz

(23)
Therefore, (21) can be expressed as

SOPL = T1 + T2 = Λ2 (24)

Case 4: when umax ≤ γthvmin, we have

SOPL =
∫ vmax

vmin

∫ umax

umin

fJB (y) fJE,max (z) dydz = 1 (25)

Based on the analysis of the above four cases, the lower bound of the SOP
can be finally expressed as

SOPL =

⎧⎪⎪⎨
⎪⎪⎩

0, γthvmax ≤ umin

Λ1, γthvmin ≤ umin, umin ≤ γthvmax ≤ umax

Λ2, umin ≤ γthvmin ≤ umax, umax ≤ γthvmax

1, umax ≤ γthvmin

(26)

where Λ1 is given by (20), Λ2 is given by (24).
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Fig. 2. SOP versus N with different γth when P = 30 dB and D = 2 m.
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Fig. 3. SOP versus P with different N when γth = 5 and D = 2 m.

4 Numerical Results

In this section, we consider an indoor VLC system, where area I includes a legal
recipient (Bob) and multiple eavesdroppers (Evej , j = 1, 2, ..., N). Assume there
are M = 8 LEDs fixed on the ceiling at a height of 3 m, and the receiving planes
of the receiver and the eavesdropper are located in the same height of 0.5 m.
LED dimming coefficient is set to be ξ = 0.5. The noise variances are set as
σ2
B = σ2

E = −104 dBm.
Figure 2 shows the relationship between SOP and the number N of eaves-

droppers and changes with different equivalent thresholds when P = 30dB and
D = 2m. It can be intuitively seen that the SOP performance deteriorates with
the increase of N , because the increase in the number of Eve will increase the
diversity gain of information eavesdropping, and the secrecy performance of the
system will definitely decrease. In addition, as the γth increases, the value of
the SOP also becomes larger, which means that the system’s safe transmission
performance is degraded.

Figure 3 shows the relationship between SOP and P with a different number
of eavesdrops N when γth = 5 and D = 2m. It can be seen that when the
number N of eavesdroppers is determined, the SOP performance hardly changes
with an increase in P . The results show that in this case, increasing the optical
intensity does not improve the SOP performance of the system. This is because
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Fig. 4. SOP versus N with different D when γth = 1 and P = 30 dB.

Bob and Eve follow the same distribution in the circular area, and increasing
the optical intensity will increase Bob’s SNR and Eve’s SNR. Similar to Fig. 2,
the SOP in the figure also increases as the number N of eavesdroppers increases.

Figure 4 shows the relationship between the SOP and the number N of eaves-
droppers with different radius sizes D when P = 30dB and γth = 1. When N
is determined, it can be observed that the SOP performance improves as D
decreases. This is because as the radius of the area increases, Eve has a greater
chance of approaching Alice’s projection on the floor, resulting in better channel
gain than Bob. In addition, the SOP also increases with N , which is similar to
Fig. 2.

5 Conclusion

In this paper, we have studied the SOP in indoor VLC system. A closed-form
expression of the lower bound of the SOP has been derived. Numerical results
show that the derived lower bound of the SOP can be used to evaluate system
performance. Besides, the number of eavesdroppers has a large impact on SOP,
and increasing optical intensity does not improve SOP performance. In contrast,
the size of the radius of the area has a negative impact on the SOP.
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Abstract. Invoice reimbursement is one of indispensable apsects of business in
many countries especially in China. Conventional manpower based reim-
bursement schemes often lead to high cost and inefficiency and robot based
reimbursement systems require large space and huge equipment costs. In order
to solve these problems, we propose an smart phone aided reimbursement
system to realize the intelligent localization and identification in invoice images.
First, invoice image is taken by camera of smart phone. Second, the Hough
transform is used to detect the linear principle to correct the tilt of the invoice
image with different background and different tilt angles. Third, we adopt You
Only Look Once-Version 3 (YOLOv3) based target detection network to train
the tagged data set, to obtain the training weights, and then realize the intelligent
positioning and extraction. Finally, the invoice information is identified using
optical character recognition (OCR). Experiment results are given to verify that
the localization accuracy can reach 92.5% when the intersection over union
(IoU) is set as 0.5 and the identification accuracy can reach up to 97.5% for
invoice information.

Keywords: Deep learning � Intelligent positioning � Hough transform � Optical
character recognition (OCR) � Invoice information identification

1 Introduction

With the rapid development of the economy, invoices are very popular for business
transactions and consumption reception [1]. Invoice reimbursement problem poses a big
challenge for many companies and governments. Invoice reimbursement is one of
indispensable apsects of business in many countries especially in China. At this stage,
The entire reimbursement process relies mainly on manpower in China. The entire
process of reimbursing invoices is extremely cumbersome and complicated, and while
consuming a large amount of manpower, it results in low reimbursement efficiency and
high error rates. The traditional invoice image localization method is implemented for
the position coordinates of the target area. The specific method is to preprocess the
irregular image, and find the coordinates corresponding to the key information area on
the invoice according to the size of the whole picture. For the pixels of different pixels
and different sizes to be re-edited, it is not universal, and there is no way to achieve
intelligent positioning. Another relatively intelligent method is the template matching
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method [2], which is to find a specific target in an image. The principle is very simple. It
traverses every possible position in the image and compares it with the template. When
the similarity is high enough, it is considered that the correct target is found. Although
the template matching method can achieve the purpose of precise intelligent positioning,
it has high requirements on the image to be positioned, and must be an image with no
background interference and the same resolution. This method is also not universal.
None of the above methods can achieve intelligent positioning in the true sense.

The system realizes intelligent positioning and content recognition of invoice
images taken by mobile terminals with different backgrounds, different sizes, different
resolutions and different angles, and the recognition accuracy is very high. The real-
ization of the function of this system mainly focuses on the following aspects. First,
because the paper invoice is easily damaged and lost, resulting in the problem of unable
reimbursable, the system solves this problem by intelligently locating the invoice image
taken by the mobile terminal. Second, the OCR is used to identify the entire invoice
image, and the result of the recognition is very confusing, and the key information
corresponding to the key segment cannot be found.

The system divides the invoice image into several areas. After intelligently locating
different areas, according to the returned bounding box coordinates, the OpenImage
Computer Vision Library (OpenCV) [3] CropImage image cropping tool is used to
intelligently crop the positioned area and then use OCR to identify [4]. The accuracy is
greatly improved. Third, the premise of traditional positioning is that the image being
positioned has no background interference and high resolution requirements. The
system uses the Hough transform detection linear principle, only need to tilt the invoice
image correction, there is no requirement for the image background part, resolution and
tilt angle, and it has universality. Fourth, the traditional positioning function has lim-
itations, and it is impossible to intelligently locate images with different backgrounds,
different resolutions, and different tilt angles. The system is based on deep learning, and
uses the YOLOv3 target detection network to perform key areas in the invoice image.
Feature extraction, which realizes the intelligent positioning of the invoice image
captured by the mobile terminal. This system has a profound impact on the field of
deep learning and computer vision image processing.

Input original image

Output information

Image preprocessing

Target detection

Optical character recognition 

Fig. 1. Flow chart of the entire process
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The flow chart of the system is provided in Fig. 1. The remainder of this paper is
arranged as follows. In Sect. 2, the process of the proposed method is explained.
Section 3 describes each specific step in detail and experimental results. We conclude
the paper in Sect. 4.

2 System Design

We propose to apply the Hough transform detection linear principle to the prepro-
cessing of invoice images. Then we use the YOLOv3 target detection network to
intelligently locate and extract invoice images taken in natural scenes. Finally, we use
the weak supervised learning framework to perform accurate character recognition on
the extracted invoice image.

2.1 Image Preprocessing

The invoice image is mainly composed of straight lines, and the principle of Hough
transform detecting lines can be applied to this aspect. The invoice image is mainly
composed of straight lines, and the principle of Hough transform detecting lines can be
applied to this aspect. The angle of the tilt in the principle of the straight line is
detected, and the entire invoice image is corrected by a certain angle rotation.

The Hough transform uses a transformation between two coordinate spaces.
A curve or line having the same shape in one image is mapped to a point on another
coordinate space to form a peak, and then a problem of detecting an arbitrary shape is
converted into a statistical peak. Using the principle of Hough transform to detect
straight lines, we apply it to the intelligent correction of invoice images taken at
different angles on the mobile end, and the effect is very good. The Hough transform
detection linear principle polar coordinate diagram is shown in Fig. 2.

If the edge of the invoice is broken, the principle of Hough transform detects the
line can also intelligently correct the damaged invoice image. This method is inno-
vatively applied to the field of invoice image intelligent correction, effectively solving
the problem that the traditional method cannot correct the incomplete image of the edge
damage. The main reason is that this method can completely ignore the background
and only perform the function of intelligently correcting the image for the straight line
on the invoice image.

Fig. 2. Hough transform detection linear principle polar coordinate diagram.
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For the better calculations, the Hesse normal form is proposed with the following
formula:

q ¼ x cos hþ y sin h ð1Þ

where q is the distance from the origin to the nearest point on the line, and h is the
angle between the x-axis and the line connecting the origin and the nearest point. Each
line of the image can be associated with a pair of parameters ðq; hÞ, which is called a
Hough space. The schematic diagram is shown in Fig. 3.

Suppose there is a straight line in an 8� 8 plane pixel, and the coordinates ðx; yÞ
corresponding to the eight Descartes coordinate systems are converted into polar
coordinates ðq; hÞ. When h is taken at different angles, the value of q is obtained.
Calculate all q values, the maximum number of votes is q. As shown in the figure
above, the equation of the line is 9

ffiffiffi
2

p
=2 ¼ x cos 45o þ y sin 45o.

Using the detected straight line in the Hough transform, the tilt angle of the invoice
can be calculated, and then the invoice can be corrected by rotating a certain tilt angle.
This part is embedded in the test script of YOLOv3 to complete the correction of the
invoice image taken at different angles of the mobile terminal. The tilt correction results
are shown in Fig. 4.

Fig. 3. Hough transform voting algorithm.

Fig. 4. Tilt correction of invoice image.
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2.2 Target Detection

YOLOv3 belongs to the target detection method of the regression sequence. Unlike the
detection method of the sliding window and the subsequent area division, it regards the
detection task as a regression problem and uses the neural network to directly predict
the coordinates of the bounding box from the entire image. The box contains the
confidence of the object and the class probability of the object, which can achieve end-
to-end detection performance optimization. YOLOv3 detects objects very fast, about
45-155FPS, and YOLOv3 can avoid background errors and generate false positives.
Because of this, we use YOLOv3 to extract features of invoice images with different
backgrounds, different angles, and different pixels to achieve intelligent positioning and
content extraction.

As the latest algorithm in the YOLO series [5], YOLOv3 has both reservations and
improvements to the previous algorithms [6]. The network architecture of YOLOv3 is
shown in Fig. 5. Starting with YOLO, the YOLO algorithm does the detection by
dividing the cells, but the number of divisions is different. Use “Leaky ReLU” as the
activation function. A loss function completes the training, focusing on the input and
output to achieve end-to-end training. Starting with YOLO 9000 [7], YOLO uses batch
normalization as a method of regularization, accelerated convergence, and avoiding
overfitting, connecting the BN layer and the Leaky ReLU layer to each layer of the
convolutional layer. There is a choice between speed and accuracy. If you want to train
fast, you can sacrifice accuracy. If you want high accuracy, you can sacrifice a little
speed to achieve multi-scale training.

Fig. 5. Yolov3 network architecture.
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The improvement of each generation of YOLO depends largely on the improve-
ment of the backbone network. From darknet-19 of YOLO9000 to darknet-53 of
YOLOv3. YOLOv3 also offers alternate use of Darknet-53 and tiny-darknet. To
improve performance, Backbone can use Darknet-53; for lightweight and high speed,
you can use tiny-darknet.

2.3 Natural Scene Text Detection Technology

After completing the intelligent positioning and extraction of the invoice image taken
by the mobile terminal, the OCR technology of deep learning is used to identify the text
content of the invoice.

The text recognition of the invoice image is divided into two specific steps, the
detection of the text and the recognition of the text, both of which are indispensable.
Text detection of invoice images is very challenging when invoices exist in complex
scenarios. Text detection in natural scenes has the following difficulties: text has
multiple distributions; text layout is diverse; text has multiple directions; multiple
languages are mixed.

At present, there are several popular text detection technologies based on natural
scenes: the Connectionist Text Proposal Network (CTPN) network architecture com-
monly used in the OCR system proposed in 2016 [8]; the SegLink deep learning neural
network proposed in 2017 that incorporates the small-scale candidate box of CTPN and
learns from the Single Shot Multi Box Detector (SSD) algorithm [9]; the end-to-end text
detection An Efficient and Accurate Scene Text Detector network architecture (EAST)
[10] proposed in 2017; the weakly supervised Exploiting Word Annotations for Char-
acter based Text Detection network architecture proposed by Baidu in 2017 [11].

In this paper we use the weakly supervise exploiting word annotations for optical
character recognition.

3 Detailed Explanation and Experimental Result

3.1 Hough Transform Method

Fig. 6. Flowchart for preprocessing the invoice image by Hough transform.
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Hough transform method edge connection flow chart is shown in Fig. 6. The flow is to
read the original image and convert it into a grayscale image. Edge detection is per-
formed by canny edge detection algorithm to obtain binarized edge images. Do a
Hough transform on this edge image. Use the function houghpeaks for peak detection.
The algorithm of the function houghpeaks is as follows: find the Hough transform unit
containing the maximum value and record its position; set the Hough transform unit to
0 in the field of the maximum point found at the previous step; repeat this step until it
finds the required up to the number of peaks, or until a specified threshold is reached.
Once a set of candidate peaks has been identified in the Hough transform, it is left to
determine if there are line segments associated with these peaks and their start and end.
For each peak, the first step is to find the location of each non-zero point in the image
that affects the peak. To do this, write the function houghpixls. Using the function
houghlines to achieve straight edge joins, the function of the function houghlines is as
follows: Rotate the pixel positions by 90o � h so that they are roughly on a vertical
line; sort the pixel positions by the rotated x value; use the function diff to find the split.
Ignore the small split, which will merge adjacent segments separated by small blanks;
return information for segments longer than the minimum threshold.

Pre-processing process for invoice images in the experiment is shown in Fig. 7.
The image has a certain angle of inclination and the background is striped. Since the
features of the invoice are horizontal lines and vertical lines, the background also has
horizontal lines, so it causes a lot of interference in the intelligent positioning of
images. The principle of the Hough transform detection line will be based on the voting
technique, and the straight line on the invoice with a large number of votes can be used
to correct the tilt and solve the interference caused by the background.

Fig. 7. Pre-processing process for invoice images in the experiment. a is the original invoice
image; b is to convert the original image into a grayscale image; c is to convert gray image
banalizations into edge image; d is the image obtained by the Hough transform and rotated.
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3.2 Yolov3 Target Detection Network

The process of YOLOv3 training data is as follows: collect a large number of invoice
images taken by mobile terminals from different angles, these images can contain
different backgrounds; manually use the LabelImg marking tool to mark the images
obtained in the previous step to generate a file of the format xml; The script file
converts the xml file to a txt file. A training set is created for the Darknet-53 feature
extraction network [12]; the training data is started, where the weight file will appear
and the best weights will be imported into the test script; the intelligently positioned
invoice image will be output.

YOLOv3 used logistic regression when predicting bounding box. Bounding box’s
coordinate prediction method:

bx ¼ r txð Þþ cx ð2Þ

by ¼ r ty
� �þ cy ð3Þ

bw ¼ pwe
tw ð4Þ

bh ¼ phe
th ð5Þ

where tx, ty, tw, and th are the predicted outputs of the model. cx and cy represent the
coordinates of the grid cell. The coordinates of the grid cell in the first column of the
0th row, cx is 0, and cy is 1. pw and ph represent the size of the predicted bounding box.
bx, by, bw and bh are the coordinates and size of the center of the predicted bounding
box. rðtxÞ and rðtyÞ are the loss of coordinates using the squared error loss.

Confidence reflects the accuracy of the bounding box which contains the object.
The results of intelligent positioning of the invoice image captured by the smart phone
are shown in Fig. 8. The IoU is a measure of the accuracy of detecting a corresponding
object in a particular data set. The accuracy of intelligent positioning can be seen from

Fig. 8. YOLOv3 experimental results of intelligent positioning of invoice images.
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the IoU. The mean average precision can reach 92.5% when the IoU is set at 0.5. The
mean average precision can reach 80.74% when the IoU is set at 0.7.

3.3 Optical Character Recognition

When we need to conduct text recognition on the invoice image that has been intel-
ligently located and extracted, the following problems occur. Because the angle and
height of the shooting will cause the character size on the image to be very different,
and secondly, when the invoice is placed in different scenes, it also causes significant
difficulties in identification. To solve the above problems, we use weak supervision.
The learning framework performs precise character recognition on the extracted areas.
The results identified by the weakly supervised learning framework are shown in
Fig. 9. The accuracy of recognizing texts can reach up to 97.5%.

4 Conclusion

This paper has proposed a smart phone aided intelligent algorithm for invoice reim-
bursement system which can realize intelligent positioning and content recognition of
invoice images. We applied the Hough transform detection linear principle to the
preprocessing of invoice images. YOLOv3 target detection network was adopted to
intelligently locate and extract invoice images taken in natural scenes. We used the
weak supervised learning framework to perform accurate character recognition on the
extracted invoice image. The accuracy of recognizing texts can reach up to 97.5%.
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Abstract. In reverberant and noisy environments, tracking a speech
source in distributed microphone networks is a challenging problem. A
speech source tracking method based on distributed particle filter (DPF)
and average consensus algorithm (ACA) is proposed in distributed micro-
phone networks. The generalized cross-correlation (GCC) function is
used to approximate the time difference of arrival (TDOA) of speech
signals received by two microphones at each node. Next, the multiple-
hypothesis model based on multiple TDOAs is calculated as the local
likelihood function of the DPF. Finally, the ACA is applied to fuse local
state estimates from local particle filter (PF) to obtain a global consen-
sus estimate of the speech source at each node. The proposed method
can accurately track moving speech source in reverberant and noisy envi-
ronments with distributed microphone networks, and it is robust against
the node failures. Simulation results reveal the validity of the proposed
method.

Keywords: Speech source tracking · Distributed particle filter ·
Distributed microphone networks · Average consensus

1 Introduction

The tracking of a speech source in reverberant indoor environments may help
to know the speech source’s position at all times, which becomes very impor-
tant in many audio applications, such as audio/video conference system, source
separation, beamforming and robot [1–4], and it has been an attractive research
problem. Since the room reverberation brings multi-path components into speech
signals received by microphones, and environmental noise can also pollute the
speech signals, it could bring some challenges to accurately track moving speech
source in indoor environments with microphone networks. Meanwhile, reverber-
ation and noise will generate spurious and unreliable measurements and may
lead to the tracking performance degradation for a moving speech source.
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To solve this problem, Bayesian filter based speech source tracking meth-
ods have been developed, which depict the tracking problem with a state-space
model and estimate the state of speech source with the state posterior [5–9].
These methods generally depended on estimated the time difference of arrival
(TDOA) measurements and use both a series of past measurements and current
measurements. Considering that the tracking of speech source is a nonlinear
problem, an optimal approximation for the Bayesian filter via the Monte Carlo
technique is applied in the speech source tracking, i.e., the particle filter (PF).
A state space approach using PF was presented to track acoustic source and
a general PF framework was formed in microphone networks [5]. A framework
of speaker localization and tracking based on the information theory and PF
was presented in [7]. In [8], a multiple talkers tracking method based on ran-
dom finite set PF and time-frequency masking was discussed. A nonconcurrent
multiple talkers tracking problem based upon extended Kalman particle filter
(EKPF) was proposed in [9].

However, in the methods above-mentioned, their microphone networks nor-
mally are regular geometry structure, which make these methods require a cen-
tral processing unit to collect all measurements for position estimate of the
speech source. Thus, any failures of the central processing unit may lead to
the tracking system collapse. Besides, considering the problem of node failures
and lost data in the microphone networks, constructing distributed microphone
networks with arbitrary layout and irregular geometry are suitable to perform
speech source tracking. Then, in distributed microphone networks, the tracking
methods of speech source based on distributed PF (DPF) have been discussed. In
[10], a DPF algorithm was employed for the speaker tracking in the microphone
pair network, in which an extended Kalman filter (EKF) is used to estimate
local posterior probability for sampling particles (abbreviated as DPF-EKF).
A improved distributed Gaussian PF (IDGPF) was performed to track speaker
and an optimal fusion rule was employed in distributed microphone networks, in
which a multiple-hypothesis model is modified as the likelihood function [11]. For
non-Gaussian noise environments, a speaker tracking method based on DPF was
discussed in [12]. For these methods, they employed different fusion algorithms
of distributed data and different TDOA measurements.

Taking into account adverse effects of reverberation and noise, based on the
DPF [13] and consensus fusion algorithm [14], a speech source tracking method
in reverberant environments with distributed microphone networks is proposed
in the paper. First, a dynamics model is used to describe the motion of a speech
source in a room. Next, the generalized cross-correlation (GCC) estimator is
applied to calculate multiple TDOAs of speech signals from each microphone
pair. After that, multiple-hypothesis likelihood model is employed to compute the
weights associated with particles of the local PF and the local state posterior is
estimated at each node. Finally, the decentralized computation fashion of local
posteriors is implemented by the average consensus algorithm and a global state
estimate is obtained at each node. Especially, since the data communication does
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not perform in the whole microphone network, and only occurs among the neigh-
bor nodes, the proposed method is robust against node failures and lost data.

2 Problem Formulation and Fundamental Algorithm

2.1 Problem Formulation

In a distributed microphone network with J nodes, where a node consists of
two microphones and the communication among nodes can be modeled as an
undirected graph G = (V, ε), where V = {1, 2, · · · , J} is the node set of the
network and ε ⊂ {{j, j′} |j, j′ ∈ V } is the edge set between nodes in the network.
An edge {j, j′} ⊂ ε indicates that node j and j′ can exchange information each
other. Mj = {j′ ∈ V |(j, j′) ∈ ε} is the neighbors’ set of node j.

Let the varying state xk = [xk, yk, ẋk, ẏk]T denote the speech source’s posi-
tion [xk, yk] and velocity [ẋk, ẏk] at time k in a reverberant and noisy environ-
ment, and yk denote measurement vector. The transition function fk and mea-
surement function hk are used to describe the nonlinear relationships between
xk and xk−1, between xk and yk, respectively [5,12].

xk = fk(xk−1) + uk (1)

yk = hk(xk) + vk (2)

where uk and vk are the measurement and process noise at time k, respectively,
both with known probability density functions.

The tracking problem of speech source is to estimate the state xk at time
k based on all measurements, i.e., y1:k = {y1,y2, · · · ,yk}. The Bayesian filter
for tracking problem is to recursively calculate the posterior probability density
p(xk |y1:k ) of xk based on the posterior probability p(xk−1 |y1:k−1 )

p(xk |y1:k−1 ) =
∫

p(xk |xk−1 )p(xk−1 |y1:k−1 )dxk−1 (3)

p(xk |y1:k ) =
p(yk |xk )p(xk |y1:k−1 )

p(yk |y1:k−1 )
(4)

where p(xk |xk−1 ) is the state transition density and calculated via Eq. (1);
p(yk |xk ) is the global likelihood function and computed by Eq. (2);
p(yk |y1:k−1 ) =

∫
p(yk |xk )p(xk |y1:k−1 )dxk is the normalized parameter [5,6].

2.2 Particle Filter

In the tracking of speech source, taking into account that the measurement yk is
nonlinear, the particle filter (PF) can obtain the optimal solution to Eqs. (3) and
(4) by Monte Carlo technique. Let {Xn

k}N
n=1 be sampled particles and {wn

k }N
n=1

be associated weights, respectively. The PF represents the posterior probability
p(xk |y1:k ) using weighted particles. Using the sampling importance resampling
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(SIR) filter [6], the N weighted particles are drawn from the state-transition
density p(Xn

k

∣∣Xn
k−1 ) as the proposal function, and the weight wn

k corresponding
to the n-th particle Xn

k is updated as wn
k = p(yk |Xn

k ) [5,6].
Then the p(xk |y1:k ) is written as

p(xk|y 1:k) ≈
N∑

n=1

w̃n
k δ(xk − Xn

k ) (5)

where w̃n
k is the normalized weight, i.e., w̃n

k = wn
k /

N∑
n=1

wn
k and δ(·) is the multi-

dimensional Dirac delta function.
Based on the posterior probability, the minimum mean-square error (MMSE)

estimate x̂k and covariance P̂k of xk are obtained as [6]

x̂k = E {xk |y1:k } =
N∑

n=1

w̃n
kXn

k (6)

P̂k =
N∑

n=1

w̃n
k (x̂k − Xn

k )(x̂k − Xn
k )T (7)

where E [•] is the mathematical expectation operation.

2.3 Time Difference of Arrival

The time difference of arrival (TDOA) measurements are calculated from the
generalized cross-correlation (GCC) function Rk,j(τ) between two microphone
signals of node j. The Rk,j(τ) based on the phase transform is given as [5,15]

Rk,j(τ) =
∫

X1
j (f)X2∗

j (f)∣∣X1
j (f)X2∗

j (f)
∣∣ej2πfτdf (8)

where X1
j (f) and X2

j (f) denote the frequency domain signals received by micro-
phone pair, and superscript ∗ denotes the complex conjugation.

The TDOA measurement estimate τ̂ j
k at node j corresponds to the large peak

of the Rk,j(τ), written as

τ̂ j
k = argmax

τ∈[−τjmax,τjmax]

(Rk,j(τ)) (9)

where τ jmax is the maximal TDOA at node j.
However, in reverberant and noisy environments, only considering a TDOA

estimate from the largest peak of Rk,j(τ) in Eq. (9) may bring ambiguous TDOA
estimates, which can lead to spurious estimates of the speech source’s posi-
tion. Generally, taking multiple TDOA estimates from local largest peak of
Rk,j(τ) has become popularly in speech source tracking problem [11,12]. Cal-
culate Uk TDOA estimates to constitute local measurement of node j, i.e.,

yj
k =

[
τ̂ j
k,1, τ̂

j
k,2, · · · , τ̂ j

k,Uk

]T

, where τ̂ j
k,i (i = 1, 2, · · · , Uk) is taken from the i-th

largest local peak of Rk,j(τ).
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3 Speech Source Tracking Based on DPF

3.1 Speech Source Dynamical Model

The Langevin model [5] is used to be speech source dynamical model, which
describe the varying speech source’s motion in indoor environments. It is
assumed to be independent in each Cartesian coordinate, written as

xk =
[
I2 aT ⊗ I2
0 a ⊗ I2

]
xk−1 +

[
bT ⊗ I2 0

0 b ⊗ I2

]
uk−1 (10)

where T is the discrete time interval, I2 is the second-order identity matrix, ⊗ is
the Kronecker product operation, uk−1 is the time-uncorrelated Gaussian noise
vector, a = exp(−βΔT ) and b = v̄

√
1 − a2, where β and v̄ are the rate constant

and steady-state velocity parameter, respectively. Setting suitable values for β
and v̄ can simulate the realistic speech source motion.

3.2 Distributed Particle Filter Based on Average Consensus
Algorithm

In [13], a distributed particle filter (DPF) is presented to achieve a consensus-
based calculation of posterior parameters from the local PF at each node in the
distributed network. All posterior parameters are assumed as Gaussian probabil-
ity density. Then the global state posterior is calculated based on local posterior
parameters via distributed data fusion algorithm.

In the distributed microphone network with J nodes, the local measurements
yj

k(j = 1, 2, · · · , J) of the state xk form the measurement vector yk, written as

yk =
[
(y1

k)
T
, (y2

k)
T
, · · · , (yJ

k )
T
]T

(11)

Node j first performs a local PF and calculates a local posterior p(xk∣∣∣y1:k−1,y
j
k ) incorporating all nodes’ measurements y1:k−1 up to time k − 1 and

the local measurement yj
k. Then the Gaussian estimation of the p(xk

∣∣∣y1:k−1,y
j
k )

is computed in term of weighted particles from Eqs. (6) and (7), which are local
MMSE estimate x̂k,j and covariance estimate P̂k,j , respectively.

Next, they are propagated among the neighbor nodes in the distributed
microphone network, and fused by the typical average consensus algorithm
(ACA) [14] which performs distributed linear iterations make each node obtain
the converging average value. The consensus iteration calculation at node j can
be given as

tj(m + 1) = tj(m) + α
∑

i∈Mj

[ti(m) − tj(m)] (12)

where α denotes the weight corresponding to edge {i, j} ⊂ ε in the distributed
network, and m denotes the time index of consensus iteration. The variable
tj(m+1) will converge to the global average value at node j after M iterations.



Speech Source Tracking Based on DPF in Reverberant Environments 335

Finally, the global consensus posterior p(xk |y1:k ) can be obtained at each node
of the distributed microphone network.

The DPF based on the ACA is nearly not affected by changing topologies
structure and node link failures of the distributed network since in the iteration
calculations of the ACA, each node only performs the data communications
among the neighbor nodes.

3.3 Multiple-Hypothesis Likelihood Model

The particles’ weights of local PF at node j are considered as local likelihood
functions, i.e., p(yj

k |xk ), which are computed by multiple-hypothesis likelihood
model based on the Uk TDOAs. Due to reverberation and noise of indoor envi-
ronment, in local measurement yj

k, at most one TDOA τ̂ j
k,i corresponds to the

true speech source’s position. If the τ̂ j
k,i corresponds to the true position, let

f j
k,i = T , else, let f j

k,i = F . These hypotheses can be described as [9,12]
⎧⎨
⎩

H0 =
{

f j
k,i = F ; i = 1, 2, · · · Uk

}

Hi =
{

f j
k,i = T ; f j

k,g = F ; i, g = 1, 2, · · · Uk, i �= g
} (13)

where H0 indicates that none of TDOAs corresponds to the true speech source’s
position, and Hi denotes that only the i-th TDOA τ̂ j

k,i corresponds to the true
position.

Assume that the hypotheses of Eq. (13) are mutually exclusive, then local
likelihood function p(yj

k |xk ) can be given as

p(yj
k |xk ) =

Uk∑
q=0

sqp(yj
k|xk,Hq) (14)

where sq is the prior probability of the hypothesis Hq, and
Uk∑
q=0

sq = 1.

Assume that the Uk TDOAs in local measurement yj
k are mutually indepen-

dent conditioned on xk and Hq, if the TDOA τ̂ j
k,i corresponds to the true speech

source’s position, the likelihood function is defined as a Gaussian distribution;
else, it is defined as a uniform distribution over the set of admissible TDOA[−τ j max, τ j max

]
, written as [9]

{
p(yj

k |xk ,H0) = 1
(2τj max)Uk

p(yj
k |xk ,Hi) = 1

(2τj max)Uk−1 N (τ̂ j
k,i; τ

j
k(xk), σ2)

(15)

Then, the local likelihood function p(yj
k|xk) in Eq. (14) is written as

p(yj
k |xk ) = η(

s0
2τ j max

+
Uk∑
i=1

siN (τ̂ j
k,i; τ

j
k(xk), σ2)) (16)

where η = 1
(2τj max)Uk−1 .



336 R. Wang and X. Lan

3.4 Speech Source Tracking Based on DPF

Based upon the above-mentioned discussions, a speech source tracking method
based on the DPF and ACA is proposed in reverberant environments with dis-
tributed microphone networks (abbreviated to DPF-ACA). First, each node cal-
culates the GCC function of speech signals received by a microphone pair and
chooses multiple TDOAs as its local measurement. Based on them, predict the
particles via the Langevin model and compute the local multiple-hypothesis like-
lihood as weights of particles for the local PF at each node. Next, estimate the
local state and corresponding covariance with representation of weighted parti-
cles. Finally, fuse all local state estimates via the average consensus algorithm,
and all nodes can obtain a global consensus estimate. The DPF-ACA algorithm
is summarized in Algorithm 1. Furthermore, since the data communications
occur only in the neighbor nodes of distributed networks, the proposed method
is robust against node failures or the data lost.

Algorithm 1. DPF and ACA Based Speech Source Tracking.
1: Calculate the GCC function Rk,j(τ) according to Eq.(8), k = 1, 2, · · · ,K,

∀j ∈ V, j = 1, 2, · · · , J , where K denotes the maximal time index;
2: Choose Uk TDOAs to form local measurement yj

k;

3: Predict particles
{
X̃n

k,j

}N

n=1
by broadcasting

{
Xn

k−1,j

}N

n=1
according to

Eq. (10);

4: Compute the local weights
{

wn
k,j

}N

n=1
according to Eq. (16);

5: Normalize the weights: w̃n
k,j = wn

k,j/
N∑

n=1
wn

k,j ;

6: Estimate the local state x̂k,j and corresponding covariance P̂k,j according
to Eqs. (6) and (7);

7: Fuse {x̂k,j}J
j=1 and

{
P̂k,j

}J

j=1
according to Eq. (12);

8: Calculate the global estimate at node j: x̂k,j = x̂k,j(M), P̂k,j = P̂k,j(M);

9: Sample particles
{
Xn

k,j

}N

n=1
from N (xk,j ; x̂k,j , P̂k,j);

10: return x̂k,j ,P̂k,j ;

4 Simulations and Result Discussions

4.1 Simulation Setup

In the simulation, consider that a female speech source moves in a office room,
whose moving trajectory is a curve which start point is (0.9 m, 2.65 m) and end
point is (4.1 m, 2.65 m). There are 12 omni-direction microphone pairs irregularly
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and randomly installed in the room shown in Fig. 1. In advance, the distributed
microphone network has been constructed via choosing microphones adaptively
[16]. A microphone pair is considered as a node, in which the spacing distance
of two microphones is set as 0.6 m. The communication graph of the distributed
microphone network is shown in Fig. 2, where the line between two nodes indi-
cates that they can exchange information each other. Each node has its neighbor
nodes and can communicate with neighbor node only when their communication
radius between them is less than 1.8 m. Meanwhile, the height of microphones is
set as 1.5 m, which is same as that of the speech source, and a two-dimensional
speech source tracking problem is focused in this paper.

Fig. 1. Speech source trajectory and layout of the 12 microphone pairs in X−Y plane.

In the simulation, the speech source is a female speech with a length of nearly
8 s with sampling frequency is 16 kHz. The speech signals are split as 120 frames
and the discrete time interval T is 64 ms. The speech signals captured by each
microphone are created by the well-known image method [17], which can simulate
the indoor environment acoustics under different background noise and reverber-
ations. The parameters T60 and signal noise ratio (SNR) are used to simulate dif-
ferent reverberations and different background noise, respectively. The configura-
tion of simulation parameter is as follows. For the Langevin model, the parameter
settings are v̄ = 1ms−1 and β = 10 s−1. For the PF, the sampling number of par-
ticles is N = 500 and the initial prior of the speech source state is considered as a
Gaussian distribution, with mean vector μ0 = [1.0, 2.6, 0.01, 0.01]T and covariance
Σ0 = diag([0.05, 0.05, 0.0025, 0.0025]) set randomly. For the TDOA estimates, the
number of the TDOA candidates is Uk = 4. For the multi-hypothesis likelihood,
the standard deviation of the TDOA error is σ = 50µs and the prior of H0 is
s0 = 0.25. For the average consensus algorithm, consensus iterations is M = 25.

Root Mean Square Error (RMSE) of the speech source’s position has been
employed in tracking performance evaluation widely and the average of RMSEs
(ARMSE) over Mc Monte Carlo simulations is given as
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Fig. 2. Communication graph of the distributed microphone network with 12 nodes.

ARMSE =
1

Mc

Mc∑
m=1

√√√√ 1
K

K∑
k=1

∥∥sxk
− sx̂m,k

∥∥2 (17)

where m is the cycle index of the Monte Carlo simulation running, sxk
denotes

the true position of the speech source, and sx̂m,k
is the speech source’s position

estimate of the m-th Monte Carlo simulation running.

4.2 Result Discussions

To evaluate the validation of the proposed method (DPF-ACA), some simula-
tion experiments under different SNRs and different T60 values are conducted,
comparing with the existing speech source tracking methods, i.e., [5] (abbrevi-
ated to PF), [10] (abbreviated to DPF-EKF), and [11] (abbreviated to IDGPF).
Based on the same simulation setup, all methods are evaluated in form of the
ARMSE results according to Eq. (17) averaged over Monte Carlo simulations,
where times of Monte Carlo simulations is Mc = 70.

Effect of Reverberation Time T60. Figure 3 indicates that the tracking results
of all methods under the different T60 values, i.e., T60 = {100, 150, ..., 600} ms
when the SNR is 10 dB.

With the rise of reverberation time, it can be observed from Fig. 3 that
tracking performance of all methods becomes worse and worse. Specially, the
IDGPF method has larger errors under different T60 values. It means heavier
reverberation will bring bad TDOA estimations at each node in the distributed
microphone network. Due to taking only one TDOA from the peak of GCC
function for sampling particles in the DPF-EKF method, it has poor tracking
accuracy when T60 > 200 ms. We can find that the tracking performance of the
PF is the best when T60 changes from 100 ms to 600 ms. However, its central
processing fashion requires that the central processing unit can not have any
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failures. It can be clearly seen that the proposed method always has lower values
of ARMSE and better tacking accuracy when reverberation time T60 becomes
heavier and heavier, which indicates the proposed method is robust against the
changes of environmental reverberation.

Fig. 3. ARMSE results versus different T60 in the environment with SNR = 10 dB.

Effect of Signal Noise Ratio (SNRs). Figure 4 illustrates that the tracking
results of all methods under different SNRs, i.e., SNR = {0, 5, ..., 35} dB, when
the reverberation time T60 = 100 ms.

With the increases of SNR, we can observe from Fig. 4 that the ARSME val-
ues of all methods change smaller gradually and their tracking accuracies become
higher and higher. It can be seen that when SNR < 10 dB, the IDGPF method
and DPF-EKF method bring serious degradation of tracking performance, which
means background noise has an important influence in their tracking perfor-
mances. Although the PF has the best tracking accuracy in Fig. 4, it is limit
to the central data processing manner. Furthermore, as a distributed tracking
algorithm, when the SNR increases from 0 dB to 35 dB, ARMSE values of the
DPF-ACA are on the decline, which shows more stable and better tracking per-
formance. It implies that the proposed method is a valid tracking method for
speech source under lower SNRs environments, especially.

Effect of Node Failures. Node failures in microphone networks indicate they
can not exchange data with their own neighbor nodes, which can cause the
decline of the valid node’s number and the change of communication graph in
Fig. 2. Tracking trajectories of all tracking methods are displayed in Fig. 5 under
the environment with T60 = 100 ms and SNR = 15 dB, when there are three
fault nodes in the distributed microphone network, i.e., N.1 node, N.5 node, and
N.11 node shown in Fig. 2.

When three nodes can not communicate with their neighbor nodes in the
distributed microphone network, the number of valid nodes of network in Fig. 2
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Fig. 4. ARMSE results versus different SNRs in the environment with T60 = 100 ms.

Fig. 5. Speech source tracking results in the network with three fault nodes.

changes to 9 and there are only 9 local measurements, which could affect the
tracking performance of all tracking methods of speech source. However, it can
be observed that the DPF-ACA, PF, and DPF-EKF methods can successfully
track the moving speech source with smaller ARMSE values, which indicates the
node failures have little impact them. For the IDGPF method, it generates larger
tracking errors in tracking true trajectory of the speech source. Meanwhile, since
the DPF-ACA only executes local data exchange, the tracking performance of
the proposed method as a distributed tracking algorithm of the speech source,
is nearly unaffected by node faults and it is scalable in distributed microphone
networks.
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5 Conclusions

In the paper, a speech source tracking method based on the DPF and ACA in
distributed microphone networks is proposed. Each node first performs the local
PF to obtain local state posterior. Next, taking into account the environmental
noise and reverberation, the GCC-PHAT function is used to estimate multiple
TDOAs which are employed to calculate multiple-hypothesis model as weights of
particles for the local PF. Finally, the local state estimates are fused via average
consensus algorithm to acquire the global consensus estimate at each node in the
distributed microphone networks. Simulation experiments with existing speech
source tracking methods indicate that the proposed method has better tracking
performance in environments of lower SNRs and heavier reverberations. Besides,
owing to only executing communications among neighbor nodes, the proposed
method is almost unaffected by node failures.
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Abstract. Cognitive radio provides the ability to access the spectrum
that is not used by primary users in an opportunistic manner, enabling
dynamic spectrum access technology and improving spectrum utilization.
The spectrum prediction plays an important role in key technologies such
as spectrum sensing, spectrum decision, spectrum sharing and spectrum
mobility in cognitive radio. In this paper, aiming at the spectrum predic-
tion problem in cognitive radio, a spectrum prediction technique based
on the sequence to sequence (seq-to-seq) network model constructed by
the GRU basic network module is proposed. Due to the long and short
time memory function of the GRU network structure, its performance is
better than the previous Multi-Layer Perception (MLP) network model.
This paper also explores in depth the impact of changes in the length
of the input sequence on the prediction results. And the proposed seq-
to-seq network model also performs well for multi-slot prediction and
multi-channel joint prediction.

Keywords: Cognitive radio · Spectrum prediction · Sequence to
sequence network model

1 Introduction

With the development of communication technologies, the proliferation of mobile
devices has led to a shortage of spectrum resources. In the past, the static spec-
trum allocation strategy has low spectrum utilization and cannot meet the fre-
quency requirement. What new communication systems mainly focused on is
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how to improve spectrum utilization without reducing the quality of service.
The advent of software radios has providing dynamic reconfiguration of devices.
In the 1990s, the emergence of software-based radios and the maturity of machine
learning techniques led to cognitive radios (CR), which is a technology for intelli-
gent analysis of the spectrum environment that provides reliable communication
and efficient use of the radio spectrum. Through the sense of the spectrum envi-
ronment and adaptive learning from the surrounding environment, CR will allo-
cate the idle spectrum in certain space and time to unauthorized users, thereby
achieving more efficient access to the idle frequency band and spectrum sharing.
It also limits and reduces the occurrence of collisions, so that the spectrum is
more efficiently and rationally used.

In order to effectively implement the concept of cognitive radio networks,
CR systems need to have the ability to perform the following functions [1]: spec-
trum sensing [2,3], spectrum decision, spectrum sharing and spectrum mobility.
The proposition of spectrum prediction makes spectrum sensing, spectrum deci-
sion and spectrum mobility more efficient and intelligent, which are all based
on spectrum prediction. Spectrum prediction in cognitive radio networks is a
challenging problem that involves several sub topics such as channel status pre-
diction, PU activity prediction, radio environment prediction and transmission
rate prediction. Among them, the study of channel state prediction can play
a critical role in spectrum sensing, spectrum decision, spectrum sharing, and
spectrum mobility research.

Since 2006, when Professor Acharga putted forward the concept of spectrum
prediction, the spectrum prediction method had been continuously innovating
and improving. At present, there are mainly three types of prediction algorithms:
prediction algorithms based on Markov model; prediction algorithms based on
regression analysis; and prediction algorithms based on neural networks. The pre-
diction method based on the regression model has poor application performance,
which can’t do anything for predictions in a slightly more complicated environ-
ment and multi-step prediction. The Markov model-based prediction method
needs to know the prior knowledge of the probability distribution of channel
occupancy for equation establishment and parameter acquisition. The neural
network model-based prediction method is complex and requires a large amount
of data for network training. But it has high applicability and portability, and
doesn’t need any prior knowledge. With the development of artificial intelligence
technology, deep learning technology has achieved good results in various fields,
and neural network technology has become more mature. This paper will study
the spectrum prediction technology based on recurrent neural network (RNN).

2 Related Work

With the development of artificial intelligence technology, many scholars have
studied channel state prediction based on neural networks [4–7].

In 2010, Tumuluru et al. [8] proposed that the service characteristics of most
licensed user systems encountered in real life are not prior knowledge. They use
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a neural network model, MLP, to design a spectrum predictor that does not
require prior knowledge of the service characteristics of the licensed user system.

In 2011, Liang et al. [9] proposed a practical spectrum behavior learning
method based on MLP. Through supervised learning, the state of different chan-
nels in future time slots (idle or busy) can be predicted. In 2011, Zhao et al. [10]
proposed a spectrum prediction model based on neural network, which can pre-
dict the spectrum occupancy state by simulation.

In 2013, Nakisa et al. [11] proposed a spectrum prediction for multiple sec-
ondary users using RNN and time delay neural network (TDNN), but it is only
a method of averaging each secondary user after prediction, not Multi-user joint
prediction.

The recurrent neural network has long and short time memory characteris-
tics, aiming to solve the time series problem with correlation. The channel state
prediction problem can also be regarded as a kind of time series problem. It
seems reasonable and effective to apply the recurrent neural network technol-
ogy to the channel state prediction problem. This paper will deeply study the
channel state prediction problem based on RNN.

3 Spectrum Prediction Based on Sequence to Sequence
Network

3.1 Model Establishment

Spectral prediction is such a technique that through analyzing historical spec-
trum measurement data to obtain spectrum usage laws and to predict future
spectrum usage states. According to the spectrum prediction results, the cog-
nitive device can implement intelligent spectrum sensing and dynamic spec-
trum access, reducing time expenses, and improving communication quality. This
paper makes use of the advantages of deep learning for the learning ability of
complex models, and adopts the time series model, RNN. By using known his-
torical spectral states, a spectrum predictor is trained to learn the laws of the
frequency equipment to predict future spectral states.

Fig. 1. Channel state prediction network structure based on seq-to-seq.

Figure 1 shows the structure of sequence to sequence neural network as used
herein. When we predict the future channel states, we generally need to use
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the historical channel states, because in time, the channel states is not indepen-
dent and has a certain time correlation. This is consistent with the structure of
the RNN.

The left part of the model is the input module, and the channel states of
n time slots are used as the input of the model. The right part is an output
module that sequentially obtains channel state prediction values of m time slots
by making use of a sequence of states of a certain length obtained from the input
sequence. The predicted values are compared with the actual values, the error
is propagated back, and the parameters of the model are updated.

The basic repeating module uses the GRU unit, which is a varient of RNN,
and its basic structure is as shown in the Fig. 2.

Fig. 2. GRU network structure.

The forward propagation update formula of the GRU unit satisfies:

rt = σ(Wr · [ht−1, xt]) (1)

zt = σ(Wz · [ht−1, xt]) (2)

˜ht = tanh(W · [rt ∗ ht−1, xt]) (3)

ht = (1 − zt) ∗ ht−1 + zt ∗ ˜ht (4)

The output layer of the GRU uses the sigmoid activation function:

σ(x) =
1

1 + e−x
(5)

Output layer:
a = yt = σ(W0 · ht + b) (6)

Loss function:
C = − 1

n

∑

x

[ylna + (1 − y)ln(1 − a)] (7)
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Where n is the number of training data, y is the expected output, and a is the
output of the neural network. the value of a is between (0, 1), indicating the
probability that the channel state is busy. If it is greater than 0.5, the channel
state is considered to be 1, and if it is less than 0.5, the channel state is considered
to be 0.

In the training phase, we use the Adam optimizer, so that the cross entropy
loss function is minimized, and the weight value is continuously adjusted accord-
ing to the direction of the gradient decrease.

3.2 Performance Evaluation

Error Rate
P e
p (Overall) (8)

P e
p (Overall) is the percentage of the predictions that are incorrect in all predic-

tions. It is the most important evaluation indicator reflecting the performance
of the model.

Accuracy Rate
acc = 1 − P e

p (Overall) (9)

acc is equal to 1 − P e
p (Overall), which is an evaluation method that positively

reflects the performance of the model.

Probability of False Prediction in Case the Actual Channel Is Busy

P e
p (Busy) (10)

P e
p (Busy) is the percentage of the prediction result of 0 in the case where the

real channel state is 1. It is a very important indicator, and often hope it can be
as small as possible. Because when the channel state is occupied, if the prediction
result is 0, the device will select the channel for sensing, which will waste a lot of
sensing time. Therefore, this indicator is a very important evaluation indicator
that the application users are more concerned about. From the perspective of
the primary user, this indicator indicates the interference degree to the primary
users.

Probability of False Prediction in Case the Actual Channel Is Idle

P e
p (Idle) (11)

P e
p (Idle) is the percentage of the predict result of 1 in the case where the real

channel state is 0. It is an indicator that affects the P e
p (Overall).
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Fig. 3. Data processing process

3.3 Data Sampling Process

The channel state data is sliced, and each slice is composed of channel states of
a certain length of time. Each channel state sequence is input into the model to
obtain a corresponding output (i.e., the prediction results of the future channel
states). The data processing process is shown in Fig. 3.

3.4 Parameter Settings

In the channel state prediction model of the GRU-based seq-to-seq network, the
number of neurons of the GRU basic unit is 20, the learning rate is set to 0.01,
and the batch size is set to 100. Compared with the MLP model, the structure
of the two hidden layers is used. The number of neurons in the first layer is 8,
the number of neurons in the second layer is 4, the learning rate is set to 0.001,
and the number of trainings is set to 1000. The weights, initial state values, and
deviations used therein are randomly generated using a random function.

4 Simulation Results and Analysis

4.1 The Effect of Input Sequence Length on the Model Performance

There are many factors affecting performance. When the input sequence length
of the model is different, the performance of the model is different. Therefore,
we have carried out experiments on the length of the input sequence from 1 to
20. The experimental data in this paper is generated using the M/M/1 queuing
system model. Two fixed modes have been added. Figure 4 shows the trends of
the P e

p (Overall), P e
p (Busy), P e

p (Idle) for different input sequence lengths.
It can be seen from Fig. 4 that when the input sequence length becomes

larger, the P e
p (Overall), P e

p (Busy), P e
p (Idle) of the model tends to decrease.

Extremely, when the input sequence length is 1 time slot, the performance of
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Fig. 4. Performance varies with input sequence length.

the model is the worst. The basic principle is the same as the statistical method.
The historical information used has only 1 time slot, and the prediction accuracy
is very low. The more the length of the input sequence, the more the historical
information can be obtained and the higher the prediction performance will be.
When the length is increased to a certain length, the performance is almost stable
because the data used by the model itself has a finite length of dependence on
historical data. Therefore, when the input sequence length of the model grows
beyond the duration of the dependency in the data, it will not have more impact
on performance, which just takes advantage of the time-dependent nature of
the GRU.

In the case where the input sequence length is 20, the predicted result is
obtained by using the trained model. The result of intercepting 100 time slots
is shown in Fig. 5. Where blue represents the true value and red represents the
prediction result. It can be seen that most of the predicted values are consistent
with the true values, and only a small part are inconsistent with the real results.

4.2 Comparative Analysis of Performance Between MLP Network
and the Proposed Method

In this paper, the MLP network is used for comparison experiments with the
seq-to-seq network. The MLP network parameters are set as described above.

The performance of the MLP varies with the length of the input sequence,
as is shown in Fig. 6. As can be seen from the figure, the performance of the
MLP eventually converges to an error rate of 0.1, which is much worse than the
seq-to-seq network converging to an error rate of 0.03.

In addition, a performance comparison chart between the MLP network and
the method of this paper is given, as is shown in Fig. 7, taking the acc as an
example. As can be seen from Fig. 7, the proposed method is much better than
the MLP network. Extremely, when the input sequence length is 1, there is no
difference between the two methods. When the input sequence length is small,
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Fig. 5. Comparison of predicted results with real values. (Color figure online)
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Fig. 6. MLP performance varies with input sequence length
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there is little difference. When the input sequence length is greater than 8, the
prediction accuracy of this paper is much higher than the prediction accuracy
of the MLP network, and the best case is 10% higher.

4.3 The Effect of Output Sequence Length on the Model
Performance

When the channel occupancy is equal to 0.5 and the input slot length is fixed
to 15 slots, the effect of the output sequence length on the model performance
will be discussed below. In this paper, the output sequence length is changed
from 1 to 15. Experiments are performed to record the P e

p (Overall), P e
p (Busy),

P e
p (Idle) of the seq-to-seq model, as is shown in Fig. 8.
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Fig. 8. Performance vs. predicted time slot length.

As can be seen from Fig. 8, when the output sequence length changes from
1 to 15, the error rate of the model changes from 0.03 to 0.44. This shows that
the more time slots are predicted, the smaller the accuracy will be. This is also
consistent with the actual situation.

In particular, in the case of predicting multiple slots, a slot-by-slot analysis
is performed to understand the prediction performance variation of a single slot
in the case of multi-slot prediction. In the case where 15 slots are selected for
prediction, the performance variation of the i-th slot is considered. The correct
rate of the i-th time slot is shown in Fig. 9.

As can be seen from Fig. 9, when predicting the length of 15 time slots. The
farther the time slot is, the lower the correct rate will be, ie, the lower the
certainty and the more unpredictability.

4.4 Joint Prediction of Multiple Channels

In this section, the joint multi-slot prediction of four channels is to treat the
four channels as a whole one, which are related to each other, instead of four



352 L. Xing et al.

2 4 6 8 10 12 14

i'th slot

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

ac
c

Fig. 9. In the case where the output sequence length is 15, the correct rate of the i-th
time slot.

channels independent of each other. This paper compares the four channel joint
prediction with the independent prediction. When the predicted time slot length
is 1, and the input time slot length is changed from 1 to 15, the performance
change of the P e

p (Overall), P e
p (Busy), P e

p (Idle) are shown in Fig. 10.
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Fig. 10. Influence of input sequence length on multi-channel prediction performance

As can be seen from Fig. 10, as with single-slot prediction, the more the
input sequence length, the lower the error rate. When the input sequence length
is changed from 1 to 15, the error rate is changed from 0.23 to 0.1.

As a comparative experiment, the four channels are regarded as independent
and uncorrelated, and they are independently predicted by single channel pre-
diction. The total prediction accuracy of the four channels is compared to the
joint prediction results. As is shown in Fig. 11.

Figure 11 is a comparison of the total correct rate in the four channels of joint
prediction and separate independent prediction. As can be seen from Fig. 11, the
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Fig. 11. Comparison of correct rate between multi-channel joint prediction and inde-
pendent prediction

correct rate of joint prediction is 3%–6% higher than the accuracy of independent
prediction. This is because when joint prediction, both the channel state of the
historical time slot of the channel and the state of the historical time slot of other
channels can be considered, and the mutual influence between the channels has
an influence on the result of the channel.

5 Summary

In this paper, the correlation characteristics of the channel state in time are
fully considered, and the seq-to-seq network structure based on the recurrent
neural network is applied to the spectrum prediction problem, which has the
characteristics of long and short time memory function. It is studied how to
use the channel state values of n historical time slots to predict the channel
state values of the future m time slots. We discussed the effect of the input
sequence length n on the prediction accuracy. The effect of the output sequence
m on the performance is also discussed. Moreover, with the seq-to-seq network
structure, simultaneous joint prediction for multiple channels is also possible.
And this paper also discussed the performance difference between multi-user
joint prediction and single user independent prediction.
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Abstract. When calculating the traditional image compression storage algo-
rithm, the key frames of the video image are mainly extracted by the video
image feature. In the process of video image acquisition, the influence of factors
such as light is detected, and the image features are changed, resulting in a large
storage problem. A new anti-noise compression storage algorithm for big data
video images is proposed. First, the collected big data video images are divided.
The average value of the gray of the image sub-region is obtained, and then the
compression process and the stored procedure are given. The actual working
effect of the algorithm is verified by comparison with the traditional algorithm.
The experimental results show that the improved algorithm is well stored and
the error is small. The fast anti-noise compression storage method for the big
data video images studied in this paper has a good storage effect, and its
application range is wider and more worthy of promotion.

Keywords: Big data � Video image � Fast compression � Anti-noise
compression � Storage algorithm

1 Introduction

Currently, many data center service models have undergone significant changes. In the
era of big data, data sources are extremely rich. Especially such as images, the pro-
portion of unstructured data such as video is increasing, how to efficiently compress
large data images and store them has become a major problem in this field. In the
current video image storage algorithm, the video image data is prone to loss due to
noise interference. Because the storage speed of the same size file fluctuates continu-
ously under the noise interference, the real-time storage of the high-speed data stream
cannot be guaranteed. The traditional method uses the queue-based cache structure to
solve the frame loss problem of the video implementation storage process, but the
storage process cannot be guaranteed to be anti-noise. And the stability of the storage
cannot be guaranteed. Compressing and storing large data video images can fully
improve the accuracy and reliability of large data video image compression storage.
The current compression storage algorithms used for big data video images are: optical
flow analysis algorithm, MPEG-7 motion descriptor algorithm. Although the above
algorithm can complete the compression and storage of video images in the smallest
position, the calculation process is also relatively simple. But the effect of storage is
often poor. So it takes a long storage time, the information extracted from a single

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
G. Gui and L. Yun (Eds.): ADHIP 2019, LNICST 302, pp. 355–362, 2019.
https://doi.org/10.1007/978-3-030-36405-2_35

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-36405-2_35&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-36405-2_35&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-36405-2_35&amp;domain=pdf
https://doi.org/10.1007/978-3-030-36405-2_35


video produces large errors. In response to the above problems, the algorithm is divided
into two processes: compression and storage. The specific analysis of the calculation
process, the experimental results and feasibility of the algorithm are verified by
experiments [1].

2 Fast Anti-noise Compression Storage Algorithm
for Big Data Video Images

During the rapid compression of big data video images, the user gives a key feature
image of the big data video image to be queried according to different requirements.
According to the sample given by the user, the compression system obtains the cor-
responding key characteristics of the video image key frame according to the
requirements. Matching queries through the database, the results obtained are arranged
in similar degrees. Effectively complete the compression of key frames of big data
video images.

The compression algorithm is as follows:

R ¼
Xi

j¼1

pij
cijði; jÞ ð1Þ

Formula (1) represents the compression process of big data video images, a video
with i frame images represented by j; pij represents a feature vector in a video image,
compare the feature vector with the vector to be matched, get a compressed large video
image, that is, the compression of the key information of the video image is completed [2].

After completing the fast anti-noise compression of big data videos, store it, the
stored procedure is as follows:

Li¼
Xn
j¼1

wijsj ð2Þ

n in formula (2) represents the number of big data video images. j stands for video
frame, i stands for key frame, w stands for data compression package, s represents the
target data image storage package, Li indicates the stored big data video.

The images stored in big data video images are different according to the storage
technology. Divided into data by line storage and data by column storage, database
table data storage supports both row and column storage [3]. Row storage is stored in
units of records. The data page stores a complete number of records; column stores are
stored in column units. All rows of data for each column are stored together, a segment
stores only one column of data, and a designated page stores continuous data of a
certain column.

There are several advantages to storing the list: the data of the same column is
stored continuously. Can speed up the data query speed of a certain column (reduced
unnecessary IO in relative memory); original interpretation: database column storage
technology principle and implementation; continuously stored column data, with
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greater compression unit and data similarity, can get much better compression effi-
ciency than line storage; conditional scanning uses the statistical information of the
data area for accurate filtering. Can further reduce IO, improve scanning efficiency
(Smart Indexing) [4].

Column storage data video image storage table also called HUGE table, it is based
on the HTS table space (full name HUGE TABLE SPACE). This table space is
different from the normal table space. Ordinary table space, the data is passed through
segments, cluster, page to manage, in addition, pages with fixed sizes (4K, 8K, 16K,
32K) are used as management units. HTS is equivalent to a simple file system. Create a
HTS, it is actually creating an empty directory. After creating an HFS table, the
database creates a series of directories and files under the specified HTS table space
directory. The file system structure is shown in the following Fig. 1:

As can be seen from the above figure, the HFS table was created successfully in the
HTS directory. The system needs to go through the following steps: first of all, create
the schema directory corresponding to this table in the HTS directory. The directory
name is “SCH + ID number 9” the composed string. Second, create the corresponding
table directory [5] in the schema directory. Table catalog is the same reason, the table
directory is a string consisting of “TAB + ID number of 4”. The table directory con-
tains all the files in this table. Second, when creating a new table, each column cor-
responds to a file with a dta suffix. The file size can be specified when the table is built.
The default is 64M. The file name is “COL+ column number of 4 + file number of 10”.
For example, in the figure above, 0000 represents the first column, 0001 represents the
second column…0000000000 represents the first file, 0000000001 represents the
second file…there is only one file for the first column. As the amount of data continues

Fig. 1. Column storage file system structure
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to grow, after a file has been lost, the system will automatically create new files to store
the growing data [6]. For a file, its internal storage is managed by district. Area is the
smallest unit of data management within the file. It is also the only unit (similar to the
page that is stored). In a district, the number of rows that can hold a single column of
data is specified when the table is created. For columns of the ABLE attribute, stored
there is a corresponding logo. The start position and length of each zone are 4K aligned
within the file. For an HFS table, the corresponding is also equipped with an auxiliary
table to manage its data [7].

Because only the data is stored in the file described above, auxiliary tables are used
to manage and assist system users to manipulate these data. The auxiliary table is
automatically created by the system when creating the HFS table. Each record in the
auxiliary table corresponds to a data area in the file. The auxiliary table includes the
following 15 columns:

1. COLID: indicates the column ID of the column where the current record corre-
sponds to.

2. SEC_ID: indicates the area ID number of the area corresponding to the current
record. Each zone has an ID number and only;

3. FILE_ID: indicates the file number of the data in this area;
4. OFFSET: indicates that the data in this area is offset in the file, 4K aligned;
5. COUNT: indicates the total number of data stored in this area (which may include

deleted data);
6. ACOUNT: indicates the actual number of data rows stored in this area;
7. N_LEN: indicates the length of the data stored in this area in the file, 4K aligned;
8. N_: indicates the number of rows included in the data in this area;
9. N_DIST: indicates the number of rows in this area that have different data from

each other.
10. MAX_VAL: represents the maximum value in this area, the exact value;
11. MIN_VAL: represents the minimum value in this area, the exact value;
12. SUM_VAL: represents the sum of all the values in this area, the exact value;
13. CPR_FLAG: Indicates whether this area is compressed;
14. ENC_FLAG: Indicates whether this area is encrypted;
15. CHKSUM: Used to verify, this feature is not enabled yet.

The first seven columns are used to control data access. Based on this information,
you can know the specific storage location of this area. Length and basic information.
The last eight columns are all used for statistical analysis of this area. Among them, the
key combination of COLID and SEC_ID is the clustered keyword of the auxiliary
table.

In fact, the process of searching the data stored in the database is through the
retrieval of auxiliary table information. The process of manipulating files under the
HTS directory using auxiliary information [8].
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3 Fast Anti-noise Compression Storage Process for Big Data
Video Images

According to the above study, a fast anti-noise compression storage algorithm for large
data video images compresses and stores images. The workflow is shown in Fig. 2
below:

It can be seen from Fig. 2 that in the workflow of the fast anti-noise compression
storage algorithm for large data volume video images, the video image information is
first acquired, the acquired image information is retrieved, and the retrieved image
information is compressed. The effect is detected, and the image information that
passes the test is stored, and the image information that fails the test is re-retrieved.
After the video image information is stored, the retrieval effect needs to be detected to
ensure the accuracy of the retrieval.

Data storage coded frame implementation method: by storing the command, start
the data storage state. There are two frame synchronization signals, the frame identifier
EB90 [9] corresponding to the last two paths of each main frame. Three-way counting
is included in the main frame. Respectively low counts, medium and high counts. The

Fig. 2. Fast anti-noise compression storage process for big data video images
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low count determines the length of the sub-frame, when the low count is from 00 to 1F
(hex, the same below), counting carry in low counter clearing, at the same time, the
frame identification of the main frame is changed from EB90 to 146F (corresponding to
the synchronization signal of the sub-frame at this time). In order to achieve a 32 � 32
full-frame data format. When the count counter reaches FF, clear the high count carry
bit. You can identify whether the data record is lost by judging whether the frame count
is continuous or not, wrong number. The data format for each sub-frame is as follows:
when the low count is 00,01, insert the frame header. Count to 1E, record the current
count and high count at 1F, the middle 28 frames records the operating status
parameters in the system. The same position in the entire frame is the state of the same
parameter at different times [10].

4 Experimental Study

In order to verify the practical work effect of the fast anti-noise compression storage
algorithm for big data video images proposed in this paper, compared with traditional
anti-noise compression, contrast experiment was set up.

4.1 Experimental Parameters

Experimental parameters are shown in Table 1:

4.2 Experiment Process

Experiment according to the parameters set above, selecting the traditional anti-noise
compression storage algorithm and the anti-noise compression storage algorithm
studied in this paper simultaneously store a segment of the image. Record the storage
effect.

Table 1. Experimental parameters

Project Parameter

Compressed image size 1.0 GB–10.0 GB
The compression time 0.3 s

Storage time 0.5 s
Working frequency 300 Hz–1000 Hz
The storage system Computer center system

Monitoring state Hardware monitoring
Number of experimental sample video images 100n

System storage capacity 576� 72 ¼ 4:15� 104 bits
Storage density 4:15� 104 bits/0.01 cm2 = 4:15� 106 bits/cm2
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4.3 Experimental Results and Analysis

The results obtained are as follows.
As can be seen from Tables 2 and 3, using an improved storage method, the storage

error is 12%, storage accuracy is 95%, the storage time is 1.6 s; the traditional storage
method has a storage error rate of 68.5%, storage accuracy is 71%, storage time is 4 s;
it can be seen that using the improved algorithm for keyframe storage of large data
video images reduces the error rate by 56.5% compared to the traditional method.
Increased storage accuracy by 24%, the storage time is shortened by 2.4 s, its overall
performance is better than traditional algorithms.

4.4 Experimental Conclusion

Based on the above experimental results, get the following experimental results: the
storage method studied in this paper has a good storage effect. Wide range of appli-
cations, more worth promoting.

5 Conclusion

For the current algorithm, there is a big error in large-data video images. A new fast
anti-noise compression storage algorithm is proposed. Through the introduction of
video metadata information algorithm to calculate the keyframe metadata of big data
video images, the retrieval model of keyframes for big data video images can be
established more accurately. Simulation results prove that, improved algorithm for
keyframe storage of large data video images the error rate is reduced by 56.5%,
increased storage accuracy by 24%, save time by 2.4 s, its compression storage effect is
good, stable and win high, compared with the traditional method, the scope of appli-
cation is wider.

Table 2. Storage performance of traditional algorithms under interference

Type of interference Error rate (%) Accuracy (%) Time consuming (min)

Gauss’s vagueness 0.68 70 3.49
Luminance drift 0.68 72 4.31
Gamma correction 0.69 72 4.31
Video Mosaic 0.69 72 4.23

Table 3. Algorithm storage performance in this paper in the case of interference

Type of interference Error rate (%) Accuracy (%) Time consuming (min)

Gauss’s vagueness 0.1 95 1.21
Luminance drift 0.2 96 1.63
Gamma correction 0.2 95 1.42
Video Mosaic 0.1 96 1.69
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Abstract. How to effectively mine students’ behavior data is an important
content to improve the level of student information management. The platform of
student behavior analysis and prediction based on campus big data is established,
and the value of big data produced by students’ campus behavior is analyzed. The
behavior data of students’ consumption laws, living habits and learning condi-
tions are collected, modeled, analyzed and excavated around the large data
environment, and the student behavior is predicted and warned by the stratified
model of students’ behavior characteristics. The experimental results verify the
effectiveness of the methods used, and the behavior characteristics can be ana-
lyzed according to the behavior characteristics of the students, and the students’
behavior will be guided to the overall health direction in a timely manner.

Keywords: Big data � Student behavior � Prediction model � Data mining

With the continuous development of information technology, cloud computing and
data mining technology have been widely applied. The digital campus and the campus
management system service platform are increasing, and the data accumulated in the
campus information environment have also increased greatly. The data of the students’
behavior (learning behavior, life behavior and heart behavior) in the corresponding
business system has formed a relatively complete big data on campus. Environment,
traditional campus management concepts and data analysis methods have been unable
to meet the growing demand for data processing. How to manage and share the campus
data efficiently, and optimize the student management by using the large data mining
method, and provide a clearer and detailed data service for the students’ campus life
according to the analysis results are the hot spots of the current student management. It
can be seen that making full use of students’ school behavior data to build digital
campus and intelligent campus makes the level of campus information upgrade, which
is the problem facing the construction of campus service system.

1 The Connotation of Data Mining

Data mining refers to the extraction of information hidden in the data which have
potential value in the massive and messy data. Through analysis, it can provide people
with decision-making process. The main implementation process of data mining is data
acquisition, data preprocessing, feature extraction, feature selection, data mining,
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model evaluation. Estimate. It is a process of continuous optimization. Data prepro-
cessing, data mining and model evaluation are important components of data mining,
as shown in Fig. 1.

1. Data preprocessing; data preprocessing is the precondition of data mining, it is the
preprocessing of data information by computer technology. The main function is to
clean and screen the invalid and invalid data, and then integrate and transform the
data, and lay the foundation for the establishment of the model.

2. Data mining: different mining algorithms are different in data extraction and pro-
cessing, and the results are different. The most suitable and effective mining
algorithms can be selected according to different data characteristics and business
requirements.

3. Model assessment: we need to evaluate the model to detect whether the results
obtained through data mining meet the expected requirements. If the mining results
do not meet the requirements, it is necessary to re select data or uses other mining
algorithms.

Fig. 1. Process of data mining
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2 Platform Structures of Student Behavior Analysis
and Prediction Based on Big Data

2.1 The Process of System Work

As shown in Fig. 2, based on the multi source data, such as student consumption,
academic achievement, attendance management, book borrowing and so on, the stu-
dents’ behavior is analyzed and the rules and habits of students’ life are predicted. First,
the data is preprocessed, multi source data is fused, and the data is stored in the
distributed system HDFS to ensure the consistency of data in the relational database, so
that the data can be easily converted. At the same time, Scala module is applied to
cluster analysis and association rule mining to complete student behavior classification,
student behavior prediction and early warning.

2.2 Data Acquisition and Preprocessing

Students’ data are characterized by wide source and huge quantity, which makes data
quality not very high, so they need to be pre processed before data analysis. The
process of preprocessing is to clean up some unrelated data in the data which are less
associated with the mining targets, thus improving the quality of the data and providing
more valuable data for the subsequent data processing.

1. Data cleaning: in order to ensure the integrity of data, data is cleaned by merging
data and unified type, eliminating redundant and missing data.

2. Data conversion: a large portion of data collected is user’s historical data. On this
basis, the data are transformed according to the mining objectives of this paper, and
statistics, clustering and classification methods are used to compress and standardize
the data.

3. Data integration: through the analysis of the original data, it is found that because
the data are from different systems, there are many duplicated data attributes, and
this kind of data is integrated in the preprocessing stage, thus reducing the effect of
the data dimension.

Fig. 2. System overall business process
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3 Analysis and Feature Extraction of Students’ Behavior

Before data mining, we need to preprocess the collected data. Data preprocessing is a
key step in the whole process, which generally includes data acquisition, cleaning,
analysis and feature extraction. Data collection is to obtain student behavior data, data
cleaning is to remove the abnormal values and missing values in the student’s behavior
data, and to avoid the impact of these data problems on data mining. Data analysis is to
better understand the data and have a more comprehensive understanding of the data in
advance, and the final feature is proposed. In order to reduce the complexity of the data
mining, the original data is converted to the data which can be used directly by data
mining, which can effectively improve the results of the final data mining. By analyzing
the usability of data and evaluating students’ behavior in school, we build a student
behavior characteristic database.

3.1 Consumption Indicators

By analyzing the students’ consumption behavior in the school, the student con-
sumption records, such as term consumption amount, monthly average consumption
amount, single maximum consumption and consumption times, are used as evaluation
indicators to find out the students’ consumption pattern and consumption level. The
evaluation index of the law of student consumption is shown in Table 1.

3.2 Indicators of Students’ Living Habits

In order to evaluate the students’ habits and habits effectively, the students’ time of
practice, physical exercise, time and place of activities are used as evaluation indicators
to analyze the data collected, so as to understand the regular habits of the students. The
evaluation indicators of students’ living habits are shown in Table 2.

Table 1. Evaluation index of students’ consumption

Index name Range of value

Term consumption 1–10000
Monthly average consumption 1–2000
Single maximum consumption 1–50
Frequency of consumption 1–500
Monthly consumption peak 1–500
Consumption level High/secondary
Consumption habits Regularly/normal
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3.3 Student Learning Index

In order to analyze the students’ degree of effort and academic achievement, the data
are analyzed with the evaluation index, such as attendance rate, book reading, learning
length and learning habits, so as to understand the students’ normal learning situation,
as shown in Table 3.

3.4 Analysis of Behavior Results

The data from the management system of the digital campus of Jilin University is used
as the data source, which includes the students’ Campus consumption records, library
loan records, class attendance records, library entrance records, students’ records,
students’ records, physical exercise records, and campus network from April 2016 to
April 2018, which are 20000 undergraduate students of the school. The access records
of the collaterals, etc. After the data is integrated, the data is converted into the HDFS
module by using the Sqoop tool, and the data is pre processed on the basis of the Spark
platform. Then, the statistical analysis is carried out, and the student behavior feature
library is established, and the indexes in the feature library are used for testing. Taking
the students’ effort analysis as an example, the students are divided into 9 categories
according to the students’ effort and achievement index on the Spark platform, and the
average value of each student’s indexes is shown as shown in Table 4.

Table 2. Evaluation index of students’ living

Index name Range of value

Regular diet 0–30
Early rise index 0–30
Physical exercise index 0–30
Internet time 0–240
Monthly consumption peak 1–500
Consumption level High/secondary
Consumption habits Regularly/normal
Place of regular activity Library/dormitory
Habits and customs Regularly/healthy

Table 3. Average value of each student’s index

Index name Range of value

Attendance rate in class 0–1
Book reading quantity 0–80
Number of access to Libraries 1–1000
Long learning time 1–240
Average achievement 1–100
Number of failures Many/less
Learning habit index Excellent/inferior
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It can be seen that the students who work hard and have excellent results account
for 18.01% of the total number of students. Most of the students can study hard,
although the distribution of results is different. Only a small number of students do not
work hard enough, and their grades are very poor. These students account for only
3.05%. 5.08% of the students are qualified, but the degree of effort is not enough. If we
urge them, we will make further progress. According to the evaluation criteria and the
clustering results of students, the results are compared with the real situation. The
results show that the cluster analysis method is reasonable and effective.

4 Student Behavior Prediction and Early Warning
Experiment

4.1 A Stratified Model of Students’ Behavior Characteristics

Students’ behavior characteristics are extracted from the student behavior database, and
the students’ age, gender and their colleges are used to build a set of students’
behavioral characteristics.

S ¼ fC1;C2;C3; . . .;Cng ð1Þ

In order to distinguish the contribution degree of different characteristics to the
model, we assign different weights to different student characteristics in the set and
satisfy the following conditions:

Xn
i¼1

wi ¼ 1 ð2Þ

Table 4. Clustering results of learning effort

Category Student
ratio

Attendance
index

Achievement
index

Book
reading

Number of
access to
libraries

Long
learning
time

Course
passing
rate

1 6.89 0.58 51.98 25 35 88 0.68
2 18.01 0.87 84.92 49 61 216 0.97
3 11.22 0.76 82.75 35 55 175 0.87
4 3.05 0.33 45.59 21 21 98 0.50
5 5.08 0.46 63.88 18 28 112 0.65
6 21.15 0.87 79.02 52 58 231 0.98
7 11.24 0.76 66.12 36 73 165 0.86
8 11.06 0.62 75.18 28 34 198 0.75
9 12.30 0.63 67.22 24 32 129 0.62
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In order to establish a hierarchical model of students’ behavior characteristics:

S ¼ WiCi ð3Þ

Based on student behavior strati fication model, students’ behaviors are predicted
and predicted. The overall framework of the model is shown in Fig. 3.

4.2 Student Behavior Prediction Experiment

The cross validation method is used to analyze the correctness of the model of student
behavior stratification prediction, and the relationship between the prediction results of
students’ behavior characteristics and the real value is reflected by the average relative
error and the standard error. Based on the correctness of the methods used by different
student scale comparison and analysis, and compared with the traditional forecasting
methods, the scale of the test data is 100500100020005000 and 10000 students

Fig. 3. Student behavior stratification prediction early warning model
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respectively. The average relative error of prediction is shown in Fig. 4. The average
relative error of student behavior characteristics is shown in Fig. 5.

It can be seen that compared with the traditional prediction method, the average
relative error of the student behavior measurement model based on feature stratification
is small, it is kept at about 5%, the prediction accuracy is high, and it has a good
prediction effect. With the change of the relative error of the prediction of the number
of students, the method is more expansible, and it will not reduce the accuracy of
prediction by predicting the changes in the number of students. The relative error

Fig. 4. Average relative errors of prediction

Fig. 5. Average relative errors of student behavior
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distribution on the behavior characteristics of each student is more uniform, indicating
that the average relative error of the students’ behavior characteristics in each
dimension is relatively small, which is suitable for the prediction of muti-dimensional
students’ behavior.

5 Conclusions

The accumulation of campus student behavior data provides a data basis for student
behavior analysis and prediction. The student behavior analysis and prediction platform
based on the large data of the campus is set up. The data mining technology is used to
preprocess, statistics and analyze the original data, so as to establish a feature library
that can describe the individual behavior of the students, and predict the students’
behavior based on the stratified model of student behavior characteristics. The exper-
imental results show that the methods used can effectively mine students’ consumption
rules, living habits and learning conditions. The prediction results are in good agree-
ment with the actual situation. Compared with the traditional forecasting methods, the
accuracy is high and the error is small. It is beneficial to the school to master the
students’ learning and life situation, and the education can be carried out pertinent.

References

1. Lambiotte, R., Kosinski, M.: Tracking the digital footprints of personality. Proc. IEEE 102
(12), 1934–1939 (2014)

2. Sun, A., Ji, T., Wang, J., et al.: Wearable mobile internet devices involved in big data solution
for education. Int. J. Embed. Syst. 8(4), 293 (2016)

3. Hasbun, T., Araya, A., Villalon, J.: Extracurricular activities as dropout prediction factors in
higher education using decision trees. In: 2016 IEEE 16 International Conference on
Advanced Learning Technologies (ICALT), pp. 242–244 (2016)

4. Hammoud, S.: MapReduce network enabled algorithms for classification based on association
rules. Brunel University School of Engineering and Design Ph.D. theses (2011)

5. Maillo, J., Triguero, I., et al.: kNN-IS: an iterative spark-based design of the k-nearest
neighbors classifier for big data. Knowl. Based Syst. 117, 3–15 (2017)

6. Arias, J., Gamez, J.A., Puerta, J.M.: Learning distributed discrete Bayesian network classifiers
under Map Reduce with Apache spark. Knowl. Based Syst. 117, 16–26 (2017)

Analysis and Prediction Method of Student Behavior Mining 371



Model Mining Method for Collaborative
Behavior of Knowledge Agent

in Innovation Ecosystem

Wen Li(&)

Business School, Suzhou University of Science and Technology,
Suzhou 215009, Jiangsu, China

cucmcum@163.com

Abstract. Conventional model of cooperative behavior mining method, can
carry on the analysis, data mining to the conventional collaborative behavior but
for specific subject knowledge in innovation ecosystem cooperative behavior,
and analysis of the data mining results shooting low deficiencies, therefore puts
forward innovation ecosystem in knowledge collaborative behavior main body
model of the mining method. Based on knowledge innovation ecosystem in the
main body composition analysis of collaborative behavior model, used algebraic
representation, data processing design collaborative behavior model, realized the
coordinated behavior model of innovation ecosystem knowledge subject data
processing; According to the parameter fitting of collaborative behavior of
knowledge subject in innovation ecosystem, the mining results were displayed
to realize the model mining of collaborative behavior of knowledge subject in
innovation ecosystem. The experimental data show that the proposed collabo-
rative behavior model mining method is 41.84% higher than the traditional
mining method, which is suitable for the model mining of collaborative behavior
of knowledge subjects in the innovation ecosystem.

Keywords: Innovation ecosystems � Knowledge subject � Cooperative
behavior � Model mining

1 Introduction

The model mining method of conventional cooperative behavior can analyze the data
mining of conventional cooperative behavior. But when we analyze the collaborative
behavior of knowledge agents in specific innovation ecosystem, because of the limita-
tions of the collaborative behavior model data handler, there is a shortage of low hit rate
of mining results. According to the given collaborative behavior pattern, the traditional
collaborative behavior model mining method matches the set of supply chain instances
which conform to the collaborative behavior pattern on the candidate chain set of per-
sonalized supply chain, and selects the supply chain instances which conform to the
user’s personalized demand according to the user’s personalized demand in the set of
matched supply chain instances. However, model mining that is not suitable for col-
laborative behavior of knowledge agents in innovation ecosystems [1], this paper pre-
sents a model mining method for collaborative behavior of knowledge agents in
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innovative ecosystems. Using principal component analysis, the composition of
knowledge agent collaborative behavior model is analyzed. Represented by algebra, a
large amount of related data information is projected into the feature subspace of low-
dimensional data. Design collaborative behavior model data processing process, data
processing of collaborative behavior model of knowledge agents in innovation
ecosystem is completed. The least square method is used to simulate the collaborative
behavior parameters of knowledge agents in innovative ecosystem. Depending on the
normal distribution of discrete group points, the results of the mining are displayed, the
model mining of collaborative behavior of knowledge agents in innovation ecosystem is
completed. In order to ensure the effectiveness of the designed collaborative behavior
model mining method, simulating the experimental environment of collaborative
behavior of knowledge agents, using two different cooperative behavior model mining
methods, a simulation test of the hit rate of the excavation is carried out. The results of the
experiment show that the cooperative behavior model mining method is highly effective.

2 System Objective and Analysis

The model mining methods of collaborative behavior of knowledge agents in inno-
vative ecosystem mainly include:

(1) On the basis of the data array composed of n parameters and m sample values, a
small number of comprehensive variables are established to analyze the formation
of collaborative behavior models of knowledge entities in innovative ecosystem.
It is represented by algebra.

(2) A large number of highly relevant variables in the production process are mapped
to the principal component space defined by a small number of implicit variables
through multivariate statistical projection. To reveal its main structure, the input of
the model and the simplification of the variables are realized.

(3) The least square method is used to fit the data. Based on the normal distribution of
discrete group points, the mining results are displayed. To solve the problem of
model mining method of common cooperative behavior.

3 Data Processing of Knowledge Agent Synergetic Behavior
Model in Innovation Ecosystem

3.1 Analysis on the Composition of Knowledge Agent Synergetic
Behavior Model in Innovation Ecosystem

An innovative ecosystem is a system of resources, talent, institutions and infrastructure
that can combine new ideas or technologies with products, services and production
processes. Knowledge agent cooperative behavior model is one of the commonly used
methods in multivariate statistical analysis. It is based on a data array consisting of n
parameters m samples with a certain dependence. By creating a smaller number of
composite variables, make it more concentrated to reflect the original n parameters
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contained in the change information. The basic method is to determine the primary and
secondary position of the direction of change according to the variance of the data. The
main elements are obtained in primary and secondary order, these main elements are
independent of each other. With this tool, can extract change information, reduce the
complexity of data analysis. It has the ability to remove the data correlation, reduce the
noise effect, reduce the data dimension and other advantages, in data compression,
signal processing, pattern recognition, fault diagnosis and other fields have been widely
used [2]. After the traditional principal component analysis method is used to stan-
dardize the data processing, the data show a “uniform” distribution. In this paper, the
concept of relative principal component is proposed. At the same time, the concepts of
the relative transformation of the data and the uniform distribution of the data are
defined. A relative principal component analysis method is established. The geometric
meaning of it is given.

Collaborative behavior model of knowledge subject in innovation ecosystem, the
central idea is to reduce the dimensions of data sets that contain a large number of
related variables. At the same time, train variables in the dataset as much as possible.
Multiple regression discriminant analysis uses variable selection procedures to reduce
dimension, but it results in the loss of one or more variables [3]. The CBIE method uses
all the original variables to get a small set of new variables. The new variable can then
be approximated to the original variable. The greater the correlation of the original
variable, the smaller the number of new variables required. Principal Components,
Principal Components, (PCs) are irrelevant, orderly, therefore, a few principal com-
ponents can be used to train most variables that exist in the original data set.

The principal component analysis is concerned with through several linear com-
binations of a set of variables to explain the variance-covariance structure of this set of
variables. Its general purpose is data compression and data interpretation. Although n
elements are required to reproduce system-wide variability, however, most of the
variability is often explained by only a few m (m < n principal components. When this
is the case, these two principal components contain almost as much information as n
primitive variables [4, 5]. So this m principal components can replace the original n
variables, and the original data set is composed of N times measurements of n vari-
ables, compress the data set consisting of N values of M principal components (Fig. 1).

Fig. 1. Normal density ellipsoid diagram
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3.2 Algebraic Representation of Cooperative Behavior Model

Suppose random vector Xʹ = [X1, X2, X3, …, XN] has covariance matrix
P

, its
eigenvalue k1 � k2 � k3 � …� kn � 0. Consideration of linear combination

Y1¼a
0
1X ¼ a11X1 þ a21X2 þ . . .þ an1Xn

Y2¼a
0
2X ¼ a12X1 þ a22X2 þ . . .þ an2Xn

. . .
Ym¼a

0
mX ¼ a1mX1 þ a2mX2 þ . . .þ anmXn

VanðYiÞ ¼ a
0
1

P
ai; i ¼ 1; 2; . . .; n

CovðYi; YmÞ ¼ a
0
1

P
am; i ¼ 1; 2; . . .; n

8>>>>>><
>>>>>>:

ð1Þ

Principal component is an unrelated linear combination Y1, Y2, …, Ym.
The first principal component is a linear combination of the maximum variance,

and even Var(Y1) = a1ʹ
P

a1, maximization. Var(Y1) = a1ʹ
P

a1 It will increase by
multiplying any a1 by a constant. In order to eliminate this uncertainty, focus only on
coefficient vectors with unit length. So we define the first principal component and the
second linear combination a1ʹX, a1ʹa1 = 1, it makes Var(aa1ʹX) become higher [6].
a1ʹX is second principal component bilinear combination, when it in a1ʹa1 = 1和Cov
(a1ʹX, amʹX, X) = 0(m < i), it makes Var(a1ʹX) become bigger.

a2ʹX is the second primary and second linear combination, when a2ʹ a2 = 1 and
Cov(a1ʹ X, a2ʹ X) = 0, it makes var(a2ʹ X) become bigger. Conclusion random vector
Xʹ = [X1, X2, X3, …, XN]’s covariance matrix. Feature vector (k1, e1), (k2, e2), (k3,
e3), …, (kn, en), k1 � k2 � k3 � …� kn � 0. I principal component is Yi = eiʹ
X = ei1ʹ X+ei2ʹ X+ … +a in Xn, i = 1, 2, 3, …, m. Therefore, VanðYiÞ ¼ e

0
1

P
ei;

i ¼ 1; 2; . . .; n, CovðYi; YmÞ ¼ e
0
1

P
em; e 6¼ m if the ki is equation, so the selection of

the corresponding coefficient vector ei is not unique.

3.3 Design of Data Processing Process for Collaborative Behavior Model

CBIE’s main task is dimension reduction of data Matrix. A large number of highly
relevant variables that exist in the production process multivariate statistical projection
Map to a principal component space defined with a small number of hidden variables,
so as to reveal its main structure, implementation of model input and variable
simplification.

Although, sometimes a large number of multiple (n) variables are required to
describe a complex system more perfectly, however, in general, most of the variability
of the system is often explained by a few (m, m5n) principal components. And these m
principal elements basically can contain from most of the original n variables or pri-
mary information. In other words it can be effectively represented with m principal
elements or explain the characteristic structure of the data matrix formed by the
sequence of variables in the original system, in order to achieve the purpose of data
dimension reduction, the data matrix composed of a sequence of system variables is
X � Xðk; kþN � 1Þ ¼ ½xðkÞ; xðkþ 1Þ; . . .; xnðkþN � 1Þ�, if the data consisting of the
first component sequence of the system is represented by Xi as i Xi ¼ ½xðkÞ;
xðkþ 1Þ; . . .; xnðkþN � 1Þ�.
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Because the results of principal component analysis are affected by dimension, so
in the principal component analysis, data need to be standardized, So we can construct
a mean value of 0, standardized data with variance of 1 [7, 8]. First standardize x as
follows: Xs ¼ ½X � ð11. . .1ÞTMeans�diagð1=S1; 1=S2; . . .; 1=SnÞ Means = [m1, m2, …,
mn] is The mean value of the variable X, S = [S1, S2, …, Sn] is Standard deviation of
variables. If we remember the covariance matrix of the data matrix XS, which is
composed of the sequence of system variables, the is:

X
Xs ¼ E ½f Xsðk; kþN � 1Þ � EfXsðk; kþN � 1Þg�½Xsðk; kþN � 1Þ � EfXsðk; kþN � 1Þg�T�

then you can pass |kI−
P

Xs| = 0 and |kI−
P

Xs|ei = 0, i = 1, 2, …, n. Calculate the
matrix separately

P
Xs, eigenvalues of kI and corresponding Eigenvectors ei, for ease

of description, suppose k1 � k2 � k3 � … � kn. Eigenvector obtained by using
the upper expression e, get the following n combinations of data

V1¼ ðe1ÞTXs ¼ e11Xs1 þ e21Xs2 þ . . .þ en1Xsn

V2¼ ðe2ÞTXs ¼ e12Xs1 þ e22Xs2 þ . . .þ en2Xsn

. . .
Vm¼ ðenÞTXs ¼ e1nXs1 þ e2nXs2 þ . . .þ ennXsn

8>><
>>:

ð2Þ

Satisfy the property, and

VanðViÞ ¼ ðeiÞT
P

xei ¼ k; i ¼ 1; 2; . . .; n
CovðYi; YmÞ ¼ ðeiÞT

P
xeJ ¼ 0; i 6¼ j

�
ð3Þ

If the preceding m (m < n) vectors are selected in order V1, V2, V3, …, Vm, then
they can be used to analyze the principal components of the system. The principal
component analysis is mainly to collect a large amount of historical data. Set up the
statistical database, extract the normal data set, and establish the statistical unit,
according to the principal component analysis method, the process data projects a lot of
related data information into the feature subspace of low-dimensional data. Identify
collaborative behavior model data processing. Based on the composition analysis of
collaborative behavior model of knowledge agents in innovation ecosystem, and using
algebraic representation, Determine the data processing of the collaborative behavior
model, the collaborative behavior model data processing of knowledge agents in
innovation ecosystem is realized.

Based on the knowledge agent collaborative behavior model data processing in the
innovation ecosystem, the collaborative behavior parameters of knowledge agents in
innovation ecosystem are fitted. The fitting of its parameters is divided into two parts.
First, the parameter model is transformed to make it a unified model parameter. Sec-
ondly, according to the regression parameters, there are many fitting methods. In this
paper, the least square method is used to fit the data.

Parameter model transformation, relying on the original mathematical relations,
when the data collection parameter is substituted into the mathematical relation, the
mathematical relation cannot be related to the computer language. Therefore, a bridge
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between mathematical relation and data mining technology is built by constructing a
parameter model transformation, and its variable transformation table is shown in
Table 1.

According to Richard Henderson’s mathematical mining formula, the transformed
parameters are replaced, and the least-square data fitting is carried out at the same time.
The least square method is one of the methods to realize the data fitting. The least
square method is suitable for mining calculation, the running volume is small, and the
calculation is simple, so the least square method is used to fit the data.

Let a parameter be a1 for the first operation, a2 for the second operation, and so on,
and an for the operation. If the data a1 is the same as a certain operation parameter an-
m, then choose a1 or an-m instead. The purpose of the data is to parse hundreds of
thousands of related data for the second time, and the least square data fitting first
calculates the result of the first operation. And the statistics can be expressed as,

a1 ¼
Pn
i¼1

ð ba0 þ ba1xi1 þ . . .. . .þ banxin � yiÞ2 [9, 10].

In the formula, xin represents the relevant operation parameter of mathematical
calculation, the eigenvalue selected when the mathematics is running at ba. If the partial
derivation of each data segment is obtained, then the deviation square difference of
each data segment can be judged, and whether its a1 can replace an-m can be
determined.

3.4 Results of Knowledge Agent Cooperative Behavior Mining
in Innovation Ecosystem

Based on the least square method, the collaborative behavior information of the
knowledge subjects in the innovative ecosystem is determined based on the mining
results of the collaborative behavior of the knowledge subjects in the innovative
ecosystem. The discrete group analysis of the relevant data such as a1/A2CU. An and
so on is carried out, and the conclusion is drawn. Taking the mining theory value x = l
as the computing center, the discrete 3 s range of the data is calculated, and its S = (a1a
2. An)/n). The cooperative behavior of knowledge agents in the innovation ecosystem
is calculated by monitoring data mining in the interval of [−3 s, 3 s] and mining the
optimal values of the weights of the monitoring data parameters. The mining results are
displayed by relying on the normal distribution of discrete group points, and the
schematic diagram of normal distribution of discrete group points is shown in Fig. 2.

Table 1. Variable transformation table

Original variable Variable after change Radix Form

η A(a,b) 2 Numeric type
r B(a,b) 2 Numeric type
k C(a,b) 2 Hollerith type
h D(a,b) 2 Time type
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Data processing based on collaborative behavior model of knowledge agents in
innovation ecosystem. The least square method is used to realize the collaborative
behavior parameter fitting of knowledge agents in innovative ecosystem, and the results
of mining are displayed based on the normal distribution of discrete group points. The
model mining of collaborative behavior of knowledge agents in innovation ecosystem
is completed.

4 Test and Analysis

In order to ensure the effectiveness of the model mining method proposed in this paper
for collaborative behavior of knowledge agents in the innovation ecosystem, simulation
experiments are carried out. In the process of experiment, the simulation experiment of
mining hit rate is carried out with different knowledge agents’ cooperative behavior as
the test object. The different range of independent variables and behavior structure of
knowledge agent cooperative behavior are simulated. In order to ensure the effec-
tiveness of the experiment, the conventional cooperative behavior model mining
method is used as the comparison object, and the results of the two simulation
experiments are compared, and the test data are presented in the same data chart.

4.1 Test Preparation

In order to ensure the accuracy of the simulation test process, the test parameters are
set. In this paper, we use different collaborative behavior of knowledge agents as the
experimental object, and use two different mining methods of collaborative behavior
model to carry out the simulation test of mining hit rate, and analyze the results of the
simulation experiment. Because the analytical results and the analytical methods
obtained by different methods are different, it is necessary to ensure the consistency of
the environmental parameters in the test process. The results of the test data setup in
this article are shown in Table 2.

Fig. 2. Showing the normal distribution of discrete group points
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4.2 Test Result Analysis

In the process of experiment, two different cooperative behavior model mining methods
are used to work in the simulation environment, and the variation of the hit ratio is
analyzed. At the same time, because two different collaborative behavior model mining
methods are adopted, the analysis results can not be directly compared. Therefore, the
third party analysis record software is used to record and analyze the test process and
results. The results are shown in the curve of comparison of the results of this experi-
ment. In the simulation test result curve, the function of the third-party analysis
recording software is used to eliminate the uncertainty caused by the personnel opera-
tion in the simulation laboratory and the factors generated by the simulation computer
equipment, and only for the collaborative behavior of different knowledge subjects.
Different mining methods of cooperative behavior model were used to simulate the hit
rate of mining. The contrast curve of the test results is shown in Fig. 3. According to the
test curve results and the third party analysis and record software, the mining method of
cooperative behavior model is proposed. Compared with the conventional cooperative
behavior model mining method, the mining hit rate of the model mining method is
processed with arithmetic average value, and the result shows that the proposed col-
laborative behavior model mining method is better than the traditional mining method.
Results the hit rate was increased by 41.84, which was suitable for the model mining of
collaborative behavior of knowledge agents in the innovation ecosystem.

Table 2. Test parameter settings

Simulation test
parameters

Scope/parameters Remarks

Simulated
independent
variable

1/CBS Complexity of collaborative behavior of
knowledge subjects’ count backwards

1/CBS [0,1] Does not contain 0
Simulation and test
system

DJX-2016-3.5 Windows terrace

Fig. 3. Contrast curve of test results
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5 Conclusion

In this paper, a model mining method for collaborative behavior of knowledge agents
in innovation ecosystem is proposed, which is based on data processing of collabo-
rative behavior model of knowledge agents in innovation ecosystem and parameter
fitting of collaborative behavior of knowledge agents in innovation ecosystem. Realize
the research of this paper. Experimental data show that the proposed method is highly
effective. It is hoped that the research in this paper can provide theoretical basis for
collaborative behavior model mining.

Acknowledgments. Supported by the National Natural Science Foundation of China (Grant
No. 71771161).

Suzhou Science and Technology Program (Soft Science) Project (Grant No. SR201710).

References

1. Li, F., Chen, T.T.: Research on modeling and simulation of public network cooperative
protection. Comput. Simul. 34(6), 298–301 (2017)

2. Zheng, S.Z., Wu, Q.: Research on urban innovation capability from the perspective of
intellectual property rights and construction of innovation ecosystem——taking Zhuhai as
an example. Sci. Technol. Manag. Res. 36(5), 111–116 (2017)

3. Tong, Z.H., Han, C.H.: Research on the impact of environment disturbance on NKCB and
KCB in innovation activities. Sci. Technol. Prog. Policy 34(13), 136–143 (2017)

4. Min, X.P., Shi, Y.L., Li, H., et al.: Mining collaborative behavior based on dynamic supply
chain network. Comput. Integr. Manuf. Syst. 22(2), 324–329 (2016)

5. Chen, J.B., Gao, S.L., Guo, Y.L.: Research on governance strategy of innovation ecosystem
in small and medium-sized knowledge enterprises. Technoeconomics Manag. Res. 25(10),
26–30 (2017)

6. Li, X.M., Bao, F.N.: Research on the impact of university social capital and collaborative
behavior on collaborative innovation performance. Sci. Technol. Prog. Policy 34(4),
122–128 (2017)

7. Fang, G., Zhou, Q., Yang, W.: Research context and progress from industry-university-
institute cooperation to collaborative innovation: based on bibliometrics analysis. Technol.
Econ. 35(10), 26–33 (2016)

8. Zhang, Y.Y., Zhang, S.T., Peng, H.J., et al.: Cyberspace knowledge innovation behavior
under innovation ecosystem perspectives——multiple case studies based on grounded
theory. Sci. Technol. Prog. Policy 34(6), 139–146 (2017)

9. Shan, M.M., You, J.X., Shao, J.: Co-evolution and optimization modes of industrial
innovation ecosystem: a case study of Zhangjiang bio-pharmaceutical industry. Shanghai
Manag. Sci. 39(3), 1–7 (2017)

10. Mao, B.Q., Deng, W., Feng, S., et al.: Calculation method of vertical target dispersion based
on multidisciplinary collaboration simulation. Comput. Simul. 33(1), 20–23 (2016)

380 W. Li



Signal-Triggered Automatic Acquisition
Method for Electrical Leakage Fault Data
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Abstract. Conventional electrical circuit leakage fault data acquisition tech-
nology of leakage fault information collection, Failure to eliminate noise
interference, resulting in failure to achieve real-time acquisition of circuit
leakage fault data. There is a problem of low data accuracy and large noise
interference, therefore put forward based on signal trigger electrical wiring
leakage fault data automatic acquisition methods. Electrical wiring leakage fault
detection based on signal trigger automatic acquisition mechanism, structures,
acquisition model system, the acquisition model system hardware, electrical
wiring to realize automatically leakage failure data acquisition model building;
Automatically determine the leakage failure data acquisition software workflow,
based on the leakage current fault detection algorithm and software anti-
interference design, implementation is based on signal trigger automatic electric
circuit leakage failure data collection. The experimental data show that the
proposed automatic collection method is 35.24% more accurate than the tradi-
tional collection method, which is suitable for automatic collection of leakage
fault data of different electrical circuits at different times.

Keywords: First signal triggering � Second electrical wiring � Third leakage
failure � Forth automatic data collection

1 Introduction

Literature [1] proposed the STC15F2K60S2 single-chip microcomputer as the control
core, the selected test simulation trigger signal leakage current, not less than twice the
maximum value of the normal leakage current of the electrical circuit and equipment;
the sensitivity of the leakage fault test signal, priority is given to 30 mA When the rated
leakage current is equal to or less than 30 mA, the protection action time is less than
0.1 s. When the rated leakage current is greater than 30 mA, the requirement is less
than 0.2 s. The device is a supplement to the traditional leakage protection device.
According to the indirect leakage detection and direct leakage detection. The result is
compared with the actual leakage position distance to complete the test Reference.
Literature [2], the selective leakage protection circuit mainly uses the principle that the
zero-sequence current of the fault line is opposite to the zero-sequence current phase of
the non-faulty line, and the zero-sequence current phase of the fault line lags the zero-
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sequence voltage phase, by comparing the zero-sequence current with The phase of the
zero-sequence voltage and the relationship between the amplitudes and the set
amplitudes are used to collect the data of the circuit leakage faults. Literature [3]
extracted the fault arc current characteristics under linear load and nonlinear load by
analyzing the experimental data, and proposed two fault arc diagnosis methods: the
typical characteristic current “zero rest” phenomenon for linear load fault arc Based on
the grid fractal theory, the mathematical statistical method is used to extract the
characteristic of the rate of change of the fault arc current, and the fault diagnosis of
linear load fault arc is realized.

Above conventional electrical leakage failure data collection technology can collect
the leakage failure information, but when the electrical circuit is used for long time
automatic failure data collection, due to the limitations of the acquisition system
hardware and software, there is a lack of accuracy of the collected data and large noise
[1], and is not suitable for automatic collection of electrical leakage failure data for a
long period of time. For this reason, a signal-triggered automatic acquisition method of
electric leakage failure data of electric circuits is proposed. Based on the signal trig-
gering automatic collection mechanism of electrical failure detection of electrical cir-
cuits, the digital signal is serially analyzed and processed through the leakage failure
excavation algorithm, the acquisition model system is established, the hardware
composition of the acquisition model system is determined, and the automatic col-
lection of the electrical leakage failure data model of the electrical circuit is con-
structed. Determine the leakage failure data automatic acquisition software workflow,
based on leakage current failure detection algorithm design, use the RFSFT termination
reset circuit in the microcontroller, the capacitor and grounding resistance form a
power-on reset circuit, so that the program is transmitted from the 0000H unit. Realize
the anti-jamming design of the software, and complete the proposed signal-triggered
automatic collection method for electrical failure data of electrical circuits. In order to
ensure the validity of the data collection method for the electrical leakage failure of the
designed electrical circuit, the electrical leakage failure condition test environment of
the electrical circuit was simulated and two kinds of different electrical circuit leakage
failure data acquisition methods were used to conduct the simulation test of the
accuracy of the collected data. The test conclusions show that the data acquisition
method for electrical failure in electrical circuits is highly effective.

2 System Objectives and Analysis

The signal-triggered automatic collection method for electrical leakage failure data of
electrical lines mainly includes:

(1) The signal-triggered electrical circuit leakage failure detection automatic acqui-
sition mechanism is analyzed to make use of the occurrence of a leakage failure,
and the current vector of the phase line and the neutral line is not equal to zero,
thereby calculating the line and the approximate position of the failure.
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(2) Calculate the amplified leakage trigger signal and send it to the MCU for cal-
culation. Perform analog-digital conversion on the signal. Determine the acqui-
sition model system and the hardware components of the acquisition model
system according to the system performance indicators and system signal
characteristics.

(3) The leakage current failure detection algorithm is established. Based on the soft-
ware anti-jamming design, the electrical line leakage failure data is automatically
collected, and the lack of accuracy of the collected data and large noise during the
long-term automatic fault data collection of the electrical circuit is solved.

3 Constructing an Automatic Acquisition Model
for Electrical Leakage Failure Data of Electrical Lines

3.1 Signal-Triggered Electrical Circuit Failure Detection Automatic
Acquisition Mechanism

Leakage failure detection system is installed at the electric meter of the electric circuit
network or at a certain distance. When the low-voltage electrical line does not fail
normally, the current zero-sequence circuit entering and output from one end of the
electrical line network is zero, and the leakage failure detection device is in standby
operation. When a leakage failure occurs somewhere in the electrical line, some of the
leakage current flows through the medium into the earth. As a result, the total amount
of current flowing into and out of the electrical circuit network is deviated. When the
leakage current reaches the operating current of the leakage failure detection device, the
system will detect the trigger signal. After a series of processing of the trigger signal,
according to the size of the leakage current signal through the corresponding algorithm
program, we can determine how far the leakage fault distance detection device is. At
the same time, we can have a reference to the compilation of leakage failure detection
devices, and comprehensive analysis of the location of the electrical failure where the
leakage failure occurs [2].

3.2 Collection Model System Construction

Low-voltage electrical lines generate a part of residual current in the event of a leakage
failure, also known as zero-sequence current. The zero-sequence current is used as a
trigger signal for the detection of leakage failure, and a detection system is constructed.
The detection element is a zero-sequence current transformer. In the event of a leakage
failure on the line, the current vector sum of the phase and neutral lines is not equal to
zero, resulting in an induced electromotive force. After this trigger signal is amplified,
compared, and processed by analog-to-digital conversion, it is sent to the MCU for
calculation, and a series of analysis and processing is performed on the digital signal
through the leakage fault finding algorithm. In order to calculate the line and the
approximate position of the failure, the data is displayed through the LED, and an
audible and visual alarm device is triggered to perform a leakage safety alert. Its
electrical circuit leakage failure detection system structure shown in Fig. 1 [3].
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3.3 Determining the Hardware Composition of the Acquisition Model
System

The leakage failure detection system is installed on the low-voltage electrical line to
detect the zero-sequence current on the line. When the electrical line is not faulty, there
is no electrical equipment or circuit leakage. At this time, the zero-sequence current
vector on the line is zero; When a fault occurs on the line, a single-phase ground fault
current Id is bound to be generated. The zero-sequence current I0 = IN + Id detected at
this time is obviously greater than the three-phase unbalanced current when there is no
fault, and I0 is treated as the initial trigger signal. U1 is a linear operational amplifier.
Through the feedback loop and the input loop to determine the magnification, that is,
by adjusting the potentiometer RW adjust the magnification, so that the trigger analog
signal voltage between 1–5 V, the output resistance of the load resistor R8 is 100 X, so
the trigger current output range of the signal is 10–50 mA. U1 operational amplifier IN
+ and IN− are differential inputs, through the potentiometer can set the gain magni-
fication B ¼ ð1þ R2 þR3

RW þR1
Þ, is 1–10 times [4]. After the differential mode signal is

amplified, it is converted into an analog signal and sent to the analog-to-digital con-
version circuit.

After the calculation of the leakage trigger signal is still an analog signal, to be sent
to the MCU microcontroller for calculation, you need to carry out analog-digital
conversion of the signal. Analog-to-digital conversion is the process of converting an
analog input into a digital value. The analog-to-digital conversion circuit is a key
component of the entire data acquisition section. Analog-to-digital conversion is the
process of converting analog input into digital value. The analog-to-digital conversion
is based on system performance and system signal characteristics. It is processed by
10-bit A/D conversion chip TLC1513. The analog input voltage is 0–+5 V corre-
sponding figure. Values 0–1024 [5]. The circuit is a key component of the entire data
acquisition section. The circuit connection is shown in Fig. 2(a), where pin AO is the
input of the leakage trigger signal, and a falling edge change at the LS terminal resets
the internal counter and controls the enable. ADDRESS is a serial data input terminal.
The pass-through serial address is used to select the next analog input signal or test

Fig. 1. System block diagram
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signal to be converted [6]. DATAOUT is a 3-state serial output terminal for A/D
conversion. It communicates with the microprocessor or the peripheral serial port and
can be flexibly programmed for data length and format.

The trigger signal is converted into digital signal and sent to the MCU for pro-
cessing. The single-chip microcomputer is the data processing core of the entire control
circuit, and the latest enhanced 8051 series single chip STC15F2K60S2 is used, which
has two independent serial ports; Built-in crystal oscillator and reset circuit make its
anti-interference ability greatly enhanced; And has a plurality of I/O ports, high speed,
low power consumption, it is important that the cost is lower, and it is very suitable for
the large-scale use deployment of this system. Its pin distribution and connection
circuit, I/O port as chip select signal, sound and light alarm control signal, keyboard,
LED display and other functions are used [7].

If the entire electrical line works normally and no leakage fault occurs, the working
status indicator will flash green. Its working state is controlled by the l/O port P1.1 of
the one-chip computer, the flashing of the indicator lamp is controlled by the one-chip
computer program to control and output the pulse square wave to control the on-off of
the triode VT. When there is a leakage failure, the microcontroller program will set the
port Pl.3 high, the transistor VT, conduction, red alarm light flashes, while the buzzer
alarm sound; A flashing yellow light indicates that the microcontroller has started the
leakage protector and cut off the electrical circuit. The sound and light alarm module
circuit shown in Fig. 2(b) [8].

Relying on the signal-triggered automatic fault detection and detection mechanism
of the electrical circuit, an acquisition model system and a hardware system of the
acquisition model system are built to realize the automatic collection of the electrical
leakage fault data model of the electrical circuit.

Fig. 2. Leakage trigger signal analog-to-digital conversion circuit and sound and light alarm
module circuit
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4 Realizing Automatic Collection of Electrical Leakage
Failure Data

4.1 Working Process of Leakage Failure Data Automatic Acquisition
Software

The system software workflow is shown in Fig. 3. The system is in a low power
standby operation state when the electrical line is normal and no failure occurs. When a
leakage fault occurs in the electrical circuit, an electrical leakage trigger letter is
generated, and after hardware amplification and analog-to-digital conversion, it is sent
to the single-chip microcomputer for calculation and analysis. Locate the location of
the leakage failure according to the leakage failure excavation algorithm, and send the
result to the display screen through the serial communication, at the same time start the
sound and light alarm module. If the leakage current exceeds the set threshold, the
microcontroller controls the start-up of the leakage protector and performs power-off
operation on the line to ensure the safety of the electrical circuit and personnel [9].

Fig. 3. Working process of software
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4.2 Establish Leakage Current Failure Detection Algorithm

When a leakage failure occurs in an electrical circuit, to determine the location of the
circuit leakage, it is necessary to calculate the magnitude of the leakage current in the
electrical circuit. And need to determine the voltage between power neutral point MQ
and load neutral point MI. In the low-voltage circuit, three-phase voltage (UL1, UL2,

UL3) and neutral point MQ are connected. At the load side, three load impedances Z1,
Z2, and Z3 are connected, and two neutral points MQ and MI are connected by
impedance ZQL. The pressure drop on this impedance is UQL. UQL is calculated as
follows [10]:

UQL¼
UL1
Z1

þ UL2
Z2

þ UL3
Z3

1
Z1

þ 1
Z2

þ 1
Z3

þ 1
ZQL

ð1Þ

The conventional configuration of the three-phase filter is that three X capacitors
are connected to the neutral point and connected to ground through the Y capacitor or
to the housing of the filter. Leakage currents can be ignored for balanced-capacitor
networks. On the other hand, when the highest imbalance between the phases is
reached, the electrical network achieves the highest leakage current. The causes of the
imbalance include the tolerance of the capacitor value and the voltage imbalance of the
power supply network. Therefore, the key element of the leakage current is the voltage
UQL generated by the unbalance of the capacitors CX1, CX2, and CX3. For most filters,
the rating is the same, jw represents current tolerance. The leakage current Ileakmax

produced by the voltage drop UQL at the capacitor CY can be determined according to
the following equation:

Ileakmax ¼ UQL � jw � CYn ð2Þ

In the formula, x = 2 • p • f, the tolerance of the rated value of the condenser in the
passive filter is ±20%. The highest drop in Cr occurs when the two X capacitors have
the smallest tolerance, and one capacitor has the maximum tolerance. In addition,
assume that Cr has the largest tolerance value. Substituting these assumptions into
Eqs. (1) and (2), the leakage current is:

jIleakmaxj ¼ x � CYmax
UmaxCX�max � UminCX�min

CX�max þ 2CX�min þCYmax
ð3Þ

Then, the analog return digital return value Ad is:

Ad ¼ Id � Rd

Uref
� 1024 ð4Þ

In the formula, Id is the trigger current signal after amplification processing, Rd is
the load end resistance, 100 X, Uref is the reference voltage for A/D conversion taking
l–5 V, 1024 is the maximum resolution of ten A/D converters.
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4.3 Software Anti-jamming Design

Since most of the working environment of the leakage failure detection device is
outdoors, there are a large number of interference signals, and the electromagnetic
interference caused by the electrical lines is very large, which may cause distortion of
analog signal input, disorder of control signals, control failure, system crash, disorder
of signals on address or data bus. Therefore, the system’s anti-jamming design is
related to the reliability of the system operation. In addition to strengthening the
hardware anti-jamming, special design must be performed on software anti-jamming. If
the system program runs away and enters an endless loop, the system service program
starts execution automatically from 0000H and terminates the reset circuit on the
microcontroller’s RFSFT. The capacitor and ground resistors form a power-on reset
circuit, which allows the program to be executed from the 0000H unit when the
program is powered on. Both the power-on reset circuit and the manual reset circuit can
provide a high-level reset signal greater than 10 mA for the reset chip. The reset chip
MAX813L has a watchdog timer and voltage monitor inside. When the system pro-
gram is stuck in a dead-end cycle or the power supply voltage suddenly changes, it will
not cause crashes, data read-write errors, or malfunctions, which will cause the system
to reset and operate in the event of a failure.

Based on the construction of automatic collection of electrical wiring leakage
failure data model, relying on leakage failure data automatic acquisition software,
reasonable work, and leakage current failure detection algorithm and software anti-
jamming design, automatic collection of electrical wiring leakage failure data is
achieved based on signal triggering.

5 Experimental Test and Analysis

In order to ensure the effectiveness of the proposed method for automatic detection of
electrical failure in electrical wiring based on signal triggering, simulation experiments
were conducted. During the process of testing, different electrical wiring leakage failure
status was used as a test object to conduct data acquisition accuracy simulation tests.
Different types of failure in the electrical failure status of the electrical circuit, as well as
on-line acquisition duration, are simulated. In order to ensure the validity of the test, the
conventional electrical wiring leakage failure data acquisition technology was used as a
comparison object, and the results of the two simulation experiments were compared,
and the test data was presented in the same data chart.

5.1 Experimental Test Preparation

In order to ensure the accuracy of the simulation test process, the test parameters of the
experiment are set. In the simulation test process in this paper, different electrical circuit
leakage failure status was taken as the test object, two different electrical circuit leakage
failure data acquisition methods were used to conduct the data acquisition accuracy
simulation test, and the simulation test results were analyzed. Because the analysis
results obtained in different methods are different from the analysis methods, the test
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environment parameters must be consistent during the test. The test data set results in
this paper are shown in Table 1.

5.2 Experimental Test Results Analysis

During the test process, two different methods for data collection of electrical faults in
electrical circuits were used to work in a simulated environment, and the changes in the
accuracy of the acquired data were analyzed. At the same time, due to adopting two
different methods for data collection of electrical faults in electrical circuits, the
analysis results cannot be compared directly. For this purpose, third-party analysis and
recording software is used to record and analyze the test process and results, and the
results are displayed in this test by comparing the results in the curve. In the simulation
test result curve, the third-party analysis and recording software function is used to
eliminate the uncertainty caused by the simulation laboratory personnel operation and
simulation of computer equipment factors, only for different electrical circuit leakage
failure status, different electrical circuit leakage failure data collection Methods, the
accuracy of simulation test data acquisition. The comparison curve of the test results is
shown in Fig. 4. Based on the results of the test curve, the third party analysis and
recording software was used to arithmetically weight the electrical leakage failure data
collection method of the electrical circuit proposed in this paper and the accuracy of the
collected data of the conventional electrical leakage failure data collection technology,
resulting in the proposed automatic acquisition method. With the traditional acquisition
method, the accuracy of the collected data is increased by 35.24%, which is suitable for
the automatic collection of the leakage failure data of different electrical lines at dif-
ferent times.

The experiment takes the Re state as the test object, and uses two different circuit
leakage fault data acquisition methods to carry out the data acquisition precision
simulation test. It is concluded that the data acquisition accuracy of the proposed
acquisition method is 35.24% higher than the traditional method, which is suitable for
automatic at different times. Collect leakage fault data of different electrical lines. It can
solve the traditional method because it can not eliminate the noise interference, which
can not realize the real-time acquisition of the circuit leakage fault data. It has the
problems of low data precision and large noise interference, and has high compre-
hensive applicability, which provides for the data leakage research of future circuit
leakage faults. A certain research basis.

Table 1. Test parameter settings

Simulation test
parameters

Execution
range/parameter

Note

Leakage per unit
time

0.1–15 kWh Independent variable

Online automatic
collection time

24 h � 7 Using two different design methods to conduct
design analysis one by one

Simulation system DJX-2016-3.5 Windows platform
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6 Conclusion

This paper proposes a signal triggering method for the automatic collection of electrical
leakage failure data of electrical circuits, an automatic acquisition model was con-
structed based on leakage failure data of electrical circuits, and an automatic leakage
failure data acquisition software, leakage current failure detection algorithm and soft-
ware anti-jamming were designed to achieve signal-based automatic collection of
electrical leakage failure data of electrical wiring to complete the research of this paper.
The experimental data shows that the method designed in this paper has extremely high
effectiveness. It is hoped that the study in this paper can provide a theoretical basis for
the online acquisition method of electrical leakage failure data in electrical circuits.
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Abstract. The traditional forecasting system of agricultural products trans-
portation logistics cargo flow relies too much on people’s subjective experience
in forecasting, and the forecasting results are not accurate enough. To solve this
problem, based on the large data analysis, a new forecasting system of agri-
cultural products transportation logistics cargo flow is studied. The hardware
and software parts of the system are designed, the hardware of the system
consists of five parts: data collector, data analyzer, matcher, processor and tracer.
The internal composition of each construction is described accurately. The
working process of software is information input, information analysis, infor-
mation matching, information processing and information tracking. The soft-
ware workflow diagram is given. The results of the system are validated by
comparing with the traditional cargo volume prediction system. The experi-
mental results show that the system has high intelligence and can accurately
predict the volume of goods transported in a short time. It has important guiding
significance for the development of agricultural products transportation.

Keywords: Big data analysis � Transport of agricultural products � Intelligent
transportation � Logistics cargo flow � Cargo flow forecasting � Prediction
system

1 Introduction

With the development of information technology, the whole world has entered the
information age, and the big data information has been penetrating into people’s lives.
Big data is huge data, it refers to the huge amount of information involved, which can
not be captured, managed, processed and collated in a reasonable time through the
current mainstream software tools to help enterprises make more positive business
decisions. That is, “massive and complex data sets cannot be extracted, stored, sear-
ched, shared, analyzed and processed with existing software tools”. With the arrival of
the era of big data, information technologies such as Internet of Things and cloud
computing will be widely used in the development of agricultural logistics, and become
an important factor to break through the information bottleneck of agricultural logistics
integration [1].
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On the basis of large data analysis technology, this paper constructs an integrated
model of agricultural products logistics and studies an effective freight flow forecasting
system of transport logistics. The hardware and software of the system are dissected
systematically and thoroughly. The composition of the system’s logistics collector,
analyzer, processor and tracker is studied. The software workflow of the system is
designed and compared with the traditional system. Through the research of this paper,
we can know that the system can realize the integration of agricultural products
logistics in a real sense, it is the integration and systematization of the supply chain of
agricultural products production enterprises through logistics enterprises, sales enter-
prises and consumers, including a series of links such as agricultural products pro-
duction, acquisition, transportation, storage, loading and unloading, handling,
distribution, circulation and processing, distribution and information activities.
Through Internet of Things, cloud computing and other information technologies, the
massive data are cited in the production, procurement, transportation, storage, distri-
bution, sales and other links of agricultural products, Promoting the synergy and
integration of logistics, integrate logistics information and technology organically to
complete the process of monitoring the whole cold chain logistics [2].

Intelligent transportation of agricultural products for the application of large data is
mainly through the global positioning system, radio frequency technology and two-
dimensional code scanning and other advanced information technology from the
agricultural products logistics system to capture, collect, integrate and match logistics
information, stored in the public database, in order to maintain data integrity, real-time
and accuracy [3]. Meanwhile, Logistics management information system processes,
analyses, processes and utilizes these information through logistics information man-
agement platform to form valuable logistics information of large data agricultural
products supply chain.

2 Hardware Design of Agricultural Products Intelligent
Transportation Logistics Freight Forecasting System Based
on Large Data Analysis

Based on large data analysis technology, a high-performance intelligent transportation
logistics cargo volume prediction system is designed. The hardware of the system
consists of five parts: data collector, data analyzer, matcher, processor and tracker.
The overall design framework of the hardware part of the system is shown in Fig. 1
below [4]:
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2.1 Data Acquisition Device Design

The 16/32-bit Chipest 156 chip developed by Camed Logic Company in UK is selected
as the internal part of the data acquisition device designed in this paper. The core logic
of the chip is RIC structure. Arounding the microwave processor, there are 36 internal
interfaces (20 TEA interfaces, 16 UEA interfaces), 40 external interfaces (20 MMY
interfaces, 20 MMU interfaces) GPS. When the receiver works, the input voltage
should be above 220 V and the power supply frequency should be between 50 MHz
and 120 MHz. At the same time, the core programming system should be connected to
scan the GPS signal with embedded ICE [5]. GPS signal receiver can receive all kinds
of signals, such as language, text, image, data, and so on. With the help of computer
terminal equipment, the obtained signals can be transformed into electrical signals and
screened simply, including coding, modulation, amplification or transmission.

2.2 Data Analyser Design

The analysis signal in the data analyzer is the long distance and large capacity radio
communication signal. The frequency bandwidth occupied by the transmission signal,
microwave and ultrashort wave bands can complete the work, but the microwave
processing effect is better. Data analyzer uses ARM11 processing chip developed by
ARM company, which can connect several data together and has stable processing
characteristics in the range of sight. But if we want to deal with long-distance com-
munication signals, we need to use relay (also known as relay) communication signal
processing mode, which is connected through various relay stations, and the processing
range is as high as 20–50 km. Microwave processor can process both analog and
digital relay communication signals. It has very good encryption ability and is
very convenient for later transmission. Therefore, people pay more and more attention
to it [6].

Fig. 1. Hardware framework of agricultural products intelligent transportation logistics cargo
volume prediction system based on large data analysis
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2.3 Data Matcher Design

The core chip of the data matcher is the CEDA chip developed by IBM, this chip can
transform baseband signal into a form suitable for transmission in the transmission
medium. It can be transmitted through the transmission medium. At the receiving end,
it can be inversely transformed by the receiving device to restore the message to the
recipient. The selected matching mode is bidirectional transmission with very short
working delay, usually between 2 and 5 micros. The area of CEDA chip is very small,
so it will not consume too much power and produce noise pollution. This is incom-
parable with other current chips in the market According to the matcher, the starting
and receiving devices are installed on both ends of the matched object, which greatly
improves the transmission efficiency.

2.4 Data Processor Design

The processor is a S3C2440A microprocessor manufactured by Samsung. The core of
the processor is 32 bits, It can not only bring the advantages of ARM920T into full play,
but also bring MMU, AMBA and Harvard structure to realize high-speed buffer. There
are independent instruction Cache and data Cache in the processor. The instruction
Cache size is 32 KB and the data Cache size is 64 KB. It can connect the peripheral
interfaces of other hardware devices at the same time and complete encryption through
I/O mode. The highest frequency of S3C2440A microprocessor can reach 600 MHz [7].

The processing system is shown in Fig. 2:

The network used in the data processing system in Fig. 2 is the Resistance
Capacitance (RC) network, the network can generate suppression waves from the load
side to prevent interference signals from entering. The RC network connected at both
ends of the load can effectively reduce the interference amplitude. Varistors are used to
block interference signals in DC and AC circuits. As a non-linear resistor device,
varistors are highly sensitive to voltage. In terms of characteristics, it is very similar to

Fig. 2. Data processing system
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bi-directional voltage regulator, with non-polarity, symmetry, non-linearity and
inductance suppression, so it is suitable for both DC and AC circuits [8]. Varistor has
many advantages, such as small temperature coefficient, wide voltage range, long
service life, small occupied area, low consumption cost, etc. Therefore, it is placed on
multiple contacts and coils in the hardware system designed in this paper.

2.5 Data Tracker Design

In order to check whether the prediction result of the prediction system is accurate, a
data tracker is set up. The terminal node of the tracker chooses a small EGB control
chip. This chip follows the latest Internet protocol, IEEE 802.15.4. It integrates the RF
front end and the controller core. It can simultaneously control the water temperature
sensor, water level sensor, PH value sensor and dissolved oxygen sensor, and detect the
collected parameters. The volume of EGB control chip is very small, and the internal
power supply voltage is limited. Therefore, the design of hardware should follow the
standard of energy saving and achieve the maximum efficiency in the shortest time. As
a regulating node, gateway node has self-coordination and powerful data processing
ability. The processed data are stored in the database for follow-up work. Because of
the different environment of the underwater channel monitored, the emphasis of
selection is also different. When monitoring, the gateway nodes should be isolated and
set separately to prevent the interference between different sensors and other signals
from being transmitted to the system under test. Gateway nodes use physical addresses
of terminal nodes to divide signals. When new instructions are input, the system list
will increase continuously and new commands will be determined at the same time.
The number of gateway nodes is small, so the power consumption is very small, and
there are many communication modes that can be selected, For example: Internet
communication, satellite communication and mobile communication, etc. There is only
one central gateway node and many edge nodes, which are responsible for the relay and
forwarding of data signals [9]. The gateway node circuit diagram is shown in Fig. 3:

The central monitoring node is the central part of the monitoring system. It can fuse
the information collected by each sensor together, and then analyze it. According to the
analysis results, the specific image of the underwater channel of the ship can be drawn.

Fig. 3. Tracker gateway node circuit diagram
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The central monitoring node has the functions of data processing, visualization and
management. The central monitoring node based on wireless sensor network also has
remote control function. The hardware composed of large-scale disk array has excellent
performance. It can not only monitor the underwater channel in real time, but also
monitor the underwater channel actively.

3 Software Design of Agricultural Products Intelligent
Transportation Logistics Freight Forecasting System Based
on Large Data Analysis

The hardware part of agricultural products intelligent transportation logistics cargo
volume forecasting system based on large data analysis is designed. The working
process is shown in Fig. 4 below:

Figure 4 uses big data analysis technology to forecast the logistics flow of agri-
cultural products in intelligent transportation. The specific process is explained as
follows: (1) Information input. The central monitoring node sends out control
instructions from a long distance, transfers them to the gateway node, and inputs the
collected crop logistics information. (2) Information analysis. The central gateway node
of the gateway node activates the internal line to accurately analyze the collected crop
information. (3) Information matching. The crop information is matched with the
agricultural product transportation logistics flow in the database, and the matching
results are obtained. (4) Information processing. Processing matched crop information.

Fig. 4. Software of agricultural products intelligent transportation logistics cargo volume
prediction system based on large data analysis
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(5) Information tracking. When tracking the information of agricultural products, the
information tracking software should pay attention to the location of agricultural
products, and the results obtained by the terminal nodes should be fed back to the map,
so that the staff can better grasp the overall situation of agricultural products trans-
portation. Because the transport environment will change with time, it is necessary to
establish a time baseline, draw a map, and analyze the reasons for the change, so as to
prevent possible problems in time [10].

4 Experimental Test and Analysis

In order to test the validity of the forecasting system of agricultural products intelligent
transportation logistics flow studied in this paper, a comparative experiment was
designed to compare with the traditional forecasting system.

4.1 Design of Experimental Parameters

The experimental parameters are shown in Table 1 below.

4.2 Experimental Results and Analysis

The experimental results of prediction accuracy are shown in Fig. 5 below:
Figure 5 shows that when the transport flow of agricultural products is 50 kg, the

accuracy of traditional system is 91.0%, and that of this system is 94.8%, when the
transport flow of agricultural products is 100 kg, the accuracy of traditional system is
88.7%. The prediction accuracy of this system is 86.1%. When the transportation flow
of agricultural products is 150 kg, the prediction accuracy of traditional system is
88.4%, and that of this system is 95.2%. When the transportation flow of agricultural
products is 200 kg, the accuracy of traditional system is 88.2%, and that of this system
is 96.1%. When the transportation flow of agricultural products is 250 kg, the accuracy
of traditional system is 86.0%, and that of this system is 96.1%. When the transport
flow of agricultural products is 300 kg, the accuracy of traditional system is 85.3%, and
that of this system is 94.5%.

Table 1. Setting of experimental parameters.

Parameter Numerical value

Voltage value of I/O module 220 V
Output frequency 55 MHz
Output current 20 A–50 A
Input current 50 A–100 A
Working mode Ericsson
Working hours 1 h
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4.3 Experimental Conclusions

According to the above experimental results, the following conclusions can be drawn:
both the traditional forecasting system and the forecasting system in this paper can
predict the transport logistics cargo flow of agricultural products, However, the tradi-
tional system takes a long time to predict, and the accuracy is very low. With the
increase of cargo flow, the prediction ability is getting worse and worse. The system
studied in this paper is intelligent, can accurately analyze the cargo flow, and the
prediction accuracy is always maintained at a very high level.

5 Concluding Remarks

Based on the analysis of large data, this paper designs a forecasting system for the flow
of agricultural products in intelligent transportation logistics, which has high fore-
casting ability and can effectively improve the quality and safety control of agricultural
products in logistics integration. In order to improve the quality of agricultural products
in an all-round way, the Internet of Things intelligent traceability system should be
used to collect relevant data sources, and a large data center for traceability of agri-
cultural product quality and safety information should be established to link the
information of agricultural product production and logistics and form a set of infor-
mation traceability chain. Through this kind of traceability chain, the information of
agricultural products can be obtained from the producer or even the specific growing
land to the wholesaler or retailer, or from the wholesaler or retailer to the production
site, and the positioning analysis of large data can be achieved, so as to make a
breakthrough in the supervision of agricultural product quality and safety, and give full
play to the logistics function based on big data.

Fig. 5. Prediction accuracy test results
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Abstract. The development of big data technology and data mining technology
has brought new opportunities for the scientific and innovative development of
ideological and political education in colleges and universities. The evaluation
of ideological and political education in colleges and universities in the context
of big data was studied in this paper. An evaluation method of college students’
ideological and political education based on data mining was proposed. The
proposed method uses K-means clustering method to analyze the data of the
“worker’s assessment scale” of the counselor, and can achieve the evaluation of
the ideological and political management effect of the counselor. The experi-
mental results show that compared with traditional evaluation methods, the
evaluation results of this method are more accurate and objective.

Keywords: Big data � Data mining � Educational evaluation � Objectivity

1 Introduction

Ideological and political education of college students is an important part of higher
education. The ideological and political education of college students relates to the
realization of the fundamental task of high moral values establishment and people cul-
tivation [1, 2]. With the rapid development of China’s economy and society and the
further advancement of education reform, the ideological and political education of
college students is facing new problems and tests. How to adapt to the new situation is an
urgent problem to be solved in the current ideological and political education in colleges
and universities. Evaluating the ideological and political education of college students
and establishing a scientific evaluation system and evaluation method are effective ways
to promote ideological and political education in colleges and universities.

The emergence of big data technology signals that the society has entered the era of
data. With the rapid development of modern information technology, data mining plays
an increasingly widespread and convenient role in our lives. In universities where
network technology is most fully applied, all data left by teachers and students can be
collected and analyzed through big data technology [3, 4]. Using data mining tech-
niques to find useful information for education can better innovate teaching methods
and methods, and achieve zero-distance personalized education for college students.
Therefore, it is of great theoretical and practical significance to explore the optimization
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of ideological and political education in universities based on the perspective of big
data and data mining. How to effectively apply big data technology and data mining
technology to the evaluation of ideological and political education in colleges and
universities is a question that needs to be solved.

Since 2013, research on the use of big data technology and data mining technology
to promote education development has gradually emerged [5]. Liang et al. discussed
how to improve the ideological work of colleges and universities in terms of
strengthening data awareness and improving the ability to use big data [6]. Zhang et al.
proposed that universities must continuously strengthen the collection, excavation and
analysis of student data to ensure the normal implementation of ideological education
in universities [7]. Zhou et al. advocates that the use of big data technology can uncover
the hidden rules behind university data, and then change the way and decision of
education managers [8]. Gu et al. advocates the establishment of big data systems to
analyze and process big data, so that the ideological and political education in uni-
versities can be transformed from empirical teaching to scientific teaching [9]. These
studies show that there has been preliminary exploration and research on the appli-
cation of big data in the evaluation of ideological and political education in colleges
and universities. However, the level of research is not deep enough and there is no
specific evaluation method, which requires further study and improvement.

This paper studies the management evaluation of university ideological and
political education in the context of big data. At present, the traditional analysis method
is based on the evaluation of absolute scores. This method has some defects and
deficiencies in the objectivity and accuracy of the evaluation results. The traditional
analysis method to evaluate the counselor cannot effectively and properly evaluate the
counselor’s management effectiveness. For this reason, this paper firstly uses the
cluster analysis in data mining technology to establish the evaluation model of uni-
versity ideological and political education management. Then, the k-means clustering
algorithm is used to analyze the counselor’s “work evaluation scale” data, which can
effectively overcome the defects and shortcomings of traditional analysis methods.

2 K-Means Clustering Algorithm

Cluster analysis is a multivariate statistical analysis to classify samples or indicators
[10]. According to the different objects can be divided into sample classification and
variable clustering, that is, the classification of the samples and the classification of
variables. Clustering is different from classification. Classification has prior knowledge
that reference learning. For the classification model, the class label of the sample
information is known.

The K-means algorithm is a stepwise clustering analysis of a large sample of data
by a user-specified number of categories [11, 12]. The sample data is regarded as a
point in the k-dimensional space, distance is used as an index to judge the distance
relationship between data, and a higher execution rate is obtained at the expense of
wasting multiple solutions. The basic idea of K-means algorithm is to aggregate each
sample into its nearest average class, that is, to initially classify the data and then
gradually adjust it to obtain the final classification result.
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The K-means algorithm is implemented as follows. The dataset that needs to be
clustered is

S ¼ x1; x2; � � � ; xnf g ð1Þ

where xi is the p dimensional data, p is the number of attributes. c1; c2; � � � ; ckf g
represents k cluster centers. The degree of similarity between any two data objects in
the data set is represented by Euclidean distance as

dðxi; yjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXp
m¼1

xim � xjm
�� ��2

s
ð2Þ

The objective function used to determine whether the clustering result is good or
bad is

J ¼
Xk
i¼1

Xn
j¼1

dðxj; ciÞ ð3Þ

where the objective function J is a function about the clustering sample and the clustering
center. The objective function is the sum of the squared errors of the cluster centers of all
the data objects in the data set and the clusters of the respective clusters after the cluster
iteration. The process of classical K-means clustering algorithm is shown in Fig. 1.

Start

Determine the initial center point

Data point division

Update cluster center

Is it meet the objective 
function requirement?

Output classification result

Fig. 1. K-means clustering algorithm
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3 Cluster Evaluation Model of Ideological and Political
Education

With the continuous development and popularization of higher education in China,
more and more high school graduates have entered the university’s school, which has
brought a lot of influence on the school’s teaching and management. In addition,
because the study habits are not well developed, the creation of a learning atmosphere
has brought great difficulties. The poor learning atmosphere has also exerted a great
influence on students’ interest in learning. These are the difficulties in the education and
management of college counselors. Under normal circumstances, the relevant depart-
ments of the school have collected a large amount of data through the usual education
and management work. However, at present, the processing of these data is only at a
relatively low level of search and simple analysis, and no valuable and instructive
information has been mined. How to tap into these “treasures” data and find valuable
information among them is a key issue that both the school leaders and the majority of
student workers are concerned about.

In order to more specifically understand the work of counselors, the school orga-
nizes students’ comments on the counselor’s work every semester, and fills in a
“workbench quantification form” for counselors. How to make better use of it and find
valuable information on the education, management, and school management of the
counselors is a very meaningful thing for the optimization of ideological and political
education in colleges and universities. School leaders and student workers must sci-
entifically judge each stage of student management education, and dig out useful
knowledge from it, so that they can achieve further guidance and management
requirements.

3.1 Schematic Design

In the past, most of the information on the effectiveness of the counselor’s work was
used to find large amounts of information. This paper proposes a cluster analysis data
mining method to deal with the data information of the effectiveness of the counselor. It
can turn a large number of data into a clustering result, and then better use this type of
data. The data mining process is shown in Fig. 2.

Step 1: Identify the data mining object and purpose. Clearly defining the problem
and finding the goal of data mining is an important first step in the data mining
process. Although data mining cannot predict the final result, it can foresee the
problems studied. Therefore, it is necessary to avoid blind digging.
Step 2: Data collection. This process has heavy work tasks and it takes more time.
In the usual education management, it is necessary to carefully collect data and
information. Some of the data can be obtained directly, and some of the data must
be obtained through research.
Step 3: Data preprocessing. The process is to convert the collected data set into an
analyzable data model. The data model is prepared according to the algorithm.
Different algorithms have different requirements for the data model.
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Step 4: Data Clustering Mining. Clustering data mining is to divide the data model
into multiple groups of similar objects. The process is mainly the input process of
the data model and the selection and implementation process of the clustering
algorithm.
Step 5: Analysis of clustering results. This process is to analyze and study the
multiple group attributes composed of classes after clustering data mining.
Step 6: Application of knowledge. This process integrates the useful information
obtained from the research into the counselor’s management education. The
counselor can use the conclusions to promote teaching management and form a
good management policy.

3.2 Algorithm Implementation

We collected and compiled the “Quantification Form for the Assessment of Counsel-
lors’ Work” of the Inner Mongolia University for the Nationalities in 2016, and sorted
out 1200 assessment quantification tables concerning the education and management of
counselors. Use this data to evaluate the counselor’s ideological and political education
management. After data mining of these data, some important conclusions can bring
unprecedented guiding value for management and teaching.

According to the job performance of the counselor, it is divided into five categories
of “excellent, good, qualified, poor, and poor”. Further measures were taken for the
missing records, and finally a quantitative assessment of the work evaluation with
complete evaluation records was obtained.

According to the four attributes of “management attitude”, “management ability”,
“management method” and “management effect”, the data in the quantification table of
the merger work assessment is reorganized. Through the above processing, we have

Identify the data mining object and purpose

Data collection

Data preprocessing

Data Clustering Mining

Analysis of clustering results

Application of knowledge

Fig. 2. Data mining process
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unified the quantitative assessment of the job evaluation to the four attributes of
“management attitude”, “management ability”, “management method” and “manage-
ment effect”. In the following, we use the clustering mining analysis method to analyze
the four attributes of the 1170 data sample information.

By taking the process of preprocessing data sample information, the data samples
used for the analysis process are listed in Table 1.

4 Experimental Results and Analysis

The k-means algorithm was used to analyze 1200 direct sample data and 1170 sample
data obtained by data conversion. All sample data contains four types of attributes:
management attitude, management ability, management method, and management
effectiveness. Data mining clustering was performed on these four attributes respec-
tively, and the initial K value was set to 3. The final mining results are shown in
Table 2.

According to the results of the cluster analysis, the final scale distribution of the
data included in each cluster is as follows. There are a total of 36 data samples in the
better category, and 30% after deleting a standard sample. There are 74 samples in the
medium category and 62% in the case of deleting a standard sample. There are a total
of 10 data samples for the poor category and 8% for the deletion of a standard sample.

In order to further verify the final results of data mining, we once again obtained
248 people from the Department of Student Affairs to obtain the relevant compre-
hensive quantitative scores in participating in 10 activities. The total score is 100
points. These data samples are categorized on a scale of 0 to 100 points. A total of three

Table 1. Clustered data sample.

Management attitude Management ability Management method Management effect

0.66 0.65 0.56 0.59
0.66 0.64 0.61 0.60
0.34 0.39 0.31 0.33
0.8 0.78 0.83 0.80
… … … …

Table 2. Clustering results.

Cluster
category

Management
attitude

Management
ability

Management
method

Management
effect

Sample
number

Better 0.76 0.75 0.74 0.79 36
Medium 0.63 0.58 0.54 0.56 74
Poor 0.34 0.30 0.27 0.30 10
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categories are included: more than 80 points (Better), 80 to 60 points (Medium) and
less than 60 points (Poor). The final statistical results are shown in Table 3.

The statistical results show that the proportions of more than 80 points, 80 to 60
points and less than 60 points are 21%, 68% and 11% respectively. Comparing the
analysis results in Tables 2 and 3, we can see that the clustered evaluation results are
basically consistent with the integrated quantitative results, as it shown in Fig. 3. The
experimental results confirm that such a data mining model based on the quantification
table of the counselor’s job evaluation is a very successful model, which brings certain
reference significance and certain guiding significance to the management and edu-
cation work of college counselors.

5 Conclusion

The application of clustering methods in data mining to the evaluation of ideological
and political education in colleges and universities has been studied in this paper. The
data analysis method of “work evaluation scale” of counselors based on K-means
clustering was designed. The experimental results show that this method can effectively
evaluate the ideological and political education of college counselors, and the evalu-
ation results are more efficient and more objective. This study provides a new idea for
the evaluation of ideological and political education in colleges and universities in the
context of big data.

Table 3. Comprehensive quantitative score analysis results.

Cluster category Sample number Proportion

Better 512 21%
Medium 1686 68%
Poor 282 11%

0%

20%

40%

60%

80%

Better Medium Poor

K-means clustering
results

Comprehensive
quantitative score
analysis results

Fig. 3. Comparison of evaluation results
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Abstract. In the process of bio-fermentation, there is a problem of low
detection efficiency in the process of recording changes in the concentration of
traditional bacterial cells. Therefore, a real-time detection system for the con-
centration of microbial cells in biological fermentation is designed. In the sys-
tem hardware design process, the data of microbial concentration changes in the
biological fermentation are analyzed to select the system measurement principle.
An intermediate conversion circuit is designed based on the measurement
principle to complete the system hardware design. The measurement principle is
used to derive the software structure of the real-time detection system. Real-time
data acquisition and detection are implemented in the software structure to
realize system software design. According to the results of simulation experi-
ments, the real-time detection system for the change of bacterial concentration in
biological fermentation compares with the traditional detection method, the
detection efficiency is improved by 11%, and the operation is stable.

Keywords: Biological fermentation � Cell concentration � Concentration
detection � Real-time � Detection efficiency

1 Introduction

Biological fermentation is the foundation of bioengineering and modern biotechnology
and its industrialization. With the progress of bioengineering technology and the
expansion of the scale of fermentation industry, it is urgent to carry out advanced control
and optimization of fermentation process. The existing fermentation measurement and
control system lacks the intelligent detection unit of key biological parameters detection.
The mechanism of biological fermentation is complex, and it is highly nonlinear and
time-varying. It is difficult to realize real-time detection of these key biological param-
eters; The structure of these measurement and control systems are all unit structures, and
their openness and reliability are poor, making it difficult to apply advanced optimization
control algorithms and strategies to industrial applications and to meet the need
for optimal control of fermentation processes. Therefore, it has important theoretical
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significance and application value to study the real-time detection system and its key
technologies of the microbial concentration change in the process of biological fer-
mentation [1]. Microbial fermentation process is an extremely complex biochemical
reaction process, and many factors affect the fermentation, such as the composition of the
fermentation broth, temperature, Ph value, dissolved oxygen, the type and concentration
of viable bacteria. Among the above factors, the concentration of bacteria is the most
important process parameter, but at present there is no real-time monitoring system that
can meet the requirements, and it can accurately detect the bacterial concentration in the
fermentation process in real time. The conventional measurement method of the con-
centration of bacteria is off-line. Off-line measurement brings two problems: On the one
hand, the sampling process is easy to be contaminated; on the other hand, the automatic
control of fermentation is difficult. Therefore, it is necessary to develop a real-time
detection system for the concentration of bacteria, which is of great significance for
understanding the fermentation information, mastering and controlling the biological
fermentation process, and improving the quality of fermentation [2]. Therefore, a new
method is proposed to detect the concentration of bacteria in the fermentation process in
real time, and an automatic detection system for the concentration of bacteria is designed
to realize the real-time detection of the concentration of bacteria in the fermentation
process. It has good application value in biochemical pharmaceuticals, food fermenta-
tion, sewage treatment and other industrial fields.

2 Design of Real-Time Detection System of Bacteria
Concentration Changes in Biological Fermentation

2.1 Real-Time Detection System Hardware Design of Change of Bacteria
Concentration

Selected Measurement Principle
The presence of microorganisms affects the electrical properties of the fermentation
broth, and the electrical properties can characterize the fermentation broth using its
conductivity and permittivity. The permittivity (dielectric constant) of the fermentation
broth is defined as the ability to store the charge.When the microbial strain is added to the
medium, its permittivity will increase significantly; when the measurement frequency
changes, the permittivity of the fermentation broth will also change. The phenomenon
that the permittivity changes with the measurement frequency is called the permittivity
distribution. Under normal circumstances, it is difficult for charged ions in the cell to
cross the cell membrane to reach the outside of the cell, and it is difficult for extracellular
charged ions to penetrate into the cell interior. If the fermentation broth is placed in an
electric field, there will be an equal and opposite charge accumulation on the inner and
outer surfaces of the cell membrane, each cell acting like a small capacitor. Under certain
conditions, the amount of electric charge bound by living cells per unit volume is
proportional to the number of live bacteria [3]. The greater the concentration of viable
bacteria, the more the bound charge, the greater the permittivity of the fermentation
broth. Therefore, the permittivity of the fermentation broth in the radio frequency range
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is a function of the measurement frequency and the bacterial cell concentration. When
the measurement frequency is fixed, the permittivity and the bacterial concentration of
the fermentation broth are single-valued functional relationships. This means that the
bacterial concentration can be detected by measuring the permittivity of the fermentation
broth. Fermentation process mainly batch fermentation, batch fed fermentation and
continuous feed fermentation in three forms. The fed batch fermentation process is
between batch fermentation and continuous feed fermentation, both have the advantages,
and overcome the disadvantages of both, it is a commonly used fermentation method, the
study of different feeding strategies to increase the fermentation yield is one of the main
directions for optimal control of fed batch fermentation processes. Therefore, this paper
focuses on the soft-sensing system of fed batch fermentation process [4]. The fermen-
tation process belongs to a complex and nonlinear dynamic process. The general material
conservation equations for the feed fermentation process are as follows:

dn
dt

¼ Kmr(nÞþ u ð1Þ

State n ¼ n1; n2; . . .; nn½ �T represents a state vector representing the concentration of a
particular component in the fermenter. The first item KmrðnÞ in formula (1–2) repre-
sents the change of biochemical and biochemical reactions in the fermenter. Km rep-
resents a stochastic transformation matrix, r(nÞ ¼ r1ðnÞ; r2; n; . . .; rmðnÞ½ �T represents
the reaction rate vector for different components. The second item u ¼ u1; u2; . . .; un½ �T
represents the control input vector of the fermenter, including the rate of various
materials flowing into and out of the fermenter. Therefore, the dynamic characteristics
of fed batch fermentation process can be represented by a set of ordinary differential
equations, then, the state space is used to describe the real-time detection system of
microbial concentration changes during fermentation, it can be expressed as:

dxðtÞ
dt ¼ fðx(tÞ; uðtÞ;wðtÞÞ

yðtÞ ¼ gðxðtÞ; vðtÞÞ

(
ð2Þ

Among them, x is the state variable vector for the measurement output vector; x and
y are Gaussian white noise vectors with a mean of 0; f(�) and g(�) represent a linear or
nonlinear function of the state transition and measurement output, respectively.

From the above formula (2) we can see that, the similarity between a soft mea-
surement hybrid system and a state space system is that, the system is composed of
state differential equations and equations, it is the same as the dynamic system state
space system, the state vector is an internal variable set that can completely characterize
the time domain behavior of the system. Represents all the dynamic information of the
system. But the difference is: soft measurement system, instead of the output equation,
the conservation equation can be a measurement supplemental equation established
using various artificial intelligence methods and prior knowledge [5]. In terms of
expression, soft measurement systems include differential equations and algebraic
equations, it can fully express the dynamic and static characteristics of the fermentation
process, therefore, it is called the real-time detection system for the change of the
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concentration of bacteria; the conservation equation contains the specific form of prior
knowledge used in the soft measurement system, the dimension of the conservation
equation can be seen as the amount of prior knowledge used by the system.

Intermediate Transform Circuit Design
The intermediate conversion circuit is mainly based on the bacteria concentration
detection system, the system is mainly composed of a fermenter, a capacitance
sensor—platinum electrode, an intermediate conversion circuit, an A/D board, a
computer, a monitor, a printer, etc., as shown in Fig. 1:

Based on the real-time detection system for the change of microbial concentration
data, the intermediate conversion circuit converts the capacitance signal detected by the
capacitance sensor into a voltage signal required by the A/D board, the intermediate
conversion circuit is implemented using a lock-in amplifier [6]. Lock-in amplifiers are
based on coherent detection technology, using the reference signal frequency is related
to the input signal frequency, not related to noise frequency, this extracts useful signals
from noise backgrounds. The intermediate conversion circuit is shown in Fig. 2:

Fig. 1. Frame structure of real-time detection system of bacterial concentration change data

Fig. 2. Intermediate conversion circuit block diagram
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In this circuit, when the capacitance of the capacitive sensor changes slightly, the
amplitude and phase of the input signal voltage Vi of the lock-in amplifier changes
accordingly. Because of the input signal Vi ¼ R

Rþ 1

jwCf

Vs (ignoring the input impedance

of the lock), where Vs is a high frequency sinusoidal signal. When the frequency of the
input signal of the lock-in amplifier is locked at the frequency of the reference signal,
that is w ¼ wR, the phase difference between Vi and VR is equal to zero, the amplitude
of the output voltage of the lock-in amplifier Vo = KVi. Where K is the magnification,
after the parameters of the lock-in amplifier are selected, it is a constant [7]. Therefore,
the output voltage has a monotonically increasing function relationship with the sensor
capacitance. This circuit has a strong anti-interference, high sensitivity, a wide dynamic
range, therefore, it is widely used as weak signal detection.

2.2 Real-Time Detection System Software Design for the Change
of Bacterial Concentration

Real-Time Detection System Software Structure
The real-time detection system software design of the concentration change data of
bacteria, using a networked and modular integrated approach, taking full account of the
system’s openness and reliability principles, designed real-time detection system
software, Fig. 3 shows the integrated architecture of the intelligent measurement and
control system for the fermentation process:

Collecting and controlling the state information of fermentation process objects through
real-time detection system software structure is the basic function realized by the

Fig. 3. Real-time detection system software structure
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existing fermentation process measurement and control system, the intelligent mea-
surement and control system of the fermentation process is based on the analysis of the
objects of the fermentation process, extract useful prior knowledge, and analyze and
systematically prior knowledge, through the smart detection processing unit, using the
latest artificial intelligence technology, real-time estimation of unpredictable key
parameters in bio-fermentation process, therefore, it is possible to effectively achieve
optimal control of biological parameters that are difficult to measure [8]. The functions
of each functional module unit in the intelligent measurement and control system of the
fermentation process are as follows:

Measurement and control equipment: It is mainly composed of data acquisition unit
and execution unit. The data acquisition unit collects the signals of the hardware
sensors. Through signal conditioning and data acquisition modules, convert the mea-
surement information of the fermented object from analog to digital, as the real-time
measurement data of the fermentation process measurement and control system; the
execution unit sends a control command, control various switches and valves, etc., to
achieve optimal control of the fermentation process;

Detection unit: difference and intelligent detection unit, refers to a normally mea-
surable inspection unit, realize the routine measurable fermentation process (such as
pH, temperature, dissolved oxygen concentration) detection;

Intelligent detection unit: The biggest difference between the intelligent measure-
ment and control system of the fermentation process and the existing measurement and
control system is that the intelligent measurement and control system has an intelligent
detection unit. In information processing, the intelligent detection processing module
uses artificial intelligence technology to analyze and deal with unpredictable key
quality parameters, and according to the detection results of the intelligent detection
unit, the biological parameters of the fermentation process are feedback controlled, to
increase the yield and efficiency of fermentation;

Control unit: The control unit includes two modules, conventional control and
intelligent control. Conventional control has PID, switch, cascade control and so on.
Intelligent control has fuzzy, forecast, expert control and so on. The control algorithm
is written in a programming language and packaged into standard modules, then
directly called by the application, only need to design the interface type of control
process, input parameters (pass or call), return value, can realize the control function of
the control module;

Intelligent processing unit: The intelligent processing unit realizes the compre-
hensive processing of the information of the fermentation process measurement and
control system through an intelligent processor. The intelligent detection unit and
control unit are components of the intelligent processing unit, and the data flow and
information flow are represented in the architecture [9]. The intelligent processing unit
is usually composed of a PCI bus system, a PXI bus system, an embedded 1 VICU.
PLC system, a DCS system or an FCS system;

The intelligent detection unit is the most critical part of the intelligent measurement
and control system architecture of the fermentation process, soft measurement tech-
nology is a key technology for intelligent detection units. The intelligent detection unit
utilizes the measurable information of the hardware sensor and priori information of the
process object, the soft measurement system enables real-time detection of key
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biological parameters that are difficult to measure in real time. As shown in the smart
detection unit block diagram in Fig. 2, by integrating prior knowledge and historical
database data, by integrating prior knowledge and historical database data, after system
identification, construct a corresponding soft measurement system; the hardware sensor
collects measurement data through the data acquisition device, pre-processing mea-
surement data, combining soft helium J system and real-time state estimation method,
realize accurate estimates of key unpredictable biological parameters. At the same time,
the real-time correction module in the intelligent detection unit, using state estimation
and control unit output and system real-time measurement data, through the correction
data provided by the prior knowledge base, real-time correction of soft measurement
systems, improve system detection accuracy.

Realizing Data Acquisition and Detection in Real Time
The real-time data acquisition and sorting of the capacitive sensor for detecting the
concentration of bacteria is mainly made of PTFE rods, rubber seals, leads, two platinum
electrodes. The sensor lead is a coaxial shielded cable, the electrode has a coaxial
cylindrical structure, the inner and outer electrodes are covered with a layer of PTFE film,
for internal and external electrode insulation. The electrodes are resistant to high tem-
peratures and are non-toxic, meeting the special requirements of bio-fermentation sen-
sors [10]. The diameter of the external electrode is 16 mm, the diameter of the internal
electrode is 10 mm, and some small holes are drilled on the external electrode, makes
live cells evenly distributed in the fermentation broth. There is the following relationship
between the electrode capacitance Cf and the permittivity ef of the fermentation broth:

ef ¼ lnRr
2pe0l

Cf or ef ¼ kCfðk ¼ lnRr
2pe0l

Is a constant). Therefore, the permittivity of the

fermentation broth can be determined by measuring the electrode capacitance.
The voltage signal output from the lock-in amplifier needs to be sent to the com-

puter for data filtering after A/D conversion, get the data you need. The article uses the
9012 modular interface board as the data acquisition interface board of the system, it
includes a 12-bit A/D converter, 16 multiplexers, sample/hold, bus interface control
logic, etc. the board is equipped with an address switch to set the I/O address arbi-
trarily. Data processing is done in software, the filtering method used is the median
averaging filter. In our detection system, the data acquisition system has been able to
automatically collect and process data through the hardware and software design.

3 Experimental Analysis

3.1 Experimental Procedure

To verify the effectiveness of the real-time detection system for the change of bacterial
concentration in biological fermentation, the following comparison experiments were
designed. Seven different fermentation strains were selected for testing, including
Streptococcus, Lactococcus, Leuconostoc, Lactobacillus, Propionic Acid Bacteria,
Brevibacterium, and Enterococcus. Experiments were performed on each of the fer-
menting bacteria. The experimental medium is yellow pulp water, one liter fermenter,
in order to make the cells in the fermenter uniform, the fermentation liquid should be
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continuously stirred, the stirring speed is 100 rpm/min, the fermentation temperature is
basically controlled at about 25 °C, and the pH is controlled at About 5.0, the mea-
surement frequency is 50 kHz, and the experimental results are observed under a high-
power microscope environment.

The bacterial organisms in the same biological fermentation were used as experi-
mental objects, divided into two groups, the real-time detection system for the change
of bacterial concentration in the biological fermentation is the experimental group, the
traditional data measurement method is used as a control group, under the premise of
controlling a single variable, record the accuracy rate of data records in the two groups
of cell concentration changes, the change of cell concentration data records real-time
performance. Set corresponding conditions for two sets of experimental data, in order
to ensure the fairness of the experiment, the parameters of the experimental group and
the control group are always the same. In order to verify the differences between the
SME management systems based on clustering algorithms and traditional SME man-
agement, the parameters of the experimental group and the control group are always the
same. In order to verify the differences between the SME management systems based
on clustering algorithms and traditional SME management, the experimental group will
use the real-time detection system for the change of the concentration of bacterial cells
in the biological fermentation according to the requirements. The traditional data
detection mainly adopts manual processing.

3.2 Accuracy of Data Accumulation of Changes in Microbial
Concentration

The experimental group and the control group simultaneously recorded the change data
of the same bacteria concentration, compared with its record accuracy, after recording
2, 4, 6, 8, and 10 h respectively, differences between the records of bacterial con-
centration changes and actual data. To avoid the interference caused by unexpected
events on the experimental results, the treatment parameters of the experimental group
and the control group are the same, the specific results are as follows (Fig. 4):

Fig. 4. Accuracy rate of data change of cell concentration
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The analysis of the above figure shows that the accuracy of the data recording of
bacterial cell concentration changes is compared. With the increase of time, the
accuracy of data recording of the cumulative concentration of cell concentration in the
experimental group is about 94%, and the data points are similar in value, and the
changes are not Big. In the control group, the cumulative data change accuracy of the
cell concentration was about 83%, but the values of the data points differed greatly.
Comparing the experimental results, the recording accuracy of the proposed method is
improved by 11% compared with the traditional method, and the accuracy of the
proposed method is higher, which can prove the effectiveness of the real-time detection
system.

3.3 Comparison of Bacterial Cell Concentration Changes in Real-Time
Data Records

The experimental group and the control group processed the same data at the same
time, after recording 200, 400, 600, 800, 1000 sets of data, respectively, the change of
cell concentration data records real-time performance. To avoid the interference caused
by unexpected events on the experimental results, the treatment parameters of the
experimental group and the control group are the same. The specific results are as
follows (Fig. 5):

Compared with the above figure, we can see that, in the process of recording the
changes in the concentration of bacterial cells, as the demand for processing increases,
the real-time performance of the real-time detection system for the change of bacterial
concentration in biological fermentation is high, stay around 92%. The control group
continues to increase with the demand for processing, the processing efficiency shows a
declining trend, record real-time performance is about 79%. Therefore, it can prove the
real-time detection system for the application of microbial concentration change in
biological fermentation, it can effectively improve the real-time performance of the data
of bacterial concentration changes.

Fig. 5. The real-time recording of the data of bacterial concentration changes
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4 Conclusion

Biofermentation is the foundation of bioengineering and modern biotechnology and its
industrialization, with the advancement of bioengineering technology and the contin-
uous expansion of the production scale of the fermentation industry, there is an urgent
need for advanced control and optimization of the fermentation process. The existing
fermentation monitoring and control system lacks a key biological parameter detection
unit, the mechanism of biological fermentation is complex, with a high degree of
nonlinearity and time-variation, it is difficult to achieve real-time detection of these key
biological parameters; and these measurement and control systems are all unit struc-
tures, poor openness and reliability, making advanced optimization control algorithms
and strategies difficult for industrial applications, the need for optimal control of the
fermentation process cannot be met. Therefore, the system for real-time detection of
microbial concentration changes in biological fermentation, can promote the opti-
mization of the control of the fermentation process engineering application level.
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Abstract. Because the traditional network security situation compound pre-
diction system cannot overcome the defects of SVM algorithm, the accuracy of
extraction results is low. For this reason, a large-scale network security situation
compound prediction system is designed. Through data normalization process to
optimize the SVM algorithm, to optimize the forecasting calculation module, to
provide data base system frame structure, system frame structure can be divided
into security situational composite sensing module, situational composite eval-
uation module and situational composite prediction module, synergy is derived
using multiple module network security situational values when attacked, to
implement network security situation prediction to complete the system design.
Simulation application environment design compared the experimental results
show that compared with the traditional prediction system of the proposed
system under the same data to forecast, the accuracy of predicted results by
65%, and the operation is very stable.

Keywords: Large-Scale � Network security situation compound forecast �
Forecast result � Accuracy

1 Introduction

With the deepening of information technology, the Internet is becoming the critical,
information infrastructure of the country, cyber security concerns the fundamental
interests of the country and society. In recent years, the global internet is frequently
attacked, lead to growing network security issues, the security of important information
systems is seriously threatened. In order to deal with the challenges of network
security, security protection and management systems such as VPN, IDS, antivirus
systems, identity authentication, data encryption, and security audit have been widely
used, however, the accuracy of the prediction results of the traditional network security
situation composite forecasting system is lower, this paper uses the optimized SVM
algorithm as the basis for establishing the prediction system, divide the system into
three parts: perception, assessment and prediction, calculate the security posture of the
network when it is attacked by the system. The experimental results show that the
system designed in this paper is more suitable for the complex prediction of large-scale
network security situation than the traditional system.
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2 Optimization Design of Large-Scale Network Security
Situation Composite Prediction System

2.1 Predictive Calculation Module Design

Because the range of network security situation changes is relatively large, it has an
adverse effect on the training speed of SVM. The reconstructed data is input into the
model for learning and normalized, and the specific normalization is [1, 2]:

x
0
i ¼

xi � xmin

xmax � xmin
ð1Þ

Among them, xi is the original value, x
0
i is the normalized value, and xmax and xmin

are the maximum and minimum values respectively.
After normalizing the data, design the system calculation model.
Let there be a total of n network security situation learning samples f xi; yig;

i ¼ 1; 2; . . .; n; xi is input, yi is the output expectation where the input is the expected
value of the output and the SVM regression equation is [3]

f ðxÞ ¼ w� uðxÞþ b ð2Þ

u:Rn ! G;w 2 G ð3Þ

In the formula, w represents the weight vector, b represents the offset vector
Use the optimization function to optimize the target value, that is:

min J ¼ 1
2

wk k2 þC
Xn
i¼1

ðn�i þ niÞ ð4Þ

The constraints are as follows:

yi � w� uðxÞ � b� eþ ni
w� uðxÞþ b� yi � eþ n�i
ni; n

�
i � 0; i ¼ 1; 2; . . .; n

ð5Þ

Among them, ni, n
�
i is expressed as a relaxation factor, and C is a penalty factor [4].

By introducing Lagrange multiplier, we can get:

Lðw; b; n; n�; a; a�; y; y�Þ ¼ 1
2

wk kþC
Xn
i¼1

ðni þ n�i Þ�
Xn
i¼1

aiðni þ e� yi þ f ðxiÞÞ

�
Xn
i¼1

a�i ðni þ e� yi þ f ðxiÞÞ �
Xn
i¼1

ðnici � n�i c
�
i Þ

ð6Þ
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Among them, ai and a�i are Lagrange multipliers, and e is a parameter of insensitive
loss function.

The SVM regression expression is thus obtained as [5–7]:

f ðxÞ ¼
Xn
i¼1

ðai � a�i Þ � ðuðxiÞ;uðxÞÞþ b ð7Þ

For non-linear regression prediction problems, to prevent dimensional disaster
problems, use kernel function kðxi; xÞ instead of ðuðxiÞ;uðxÞÞ, to prevent dimension
disasters, that is:

f ðxÞ ¼
Xn
i¼1

ðai � a�i Þkðxi; xÞþ b ð8Þ

In summary, the calculation model used by the large-scale network security situ-
ation composite forecasting system is:

f ðxÞ ¼
Xn
i¼1

ðai � a�i Þ � ðuðxiÞ;uðxÞÞþ b

¼
Xn
i¼1

ðai � a�i Þkðxi; xÞþ b

ð9Þ

2.2 System Framework Design

The large-scale real-time network security situation composite forecasting system
collects the information of each node of the network in real time, and carries out
security situation composite sensing, situational compound assessment and situational
compound prediction for the entire network. The framework of the system is shown in
Fig. 1. It is mainly composed of data collection, security situation composite analysis,
security situation compound assessment, security situation composite forecast and
assessment database [8, 9].

Data collection includes two aspects. The first is the real-time collection of IDS
alarm logs. It contains a large number of network attack information and is an
important data source for the complex assessment of network security posture. The
second is the network node information, which is calculated due to network risk
assessment. The security situation is more theoretical and should be corrected in light
of the real-time performance of network nodes. Security situational complex perception
mainly includes attack information extraction and threat identification. Because there
are many IDS alarms, such as Snort basic alarms, there are more than 8000 kinds.
Therefore, it is necessary to extract and classify attack behavior according to the threat
degree of the alarm, which can reduce the assessment and the complexity of the
forecast. The security situation compound assessment evaluates the network security
situation based on the attack information. Security situation compound prediction uses
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hidden Markov model for situational composite prediction. Firstly, the HMM param-
eters are trained according to the results of past evaluations. Then, the HMM-SVM
prediction model is used to predict the next state of the network. The evaluation
database contains an asset information base, threat information base, vulnerability
information base, and log system. Host information scanning program is used to obtain
host configuration information, including application programs, operating systems,
vulnerability scanners to scan out port numbers, vulnerability numbers, and possible
Consequences, etc. [10].

2.3 Realize the Network Security Situation Compound Prediction

Set the delay time of the network security situation composite data transmission, use
the test method to embed dimension into the situation data, and determine the
embedding dimension (assumed to be n). At this point, the support vector machine has
n − 1 input variables and one input variable. Based on the delay time and the
embedding dimension, the data of the current reaction network security situation is
reconstructed, and then the training samples and test samples of the support vector
machine are generated. The data representing the training sample is input into a support
vector machine for learning, and is optimized using a calculation model, and the
parameter values of the algorithm are set. When the optimal parameters of e, C, and u
are brought into the prediction model, then the prediction model becomes the optimal
network security situation prediction model. Through this model, the security situation
value of the network when it is attacked can be calculated. The model is used to predict
and analyze the previous generations of security situation values, and the characteristic
data of the trend data are depicted. By analyzing the curves, it can be seen whether the

Fig. 1. Large-scale network security situation composite forecasting system framework
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established network security situation prediction system can effectively predict the
safety monitoring data and whether the relevant prediction data has higher accuracy.

3 Analysis of the Experiment

3.1 Experimental Data

In order to verify the correctness and effectiveness of the large-scale network security
situation composite forecasting system designed in this paper, simulation experiments
were done in this paper. A network includes three attacked nodes, namely an HTTP
server, a mail server, and an FTP server. It is assumed that each node has a weight of
0.5, 0.3, and 0.2 in the network. This paper simulates Attacker Attacker launching scan
attack (i.e. attack 1), buffer overflow attack (i.e. attack 2) and TCP-SYN Flood attack
(i.e. attack 3) on the network hosts at different times, and obtains the IDS alarm log to
the node unit time. The statistics of the attacks received within the attack are calculated
based on the threat degree and the number of attacks. Details of the number of cyber
attacks are shown in Fig. 2

Figure 2 shows the curve of the number of network attacks over time during the
simulation experiment. The abscissa indicates the attack time in minutes and the
ordinate indicates the number of attacks per minute. Attack 1 represents the attacker’s
scanning attack. The attack time range is between 0 and 40 min, and the threat level is
relatively low. Attack 2 represents the attacker’s buffer overflow attack between 15 to
30 min and 40 to 55 min respectively. Attacking two different hosts has the highest
security threat to the system. Attack 3 indicates that the attacker uses TCP-SYN Flood
attack and attacks the HTTP server between 25 to 40 min, 40 to 45 min, and 55 to
65 min, and is a medium-threatening attack.

The experimental data will now be used for the prediction of the network security
situation.
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Fig. 2. Attack intensity change chart
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3.2 Experimental Results and Analysis

Using the system designed in this paper and the traditional system respectively to
perform network security situation composite prediction, the prediction results are
shown in Fig. 3.

From Fig. 3, it can be seen that the system was scanned in the first 15 min, and the
threat value increased, but the system was in a state of detection because of the low
threat of the scan attack, and the risk was not very high. In 15 to 35 min, the system is
moderately attacked, and the security assessment value is higher, indicating that the
network is under attack. In the period of 40 to 45 min, the system is subjected to high
intensity buffer overflow attack, the security evaluation value increases rapidly, the
whole network is in extremely dangerous state, and the network is required to be safely
protected. No attacks were detected between 45 and 50 min, but the danger faced by
the network was not eliminated, and the security situation values gradually declined.
From 55 min, the network was subjected to a high-intensity TCP-SYN Flood attack,
and the security evaluation value increased again.

And from Fig. 3, it can be seen that the prediction error of the traditional prediction
system is large, which can only reflect the general trend of the situation, but the
prediction error of the design and prediction system is very small, which basically
reflects the general trend of the network security situation, that is, the prediction
accuracy of the design system is higher than the traditional system, and it is more
suitable for the network security state. Potential prediction

This paper compares the prediction error of the system with the traditional system,
as shown in Table 1.
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Table 1. Comparison of the error of prediction results.

Name Mean absolute error Root mean square error

Traditional system 3.505 18.1466
The system of this article 0.9718 1.2823
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From the data of Table 1, we can see that compared with the traditional system, the
prediction results of this design system have less error and higher accuracy. Compared
with the traditional system, the accuracy of the system prediction results is improved by
about 65%. The prediction results of this system have higher practical value. The above
two experimental results show that the prediction accuracy of the system is higher than
that of the traditional system, and the accuracy is increased by about 65%.

4 Concluding Remarks

In this paper, the large-scale network security situation prediction system is optimized,
and the SVM algorithm is used to improve the accuracy of prediction results. The test
data show that the accuracy of the system designed in this paper is about 65% higher
than that of the traditional system, and it has high effectiveness. It is hoped that this
study can provide useful help for large-scale network security situation prediction.
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Abstract. In order to solve the above problem, a method of measuring the
back-up path signal decline based on wireless network is designed to solve
the problem that the existing signal measurement method can not express the
specific decline path of the signal. Through the two steps of signal perception
module design and measurement signal transmission mode, the wireless network
environment of backup path signal measurement is completed. On this basis,
three steps are carried out through the determination of the baseband signal
fading frequency, the fading measurement channel estimation and the signal
modulation measurement term to complete the construction of the new recession
measurement method. The experimental results show that the fading path of the
terminal signal is clearly expressed when the backup path signal fading mea-
surement method based on wireless network is applied.

Keywords: Wireless network � Path signal � Fading detection � Perception
module � Transmission mode � Fading frequency � Measurement channel �
Modulation measurement item

1 Introduction

Channel decline is an inherent noun in the field of wireless communication networks.
Recession refers to the phenomenon of random changes in the amplitude of received
signals due to changes in the channel, which leads to a fading channel called a fading
channel. In the field of wireless communications, recession is a concept of power, or
signal strength, which means the reduction of signal power. This “decline” can be
divided into large scale recession and small scale recession according to the decline of
power. Large scale recession is divided into path loss shadow and effect, and the cause
of small scale decline is multipath problem. In wireless communications, the receiver
may receive many of the same signals from different paths in a period of time. This
time is called delayed diffusion, and the reciprocal of delayed diffusion is called the
homology bandwidth. The physical meaning is in this bandwidth interval, the size of
the decline can be seen as the same, when the delay diffusion is greater, the homology
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bandwidth is greater smaller [1, 2]. And the wireless channel will vary with time. If
there is a movement, the channel change will be faster, because the time of homology
will be shortened, and the reciprocal of the time of homology is Doppler diffusion. The
physical meaning is in this period of time, the decline is almost the same, when the
signal time is transmitted. Greater than the same time, there will be a so-called fast
recession. In order to better determine the specific decline form of the wireless network
signal, the existing technical means set up the signal acquisition platform by IEEE
802.11 wireless technology, and through the method of counting the recessionary cycle
of the signal, the signal decline phenomenon is measured in real time. With the pro-
gress of science and technology, this method has begun to show the drawbacks of
sending signals and displaying specific fading paths. In order to avoid the above
situation, a new method of signal fading measurement is designed under the support of
the backup path wireless network environment, and the practical value of the method is
proved by the design contrast experiment.

2 Wireless Network Environment for Backup Path Signal
Measurement

The backup path signal measuring wireless network environment is the application
foundation of the new recession measurement method, and its concrete construction
method can be carried out according to the following steps.

2.1 Design of Signal Sensing Module

Signal sensing module is the foundation of wireless network measurement environ-
ment. The module uses the 802.11 g receiver as the core set up equipment and connects
several signal path backup devices with independent running functions around the
device. When the measured signal enters the wireless network operating environment,
the 802.11 g receiver enters the infinite running state with the promotion of the con-
stant power supply device, and multiple signal path backup devices begin to analyze
the location information of the received signals, and store the path backup results
in the form of the module transmission medium in the form of running scripts [3, 4].
Under the condition that the external operating conditions remain unchanged, the
transmission medium of the signal sensing module always maintains a stable running
state, and the backup path information of the signal can be well preserved until the next
command appears. The design principle of specific signal sensing module is shown
in Fig. 1.
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2.2 Unification of Measurement Signal Transmission Mode

The existing technical means are the unified measurement of the signal transmission
mode, using the path backup script generated by the signal sensing module, and strictly
restrict the transmission destination of each signal. On this basis, when the total amount
of the decay signal is increased, the number of insertable nodes in a part of the script
will also increase, which also promotes the rapid progress of signal decline detection.
On the basis of guaranteeing the speed of measurement, the new measurement method
explicitly sends out the display definition of the end signal fading path, and adds a data
compression packet with. Sqlpt as a suffix after each path backup script [5]. When the
fading signal is transmitted to the wireless network monitoring link, the data com-
pression packet is automatically decompressed, in which the message of the emit signal
fading path is clearly displayed, and the original design aim is achieved. A unified
method for measuring the transmission mode of the signal is shown in Fig. 2.

Fig. 2. Unified schematic diagram of measurement signal transmission

Fig. 1. Schematic diagram of signal sensing module design
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3 Realization of Signal Degradation Measurement Method
Based on Wireless Network Environment

On the basis of the wireless network environment of the backup path signal mea-
surement, three links are made through the determination of the baseband signal fading
frequency, the fading measurement channel estimation, and the signal modulation
measurement item to achieve the smooth application of the new decaying measurement
method.

3.1 Frequency Determination of Baseband Signal Fading

The determination of the fading frequency of baseband signal can be regarded as the
inverse process of baseband signal transmission. When the wireless network envi-
ronment receives the backup path signal, the frequency offset is estimated and corrected
first. After that, the reception sequence is string and converted, then the protection
interval of each OFDM symbol is removed, and then the sequence of these sampling
points is transformed to the frequency domain subcarrier for processing by FFT
transform [6]. After FFT, the channel estimation, phase tracking and correction of the
OFDM symbols are processed with the corresponding information of the lead and pilot,
and then the data is mapped and interlaced. Finally, descrambling is used to get the
original signal and complete the determination process of the decay frequency. The
specific determination method is shown in Formula (1).

f ¼ ðaþ bÞt
l � ffiffiffiffiffi

ds
p ð1Þ

Among them, f the decline frequency of the baseband signal, a it represents the
parameter of frequency offset estimation, b On behalf of frequency offset correction
parameters, t represents the guard interval between OFDM symbols of the original
signal, d representing the constant of the solution mappings, s representative interleaver
constant, l the frequency domain carrier cycle of the FFT transform is represented.

3.2 Fading Measurement Channel Estimation

In the actual measurement of signal decline, frequency selective fading and multipath
effect will exist in many measurement environments, which will reduce the quality of
the signal. Therefore, it is necessary to minimize or eliminate the effects of these
interference on the quality of the signal. It is necessary to make channel estimation for
the wireless channel between the transmitter and the receiver, also known as the
frequency response estimation [7, 8]. The process of channel estimation is to estimate
the parameters of the wireless channel model between the transmitter and the receiver
from the received signal. This process plays a vital role in the wireless communication
system, and may even be one of the important indicators to measure the performance of
a wireless communication system. Only when the detailed channel information is
obtained, the estimated channel coefficients can be used to correct the data, and then the
transmitting signal is demodulated accurately at the receiving end. Therefore, the
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channel estimation algorithm will directly affect the system error rate. The channel
estimation results for specific recession measurements are shown in Formula (2).

k ¼ f � q
2fG

ð2Þ

Among them, k on behalf of the fading measurement channel estimation results, q
representing channel coefficients, f the constant coefficient representing the quality of
the signal, G the demodulation original of the receiver.

3.3 Correction of Signal Modulation Measurement Term

The modulation signal of the fading signal is always proportional to the bit information
carried by each subcarrier. The frequency response characteristic of the signal trans-
mitter is also stable in the condition that the wireless network environment of the
backup path signal measurement is stable, but it is impossible to keep the power that is
completely equal to the basic measurement operation. At this time, the decline fre-
quency of the baseband signal is in the same state as the base frequency of the signal
transmitter, and the decline frequency of the signal to be measured in its channel will
not produce a clear floating state [9, 10]. In simple terms, the modulation measurement
term of a fading signal is a stable constant with a corrected property, and its specific
correction method is shown in Formula (3).

H ¼ 1
k
ðW þ YÞa4 ð3Þ

Among them, H represents the correction result of modulation signal measured by
fading signal, W the bit information constant carried by the subcarrier, Y the frequency
response parameters of the signal transmitter, a the basic floating cycle that represents
the frequency of recession. Finishing the above setup steps, the design of backup path
signal degradation measurement method based on wireless network is completed.

4 Experimental Results and Analysis

In order to verify the practical value of the signal fading measurement method based on
the wireless network backup path, the following comparative experiments are designed.
Two computers with the same configuration are taken as the experimental object, in
which the existing signal measurement method is used as the control group. The new
signal measurement method is carried out as the experimental group, and 40 min is
used as the experimental time. The changes in the clarity of the show.

4.1 Setting of Experimental Parameters

In order to ensure the authenticity of the experimental results, the relevant experimental
parameters can be set down according to the following Table 1.
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In order to ensure the authenticity of the experimental results, the parameters of the
upper table represent the experimental time, the upper limit of the radio network signal
capacity, the cycle of the signal decline, the upper limit of the definition of the path
display, and the definition parameters of the path display. The experimental parameters
of the experimental and control groups are always consistent.

4.2 Definition Contrast of Emit Signal Fading Path

On the premise that the definition parameters of the path display are 1.35, the changes
of the clarity of the emit signal decline path are recorded after the application of the
experimental group and the control group respectively. The specific experimental
results are shown in Fig. 3.

The analysis of Fig. 3 shows that with the increase of experiment time, after the
experiment group method, the end signal decline path shows the first increase and the
trend of the stability. After the experiment time reaches 30 min, the definition of
the emit signal decline path shows the maximum value of 91.13%, exceeding the target
upper limit of 85.96%. After the use of the control group, the signal decline path of the

Fig. 3. Shows the contrast map of terminal signal fading path display clarity

Table 1. Experimental parameter setting table

Parameter name Experience group Control group

ETT/(min) 40 40
WSL/(T) 8.94 � 1011 8.94 � 1011
SRC/(s) 0.42 0.42
PDL/(%) 85.96 85.96
PDP 1.35 1.35
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emit signal showed a decline in clarity and an alternation trend. When the experiment
time was 30 min, the definition of the emit signal decline path showed the maximum
definition of 70.91%, far lower than the experimental group.

5 Conclusion

Analysis and comparison results show that after the existing signal measurement
method is applied, the terminal signal fading path can not reach the target upper limit of
85.96%, after the application of the wireless network backup path signal fading
measurement method, the definition of the emit signal decline path shows an increasing
state with the increase of the application time, and the maximum value is far above the
target upper limit of 85.96%. Considering the feasibility of application, the signal
fading measurement method based on wireless network backup path is indeed worth
promoting.
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Abstract. Routine athletes action spatial trajectory data retrieval method can
perform the trajectory retrieval to athletes action, but there is the deficiency of
low retrieval ability when only the detailed spatial trajectory retrieval of athletes
stepping motion is performed, for this reason, the research on spatial trajectory
retrieval method of athletes stepping motion data is proposed. Based on the
extraction of characteristic information of athlete’s stepping motion, the step-
ping motion R-Tree and its variant space index are determined, and the con-
struction of the spatial trajectory retrieval model of athlete’s stepping motion
data is achieved. Based on the spatial trajectory index design of athlete’s
stepping motion data, the spatial trajectory retrieval result is output, and the
research on spatial trajectory retrieval method is completed. The experimental
data show that the retrieval capability of proposed trajectory retrieval method for
athlete’s stepping motion is 53.41% better than that of conventional trajectory
retrieval, which is suitable for detailed spatial trajectory retrieval of athlete’s
stepping motion.

Keywords: Athletes � Stepping motion � Spatial trajectory � Retrieval methods

1 Introduction

Conventional athletes’ motion data spatial trajectory retrieval methods can perform
trajectory retrieval on athletes’ movements, but when performing detailed spatial tra-
jectory retrieval on athletes’ stepping movements, due to the limitations of spatial
trajectory retrieval models, there is a shortage of low retrieval ability [1]. Thus, the
research on spatial trajectory retrieval method of athlete stepping motion data is pro-
posed. The inclination angle, minimum enclosing rectangle MER and tightness,
movement speed, circumscribed rectangle length and width, and rate of change are
extracted and analyzed as the characteristics of the stepping motion, and the stepping
motion R-Tree and its variable spatial index are determined to achieve the construction
of spatial trajectory retrieval model of the athlete’s stepping motion data; 2f reverse
tables are determined. Each record corresponds to a stepping motion data file. The
record contains the segmentation of the file and the corresponding speciality vector to
complete the spatial trajectory index design of athletes stepping motion. The spatial
trajectory retrieval results are output, and the proposed spatial trajectory retrieval
method of athlete’s stepping motion data is completed. To ensure the validity of the
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designed spatial trajectory retrieval method and simulate the athlete’s experimental
environment, two different spatial trajectory retrieval methods for data are used to
perform the retrieval capability simulation test. The experimental results show that the
spatial trajectory retrieval method for data is highly effective.

2 System Objective and Analysis

The research on spatial trajectory retrieval method of athletes stepping motion data
mainly includes:

(1) The main axis area of the target area is established, and the linear whose rotational
inertia reaches the minimum value is used to determine the rotational inertia of the
target area D and optimize the extraction of the stepping motion characteristic
information of the athlete.

(2) Building R+-Tree solves the intersection of R-Tree related nodes, resulting in poor
search performance. The number of invalid queries is reduced and redundant
information is controlled.

(3) The exact hit �k measures the similarity so that F[Q] happens to be the subspace
trajectory sequence from the k position in F[D], and the spatial trajectory retrieval
result of the stepping motion data is output.

3 Construction of Spatial Trajectory Retrieval Model
of Athletes Stepping Motion Data

The hierarchical motion model is used to describe the stepping motion of the athlete.
The model uses the kinematic chain of stepping motion to simulate the connection state
of each joint. Each joint is organized into a tree structure. There is a parent node for
each node except the root node. It can also rotate in the parent node’s coordinate
system. The root node can not only rotate but also translate. The athlete’s stepping
motion model can be described as:

V tð Þ ¼ ½TrootðtÞ;RrootðtÞ;R1ðtÞ;R2ðtÞ; . . .RnðtÞ� ð1Þ

where Troot(t) and Rroot(t) are used to describe the translation and rotation of root node;
Rn(t) is used to describe the rotation of the joint around the parent node. The three-
dimensional coordinate curve is the spatial trajectory of the athlete’s stepping motion
data.

3.1 Extraction of Athlete’s Stepping Motion Characteristics

Before indexing the spatial trajectory of the athlete’s stepping motion data, firstly the
characteristics of the stepping motion needs to be extracted, and the index is completed
according to the extracted characteristics. There are great differences in the speed and
direction of the athlete’s stepping motion. Therefore, the slope angle, the minimum
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enclosing rectangle MER and the tightness, the movement speed, the length and width
of the circumscribed rectangle, and the rate of change are taken as the characteristics of
the stepping motion to be analyzed.

Because the object of analysis is the human body, the athlete’s inclination to fall
within a certain range can be considered as a fall. According to the principle, the
principal axis of the target area can be described as a straight line that the rotational
inertia of the target area D reaches the minimum value. The rotational inertia of the
target area D is [2]:

I ¼
ZZ

½ðx� �xÞ sin a� ðy� �yÞ cos a�2f ðx; yÞdxdy ð2Þ

where a is used to describe the angle between the athlete center coordinates ð�x;�yÞ and
axis; f(x, y) is used to describe the binary distribution of images of the athlete’s
stepping motion, x is used to describe the abscissa of athlete’s position and y is used to
describe the ordinate of athlete’s position.

For convenience of calculation, it can be simplified as [3]:

I ¼ l20 sin
2 aþ l02 cos

2 a� 2l11 sin cos a ð3Þ

where is used to describe the center distance. To minimize I, let dI/da = 0, namely,
l20 sin 2a� l02 sin 2a� 2l112 cos a ¼ 0, then the angle of inclination can be obtained
through a ¼ ð1=2Þ tan�1½2l11=ðl20 � l02Þ�, the extraction process of minimum
enclosing rectangle MER and the tightness is as follows:

The minimum enclosing rectangle MER requires that the principle axis of the
athlete’s stepping motion needs to be determined, and then trimmed from the vertical
direction of the spindle and the spindle to obtain the minimum enclosing rectangle
MER, MER value can be obtained by the formula [4]:

MER ¼ Aarea=AMER ð4Þ

where Aare is used to describe the area of the athletes’ stepping motion. AMER is used to
describe the area of MER.

Assuming that the centroid of the k-th frame of athlete’s stepping motion image is
described by (xk, yk), the displacement between two adjacent images can be described

as: sk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxkþ 1 þ xkÞ2 þðykþ 1 þ ykÞ2

q
. The selected video frame rate is 30 frames/s,

that is, the time interval between two adjacent frames is 1/30 s. The rate at which the
current athlete performs stepping motion can be obtained by the formula: vk =
sk/t = 30sk. Through the above process, the rate of the stepping motion image of each
frame of the athlete is determined, and the average rate of the stepping jump of the
athlete is obtained. This section uses the average rate instead of the athlete’s stepping
rate, which is regarded as one of the characteristics of the stepping motion of the athlete
[5]. The average rate can be obtained by the formula:
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�v ¼ 1
n

Xk� n�1

k¼1

vk ð5Þ

where n is used to describe the number of sample frames. The extraction process of
circumscribing rectangle length-width ratio and rate of change is to determine the
circumscribed rectangular length-width ratio P, a, it can be obtained by the formula:
Prop = LMER/WME, where LMER is used to describe the length of MER; WMWR is used
to describe the width of MER. The rate of change is compared every two frames.
Assuming that the length-width ratio of the two frames are Pfomor and Pcurrent, the rate
of change of current length-width ratio can be described as follows:

P ¼ Pcurrent � Pfomorj j=Pfomor ð6Þ

In summary, the stepping motion characteristic function of the athlete can be
described as:

F ¼ ½a;MER;�v;Prop;P� ð7Þ

3.2 Determining Stepping Motion R-Tree and Its Variant Spatial Index

R-Tree was first proposed by Guttman in 1984 and is suitable for indexing data area
collections. Later, for different applications, the researchers improved R-Tree and
formed many variants of R-Tree, such as R+-Tree, R*-Tree, 3DR-Tree, STR-Tree.

R-Tree is a form of B-Tree’s development to multidimensional space. It is a deeply
balanced tree. It uses the concept of space segmentation and adopts a method of
minimum bounding rectangle (MBR), starting from the leaf node and using the min-
imum rectangular box to frame the space and divide the space. The divided subspace
forms the node of the tree. Each node corresponds to a disk page in memory [6]. The
non-leaf node disk page uses an array to store the area ranges of all its child nodes. The
area that child nodes represent is in the area of the parent node. The disk page of
the leaf node uses an array to store all the space objects in its range. R-Tree is a
dynamic index structure whose queries can be performed at the same time as insertions
or deletions, and does not require periodic reorganization of the tree structure.

Figure 1 shows the basic structure of R-Tree, the outermost smallest rectangle
indicates the root node R, it has four child nodes which are a, b, c, d respectively. a, b,
c, d in the figure are also leaf nodes, and each leaf node contains several data objects.
The entity contained in each non-leaf node in the R-Tree is composed of tuple (cp,
rect), cp is a pointer to the child node of the node, and rect refers to the smallest
outsourcing box of all child nodes contained in the node. The object contained in each
leaf node is composed of tuple (id, loc), id is the identifier of the object in the dataset
[7], and to is the spatial coordinate of the object. The number of children (child nodes
or objects) contained in each node (excluding the root node) is from m to M, and
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satisfies m < M/2. The establishment of a good R-Tree needs to satisfy two conditions.
One is that adjacent nodes should be clustered on one parent node of the tree as much
as possible; the other is that the related nodes of the same layer of the tree has small
cross section.

R+-Tree is proposed for the feature that the intersection of R-Tree related nodes
leads to poor search performance. R+-Tree does not allow intersecting areas between
related nodes, reducing the number of invalid queries, thereby improving the efficiency
of the query [8]. However, for insert and delete operations, to ensure that the spatial
areas do not intersect, the efficiency will be reduced, and for data storage with cross-
region, the data is redundant, and the more data, the more redundant information.

R*-Tree allows cross-correlation between related rectangles, but constructing R*-
Tree takes into account not only the area of the index space, but also the intersection of
the index space. The insertion and deletion of nodes by R*-Tree adopts the “forced
reinsertion” method to optimize the structure of the tree [9]. 3DR-Tree takes time as
another dimension of space, plus the time dimension and space dimension, it can be
considered as three-dimensional, so it is called three-dimensional R-Tree. It is a simple
indexing method for moving objects, supports space and time search, and is easy to
implement. Its advantages are small storage space and high efficiency of time interval
query; the disadvantage is that the query performance of the time slice is low, and the
index performance gradually decreases as time increases [10].

Using R*-Tree and 3DR-Tree to build TPR-Tree. TPR-Tree supports indexing of
any-dimensional space object. It adopts a quad-tree spatial index structure. It can solve
future queries of dynamic objects and can be used to solve range queries, nearest
neighbor queries, and reverse nearest neighbor queries. The quadtree’s spatial index
structure is shown in Fig. 2.

Fig. 1. R-Tree structure
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Based on the extraction of characteristics of the athlete’s stepping motion, using the
R-Tree athlete’s stepping motion and its variant spatial index, the spatial trajectory
retrieval model of the athlete’s stepping motion data is constructed.

4 Realization of Spatial Trajectory Retrieval of the Athlete’s
Stepping Motion Data

4.1 Design of Spatial Trajectory Index of the Athlete’s Stepping Motion
Data

The index of the spatial trajectory of the athlete’s stepping motion data is to construct a
spatial trajectory database according to the characteristics of the athlete’s stepping
motion and use this database for retrieval. Assuming that the database D = (D1, D2, …,
DN) is the set of athlete’s motion data stream Dn, n 2 N, it can be seen from the above
section that the stepping motion characteristic function F contains five features, namely
F:u ! (0,1)5, where / is the athlete’s pose set. Q is used to describe the spatial
trajectory sequence of stepping motion, F½Q� ¼ �v ¼ ðv1; v2; . . .; vNÞ and F½D� ¼ �w ¼
ðw1;w2; . . .;wMÞ are used to describe the F feature sequence of Q and D separately.

In order to create index of database D through the characteristic function F, a
standard reverse table technique is used. For each characteristic vector v 2 (0,1)f, the
storage reverse table may be described as L(v), which contains the index of the
sequence �w ¼ ðw1;w2; . . .;wMÞ whose value m 2 [1:M}, where v = wM. In brief, L(v)
indicates that D divides the feature vector v.

From the above analysis, it can be seen that the reverse table is an ordered and non-
repetitive sequence. When preprocessing, 2f reverse tables L(v), v 2 (0,1)f, are
established. Since only the F-segmented position is stored in the reverse table, and one
F-segmented position occurs only once in one reverse table, the index size is pro-
portional to the number of segments M of D. Not only that, this section also saves the

Fig. 2. Quadtree’s spatial index structure
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length of each F-segmented to restore the F-segmented frame position. In fact, the
database of athletes’ motion consists of a plurality of motion files. In order to quickly
match the stepping motion data files and the reverse table, a forward table is con-
structed in this section. Each record corresponds to a stepping motion data file. The
corresponding characteristics vector and the segmentation of the file are contained in
the record.

4.2 Results Output of Spatial Trajectory Retrieval of the Athlete’s
Stepping Motion Data

If the F-feature sequences of the spatial trajectories of two players’ motion data are the
same, the two are considered to be matched. Based on this principle, the spatial
trajectory retrieval of the athlete’s stepping motion data can be realized. This section
measures the similarity by the exact hit �k, which means that F[Q] happens to be the
subspace trajectory sequence starting from the k position in F[D], that is:

F½Q� �k F½D� :, wk ¼ v1;wkþ 1 ¼ v2;wkþN�1 ¼ vN ð8Þ

then the results of spatial trajectory retrieval of the athlete’s stepping motion data is:

HDðF½D�Þ ¼ fk 2 ½1 : M�jLðvÞ �k F½D�g ð9Þ

thus, the spatial trajectory retrieval of the athlete’s stepping motion data is achieved.

5 Experimental Test and Analysis

To ensure the validity of the spatial trajectory retrieval method of athlete’s stepping
motion data proposed in this paper, simulation experiments are performed. During the
test, different athletes were used as test objects to carry out a search capability simu-
lation test. The gender, height, and weight of different athletes are simulated. To ensure
the validity of experiment, the conventional spatial trajectory retrieval method of
athlete’s motion data was used as the comparison object, and the results of the two
simulation experiments were compared, and the test data was presented in the same
data chart.

5.1 Preparation of Experimental Test

In order to ensure the accuracy of the simulation test process, the test parameters of the
test are set. The test process is simulated in this paper, different athletes are selected as
the test object, and two different data spatial trajectory retrieval methods are used to
perform the search ability simulation test, and the simulation test results are analyzed.
Because the analysis results obtained in different methods and the analysis methods are
different, the test environment parameters must be consistent during the test. The test
data set results in this paper are shown in Table 1.
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5.2 Analysis of Experimental Test Results

During the experiment, two different spatial trajectory retrieval methods for data were
used to work in simulated environment, and the changes in their search capabilities
were analyzed. At the same time, due to the use of two different data spatial trajectory
retrieval methods, the analysis results cannot be compared directly. For this purpose,
third-party analysis and recording software is used to record and analyze the test
process and results, and the results are displayed in the comparison results curve of this
experiment. In the simulation test result curve, the third-party analysis and recording
software function is used to eliminate the uncertainty caused by simulation laboratory
personnel operation and computer simulation equipment, and the retrieval capability is
simulated in test only for different athletes and different data spatial trajectory retrieval
methods. The comparison curve of the test results is shown in Fig. 3. Based on the
experimental results curve, using third-party analysis and recording software, the data
spatial trajectory retrieval method proposed in this paper and the retrieval ability of the
conventional spatial trajectory retrieval method of athlete’s motion data are arith-
metically weighted, and the search ability of proposed trajectory retrieval is increased
by 53.41%, compared with conventional trajectory search, which is suitable for detailed
spatial trajectory retrieval of the athlete’s stepping motion.

Table 1. Test data set

Parameters of
simulated experiment

Execution range/parameters Observation

Athlete Male female ratio = 1:1, male
female number = 1:1 Height
170–190, weight 55 kg–95 kg

One-by-one analysis by
spatial trajectory retrieval
methods of two data

Difficulty of stepping
motion

DL0.1–1.0 DL difficulty unit

Simulation system DJX-2016-3.5 Windows platform

Fig. 3. Comparison curve of test results
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6 Conclusion

The research on spatial trajectory retrieval method of athletes stepping motion data is
proposed in this paper, based on the construction of spatial trajectory retrieval model of
athletes stepping motion data, and design of spatial trajectory index of athletes stepping
motion data, the research in this paper is completed. Experiment data show that the
spatial trajectory retrieval method for data is highly effective. In the future research
work, we will focus on the research of trajectory search efficiency. It is desired that the
research in this paper can provide a theoretical basis for the data spatial trajectory
retrieval method.
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Abstract. When using traditional traffic congestion recognition method to
judge traffic congestion, there is a lack of accuracy. In view of the above
problems, a fuzzy identification method of regional traffic congestion based on
GPS is proposed. First, the GPS floating vehicle traffic information collection
technology is used to collect the traffic information of the road network, and it is
pretreated at the same time. Then the effective data and the electronic map are
matched to determine the accurate position of the floating car on the road.
Finally, a fuzzy comprehensive discriminant model based on the GPS data is set
up, and the road traffic status is entered. The line is accurate. The results show
that the accuracy of the method is 44% higher than that of the traditional traffic
congestion recognition method, which basically achieves the purpose of this
study. Experimental results are better, this article can bring guidance meaning to
the future research.

Keywords: Big data � Cable tunnel � Leakage signal � Positioning method

1 Introduction

With the rapid development of social economy, traffic jams have become one of the
major social problems that restrict the development of cities. Traffic jams affect peo-
ple’s daily life and work. Fast, accurate and real-time access to road traffic information,
and then identify traffic congestion in the road network, is of great significance to the
formulation of reasonable and effective traffic congestion and guidance measures [1].
At present, relevant experts have a very good research results on traffic congestion
identification technology. Reference [2] Proposes a weighted traffic condition research
method for FCM expressway. It can detect traffic congestion and evacuate congested
streets. It can smooth traffic very well, but the feedback information is not timely.
Reference [3] A weighted index method for expressway traffic state estimation based
on fuzzy C-means is proposed. This method can effectively complete the real-time
detection of expressway traffic state, but this method does not consider the problem of
traffic evacuation. It is a new technology in the field of traffic state detection to use GPS
floating car data to evaluate regional traffic condition. In this paper, based on the GPS
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floating car acquisition technology, the road traffic information is collected in real time,
the data is analyzed and processed, and the effective traffic parameters are obtained by
map matching. Based on the fuzzy comprehensive evaluation method, the road traffic
status of the floating car is judged, which is the decision of the traffic management
department and the out of the traveler. The line provides the basis and auxiliary
information [4]. First, the GPS floating vehicle traffic information collection technology
is used to collect the traffic information of the road network, and it is pretreated at the
same time. Then the effective data and the electronic map are matched to determine the
accurate position of the floating car on the road. Finally, a fuzzy comprehensive dis-
criminant model based on the GPS data is set up, and the road traffic status is entered.
The line is accurate. In order to solve the problems of low recognition accuracy and
long recognition time, a method of regional traffic congestion recognition based on
fuzzy recognition is designed. In order to verify the accuracy of the method, a com-
parative experiment was carried out. The experimental results show that the system can
effectively improve the speed and accuracy of traffic congestion detection.

2 GPS Floating Vehicle Traffic Information Collection

The GPS floating car acquisition technology receives the GPS satellite signal through
the GPS receiving module installed on the vehicle, thus obtaining the real-time
information of the vehicle, and then the vehicle positioning, tracking and other func-
tions. If GPS receiver module is installed on multiple vehicles, the traffic flow infor-
mation collection of road network can be realized through the feedback of GPS
information from these vehicles. These vehicles are called floating cars and are usually
used by taxis [5]. Through the acquisition and processing of the GPS data of a large
number of floating vehicles, the estimation of the average travel time of the section and
the discrimination of traffic state can be realized, and the prediction of traffic jam can be
realized. So as to formulate reasonable traffic guidance measures to facilitate public
travel [6].

GPS floating car collection technology is used to collect traffic conditions, and the
acquisition process is shown in Fig. 1.

In the traffic information acquisition technology based on GPS floating vehicles,
some parameter configurations have an important impact on the real-time and reliability
of traffic state discrimination, such as the time interval of data sampling, and the
determination of the sample size of the floating car.
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3 GPS Data Preprocessing

In the actual acquisition, due to the objective conditions of equipment, technology and
methods, the original data of the GPS floating car inevitably has errors. Therefore, this
section is mainly based on the reliability of data and preprocessing the data.

3.1 Lost Data Recognition

In practical applications, due to the complex urban conditions, there are signal blind
areas in some areas, resulting in abnormal or missing GPS data. One way to identify
missing data is to recognize the time period of the GPS receiver based on the set of
GPS receivers. If the setup period is one minute, all data received in the 12:30:00–
12:31:00 cycle will be identified as 12:30:00 at this time [7]. Checking all the data
received, if there is no data in a cycle, or multiple data in a cycle, it can be considered
that the data in this cycle is abnormal, missing or wrong, and the data should be
repaired.

3.2 Error Data Recognition

When the GPS receiver itself problems or the communication channel problems, the
abnormal data will be generated, and the traffic characteristics can not be described
directly with these data. In order to identify the data of these anomalies, the collected
parameters are usually limited to a normal interval. If the actual data is in this interval,
the data can be roughly identified as the valid data [8]. The following are the reasonable
intervals of several common traffic parameters for GPS detection system, namely,
vehicle instantaneous speed, travel time and road congestion length.

Fig. 1. GPS floating car traffic information collection process
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Instantaneous speed of vehicle ai: 0� ai � f xð Þ � ak
In this formula: ak indicates the maximum speed limit (Km/h), and f xð Þ indicates

the speed correction coefficient.
Travel time te:

g
ak
� te � g

aj þ h

In this formula: g is the length of the section; aj indicates the speed of the section at
the lower reaches of the section; h represents a small real number of more than 0, which
is to avoid the calculation error caused by the aj taking of 0.

Road congestion length lm: 0� lm � lþ h1
In this formula: l represents the length of the road; h1 indicates the maximum

permissible error of the road length.

3.3 Data Fault Repair

After identifying the abnormal data, we need to use the method of weighted estimation
Ye(t) to repair it.

The calculation method is as follows:

Ye tð Þ ¼ a � yðt� 1Þþ ð1� aÞ � yk�1 tð Þ ð1Þ

a is the weighting coefficient of (t − 1) time data, and the large weighting coefficient
indicates that the repaired data is mainly affected by the measured data. This method
not only takes into account the connection between traffic data, but also considers the
function of historical trend data, which has the characteristics of stability.

3.4 Data Filtering

The actual traffic data will be affected by random factors, which will affect subsequent
use. The fault recognition and repair processing of traffic data can only act on fault data
and not remove random components [9]. Before using traffic data, data are usually
filtered. The Calman filtering algorithm is a data processing method based on linear
regression analysis. It can efficiently remove the random components of noise and so
on from the measured data. In this algorithm, the optimal estimation of the current time
is obtained by using the optimal estimation of the previous moment and the observed
values at the present time. Calman filtering algorithm is a recursive algorithm, and the
state optimal estimation is carried out through continuous iteration. In the process of
iteration, the system state vector is modified according to the linear unbiased estimation
to achieve the filtering effect.

3.5 Candidate Section Determination

First, determine the scope of the road and a certain range of positioning error. In the
extended attribute data table, supplement the road information, including maximum
and minimum longitude and latitude, length, design speed, direction vector value and
so on [10]. In the implementation of matching, we only need to select the information
of the current running section in the data analysis dialog box, then we can conduct the
next GPS data location map matching.
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4 GPS Map Matching

According to the actual research needs, we only need to get a map area range with a
few roads. The smaller the area that the map can show, the closer its projection
coordinates to the coordinates of the rectangular coordinate system, the smaller the
local coordinate error. In order to map matching, the first step is to complete the
registration of map coordinates. Because the data collection of the floating car includes
its latitude and longitude coordinates, it is easy to register the electronic map with the
latitude and longitude coordinates. So, the registration of the map can be completed as
long as the 3 control points with accurate latitude and longitude coordinates are cali-
brated in the Google earth. The schematic diagram is shown in Fig. 2, Aðxa; yaÞ rep-
resents a road detection point.

5 Fuzzy Comprehensive Discriminant Model Based on GPS
Data

Applying fuzzy comprehensive discriminant model to the identification of traffic
congestion, we need to establish a model first. The establishment of the model should
take full account of the specific factors affecting the traffic state and the extent of the
impact. At the same time, from the perspective of GPS data, we should make full use of
the advantages of GPS data to input accurate and reasonable traffic parameters for the
model. The main steps of the fuzzy synthetic discriminant method are shown in Fig. 3.

Fig. 2. GPS map matching simulated diagram

Set up evaluation 
factor set

Establishment of a 
discriminant matrix

Fuzzy comprehensive 
discrimination

Identification of traffic 
congestion

Set weight setSet up an 
evaluation set

Fig. 3. Fuzzy synthetic discriminant steps
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5.1 Membership Function Determination

First, a series of values with dividing points are determined on a continuous interval,
and then the actual index values are processed by linear interpolation formula, and the
degree of membership corresponding to the index value can be obtained.

Assuming that the evaluation factor of a traffic state is x and the membership
function is n(x), x 2 f0; 1; 2; 3; 4; 5g, n 2 ð0; 1Þ, the membership degree of the factor
for the traffic state evaluation at all levels is n1 xð Þ; n2 xð Þ; n2 xð Þ; � � �; noþ 1 xð Þ:

n1 xð Þ ¼
1 x� z1
z2�x
z1�z2

z1 � x� z2
0 x� z2

8<
: ; n2 xð Þ ¼

1� n1 xð Þ x� z2
z3�x
z3�z2

z2 � x� z3
0 x� z1;x� z3

8<
: ;

noþ 1 xð Þ ¼
0 x� zo
1� no xð Þ zo � x� zoþ 1

1 x� zoþ 1

8<
:

ð2Þ

In this formula: z1, z2, zo+1 is the classification value of each state grade evaluation set.
The selection of average speed is referred to “Evaluation of Urban Road Traffic

Management” (2008 Edition). The threshold range of average speed is obtained by
using the average speed classification table of urban trunk road (as shown in Table 1),
which mainly consider the application in large cities.

5.2 The Establishment of Fuzzy Comprehensive Evaluation Model

In fuzzy synthesis evaluation, a fuzzy relation synthesis operation is usually used.
When there are many factors of evaluation, if the weight of each factor is small, the
evaluation of all single factors is lost easily by taking small calculation, which makes
the result lose the meaning of evaluation. In order to ensure the comprehensiveness and
reliability of the evaluation effect of the comprehensive evaluation model, it is nec-
essary to take into account the influence of all factors, balance the importance of each
factor, avoid overemphasizing the role of a major factor and ignore the effect of other
single factors. Therefore, this paper selects the fuzzy synthetic operation of weighted
average, takes into account the effect of all factors, considers the information of each
single factor, and carries out the comprehensive evaluation of the state.

Table 1. Average speed scale of urban trunk road

Evaluation grade standard 1 2 3 4 5

Large and class A Cities [25, 30] [22, 25] [19, 22] [16, 19] [0, 16]
Class B Cities [28, 33] [25, 28] [22, 25] [19, 22] [0, 19]
Class C, D Cities [30, 35] [27, 30] [24, 27] [21, 70] [0, 21]
Index [90, 100] [80, 90] [70, 80] [60, 70] [0, 60]
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pr ¼
Xw
i¼1

ai � aij
� �

; j ¼ 1; 2; 3; � � �;w; Pw
i¼1

ai ¼ 1 ð3Þ

In the formula, aij indicates the subordinate degree of the I evaluation factor to the j
traffic state evaluation grade; and W is the number of the characteristic components of
the evaluation index in each sample.

The evaluation matrix can be obtained by combining the principle of the com-
prehensive evaluation model with the membership functions defined by the above
indexes.

b ¼ b1
b2

� �
¼ nA �Vð Þ nB �Vð Þ nc �Vð Þ

nA �Tð Þ nB �Tð Þ nc �Tð Þ
� �

ð4Þ

The three evaluation factors of the average travel speed of the section, the average
road delay and the average travel time of the intersection correspond to the Weight A
and the membership function of the three road traffic states, which can enter the fuzzy
comprehensive model evaluation stage, and make fuzzy transformation, and get the
fuzzy comprehensive evaluation result Vector B.

B ¼ A � b ¼ a1; a2; a3½ � ¼ b1; b2; b3½ � ð5Þ

The comprehensive evaluation set B has only three traffic conditions in which road
traffic is unimpeded, mild congestion and heavy congestion. Therefore, in the result
Vector B ¼ b1; b2; b3½ � of fuzzy comprehensive evaluation, B1 represents the impor-
tance of evaluation factors to the unimpeded state of road traffic, and the evaluation
factor of B2 is corresponding to the light congestion of road traffic. The importance of
B3 is that the evaluation factors correspond to the importance of road traffic congestion.

For the comprehensive evaluation set B, the maximum membership degree method
can be used to determine the final result of the fuzzy comprehensive evaluation. The
maximum subordinate degree principle can be obtained. If BT ¼ max b1; b2; b3½ �, the
corresponding subscript T is the final judgement level of the fuzzy comprehensive
evaluation object. That is to say, the state grade corresponding to the maximum value
in B1, B2 and B3 is taken as the final result of fuzzy comprehensive evaluation of road
traffic condition.

In the road traffic state evaluation, b is essentially the fuzzy mapping relationship
between the evaluation factor set and the evaluation set, so the relationship between the
evaluation index parameters and the road traffic state is also the same. The relationship
between them can be represented by Fuzzy Mapping b, as shown in Fig. 4.
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6 Contrastive Experiment

In order to verify the effectiveness of the fuzzy recognition method for regional traffic
congestion based on GPS, the method and the traditional traffic congestion status
identification method are used to discriminate traffic congestion in the 6 analysis period
of 8: 00–9: 30 in the morning of a road.

According to the steps and principles of establishing the model, the fuzzy com-
prehensive evaluation algorithm model is set up, and the model algorithm program is
compiled with Matlab computer programming language. The parameter values of each
period evaluation index are input into the program, and the corresponding membership
importance will be calculated automatically. Finally, the final fuzzy synthesis is
obtained according to the maximum membership degree principle. Judge the result and
display the real-time traffic state in graphic form. The results of the evaluation are
shown in Table 2.

From Table 2, it can be seen that the traffic congestion situation based on the fuzzy
recognition method based on GPS is exactly the same as the actual traffic congestion.
The accuracy of traffic status recognition is 100%, and the traffic congestion and actual
traffic conditions are found by the traditional traffic congestion status recognition
method. The error is wrong in the judgement of 2 time periods, the accuracy is only

Table 2. Two methods of evaluation of traffic conditions

Time
interval

8:00–8:10 8:10–8:20 8:20–8:30 8:30–8:40 8:40–8:50 8:50–9:00 9:00–9:10 9:10–9:20 9:20–9:30

Real traffic
condition

0 0 1 1 2 0 0 2 1

This paper
method

0 0 1 1 2 0 0 2 1

traditional
method

0 1 1 1 2 0 1 1 1

Note: 0 represents smooth state; 1 represents mild crowding; 2 represents severe congestion.

Fig. 4. The relationship between evaluation index and traffic state
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56%. Compared with the two, the accuracy of the former was increased by 44%. The
validity of the method is proved by this method.

7 Conclusion

To sum up, a simple and practical map matching method to deal with the GPS data of a
large cab floating car is adopted, and the method for determining the candidate sections
is given. Finally, the map matching results are displayed on the map in the form of
track segment diagram, so that the matching effect is visualized and the accuracy of
matching is guaranteed from a certain level. The fuzzy comprehensive evaluation
model is established. Based on the original data characteristics of the floating car and
the result of map matching, the average travel speed and the average driving time delay
of all vehicles in the specified analysis time are taken as the evaluation index of the
road state, and the road traffic state is judged and the road traffic is completed in the
evaluation period. The state discrimination is more reasonable, avoiding the deviation
caused by single index discrimination. At the same time, the method also needs to be
improved, because of the rate of not taking the test to the traffic congestion identifi-
cation follow-up intelligent processing, and then will further optimize the intelligent
processing function.
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Abstract. With the popularity of the Internet and the increasing power of video
editing software, digital video can easily be tampered with. The detection of the
authenticity and integrity of digital video is very important. A video tampering
detection method based on multi-scale normalized mutual information is pro-
posed. Firstly, the mutual information is introduced into video tamper detection
and the normalized mutual information content of the video frames is extracted.
Then, based on the “scale invariance” feature of human vision, the mutual
information between frames is analyzed from a multi-scale perspective. The
multi-scale normalized mutual information is used to characterize the similarity
of content between video frames. Finally, the LOF algorithm is used to calculate
the degree of abnormality of the similarity coefficient sequence to achieve three
kinds of tampering detection in the time domain: deletion, insertion, and
replication. Experimental results show that the proposed method can effectively
detect tampered video.

Keywords: Video tampering � Content continuity � Multi-scale � Content
anomaly

1 Introduction

With the continuous maturity of digital multimedia technology and the increasing
popularity of Internet technologies, the number of video files has increased dramati-
cally. Video file access has become easier. The people have been able to enjoy the
video feast brought by the Internet at any time. However, with the widespread using of
various video editing soft wares such as Adobe photoshop and Adobe premier CSX,
video files have been intentionally or unintentionally tampered with time [1, 2]. Once
these tampered videos are used in official media, judicial proceedings, insurance,
forensic evidence, etc., it is easy to cause misunderstandings or distort the facts of the
truth and have a tremendous impact on others and the entire society. Especially at the
current stage, the attention of the society to the security field has been increasing, and
the authenticity and integrity of multimedia video content have also become the focus
of public attention [3, 4]. Therefore, how to make scientific and reliable identification
of the originality, authenticity, and integrity of digital video has become a branch of
research in the field of modern multimedia information security.
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Compared with the tampering events of image and audio, the complexity of video
tampering technology is relatively large. People have high recognition of the authen-
ticity of video. Formally because of this, the video tamper is more harmful. At present,
the world has made remarkable achievements in image modification and forensics
research. However, digital video forensics technology is still in the preliminary
research stage. There are few scientific and technological achievements that can truly
detect various video materials [5]. At the present stage, most scientific research dis-
sertations are inspired by digital image forgery and forensic detection techniques. They
detect color changes by extracting color features, texture features, wavelet features,
lighting features, and noise features [6–9]. In addition, due to the coding specificity of
the video, extracting its GOP change characteristics or MPEG2 coding characteristics
can also achieve video tamper detection.

Aiming at the problems of deletion, insertion, and replication in the time domain, a
multi-scale normalized mutual information video tampering detection method is pro-
posed. This method extracts the inter-frame mutual information amount of tampered
video based on information theory, simulates the mutual information amount between
video frames based on human visual multi-scale, and uses multi-scale mutual infor-
mation to measure the similarity between video frames. Finally, the LOF algorithm is
used to determine the degree of abnormality between tampered video frames. Exper-
imental results show that this method can effectively detect three kinds of video
tampering in time domain, such as deletion, insertion and replication.

2 Content Similarity Calculation

When humans identify an object, regardless of the object’s distance, they can correctly
determine the object’s category. This is called “scale invariance.” Therefore, by per-
forming different scale analysis on the image, different details of the image can be
obtained, thereby making the analysis of the image more accurate. Using a multi-scale
normalized average mutual information model to measure the similarity between
adjacent frames is closer to the perceptual characteristics of the human visual system.

2.1 Multi-scale Analysis

The spatial information of different scales of a two-dimensional image can be calcu-
lated by convolving the image with the Gaussian kernel, as follows:

Lðx; y; rÞ ¼ Iðx; yÞ � Gðx; y; rÞ ð1Þ

where Iðx; yÞ is used to represent the gray value of the video frame image, Gðx; y; rÞ is
the Gaussian kernel function, and r is the scale space factor, which is the variance of
the normal distribution and reflects the degree to which the image is smoothed. Image
Gaussian pyramid transform is used to build multi-scale spatial information of video
frames.

452 L. Wu et al.



After the video frame passes the Gaussian pyramid transform, the image resolution
will decrease with the increase of the number of layers. According to the size of the
initial video frame, the video frame is generally transformed by 3–4 layers.

Gkðx; yÞ ¼
X2

m¼�2

X2

n¼�2

�wðm; nÞGk�1ð2xþm; 2yþ nÞ ð2Þ

where 1� k�N; 0� x�NRk; 0� y�NCk. NRk and NCk represent the number of rows
and columns of the k-th Gaussian pyramid image, respectively. w is a 2D 5th order
Gaussian window function

�w ¼ 1
256

1 4 6 4 1
4 16 24 16 4
6 24 36 24 6
4 16 24 16 4
1 4 6 4 1

����������

����������

2
66664

3
77775

ð3Þ

2.2 Video Frame Mutual Information

Mutual information was first proposed by the American scientist Shannon, the father of
information. Its purpose is mainly to measure the size of another random variable
contained in the information of a random variable. Based on the technology of mutual
information in image processing, we apply it to video frames. For a given video
segment, each frame in the segment is viewed as a time sequence F1;F2; � � � ;Fmf g, and
each video frame Ft is a grayscale image. The amount of information provided by
video frame Ft can be measured by source information.

HðFtÞ ¼ �
XL�1

i¼0

pðliðFtÞÞ log2 pðliðFtÞÞ ð4Þ

where pðliðFtÞÞ represents the probability that the source Ft sends the symbol li, that is,
the probability that the li gray level appears in the frame B. Therefore, by definition,
HðFtÞ can be calculated using the grayscale histogram of video frame Ft.

Any two adjacent frames in a video sequence form a communication system. Then,
the amount of information provided when two adjacent frames appear at the same time
can be measured by the unity of the information theory.

HðFt;Ftþ 1Þ ¼ �
XL�1

i¼0

XL�1

j¼0

pðliðFtÞ; liðFtþ 1ÞÞ log2 pðliðFtÞ; liðFtþ 1ÞÞÞ ð5Þ
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For the communication system with Ft as the source and Ftþ 1 as the sink, the
average amount of information the sink receives from the source can be measured by
the average mutual information.

MIðFt;Ftþ 1Þ ¼ HðFtÞþHðFtþ 1Þ � HðFt;Ftþ 1Þ ð6Þ

The value of MIðFt;Ftþ 1Þ can measure the visual content similarity between
adjacent video frames HðFtÞ and HðFtþ 1Þ. It is called the single-scale content simi-
larity operator.

2.3 Multi-scale Normalized Mutual Information

We combine the two methods of mutual information and multi-scale analysis between
images, and introduce multi-scale normalized mutual information to measure visual
content similarity between video frames. First, multi-scale analysis is performed on
adjacent video frames to obtain Gaussian pyramid images for each layer. Then, the
normalized average mutual information is calculated at each layer. Finally, the
weighted sum of the normalized mutual information for each layer is normalized, and
the result is a multi-scale normalized mutual information amount.

The formula for multi-scale normalized mutual information of adjacent video
frames is as follows

qðtÞ ¼
Xn

k¼0

wk � HðFtðkÞÞþHðFtþ 1ðkÞÞ
2HðFtðkÞ;Ftþ 1ðkÞÞ ð7Þ

where wk represents the weight, HðFtðkÞÞ denotes the k-th layer Gaussian pyramid
image in the t-th frame, HðFtðkÞ;Ftþ 1ðkÞÞ is the joint entropy of the kth Gaussian
pyramid image between the t-th and t + 1-th video frames.

In this thesis, for a given video segment, it can be converted into a visual content
similarity sequence qð1Þ; qð2Þ; � � � ; qðM � 1Þf g by mutual information operator. The
data sequence is one-dimensional data that describes the similarity of the content of the
image sequence within the video segment.

2.4 Content Similarity Abnormality Measure

The degree of outliers of a data is not only related to its own data, but also related to the
degree of outliers of the surrounding data. Therefore, the relative value of the average
local density in the data point domain is used to describe the degree of data anomaly.
For data point qðiÞ, the degree of abnormality is specifically defined as

Lof ðiÞ ¼
�lrdðjÞ
lrdðjÞ ð8Þ

where �lrdðjÞ represents the average of all points in the decentralized neighborhood with
qðiÞ as the center and DkðiÞ as the radius. Lof ðiÞ is called the abnormality of data B.
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The value of the degree of abnormality Lof ðiÞ of data qðiÞ measures the degree of
anomaly of the data object qðiÞ relative to the surrounding data points. The larger the
value of C, the higher the degree of abnormality is. This shows that the visual content
of the i-th frame differs greatly from the visual content of the video frames before and
after it. Once the variability exceeds a pre-set threshold, it is reasonable to consider the
data location as a tampered or stopped position of the video frame.

3 Algorithm Design and Implementation

Although the video encoding formats are different, they all have a high-speed frame
rate, generally higher than 24 frames/second. Therefore, there is a high degree of
similarity in visual content between video frame sequences. This paper measures the
similarity between two adjacent frames by constructing multi-scale normalized mutual
information descriptors between adjacent frames. The degree of abnormality of the
similarity data sequence is established by means of the LOF algorithm. Once the video
has been tampered with, the value of the sequence of the degree of similarity of the
similarity sequence will change significantly. By setting a reasonable exposition to
detect a relatively large coefficient of abnormality, the location of the video that has
been tampered with is determined.

The basic steps of video tamper detection designed in this paper are described in
detail as follows.

(1) Read the video segment to be detected, separate the video frames, audio and other
elements in the video segment to be detected, and obtain the frame sequence.

(2) RGB color video frames are converted to grayscale frames.
(3) Calculate the Gaussian pyramid transform for each frame of image.
(4) Calculate the histogram of the Gauss pyramid image at each level and the joint

histogram of adjacent frames.
(5) Calculate the multi-scale normalized mutual information operator of the t-th

frame.
(6) Calculate the degree of abnormality sequence Lof ð1Þ; Lof ð2Þ; � � � ; Lof ðM � 1Þ� �

of the similarity sequence.
(7) Set the detection threshold b. For the i-th degree of abnormality Lof ðiÞ, if

Lof ðiÞ[ b, it is determined that the degree of similarity can be an outlier data
point, thereby determining that the i-th frame is the starting point of the tampering
position. Otherwise, it is considered that the i-th frame is not the starting point of
the tampered position.

According to the basic steps of the algorithm, the three types of tamper detection
flowcharts for deleting, inserting, and copying in the time domain are shown
in Fig. 1.
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4 Experimental Results and Analysis

4.1 Experimental Data

The existing video tamper detection technology does not have a unified video library.
Various detection algorithms use self-captured video or some network resources for
experimentation. Therefore, this article uses self-built test database. The video library
downloads eight YUV format video clips from the literature [10]. The relevant
parameters of the video are shown in Table 1.

Video library original video clips Video tamper is mainly to use some video editing
software to modify the video content, time stamp, encoding format, etc., resulting in the
destruction of the original video’s authenticity and integrity. This paper mainly detects
the time domain tampering in the video tampering method, including inter-frame
deletion, frame replacement, and frame insertion.

Video tampered

Decompose into a sequence of video frames

Gaussian pyramid transformation

Neighbor Frame Normalized Mutual Information Extraction

Adjacent frame similarity coefficient calculation

Similarity sequence anomaly calculation

Is greater than the threshold?

No tampering in video

Video to be detected

Fig. 1. Multi-scale normalized mutual information tamper detection process
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4.2 Tamper Detection Results

The computer configuration used in the experiment was Intel 2.2 GHz CPU, 4G RAM,
750G hard disk, and Microsoft Windows 7 64 bit operating system.

For tampering with the clip Video-1 in the video library, the clip is obtained by
deleting 80 to 123 video frames of Video-1. The calculated anomaly curve is shown in
Fig. 2.

It can be seen from Fig. 2 that the abnormal value of most frames is less than 3,
while the abnormal value of the 79th frame far exceeds the abnormal values of other
frames. Therefore, it can be considered that there is a tampering between the 79th and
80th frames. This position is consistent with the deletion of the 80th to 123th frames of
the original video. Therefore, the 79th position detected by the algorithm is correct.

For tampering with the video-3 in the video library, the clip is formed by inserting a
copy of the video frames 210 to 230 of Video-3 into frames 149 and 150. The cal-
culated anomaly curve is shown in Fig. 3.
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Fig. 2. The abnormal curve of the tampered video clip Video-1

Table 1. Video library original video clips

Video number Name Number of frames Resolution

Video-1 hall_cif_yuv 300 352 � 288
Video-2 coastguard_cif_yuv 300 352 � 288
Video-3 coastguard_cif_yuv 300 352 � 288
Video-4 silent_cif_yuv 350 352 � 288
Video-5 pans_cif_yuv 150 352 � 288
Video-6 bus_cif_yuv 200 352 � 288
Video-7 flower_cif_yuv 300 352 � 288
Video-8 mobile_cif_vuv 300 352 � 288
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It can be seen from Fig. 3 that there are two locations where the outlier exceeds the
threshold 10, that is, 149 and 170, and the outliers at other locations do not exceed 3.
This shows that there is a big difference in the visual content between the 149th and the
150th frames, and there is also a big difference in the visual content between the 170th
and the 171th frames. Experimental results confirm that abnormality detection is
correct.

4.3 Performance Comparison

In order to evaluate the performance of the algorithm, this paper uses the traditional
detection accuracy rate Rp and the detection rate Rr. Two performance indicators are
defined as follows

Rp ¼ NC

NC þNF
ð9Þ

Rr ¼ NC

NC þNM
ð10Þ

where NC indicates the number of detected abnormal points, NF indicates the number
of abnormal points detected by mistake, and NM indicates the number of abnormal
points that are missed. In theory, the larger the Rp and Rr values corresponding to the
tamper detection method, the better the detection performance is. Through statistics and
calculations, the indicator values shown in Table 2 are obtained.
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Fig. 3. The abnormal curve of the tampered video clip Video-3

Table 2. Video tamper detection performance comparison

Correct Lost Misdetection Rp Rr

Proposed method 28 1 2 90.32% 93.33%
Nonnegative tensor method [11] 19 7 5 73.07% 69.16%
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The data in Table 2 shows that the tamper detection accuracy and detection overall
rate using the method proposed in this paper are significantly higher than the Non-
negative tensor method. The detection accuracy of this method is 90.32%, which is
17.25% higher than the Nonnegative tensor method. In terms of overall detection rate,
this article reached 93.33%, an increase of 24.17% over the Nonnegative tensor
method. Statistical indicators show that the proposed algorithm has better detection
performance for video tampering.

5 Conclusion

This paper studies the detection of frame deletion, frame replacement and frame
insertion in digital video. A digital video tamper detection method based on multi-scale
content similarity between frames is proposed. This method can analyze the mutual
information between adjacent frames in multiple scales from the perspective of human
visual effects perception, and implement video tamper detection through multi-scale
normalized mutual information and LOF algorithm. The experimental results verify the
validity of the detection method. This method provides a new idea for digital video
tamper detection.
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Abstract. With the rapid development of information technology, information
overload has become an important challenge of Internet. In order to alleviate the
growing contradiction between users and massive data, the researchers proposed
the concept of the cross-harmonic recommender system. By analyzing charac-
teristic of datasets, recommendation algorithms and method for weight calcula-
tion, we introduced a fast and general engine for large-scale data processing and
implemented the cross-harmonic recommender system based on Spark, aiming at
improving accuracy, diversity and efficiency of the recommender system.

Keywords: Spark � Hybrid recommendation � Recommendation algorithm

1 Introduction

With the rapid development of information technology, the number of network users
and data has increased sharply. It also brings the contradiction between the Internet
users and the datas: How can users find useful information in the mass of data, on the
other hand, how the Internet can meet the needs of personalized users.

The recommender system can alleviate the contradiction between some data and
users [1]. However, the results of a single recommendation algorithm are greatly
influenced by the sparsity of the preferred data. But it is still not effective in bridging
the gap between them. The emerging hybrid recommendation system combines two or
more recommendation algorithms to achieve better recommendation effect [2].
Therefore, it is urgent to design a high precision, high efficiency, diversity and
extensibility cross-harmonic recommendation system.

Fund Source: Hunan education department scientific research project (No. 17C0009). Huang Jie,
Associate professor/Master, main research fields: Information education in higher vocational,
Computer applications (Cloud and Big data), etc. Liu Changsheng, professor/Doctor, main research
fields: Computer Application, etc.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
G. Gui and L. Yun (Eds.): ADHIP 2019, LNICST 302, pp. 461–474, 2019.
https://doi.org/10.1007/978-3-030-36405-2_47

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-36405-2_47&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-36405-2_47&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-36405-2_47&amp;domain=pdf
https://doi.org/10.1007/978-3-030-36405-2_47


2 The Technology of the Hybrid Recommendation System

2.1 The Concept of the Recommender System

There are two ways for users to get information, the active and passive ways. The
typical active mode is the search engine classification directory; A typical model for a
passive approach is the recommendation system [3].

Figure 1 shows that the basic principles of the recommender system, it mainly
includes: data modules, algorithm modules and recommendation modules.

The data modules are the basis of the recommender system. It can store users’ basic
information, such as items’ preferences and other information; The algorithm modules
use the recommendation algorithm to predict the preferences of unknown things; And
the recommended modules recommend items for users with the recommended
algorithm.

Hybrid recommendation algorithm is a new concept to improve the precision of
various recommendation algorithms in order to meet various application requirements.
The below Fig. 2 shows that the framework of the entire recommender system. Hybrid
recommendation systems can be classified from the perspective of data source, algo-
rithms and technologies:
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(1) Mixed recommendation framework with multiple segments: it consists of three
modules: offline modules, approximately online modules and online ones. Each
module can meet the different needs of different users for response time, and the
users select the recommendation result from the corresponding module as required.

(2) Hierarchical mixed recommendation system: The recommendation algorithm is
divided by different precision, selecting high precision algorithms adapt to dif-
ferent application scenarios to select high precision algorithms. This recommender
system uses a more sophisticated hybrid technology combining several indicators.

(3) Weighted mixed recommendation system: The recommendation algorithm is used
to predict the score, the weighted value of each algorithm’s prediction score is
calculated by using the weight of the algorithm.

(4) Cross-harmonic recommender system: The system is to mix the results of various
recommendation algorithms in proportion to generate mixed recommendation
results, which have both diversity and better interpretability.

2.2 Recommended Algorithm

There are three recommended algorithms: content-based recommendation algorithm,
collaborative filtering recommendation algorithm and model-based recommendation
algorithm.

(1) Collaborative Filtering, CF: This algorithm was originally used to process mes-
sage filtering in mail [4], and now it is widely used in e-commerce system.
Collaborative filtering algorithm is mainly based on the idea of object clustering,
that is, object - like clustering. For example, if u and v have the same interest in
goods, they think that u and v are similar users. The algorithm execution process
is shown in Fig. 3 below.
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(2) Content-based recommendation algorithm, CB, it is a commonly used algorithm
in recommendation system. It mainly uses the similarity of the configuration file
to recommend the items to the user [5].

(3) Model-based recommendation algorithm, MB, this algorithm trains the user
implicit feature model and the object implicit feature model by using the scoring
matrix, and predict unknown data with the two models.

2.3 Spark Technology

Spark is an ecosystem that provides solutions such as flow operation, iteration oper-
ation and graph calculation, as the Fig. 4 shown below.

Spark SQL: It conduct the big data query analysis [6]. By the SQL expression
processing data query on Spark. To improve the query efficiency user-defined functions
can also be called to combine query results with analysis results.

Sparking Streaming: It is a flow processing system, also can operate real-time
data on mapping, reducing and joining. And the result are saved to the external file
system [7].

GraphX: It is the graph operation API on Spark, it provides the concept and
operation of elastic distributed attribute graph, and implement graph operation by the
framework [8].

MLBase/Mllib: This component provides common machine learning algorithms
and utilities, includes classification, regression, clustering and bottom optimization.

Tachyon: It is a distributed system with high efficiency, high fault tolerance and
high reliability.

Spark: It is the core computing framework of the ecosystem, which can run either
alone or on a cluster [9]. Cluster operation requires the help of the management system
to distribute tasks to each node to run.

In short, the Spark system is based on RDD, it is a large data platform for parallel
computing of memory computing with Spark framework as the core.

Different products in the system can be used to meet the computing needs of
different systems.
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3 Cross-Harmonic Recommender System Framework Based
on Spark

There are four modules in the cross-harmonic recommender system based on Spark
[10]. It includes the storage modules, Algorithm modules, Recommended modules [11]
(Fig. 5).

(1) Storage modules: This module collects and cleanses the log data and stores it in
distributed storage.

(2) A fine-grained hybrid subsystem module based on weight: The system module
builds a user-item scoring matrix [12], it contains user-CF, item-CF and LFM.
Using Fine-grained Weight Calculation Method to Calculate the weight vector of
each recommendation algorithm [13], and make predictive recommendations for
unknown score data.

(3) Algorithm modules: This module is to implement the distributed recommendation
algorithm based on content. First, Creating feature properties files for users and
items, then making predictions about user preferences. The formatting data file as
the input of the recommendation algorithm module, Training feature model of
recommendation algorithm is used for processing. Finally, the preference pre-
diction based on the feature model is realized.

(4) Recommended modules: This module is the recommendation system to provide
users with the recommendation list information. The results of each recommen-
dation algorithm are combined with cross-harmonic technology to generate a
personalized recommendation result for users.

4 Design of the Cross-Harmonic Recommendation System
Module

4.1 Design of Data Storage Module

User preference data is the basis of recommendation system. The recommendation
algorithm finds valuable information from the preference data to know about the
characteristics of each use. Therefore, data storage module is the basic of Spark-based
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cross-harmonic recommendation system. The main function of data storage module is
to collect log data to extract data features and store data:

(1) Collecting datas: The data storage module mainly collects two types of log data.
The first is the common user behavior log, which can be converted into a scoring
matrix; The second type is the description file of user items, which contains the
description information of user items and is often converted into the feature vector
of user items.

(2) Extracting feature data: After the log file is collected, the data storage module
cleans the outliers and null values of the missing values, and the data is converted
to a specific data structure as the input to other modules.

(3) Data structure: After extracting the data features, the grading data format is
converted to userFactor, itemFactor, Event, Rank and Time. The user and the
object are identified by the user and object feature vectors respectively. Its data
structure is like the below table (Table 1).

(4) Data storage: The data storage module stores the collected logs and formatted data
in a distributed file system to ensure the reliability of data storage. Common
distributed file systems include HDFS and Tachyon.

4.2 Fine-Grained Weight Hybrid Subsystem

The fine-grained weight hybrid subsystem is an important part of the cross-harmonic
re-commendation system. The input data of this subsystem is user-item rating data.
After the calculation of the weight hybrid subsystem, the mixed prediction score of
user-item is output to complete the process of rating prediction.

4.3 Design of the Recommended Modules

Recommendation module is the module that the system interacts with users. The main
function of this module is to generate personalized recommendation list for users. The
recommendation module of the cross-harmonization recommendation system based on
Spark adopts the recommendation method of cross-harmonization to generate per-
sonalized recommendation list for users. The cross-harmonic recommendation means
that the system performs multiple recommendation algorithms, each of them compute a
list of recommendation. Finally, the system selects a part of the result combination
from each recommendation list and generates the recommendation list displayed by
users.

Table 1. Grading data structure

userFactor itemFactor Event Rank Time

<uf1, uf2, …, ufp> <if1, if2, …, ifr> 4 4 978300760
<uf2, uf4, …, ufq> <if3, if5, …, ifs> 6 1 978301260
<uf3, uf8, …, ufo> <if6, if9, …, ift> 5 5 978302240
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5 Distributed Recommendation Algorithm

Recommendation algorithm is the basis of the system to predict user preference, and
also the core content of the recommendation system, which directly affects the per-
formance of the system. The cross-harmonic recommendation system based on Spark
introduces content-based recommendation algorithm to improve the diversity of rec-
ommendation results and alleviate the problem of data sparseness.

5.1 Content Recommendation Algorithm Implementation Based
on Spark

Content-based recommendation algorithm (CB) is one of the first recommendation
algorithms to be applied in practice. This algorithm is good at information retrieval and
other fields because of its simple idea and strong interpretability of recommendation
results. The basic idea of CB algorithm is to recommend similar items to users
according to their favorite items.

The recommendation algorithm flow based on content is shown in the Fig. 6,
According to the flow chart, the algorithm consists of three steps:

(1) Character description: The content-based recommendation algorithm first extracts
multiple keywords corresponding to users or items according to their description
files, and these key words are used to form the feature vector of user items.

(2) Training preference model: This algorithm trains the user’s preference model and
generates the user preference configuration file according to the product feature
vector that users like. Or training the feature model of the item according to the
user feature vector of the item you like.

(3) Generating recommendation list: The content-based recommendation algorithm
recommends the most relevant items to users by comparing the similarity between
the user preference profile and the item feature vector; Or compare the user feature
vector with the item feature profile and recommend the item to the relevant use.
According to different recommendation objects, CB algorithm is divided into
user-CB and item-CB.
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5.2 User Recommendation Algorithm Implementation Based on Spark

User-CB algorithm trains the preferences configuration file according to the user fea-
ture vector. By comparing the correlation between other user feature vectors and the
preferences profile of the item, this algorithm recommends the item to the most relevant
multiple users. Therefore, the user-CB is implemented based on spark as the Fig. 7
shows, which contains three steps:

(1) Constructing the eigenvector: It is similar to the rating prediction recommendation
algorithm to construct the user-item rating matrix, the recommendation algorithm
based on user content first constructs the user’s feature vector according to the
description file, as the data base of system training. Content-based recommen-
dation algorithms usually extract several keywords from a series of description
files to constitute the user’s eigenvector. So the format of the eigenvector is
(userFactor_1, userFactor_2, …, userFactor_n), each userFactor means a char-
acteristic keyword. User_CB this algorithm uses the textFile interface to read the
user feature Vector file from the distributed file system and stores each user
feature Vector in Vector format. By specifying that the parameter of the persist
interface is MEMORY_AND_DISK, the user feature vector is stored in memory
and disk to complete the construction of the feature vector;

(2) Training preference model: According to the user feature vector of the favorite
item, the user_CB algorithm trains the preference configuration file of the item.
First, use the filter operation to match users who like the item and get a collection
of users. Then, the user’s feature vector is mapped to the item preference vector
by the map operation. Finally, the same characteristics are merged by the redu-
ceByKey operation to obtain the preferences profile;

01:Input :the description file of user and item
02:Output:the similarity between user and item profile
03:
04:user_factor=readMatrix.Split( )
05:for user in user_factor:
06:  for item in description file:
07:       if user like item:
08:                 map{case(f1,f2, ,fn)=>item_profile}
09:       end if
10:   end for
11:end for
12:
13: calculate similarity between user factor and item 
profile
14:
15:    for user in similarity:
16:         for item in similarity[u]:
17:             recommend item to other users
18:         end for
19:    end for

User_CB Algorithm Pseudo-code for distributed implementations
based on Spark

Fig. 7. User_CB Algorithm Pseudo-code
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(3) Recommendation list: The user_CB algorithm compares the correlation between
user feature vector and item preference configuration, which recommends items to
relevant users. The algorithm uses the look-operation to find the matching fea-
tures. The more matches there are, the more relevant they are.

5.3 Item Recommendation Algorithm Implementation Based on Spark

Item_CB algorithm is similar to the idea of user-CB. According to the product feature
vector training user preference configuration file, compare the relationship between the
user profile and the product feature vector, and recommend related items for the user.
Therefore, the item-CB is implemented based on spark as the Fig. 8 shows, which
contains three steps:

(1) Constructing the eigenvector;
(2) Training preference model;
(3) Recommendation list.

6 Analysis of Experimental Results

6.1 Content-Based Recommendation Algorithm Efficiency Test

As the cross-harmonic system implements the distributed recommendation algorithm
based on content, which ensures the diversity of data types. Therefore, this experiment
tests the efficiency of distributed content-based recommendation algorithm. The
experimental process is as follows:

(1) Data Sets: The experiment USES movie-tags data set to compose test data of
different scales, with data scale ranging from 100K to 1M. Each data set is divided
into a training set and a test set.

01:Input :the description file of user and item
02:Output:the similarity between user and item profile
03:
04:item_factor=readMatrix.Split( ).Map
05:for item in item_factor:
06:  for user in description file:
07:       if user like item:
08:                 map{case(f1,f2, ,fn)=>user_profile}
09:       end if
10:   end for
11:end for
12:
13: calculate similarity between user factor and item profile

Item_CB Algorithm Pseudo-code for distributed implementations based on 
Spark

Fig. 8. Item_CB algorithm Pseudo-code
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(2) Recommendation Algorithm: The content - based recommendation algorithm is
adopted in this experiment.

(3) Experiment parameter: N = 30, That is, the recommendation results are sorted
according to the item correlation, and the first 30 items are selected to generate the
recommendation list.

(4) Evaluation index: The execution time of distributed content-based recommenda-
tion algorithm

In this experiment, the article profile is constructed by using CB algorithm, the
correlation between the user profile and the article profile is calculated, and the rec-
ommendation list is generated. The experimental results are shown in the Fig. 9.

(1) At the same data scale, the execution time of distributed content-based recom-
mendation algorithm is better than that of single machine algorithm.

(2) The execution time of distributed content-based recommendation algorithm
increases slightly with the increase of data scale, but it is always better than single-
machine algorithm.

(3) The execution time of distributed content-based recommendation algorithm is less
affected by data size. That is, compared with single-machine algorithm, dis-
tributed content-based recommendation algorithm is not sensitive to changes in
data scale.

The introduction of CB algorithm cross-harmonic recommendation system based
on Spark enables the system to handle more diverse data types, such as rating data with
label information. And this algorithm has good execution efficiency.

6.2 Efficiency Test of the System

The cross-harmonic system based on Spark include fine-grained weight hybrid sub-
systems and distributed content-based recommendation algorithms, Therefore, the
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execution time experiment process of this experiment test based on Spark cross -
harmonic system is as follows:

(1) Data sets: The experiment uses movie-tags data set to compose test data of dif-
ferent scales, with data scale ranging from 100K to 1M. Each data set is divided
into a training set and a test set;

(2) Recommendation algorithm: user collaborative filtering, Latent factor model,
Content-based Recommendation.

(3) Experiment parameter: N = 30, That is, the recommendation results are sorted
according to the item correlation, and the first 30 items are selected to generate the
recommendation list.

(4) Evaluation indicator: system execution time.

In this experiment system, the user collaborative filtering cryptography model and
the combination of user collaborative filtering and cryptic model and the recommen-
dation algorithm based on content are implemented to test system execution time. The
experimental results are shown in Fig. 10.

(1) At the same data scale, the execution time of distributed system is always better
than that of single machine system. With the increase of data scale, the execution
time of distributed system increases slightly, while the execution time of single
machine system increases significantly. Therefore, Distributed systems are not
sensitive to changes in data size.

(2) After implementing distributed content-based recommendation algorithm, the
system efficiency is stable. The effectiveness of the algorithm is verified.

(3) The largest scale of single-machine system is 900,000 pieces of data, while dis-
tributed system can effectively process larger scale data and has stronger practical
application value.

Scalability test of the system
In this section, by changing the number of nodes in the cluster, the scalability test

scheme of hybrid recommendation system based on Spark. The steps are as follows:
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(1) Data sets: MovieLens-100K, MovieLens-1M and BookCrossin. To meet the
computing capacity of different Numbers of nodes, 100,000 scoring data were
randomly selected from BookCrossing to form a BookCrossing-100K subset.

(2) Recommendation Algorithm: user-CF and item-CF.
(3) Evaluation index: the running time of the system is in minutes (min).

In this experiment, by changing the number of nodes in the cluster, the test system
specifies the running time of the system on different scale clusters when the user-cf
algorithm and item-cf algorithm are specified. The experimental results are shown in
Figs. 11 and 12.

The experimental results show that:

(1) As the number of cluster nodes increases, the training time of both user-CF and
item-CF algorithm in the system decreases.

(2) The larger the size of the data set, the faster the training time of the proposed
algorithm decreases with the increase of the number of nodes. For example. When
training movielens-im data, its training time decreases with the increase of the
number of nodes.

(3) When the number of nodes increases to more than 6, the decrease speed of the
training time of the proposed algorithm slows down. This is because the
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communication cost between nodes will increase with the increase of the number
of nodes, so the number of nodes in the cluster is not the more the better, it needs
to take into account multiple factors such as the complexity of data size algorithm.

6.3 Spark SQL Performance Test

This article stores the recommendation results in memory as an RDD table, and users
query the recommendation results interactively with Spark SQL. Therefore, this section
tests the data query performance of Spark SQL and compares it with the performance
of MySQL data query. The experimental process is:

(1) Data sets: Recommended list of size 100K, 1M and 10M;
(2) Evaluation indicators: Data query time in milliseconds (ms).

First, the movieLens-10M data set’s recommended list of 72,000 users is copied to
0.12 million, 1.2 million and 12 million. Then, the three recommendation lists were
randomly divided into six, in each experiment, 5 copies of the user recommendation list
with a scale of 0.1, 1, 10 million were selected. Repeat the experiment 5 times and take
the average. Spark SQL and MySQL Query the recommended list of 100 users sep-
arately to test the time to get the query results. Experimental results are shown in the
Fig. 13 below:

(1) Spark SQL Query the RDD table in memory, and MySQL uses SQL statements to
get the results after writing the query results to the database. Therefore, the data
query time of Spark SQL is shorter than that of MySQL.

(2) Because the Spark SQL data query engine assigns query tasks to multiple nodes to
execute in parallel, Therefore, as the data size increases, MySQL query time
increases significantly, while SparkSQL query time increases slowly.

In this section, a series of experiments are conducted to test the accuracy efficiency
and scalability of the hybrid recommendation system based on Spark, and the per-
formance bottleneck of the system and the cause of the bottleneck are further analyzed
according to the experimental results. The final experimental results show that the
hybrid recommendation system based on Spark has good performance in terms of
precision efficiency and scalability.
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7 Conclusion

Based on Spark, a distributed data processing platform, the hybrid recommendation
system with high precision, high efficiency, diversity and extensibility is designed and
implemented in this paper, which improves the accuracy and diversity of the recom-
mendation results and reduces the training time of the model.
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