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Preface

We are glad to introduce the proceedings of the 16th International Conference on the
Economics of Grids, Clouds, Systems, and Services (GECON 2019). GECON 2019
was held during September 17–19, 2019, hosted by the University of Leeds, UK. The
conference, held annually, is now firmly established as a place of convergence among
economics and computer science researchers, with the ultimate aim of building a strong
multidisciplinary community in the increasingly important areas of future ICT systems
and economics.

Nowadays, economics plays a pervasive role in the ICT world and is essential in
strategic decisions concerning the development of new technologies. It influences its
deployment, rollout plans, and is concerned in everyday operations and resource
allocation optimization. However, the relationship between ICT and economics is
really a two-way street, since the development of technologies such as blockchain is
going to change the way economic transactions are carried out. A conference such as
GECON, therefore, plays a leading role due to its blending of skills and knowledge
from both worlds.

We received 48 submissions in response to our call for papers. Each paper was
peer-reviewed by at least three members of the international Program Committee (PC).
Based on significance, novelty, and scientific quality, we selected 12 full papers (a 25%
acceptance rate), which are included in this book. Additionally, ten shorter
work-in-progress papers and four extended abstracts describing the work shown on
posters during the conference were integrated in the volume.

The full papers were organized around four themes:

• Blockchain Technology and Smart Contracts
• Resource, Service, and Communication Federations
• Economic Assessment, Business and Pricing Models
• Resource Management

The work-in-progress papers gathered around the following themes:

• Cost-Based Computing Allocation
• Blockchain and Network Function Virtualization Technologies
• Economic Models for Cyber-Physical Systems, Industry 4.0 and Sustainable Sys-

tems

Keynotes

This year’s GECON featured three keynotes, evenly distributed across the three days
of the conference, addressing topics that span social, economic, and financial issues in
the ICT world.



The keynote speaker on the first day was Prof. Aad Van Moorsel, from the
University of Newcastle, UK.

Prof. Van Moorsel’s keynote, “Benchmarks and Models for Blockchain: The
Incentives Layer,” dealt with the mechanisms, protocols, and software architecture
associated with fees, costs, and other considerations that either entice or discourage
participants to the blockchain scheme, i.e. the so-called incentives layer.

The keynote speaker on the second day was Prof. Dieter Kranzlmüller, from
Ludwig-Maximilians-Universität München, Germany, where he is Head of the Munich
Network Management Team.

His keynote, “Economic Observations of the Leibniz Supercomputing Centre,” was
concerned with his appointment at the Leibniz Supercomputing Center, where he
provided generic IT-services for sciences, including everything from the desktop of the
scientist via arbitrary cloud services to the large-scale high performance computers.
While scientific output is typically considered as a key performance indicator, his talk
focused on the economic aspects of the center and its energy efficiency, which play a
key role in determining its future sustainability.

The speaker on the third and final day was Dr. Paul Townend, co-founder and CTO
of Edgetic.

His keynote, “Data Center Growth, Challenges, and Inefficiencies in a Connected
World,” focused on data centers as the engine of smart cities and highly connected
mobile devices, addressing the economic and environmental consequences of their
evergrowing power consumption. The talk examined a range of holistic solutions to
manage both the complexity and inefficiencies of data centers, reporting a case study of
a data center facility located in northern Sweden.

Acknowledgments

Any conference is the fruit of the work of many people, and GECON 2019 was no
exception. In particular, we wish to thank the authors, whose papers made up the body
of the conference, as well as the members of the PC and the reviewers, who devoted
their time to review the papers on a tight time schedule. We wish to thank the invited
speakers, for bringing new viewpoints and inputs to the GECON community. Fur-
thermore, we would like to thank Alfred Hofmann, Anna Kramer, and the whole team
at Springer, who continue an established tradition of publishing GECON proceedings
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the conference is the main driver for its organization.
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Benchmarks and Models for Blockchain:
The Incentives Layer

Aad van Moorsel

School of Computing, Newcastle University, UK
aad.vanmoorsel@ncl.ac.uk

Abstract. In this presentation we consider blockchains from a performance
engineering perspective, with an emphasis on the incentives layer. The incen-
tives layer in the blockchain software stack [5] refers to the mechanisms, pro-
tocols and software architecture associated with fees, costs, and other
considerations that either entice or discourage participants. The presentation
builds on two earlier keynotes that consider blockchain performance engineering
in general [7] and in the consensus layer [8], respectively. We start the pre-
sentation with an illustration that incentives need to be aligned to ensure the
reliable operation of permissionless blockchains [4]. This forms the motivation
behind a list of main topics that require further attention from the research
community. We will distinguish two categories of issues at the incentives layer:
issues related to the dependable operation of blockchains in general, and issues
related to incorporating incentives in novel blockchain applications. With
respect to the first category, we report on an extensive benchmarking study of
Ethereum smart contracts [3], which explores the relation between the rewarded
fee and the computational cost [1, 2]. With respect to the second category, we
include an in depth discussion of recent work in game-theoretic economic
mechanism design for accountable cloud computing [6].

Keywords: Blockchain � Incentives � Economic mechanisms � Models �
Benchmarks � Discrete-event simulation

Biography. Aad van Moorsel is Professor at the School of Computing in Newcastle
University. He worked in industry from 1996 until 2003, first as a researcher at Bell
Labs/Lucent Technologies in Murray Hill and then as a research manager at
Hewlett-Packard Labs in Palo Alto, both in the United States. He got his PhD in
computer science from Universiteit Twente in The Netherlands (1993) and has a
Masters in mathematics from Universiteit Leiden, also in The Netherlands. After fin-
ishing his PhD he was a postdoc at the University of Illinois at Urbana-Champaign,
Illinois, USA, for two years. He is the author of over 100 peer-reviewed research
papers, and holds three US patents. His research group at Newcastle University con-
ducts research in security, privacy and trust, with applications in payment, blockchain
and smart systems. All the group’s research contains elements of quantification, be it
through system measurement, predictive modelling or on-line adaptation.
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Economic Observations of the Leibniz
Supercomputing Centre

Dieter Kranzlmüller

Ludwig Maximilians Universität, Munich, Germany
Kranzlmueller@ifi.lmu.de

Abstract. The Leibniz Supercomputing Centre (LRZ) is home of
SuperMUC-NG, one of the top 10 supercomputers of the world, and offers its
computing capabilities to scientists in Bavaria, Germany and Europe. However,
its task is more holistic in providing generic IT-services for sciences, including
everything from the desktop of the scientist via arbitrary cloud services to the
large-scale high performance computer. This talk addresses the economical
aspects of LRZ as an example from academia, where key performance indicators
are scientific output and not stakeholder revenue. We will take a look at actual
costs of the services, accounting of user activities, and sustainability measures
for the future. As power usage is a large cost factor, LRZ is also leading in
energy-efficient computing with hot-water cooling and heat reuse.

Keywords: Supercomputer � Cloud � Power usage � Sustainability � Leibniz �
Heat reuse

Biography. Prof. Dieter Kranzlmüller is from Ludwig Maximilians Universität,
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Data Center Growth, Challenges,
and Inefficiencies in a Connected World

Paul Townend

Edgetic, UK
paul.townend@edgetic.com

Abstract. The rise of smart cities and highly connected mobile devices is
driving enormous growth in the data center industry. Data centers are the fun-
damental infrastructure that supports smart, distributed and connected systems;
they currently consume 3Like the smart systems that they support, data centers
are highly complex systems-of-systems with interacting hardware, software,
power, and thermal components connected to a wide range of service and
business models. There is a huge need to address the growing power con-
sumption of the industry (and its resulting financial and environmental impact)
but effective solutions are challenging, requiring intelligent and automated
reasoning across extremely large volumes of data in a range of disciplines. This
talk focuses on the importance of data centers in supporting modern smart
systems, and highlights their growth and inefficiencies. We examine a range of
holistic solutions that mark some of the first steps towards managing both the
complexity and inefficiencies of data centers. We finish with a case study
showing how with advanced behavioural modelling, a scheduling mechanism
has been developed that has led to significant power reductions in a data center
facility located in northern Sweden.

Keywords: Smart cities � Data centers � Power consumption � Efficiency �
Sweden

Biography. Dr. Paul Townend is co-founder and CTO of Edgetic, an early-stage
technology company developing AI/ML solutions for improving throughput and
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approach to data center systems, with scheduling decisions made based on reasoning
across hardware, software, and environmental conditions. During the 2004–2017 years,
Dr Townend was Team Leader of the Distributed Systems and Services Group at the
University of Leeds, UK, and lead architect and co-author of over £4 million in
successful research projects. He has authored over 70 internationally peer-reviewed
articles, which have been cited over 1200 times. His interests span a wide range of
topics within the distributed systems domain, with an emphasis on big data analytics,
cloud computing, decision support, energy-efficient computing, and dependability.
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Blockchain Technology and Smart
Contracts



Exploiting Blockchain Technology
for Attribute Management in Access

Control Systems

Damiano Di Francesco Maesa1,2(B), Alessio Lunardelli2, Paolo Mori2,
and Laura Ricci3

1 Department of Computer Science and Technology, University of Cambridge,
Cambridge, UK

d.difrancesco@for.unipi.it
2 Istituto di Informatica e Telematica, Consiglio Nazionale delle Ricerche,

Pisa, Italy
{alessio.lunardelli,paolo.mori}@iit.cnr.it

3 Department of Computer Science, University of Pisa, Pisa, Italy
ricci@di.unipi.it

Abstract. Access Control systems are a key resource in computer secu-
rity to properly manage the access to digital resources. Blockchain tech-
nology, instead, is a novel technology to decentralise the control and man-
agement of a shared state, representing anything from a data repository
to a distributed virtual machine. We propose to integrate traditional
Access Control systems with blockchain technology to allow the com-
bined system to inherit the desirable properties blockchain technology
provides, mainly transparency and, consequently, auditability. Depend-
ing on the application scenario considered, for some systems it may not
be desirable to employ a fully decentralised approach. As such, in this
paper we outline how our proposal can be adapted to allow for the mini-
mal possible integration of blockchain technology in a traditional Access
Control system. In particular, we consider the scenario where Attribute
Managers only may be managed on chain through smart contracts. We
provide a proof of concept implementation based on Ethereum, and show
its performance through experimental results.

Keywords: Distributed ledger · Blockchain · Smart contract ·
Ethereum · Access Control · XACML

1 Introduction

Thanks to the wide availability of Internet connection, a very large number of
digital resources of any kind are nowadays shared among a potentially huge
number of users. Guaranteeing the security of such resources is a main concern
resulting from their sharing, and regulating the related accesses is one of the
security measures which must be taken. Several Access Control models have
c© Springer Nature Switzerland AG 2019
K. Djemame et al. (Eds.): GECON 2019, LNCS 11819, pp. 3–14, 2019.
https://doi.org/10.1007/978-3-030-36027-6_1
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been proposed in the scientific literature to define which factors have to be
taken into account in the decision process to determine whether a given user
should be granted the right to access a resource in a certain environment, and
several Access Control systems have been developed to implement such models.
A widely adopted Access Control model is the Attribute-Based Access Control
one (ABAC) [1], where the decision process exploits the attributes describing the
features of the subject, resource and environment involved in the access context.
Examples of attributes of subjects could be: their IDs, the IDs of the companies
they work for, their role in such companies, the name of the projects assigned
to them. Examples of resources could be: documents, computers, and Internet
of Things devices, while some examples of attributes could be: the project a
document belongs to or the privacy level assigned to such document (e.g., public,
internal or confidential). A very simple example of ABAC policy exploiting the
previous attributes could be the following: a subject S is allowed to access a
given document D if D belongs to one of the projects assigned to S.

The attributes required for the evaluation of ABAC policies are stored and
managed by Attribute Managers (AMs), which are queried by the Access Control
system to get the current values of such attributes when an access decision has
to be taken. AMs can be embedded in the Access Control systems and/or they
can be external, such as third party services (e.g., companies’ attribute Data
Bases, LDAP services or SAML Attribute Authorities for subjects’ attributes).

This paper proposes to exploit blockchain technology for implementing
Attribute Managers, and to integrate them in traditional Access Control sys-
tems alongside traditional ones. The main advantage introduced by blockchain
based AMs is the auditability of attribute values. As a matter of fact, the block-
chain eternally keeps trace of all the changes in the attribute values. This way,
at any moment, the subject could check the values of the attributes at any time
in the past, in order to verify whether the response to an access request he sub-
mitted was correct or not. It is important to notice that integrating blockchain
based AMs in an Access Control system to manage some attributes would not
prevent such system to use, alongside them, also traditional AMs to manage
other attributes.

The rest of the paper is structured as follows. Section 2 provides some back-
ground about Access Control systems and blockchain technology. In Sect. 3 we
analyze the available related works. Our proposal is presented in detail in Sect. 4,
while Sect. 5 evaluate its main advantages and drawbacks. In Sect. 6 we measure
the experimental performance of our proof of concept implementation. Finally,
Sect. 7 presents our conclusions and possible future work.

2 Background

2.1 XACML Based Access Control Systems

The eXtensible Access Control Markup Language (XACML) standard defines
a XML based language to write policies, access requests and responses, and
a reference architecture for policy evaluation and enforcement (Fig. 1). In the
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Fig. 1. XACML reference architecture (an arrow represents a communication link
between different components).

following, we give a brief overview of the reference architecture, while a detailed
description of the XACML standard can be found in [2].

The Policy Enforcement Point (PEP) is the component of the XACML ref-
erence architecture tasked with intercepting the access requests performed by
users, in order to trigger the policy evaluation process and to enforce the related
result by actually performing or blocking the execution of the requested access.
The Context Handler (CH) receives requests from the PEP and it coordinates
the execution of the decision process interacting with the other components.
The Policy Administration Point (PAP) is in charge of storing and managing
policies, in order to retrieve them when they are necessary for evaluating access
requests. The Policy Decision Point (PDP) is the engine that takes an access
request and the current attribute values as input, and evaluates the policy to
return to the CH the related access decision. Attribute Managers (AMs) are the
components that actually store and manage the attributes of subjects, resources,
and environment. They are queried each time an access request must be eval-
uated in order to retrieve the updated values of the required attributes. AMs
could be part of the Access Control system itself, they could be run by the
resource owner, or they can be services run by third parties. In the latter case,
the resource owner should trust these AMs, because they could alter the decision
process by providing malicious attribute values. Existing services, such as LDAP
services, SAML Attribute Authorities, or Attribute Data Bases can be exploited
as AMs. Policy Information Points (PIPs) act as plugins of the Access Control
System, providing the interfaces for interacting with each AM, thus allowing the
Access Control System to retrieve the latest values of attributes and to update
them.
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2.2 Blockchain Technology

Blockchain technology allows the distributed creation and management of an
unique data repository (the ledger), thus maintaining a common state among
different untrusted parties. The state of a blockchain can be as simple as a
collection of records, as in traditional cryptocurrencies such as Bitcoin [3], or
as complex as a virtual machine representation, as in smart contract enabling
blockchains such as Ethereum [4]. The state updates are recorder through data
structures named transactions that are grouped into blocks cryptographically
linked to each other in a ordered list, i.e., a chain. To update the state means to
add new blocks, and so new transactions, to the chain. Such process is performed
by mutually untrusted byzantine entities, and so a distributed consensus algo-
rithm is employed. The consensus algorithm guarantees, under certain conditions
(often on the percentage of honest participant) that the chain keeps growing with
honest majority in control [5]. Coupling the distributed consensus with a P2P
communication network that anyone can join to listen or submit information
and chain replication among the peers provides decentralisation. The fact that
transactions once written in the chain can not be changed (unless the distributed
consensus algorithm is overcome by malicious entities), guarantees persistency
(information remains publicly visible), timestamping (information exists at a
given discrete time) and immutability (information can not be changed). The
previous three properties altogether provide auditability, i.e., proof that a given
information do exist at a given time and cannot be changed later.

Transactions submitted to be included in new blocks are first validated by
the consensus participants. Depending on the blockchain protocol, the trans-
action payload can be a simple record update, or an executable code. In the
latter case the code is executed by the validators to update the common state
accordingly. Such blockchain protocols are called smart contract supporting pro-
tocols. A smart contract can be, in general, any kind of executable code. The
code can be stored on chain organized into callable functions of programmable
objects, named contracts. Transactions can either create new contracts or invoke
functions of existing ones, specifying the possible parameters. The execution of
such calls is replicated among all nodes taking part in the consensus and so,
the call results are beyond the control (and can not be tampered with) by the
transaction creator. It is the contracts’ code that deterministically determines
the outcome. A reward mechanism for the validation effort is often enforced by
blockchain protocols, e.g., the smart contract supporting Ethereum protocols
uses the concept of gas to price contracts execution. Each basic operation has
a gas cost, and the total gas of a given code execution is calculated as sum of
all its basic operations costs. Transaction creators can then specify a voluntary
gasprice to advertise how much they are offering for each unit of gas spent. The
transaction gas cost times the advertised gas price is the total amount spent (in
the blockchain backed cryptocurrency) to have the transaction validated, i.e.,
inserted in a new block.
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3 Related Work

This work follows the same line of our previous works [6,7] whose main contri-
bution is the idea of merging a traditional access control system with blockchain
technology. Such generality is unique in the current literature. A preliminary
attempt [8] only used the blockchain as secure repository and log for policies
management. In [9], instead, the entire decision process is delegated to the block-
chain. The current work starts from the insight obtained by such previous work,
as well as the intuition that a fully blockchain integrated system might not be
desirable for some scenarios. As such we show how integrating AMs only on
chain would still provide interesting properties.

Research on blockchain solutions for Access Control systems have mainly
been proposed in the IoT field [10–12]. In [13] the authors propose an entire
blockchain protocol with modified transactions dedicated only to the Access
Control management. Differently, in our proposal we leverage an already existing,
and, potentially, well established and secured, blockchain, without any change
needed. Another interesting proposal is [14] where the blockchain is used to
distribute the access control process, but there is no traditional access policy
involved. Instead a single global policy is used and adapted through machine
learning to allow the policy to dynamically self adjust. The proposal uses a
novel concept of policy, differently from our aim of disrupting traditional Access
Control systems as little as possible. Also no experimental evaluation is provided
in [14] to evaluate the actual feasibility of the proposal.

Another research field that has sparked a lot of interest is to try and apply
blockchain technology to Access Control systems in health care [15–17]. Such
proposals revolve around the implementation of an Electronic Medical Record,
and the advantages of security, availability and interoperability that blockchain
integration could provide. In such a sensitive field, the potential privacy issues
introduced by blockchain use need to be properly addressed. The main difference
of such systems from our proposed one is their lack of generality. We provide a
possible integration with blockchain technology of any traditional Access Control
system independently of their application scenario. Our proposal is not tailored
for IoT or health care applications, it can be applied wherever a traditional
system already is.

4 Blockchain-Based Attribute Managers

This paper proposes to enhance traditional XACML based Access Control sys-
tems by integrating smart contract managed Attribute Managers (called smart
AMs). smart AMs are smart contracts able to store, compute, and manage
attributes values, and they are invoked by Access Control systems to retrieve
the current values of such attributes when required for evaluating access control
policies. The integration of smart AMs within XACML based Access Control
systems is straightforward, since the XACML reference architecture has been
designed to be modular and to allow the integration of any kind of AM. In other
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words, this paper proposes to use a traditional XACML Access Control system,
where the PEP, the CH, the PDP, the PAP, and a set of AMs are deployed
off chain (e.g., on the machine related to the resource to be protected, or on a
VM running on the Cloud), and to extend this system by introducing a set of
blockchain-based AMs, which will be enabled to interact with the rest of the
Access Control system through the development of a proper set of PIPs (as
required by the XACML standard).

With respect to our previous solution described in Sect. 3 which, instead,
moves the entire Access Control system on the blockchain, the approach proposed
in this paper allows for the minimal disruption while still retaining the blockchain
benefits, even if only applied to the management of attributes, instead of to
the whole access decision process. As a matter of fact, this solution also allows
an Access Control system to exploit traditional AMs and smart AMs at the
same time, thus being applicable to real application scenarios where some of
the attributes required for the policy evaluation are already available through
existing traditional AMs.

4.1 Integration in the XACML Reference Architecture

This section shows how smart AMs can be integrated within a traditional
XACML Access Control System to retrieve the attribute values required for the
decision process.

First, we note that the XACML reference architecture (see Sect. 2.1) is
already designed to integrate external AMs in the decision process. In fact, in
several real application scenarios, AMs are usually third party services (e.g.,
attribute Data Bases, LDAP services or SAML Attribute Authorities). The way
for integrating smart AMs in XACML Access Control systems is through PIPs,
the pluggable components for interacting with AMs. Hence, we only need to
define new PIPs capable of interacting with the blockchain in order to invoke
smart contracts, and to integrate such PIPs with the CH which will invoke them
when necessary to carry on the decision process, as shown in Fig. 2. Obviously,
an Access Control system can exploit traditional AMs and smart AMs at the
same time, simply integrating a set of proper PIPs.

We imagine an already existent ecosystem of smart AMs advertised by
their respective owners. We assume the owner lets the potential users know at
least the contract address and the mean to retrieve attribute values from it,
e.g., they could advertise the signature of its public methods returning values
for certain attributes. Of course it is in the interest of the owner to make those
information reachable to potential users (customers in case of pay to use smart
AMs). Furthermore, the owner can optionally also advertise the source code of
the contract to increase its transparency, if this is a property required.
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Fig. 2. Architecture of the proposed system.

4.2 Implementation Details

To validate our proposal, we have developed a proof of concept implementation
based on the WSO2 OASIS balana1 framework, acting as Policy Decision Point,
and on a PIP written in Java, same as the other components of the XACML
based Access Control system.

The PIP has been integrated in the balana based Access Control system by
extending the Functionbase balana class2. In particular, the evaluate function of
the extended class is the one which includes the code for accessing the blockchain.
Assuming that our PIP wants to retrieve the current value of an attribute, say
a, from a smart AM, say am, it only needs to call the corresponding function
of the smart contract am. This means sending a transaction to the blockchain
(that can result in a simple read of a value from its state). The PIP then uses
the web3j library [18] to send the request to a geth client that will use it again
to send back the answer to the PIP.

It is worth noting that the basic function of an AM, returning the attribute
value, would be natural to be implemented as a constant function (also known as
pure function in Ethereum), i.e., a function that does not cause any state update.
This may not hold in all scenarios (e.g. when the request for an attribute causes
some logging inside the attribute manager, for example for statistical purposes),
but in general a fetch request of some value, should not modify an AM state.
Furthermore it is not true if some pricing of value read is in place, since the micro-
payment exchange needs to be recorded. In general having constant functions
only, leads to huge advantages. In fact, no transaction needs to be sent to the
network, since the user’s client can execute the contract function code locally
(it has no need to notify the other nodes since the result does not affect the
common state). No transactions validation means no fees to be paid and no wait

1 http://xacmlinfo.org/category/balana/.
2 https://github.com/wso2/balana/blob/master/modules/balana-core/src/main/

java/org/wso2/balana/cond/FunctionBase.java.

http://xacmlinfo.org/category/balana/
https://github.com/wso2/balana/blob/master/modules/balana-core/src/main/java/org/wso2/balana/cond/FunctionBase.java
https://github.com/wso2/balana/blob/master/modules/balana-core/src/main/java/org/wso2/balana/cond/FunctionBase.java
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for blocks to be mined. Do note that the relevant contract function code is still
executed and it can still be arbitrary complex, not necessarily just “reading a
value”.

5 Considerations

This section discusses the main advantages and drawbacks introduced by using
smart AMs instead of traditional AMs.

5.1 Transparency

In case of public blockchain, the adoption of smart AMs allows increased trans-
parency since the attribute values cannot be tampered by the AM owner. In
practice, using a public blockchain to manage AMs has the effect of making
attribute values and their updates publicly visible (unless an obfuscation layer
is purposely introduced). This allows auditability, in the sense that any given
attribute is proven to have had a certain value in any point in time. Moreover,
the actual attribute value fetch is executed in a distributed fashion, so the AM
owner can not intervene or tamper with the process. The AM owners do still
retain the ability to update their controlled attribute values, but such updates’
history is remembered by the chain, exposing any fraudulent behaviours. The
other side of the coin is of course a lack of privacy. All values publicly visible
are readable by all users. AMs managing sensible data can not follow this simple
approach.

5.2 Data Replication

In a blockchain, data are replicated among all the participants. This has the clear
advantage that AMs information is locally retrievable by querying an updated
local copy of the blockchain (as noted in Sect. 4.2). Hence, smart AMs guar-
antee availability by removing the problem of single point of failure and attack.
The obvious drawback is that more resources (computational power, memory,
bandwidth and storage) need to be dedicated at maintaining the system. Such
burden can, however, be eased, for the client, by employing a light client. A
light client is a minimalistic client that does not locally store the entire chain,
but instead relies on other nodes to know of the information it requires. The
advantage is a dramatic reduction in the resources needed at the expense of
a communication delay (since the required information needs to be fetched by
remote nodes, see Sect. 6) and possible privacy leaks (since the queried nodes
can infer private information by knowing what the client is interested in).

5.3 Smart Contracts

Another novel advantage of using smart AMs instead of traditional AMs con-
cerns the automatization capabilities granted by smart contract. Due to the self
executing nature of smart contracts, entirely new scenarios are possible. For
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example, a smart AM could be defined to automatically update its attribute
values depending on some events happening on chain. In a traditional system,
users need to trust the managers of the AMs they are retrieving attribute val-
ues from. Using an automatic smart AM would instead require users to only
inspect and trust the code that defines it, relieving any need for trusted third
parties. The novel ability of creating trust between byzantine entities is a main
contribution of blockchain technology, and it could be leveraged in the Access
Control field by making trustworthy AMs possible.

6 Experimental Results

In order to validated the proposed approach, we performed a set of experiments
with our proof of concept implementation. The goal of the experiments is to
measure the time required to evaluate XACML policies exploiting smart AMs,
comparing this time with the one required employing a traditional Attribute
Manager, i.e., a database service. We do remark that the proof of concept modi-
fies a traditional Access Control system only to allow it to also recover attribute
values from Ethereum smart contracts. So the same general system is used for
both tests, the only thing we change is the policy considered, i.e., whether it
contains references to traditional AMs or to smart AMs.

For the experiments involving traditional AMs we used a PHP web server
operating a MySQL DataBase. Do note that the balana framework and the PHP
web server are deployed on distinct machines. The PIP for interacting with this
AM simply requests the required attribute via a http get operation.

For the smart AM tests we considered three different options. First of all,
we performed our experiments on an official Ethereum testnet, i.e., Rinkeby
[19], not to bloat the main net with temporary test data. On such network we
deployed a few hundred contracts representing each a different smart AM. For
this experiment we chose to keep the smart AMs as simple as possible, and so
they only advertise two methods without parameters, to return a boolean and an
integer respectively, and a single method accepting one parameter, representing
an user name, and returning the value of an integer attribute associated to that
user (remembered by a map inside the contract). All of the methods are constant
(see Sect. 4.2).

Rinkeby is one of the official global test nets used by the Ethereum commu-
nity. To connect to such network we need a client to receive and send messages
(including transactions) as well as read the data on the blockchain. Different type
of clients are possible. For the first blockchain test we decided to use the less
invasive solution possible. As such we relied on a third party node, i.e., a remote
node with respect to the one where the Access Control system is deployed, that
we connect to through http requests. We chose Infura [20], the most widespread
such service at the time of writing. The advantage of relieving the user from any
need to deploy and maintain a local blockchain node, provided by such approach,
is paid with the time spent waiting for http requests. For the second and third
tests we installed, respectively, a blockchain light node and full node (see Sect. 5)
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Fig. 3. Time required to fetch attributes with smart AMs and traditional AMs. The
results are shown for a traditional AM implemented as a PHP server operating a
MySQL DataBase, a remote Infura node, a geth light node and a geth full node. The
upper graph represents the complete results in logarithmic scale, while the bottom
graph shows a zoom in linear scale, focusing the scale on the three fastest methods
only (PHP server, full node and light node).

with which we interact through the geth client installed on the same machine
as the balana framework.

Figure 3 compares the results of our experiments. We measured the overall
time to fetch the attribute values needed to evaluate XACML policies requiring
to collect the values of {1, 2, 4, 8, 16, 32, 64, 128} attributes in each of the
four scenarios detailed above. For each experiment we perform one hundred
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executions and we show the mean and standard deviation. We note that when a
light node needs a given smart contract code, it has to request it to other nodes
but, once collected, it stores it locally (caching) and it has no need to query
it again until it is updated on chain. As such, by repeating the same attribute
request many times, the client would actually use the local value instead of
requesting it again. This results in very efficient information collection, as long
as the attribute values considered are fairly static. In fact such a solution has
the advantage that only the information actually needed is stored locally (and
updated fairly rarely), while a full node would have to store the entire blockchain
and keep it updated all the time. To test the effectiveness of light node caching we
performed a worst case experiment, i.e., we prevented caching. We deployed one
hundred smart AMs, each in a different block, to avoid possible block caching.
We then updated a given attribute value once for smart AM, making sure that
each update transaction would end up in a different block. For each of those
smart AMs we defined a policy requiring only the attribute value which has
been previously updated. The resulting average wait time to evaluate all hundred
policies with only one attribute value (one from every different smart AM) is
227.25 ms, about one hundred times higher that the time needed to evaluate
a policy only using one cached attribute value, i.e., 2.7625 ms. So a light node
is an highly efficient solution, but mainly in the case of several requests to the
same, fairly static, Attribute Providers. Of course, maintaining a local full node
is the better solution in terms of time performance (since all the blockchain data
is kept locally by the node), but it is costly in terms of resources needed to be
maintained (see Sect. 5).

7 Conclusions and Future Work

In this paper we have presented an approach to exploit blockchain based
Attribute Managers in traditional Access Control systems. A relevant advan-
tage of this approach is that it is not disruptive, i.e., it can be adopted in those
scenarios where traditional Attribute Based Access Control systems are already
in place, by simply integrating new Policy Information Points.

As future work, we are planning to compare the performance of blockchain
based Attribute Managers with other services typically exploited as Attribute
Managers, such as LDAP services, and to extend the adoption of blockchain
based Attribute Managers to more complex Access Control systems, such as the
one implementing the Usage Control model [21], where the role of attributes is
crucial because they change their values as normal consequence of the system
operation, thus requiring the repeated evaluation of the Access Control policies
while an access is in progress.
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Abstract. Network Functions Virtualization (NFV) decouples the net-
work package performed by network functions from dedicated hardware
appliance by running Virtual Network Functions (VNF) on commercial
off-the-shelf hardware. Network operators can create customized network
services by chaining multiple VNFs, defining a so-called Service Function
Chaining (SFC). Because NFV became technically mature recently, the
building of such SFCs still needs in-depth knowledge about NFV tech-
nology and its descriptors. Furthermore, there is a lack of tools that help
to simplify the creation of SFCs. This paper, introduces GENEVIZ, a
tool that provides a user-friendly interface for the creation of new SFCs
as well as for importing and adjusting acquired SFCs (e.g., from mar-
ketplaces of VNFs), in order to create new SFCs based on existing ones.
Therefore, this work addresses as well data integrity and provides the
functionality to store and validate SFCs through the use of blockchains.
Three case studies are presented to provide evidence of the technical
feasibility of the solution proposed.

Keywords: Network Functions Virtualization · Blockchain · Service
Functions Chaining · Virtual Network Functions-as-a-Service

1 Introduction

The paradigm of Network Functions Virtualization (NFV) has gathered sig-
nificant attention over the last years both from academia and industry [11].
NFV decouples packet processing from dedicated hardware middleboxes and
handles it within Virtual Network Functions (VNF) that run on off-the-shelf
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programmable hardware [10]. NFV offers several benefits, including simplified
network operations, a potential of speeding up service delivery, and signifi-
cant reductions in Operational Expenditures (OPEX) and Capital Expenditures
(CAPEX) [8]. Also, NFV allows network operators to create customized network
services by chaining together multiple VNFs (e.g., firewalls, load balancers, and
DHCP servers). Such network services can provide, for example, different levels
of protection, performance, and connectivity for end-users, while the NFV-based
virtualization reduces costs and increase the flexibility of the network (e.g., accel-
erated time-to-market and dynamic resources allocation). Such aggregation of
different VNFs building up a network service is represented as a Service Function
Chaining (SFC).

As of today, a network operator must have in-depth knowledge about the
NFV technology and its corresponding descriptors in order to create an SFC,
which can be deployed on an NFV-enabled infrastructure to provide novel net-
work services. In NFV an SFC is represented as a forwarding graph of VNFs
and should take into account different descriptors representing the configura-
tions and dependencies of each VNF that compound an SFC [5], such as the
VNF Descriptor (VNFD) and the Network Service Descriptor (NSD). The task
of dealing with each one of these descriptors is not trivial and requires efforts
to configure each one of them manually. The process of constructing such an
SFC is not intuitive, many manual steps are necessary for descriptors handling
and editing, and the creation can be quite error-prone. This might even lead to
a negative impact on a broader adoption of the NFV technology. Furthermore,
by considering the prospective market growth of VNF-as-a-Service (VNFaaS) [2]
and its potential to simplify the way how end-users obtain services in general,
the lack of intuitive solutions has to be addressed when considering the potential
of SFCs for end-users with no expertise in the NFV technology.

In this context, information visualization techniques are considered to be
a viable tool to help network administrators understand the behavior of the
managed network or service, in a faster and easier way [7]. Even though the
analysis of such data can be almost fully automated, human interpretation plays
a crucial role in decision-making process for network and service management.
Especially in NFV environments an enormous amount of data is available and the
understanding of it represents a challenging task itself [6]. Although past work
exploited visualization techniques to simplify the identification of problems in
SFCs, there is still a lack of research addressing the simplification of SFC con-
struction. The visualizations can provide several benefits in NFV environments,
such as (a) an intuitive way to select VNFs that will compound the forward-
ing graph and (b) a quick configuration of the SFC through its corresponding
VNFs. Thus, the visual interface designed here also provides opportunities to
reuse already available SFCs and check their integrity relying on the blockchains
[1], making it easier to build a new SFC based on an existing one and also
contributing to the expansion of the NFV business models (e.g., marketplaces
implementing VNFaaS approaches).
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This paper introduces GENEVIZ , a visual solution allowing the construc-
tion of a new SFC Package based on multiple VNF Packages’ information (e.g.,
descriptors of each VNF) and other inputs defined through interactive visualiza-
tions (e.g., minimum resources and dependencies to run the service). The tool
proposed provides an easy way to create new SFCs as well as to configure prop-
erties of VNFs that will compound an SFC. Also, GENEVIZ is able to store the
hash of the content of such an SFC package on a public blockchain to enable the
verification of their integrity and origin (i.e., the developer information) of an
already existing SFC configuration before it will be deployed inside the network.

The remainder of this paper is structured as follows. Section 2 reviews related
work. Section 3 introduces the GENEVIZ ’s general architecture and prototype.
An evaluation based on case studies is conducted together with a discussion in
Sect. 4 in order to provide evidence of the effectiveness of GENEVIZ. Section 5
concludes this paper and outlines future work.

2 Related Work

The management of networks and services demands a multitude of methods,
activities, procedures, and tools, with the goal to ensure a proper functioning of
systems observed. Such tools enable a network administrator to retrieve manage-
ment information from corresponding devices, analyze the obtained data, and
take decisions to optimize or repair services. Within this workflow, visualiza-
tions can provide a way to represent a large amount of data in a way perceivable
much faster by the human user than via raw and often abstract data. In such a
direction, the information visualization allows to perform cognitive work more
efficiently and hence in less time [3].

The field of information visualization applied to NFV environments [7] dis-
cusses the current applications of visualization and how it should be explored
in different topics, such as NFV and Software-defined Networks (SDN). [15]
examined specifically the process of configuring virtualized networks, making
it clear that no tools existed to assist the configuration, deployment, and test-
ing of virtualized networks by 2016. Specifically, they found no single graphical
tool for the creation of a network map directly from a configuration as given
by the various descriptors in an SFC configuration. [6] presented the VISION
platform, which provides interactive and selective visualizations to assist NFV
management. VISION not only helps network operators to identify and allevi-
ate problems in the context of VNFs, but also provides a complete forwarding
graph visualization. Although it provides useful information on incorrect VNF
placements or performance problems using visualizations, it only focuses on ser-
vices already deployed and monitoring systems previously configured, thus not
addressing the creation of new network services through the help of visualization
tools.

In the context of SFC visualization, [13] introduced SFCPerf, an automatic
performance evaluation tool for SFCs. SFCPerf ensures the repeatability of the
performance measurements by defining a testing workflow; thus, allowing the
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performance comparison among different SFC configurations based on the same
test. The visualization module included in the tool provides a user-readable
interface to visualize throughput, round-trip time, and request rate of a given
SFC. Based on their scenarios, they discovered that the main impact factors
on the overall performance of an SFC were (i) the number of physical link hops
between different nodes, and (ii) the competition for resources on shared physical
nodes. These visualizations can be useful, especially during the construction
phase of an SFC, while considering different topologies and NFV platforms,
ensuring that the performance meets the desired requirements. [4] presented the
SFC Path Tracer, a troubleshooting tool for SFC environments that enables
the visualization of the trace of network packets in SFC domains. This trace
generation is accomplished by mirroring probe packets as they traverse through
the chain. Hence, SFC Path Tracer can be useful for the identification of problems
within an SFC configuration, as it pinpoints the origin of a possible problem by
providing packet trace information. The authors also argue that the tool can be
expanded in the near future to a more comprehensive measurement tool.

Although different solutions as discussed above address different aspects
related to SFC (e.g., placement, resources allocation, and performance), none
of them is focusing on the simplification of the process of an SFC construction
by providing intuitive tools (e.g., based on information visualization) for end-
users, who construct SFCs and configure their acquired VNFs before the start
of the deployment.

3 GENEVIZ

This section introduces GENEVIZ (Generation, Validation, and Visualization of
SFC Packages) and its conceptual architecture combined with relevant details
of the prototype’s implementation. GENEVIZ architecture is composed of sepa-
rated, but interconnected components, providing flexibility to allow replacement
of existing modules or adding new modules without affecting remaining compo-
nents.

White blocks with solid borders of Fig. 1 represent internal components and
grey blocks with dashed borders represent external components (i.e., decentral-
ized). GENEVIZ is divided into three main layers: User Layer, Data Layer, and
Blockchain Layer, respectively. Although the Blockchain Layer is not part of
GENEVIZ itself, it is an integral part of the solution proposed, since it plays a
crucial role for validate and trust in SFCs. GENEVIZ (i) simplifies the process
of creating new network services (i.e., SFCs) in general, and (ii) ensures data
integrity of previously created services by validating them using blockchain.

An end-user accesses the tool through the User Interface, which provides
interactive visualizations depending on data provided by the Visualization Man-
ager. An integral part of this data is given by the Template Catalog, which
retrieves templates from the Templates Collector. The Collector retrieves data
from different sources (e.g., marketplaces, independent catalogs, or a manual
upload from the local machine). While creating an SFC through the Service
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Fig. 1. GENEVIZ architecture

Constructor visualization, VNF Templates from the Template Catalog are trans-
mitted through the Visualization Manager to the Management API and stored
through the Package Handler on the Packages Database. When an SFC Package
is generated, the SFC Package Generator creates a package based on the infor-
mation provided (e.g., the list of included VNFs containing their descriptors, the
forwarding graph, and properties of the NSD). Besides, the end-user creating the
package are able to select the option to store the hash of the SFC Package in the
blockchain. If select and configure the blockchain information (e.g., end-user’s
address and private key), the hash of such an SFC Package will be available on
blockchain. After the transaction be sent to the blockchain, the transaction ID
is stored in a descriptor called geneviz.json, which is included inside of the SFC
Package, thus providing useful information to validate the hash during further
validation by others.

The validation of the SFC Packages relies on the blockchain to verify the
integrity of files representing the SFC Package. Blockchain was initially devel-
oped as a distributed ledger to be the backbone of the Bitcoin cryptocurrency
[12]. Blockchain is an ordered list of blocks that uses cryptographic hashes to
chain and identify the blocks. Each block has a dependency with the others on
the chain, thus, if one wants to modify a data on the blockchain, he/she must
change every block until the beginning of the chain. Because of the cryptography
scheme implemented, this task is arduous and not viable in terms of computa-
tional resources. Based on that, blockchain ensures that one data stored cannot
be removed, while the address of the account that stored the data and the data
itself can be publicly available as well. Thus, among the benefits provided by
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blockchains, the trustworthy, decentralized, and immutable records can be high-
lighted as crucial for GENEVIZ to validate SFCs without the need to rely on
any third-party (e.g., marketplaces and public repositories for VNFs).

To enable the usage of the blockchain, SFC Package Validator communicates
via the SFC Package Manager with the Blockchain API. The API retrieves the
corresponding hash from the blockchain by using the transaction ID provided by
the SFC Package. Theoretically, any blockchain (e.g., Ethereum [17] and Bitcoin
[12]) can be used for this validation. Only the hash of the SFC Package is required
and can be stored, for example, using Smart Contracts or as a transaction in the
blockchain. It also can be integrated with a blockchain-agnostic API, such as the
one presented in [14]. Therefore, by using a public blockchain for the storage of
the hashes of the SFC Packages, GENEVIZ allows for a check of the integrity
and origin of that SFC Package. GENEVIZ implements Ethereum blockchain
by default.

During the validation process, the SFC Package Validator compares the hash
of the SFC Package, together with the given transaction key, with the hash stored
on the blockchain for this transaction key, GENEVIZ can check if the package
content matches the initial one from the creator of the SFC Package. Three
possible states are defined: (i) Valid meaning that the hash of a SFC Package
matches the one stored on the blockchain for the given transaction key, (ii)
Invalid, when the SFC Package was modified and the hash of the downloaded
package does not match with the one stored on the blockchain for the given
transaction key; and (iii) Unknown represents that the SFC Package’s hash was
not stored in the blockchain during its creation because special reasons (e.g.,
the developer decided to not use the blockchain validation upon constructing
the SFC), thus, there is no transaction key or hash available for verification.
In this case, GENEVIZ cannot make any statement about the integrity of the
content (cf. Sect. 4.3 below).

3.1 Prototype and Implementation

The GENEVIZ prototype was implemented using JavaScript on the User Layer
and Python 3.7.0 together with Flask 1.0.2 on the Data Layer. For the Blockchain
Layer, Ethereum blockchain was used, supported by Ganache [16] its latest ver-
sion as the development environment. For the SFC Package, the VNFD following
the European Telecommunications Standards Institute (ETSI) standards and
the codes to execute each VNF was considered. The prototype implemented
considering those components previously defined, serving as a Proof-of-Concept
(PoC) for the GENEVIZ ’s architecture. The prototype’s source-code and its
documentation are publicly available online [9].

The left side of the GENEVIZ interface (cf. Fig. 2) offers a menu, allowing the
user to manually upload zipped VNF and SFC Packages by using the dropzone
(depicted with the dashed border). By clicking on the respective buttons for
VNFs and SFCs, the user can switch between these two catalogs. Only ZIP files
containing VNF-related files are allowed to be uploaded. At the bottom of the
menu, the blue button allows for the generation of an SFC Package based on
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the SFC constructed. This button only appears if the constructed SFC is valid.
Hence, the button is not visible at the initial start of the application, as an empty
SFC is considered to be invalid. The User Interface shows an alert on the top
right corner if any error message has to be passed to the user. This can especially
be helpful during the graph construction or import of new packages, since there
is feedback from the application if an action fails or is not allowed. Examples
include a wrong format of the VNF Template (e.g., the Package Parser cannot
find the VNFD) or the attempt to create a loop during the forwarding graph
construction.

Fig. 2. GENEVIZ dashboard (Color figure online)

GENEVIZ provides also feedback during the construction of the SFC (i.e.,
chaining recommendation). When a new edge is being placed between two nodes
on the graph plane, the edge color is defined based on the two properties tar-
get recommendation and target caution inside the VNFD of the source VNF.
Such properties are an extension provided by GENEVIZ for the ETSI VNFD
standard. These properties can be defined by the developer of the VNF inside
of the respective VNFD. For example, dependencies of VNFs can be listed (e.g.,
ensure that two complementary VNFs will be chained) and suggestions for per-
formances improvement (e.g., avoid the chaining of conflicting VNFs) can be
described. Based on this information, GENEVIZ highlights wrong connections
or possible bottlenecks during the SFC construction. Edges can be described as
(a) green dot for a recommended target VNF, (b) red dot for not recommended
target VNF, and (c) blue/white for neutral targets. The latter is especially
important, since a VNF does not hold the entire list of all possible VNFs as tar-
gets in their properties, leaving the statement on the chaining recommendation
neutral.
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The structure of an SFC Package generated and handled by the GENEVIZ
prototype is described as a sfc.zip file, which contains one or more VNF Packages.
Each VNF composing the SFC has a separate folder for its respective content
(e.g., descriptors and source-code). For an SFC Package with multiple VNFs from
the same template (i.e., reuse of VNFs with different configurations), multiple
VNFDs with different IDs will be available in the same Descriptors folder of
the respective VNF. In addition, the sfc.zip file has a file named nsd.json, which
represents the Network Service Descriptor (NSD) of the SFC.

Also, the sfc.zip file contains the geneviz.json, which is a GENEVIZ descrip-
tor containing two properties, namely txHash and address. The transaction hash
property txHash is retrieved from the blockchain itself after the hash is stored
on the blockchain, and is known as the transaction ID of the transaction for the
Ethereum blockchain. The address is given by the user itself when the gener-
ation of the package is requested. The geneviz.json is therefore needed for the
validation of an SFC Package as it contains the transaction key necessary for
the lookup of the data properties for this transaction key. If the data property
retrieved from the transaction matches with the computed hash from the con-
tent of the sfc.zip file, the package is seen as Valid. Does the hash found on the
blockchain for the given txHash not match with the computed hash from the
content of the sfc.zip file, the package is seen as Invalid. If both the txHash and
the address properties are empty strings, GENEVIZ has not stored any hash
on the blockchain for this SFC Package and thus the data integrity of the SFC
Package is presented as Unknown.

4 Evaluations and Discussion

In order to validate key features and the technical feasibility of GENEVIZ, three
case studies on: (i) the process of the construction of SFCs, outlining benefits of
the visualization to simplify the process of SFC construction, (ii) the generation
of an SFC package, which means the merging of different VNF packages and
configurations defined in previous steps. Also, the storage of the SFC package
on the blockchain is shown, via an (iii) import of an existent SFC package
(e.g., available on online marketplaces or public repositories) and its validation
of integrity and origin using the hash stored in the Ethereum blockchain. In
addition, a discussion is provided to highlight the main benefits and limitations
of the presented solution.

4.1 Case Study #1 - Construction of an SFC

Case study #1 considers a user with the specific demand to create a new network
service, which shall be deployed in an NFV environment. Thus, the user bought
three different VNF Packages from an external source (e.g., from a marketplace),
which are needed to create the SFC. The VNFs acquired implement a Deep
Packet Inspection (DPI), a Firewall, and a Load Balancer (LB), respectively.
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In a first step, the three VNFs are imported via the manual upload of the
GENEVIZ Web application. After uploading them, all VNF Packages appear
in the left menu as VNF Templates, since they could be added multiple times
for the same SFC. By selecting the blue-bordered “Add to SFC” button for each
VNF Template once, each template is added as a VNF Package to the SFC and
appears as a node within the graph on the right side of the Web application.
Next, the user constructs a connection between two VNFs selecting the DPI and
Firewall. This leads to the creation of an edge between the DPI and the Firewall
node. By connecting the Firewall with the LB node with the same approach, the
second edge is created (cf. Fig. 3).

This first draft of the SFC can be seen as a misconfiguration, although it
would not be wrong to create such an SFC. The current construction also shows
that the user is not experienced with the creation of SFCs, since a red dot on
the edge between the DPI and the Firewall node appears. This red dot is part
of the chaining recommendation of the GENEVIZ ’s Prototype and indicates
that the connection is not recommended for an SFC. In this case, this red dot
highlights that a DPI allocated before a Firewall can generate a bottleneck in
the service chaining. Hence, based on such an alert, the user changes the current
construction and swaps the DPI and the Firewall node by deleting the two
edges created, then swapping the position of the DPI and the Firewall node,
and finally connecting the three nodes again by creating two new edges. As a
result, the first edge will see a green dot, indicating a recommended connection.
This recommendation is based on the information being part of the VNFDs,
determining an additional as an extension of GENEVIZ.

Fig. 3. SFC construction user interface for case study 1 (Color figure online)
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4.2 Case Study #2 - Generation of an SFC Package

The case study #2 evaluates the generation of an SFC Package and assumes
a correct construction of the forwarding graph within the graph as constructed
within case study #1. If such a constructed SFC is valid, a blue button with the
label “Generate SFC Package” appears at the bottom left corner. By selecting
on that a popup window appears, requesting the user to define the name, vendor,
and version for SFC Package. If the end-user decided to store the hash of the
SFC Package on the Ethereum blockchain for further validations, additional
information are requested (cf. Fig. 4). For this, the end-user needs to provide
both the address of an Ethereum account as well as the private key for this
account in order to sign the transaction properly.

As a next step, the user selects the blue-bordered “Download” button, which
generates the SFC Package and stores the hash of the package on the Ethereum
blockchain. The GENEVIZ will automatically trigger the download of a ZIP
file, containing both an sfc.zip file for the deployment of the SFC as well as a
geneviz.json file to be used for further validations of the SFC Package. The

Fig. 4. SFC Package generation including its storage on the Ethereum blockchain

4.3 Case Study #3 - Blockchain-Based Validation and Import of an
SFC Package

For case study #3 a different user is being considered. This second user has down-
loaded three SFC Packages before (e.g., from a marketplace or a public catalog
of VNFs), without any information on their integrity and origin (i.e., develop-
ers). As these packages contain different folders and nested files representing
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each VNF that compose the service, for which a check of their content may be
time-consuming, the user leaves the validation of these package up to GENEVIZ.
Here the user refers to use the SFC Package named sfc-package-evaluation, but
he also considers the sfc-package-other and the sfc-package-other-2 packages in
case the first one turns out to be invalid.

In the first step, the user selects the “SFCS” button in the menu on the left
side to switch to the SFC section. This section allows for the manual upload
of SFC Packages through the browser as it is performed for the upload of VNF
Packages. The SFC Packages uploaded appear on the SFC list as SFC Templates
in a similar way uploaded VNF Packages are handled as VNF Templates. The
validation of the packages uploaded is triggered automatically and the response
depends on the current block time of the blockchain. For the package named
sfc-package-other-2 no statement on its data integrity can be made, since no
information for the retrieval on the blockchain is provided, hence, it is marked
as Unknown. The second package sfc-package-other appears to be marked as
Invalid, which means the content of this package was modified. The third package
sfc-package-evaluation is the package created within case study #2. Since the
hash of this package was stored in the Ethereum blockchain during the generation
of the package by the first user and the transaction ID is part of the SFC Package
downloaded, GENEVIZ finds a hash for the given transaction ID, which matches
with the hash of the content from the SFC Package uploaded. Hence, GENEVIZ
marks the SFC Package uploaded as Valid, and shows the green “Valid” label,
as shown in Fig. 5 within the white boxes of the SFC Templates.

Fig. 5. Blockchain-based validation of SFCs

For this third SFC Package, an acceptable level of trust was established, thus,
the user decides to import this SFC Package as a new SFC into GENEVIZ in
order to adjust VNFD properties of the VNFs involved, since they fit his/her
demands. By selecting on the blue-bordered “Import” button on the left menu
an alert appears, warning the user that the currently drafted SFC will be cleared
and replaced by the new SFC. This is adequate for the user, since the drafted
SFC previously is not relevant anymore. Now, the SFC will be imported and,
if the SFC Package can be extracted, the visualization will be constructed to
show the corresponding graph. This is considered helpful for the user, since the
forwarding graph is now directly visible and can also be modified if needed. In
turn, the user decides to open the VNFD Editor for the DPI, which lies between
the Firewall and the LB. By selecting on the “Show VNFD Properties” at the
bottom of the user interface (cf. Fig. 3), a popup window appears, displaying
current VNFD properties of the DPI. The user decides to change the memory
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size to “8 GB” and the number of CPUs to “2” to fulfill his/her demands for the
new network service. After applying these changes, the new VNFD properties
are directly updated. Finally, the user selects the option to generate the SFC
Package, forcing the generation and download of the adjusted SFC Package
based on the SFC Package created by the first user. Finally, the customized SFC
Package can be used to be deployed as a new network service.

4.4 Discussion

These three case studies investigate and evaluate different set-ups, while apply-
ing GENEVIZ. Both, the construction of a new network service based on selected
VNF Packages as well as the adjustment of properties of a certain VNF being
part of the SFC, simplify the process for the user compared to existing sup-
port solutions. The graphical user interface for the service construction and the
chaining recommendation address the critical issue of VNF chaining, helping the
user to draft suitable SFCs. Furthermore, by storing the hash of the content of
the newly created package on the blockchain, the verification of the package’s
originality can be performed by any user through GENEVIZ as well. All tasks
can be performed separately, consuming an unnecessary manual effort for users
being inexperienced in the NFV market. The unified thus simplified approach
at one single place is achieved by the GENEVIZ.

Since this current evaluation is based on case studies only, quantitative evi-
dence on the performance of GENEVIZ in terms of intuitiveness and simplifica-
tion to create SFCs will be performed in future steps. In this sense, a usability
evaluation with real users is planned to validate the benefits of GENEVIZ and
provide quantitative details about the effectiveness, while these evaluations will
be based on System Usability Scale (SUS) questionnaires. Also, by constructing
SFCs through GENEVIZ , specific quantitative gains can be articulated through
measurements in a real-world deployment.

The application of a blockchain ensures data integrity of a previously created
SFC Package. The block time is assumed to be within in a reasonable amount
of time for the end-user, which is not always guaranteed for certain blockchains
(e.g., Ethereum may show block time peaks with up to 30 s). Although the
integrity of content can be guaranteed through the hash verification, the package
can already contain malicious code at the moment of the creation of the new
package or during the creation of the VNF Package, being part of the SFC
Package downloaded. Hence, GENEVIZ provides evidence for the end-users trust
in a download package from the Internet, since the author and the content can
be verified by using the information available in the blockchain.

5 Summary and Future Work

As NFV becomes technically more mature and its infrastructure widely adopted,
the demand for specific network services based on the chaining of different vir-
tualized network functions will increase in the years to come. Thus, this paper
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introduced GENEVIZ, a tool for the generation, validation, and visualization of
SFC Packages. The graphical user interface proposed leads to a more intuitive
and easier construction of new network services. GENEVIZ potentially can also
lead to fewer mistakes during the creation of new or the adjustment of existing
services, as there are fewer steps required to be taken to generate an SFC Pack-
age. Thus, visualizations had been proposed within a single Web application to
deal with (i) the construction of an SFC by chaining different VNFs through a
single, directed, and acyclic graph, (ii) the adjustment of VNFD properties of
VNFs being part of the SFC, (iii) supporting the user to create better SFCs by
providing a chaining recommender, and (iv) the ability to validate, supported
by blockchains, a previously created SFC to check its integrity and origin.

GENEVIZ runs as a Web-based application, which can be deployed on a local
machine, hence allowing end-users to create and adjust SFC Packages locally.
Although GENEVIZ provides the possibility to validate data integrity of the
content of a package by using blockchains trust in the individual VNF Packages
offered by third-parties is still necessary. All visualizations provided by the solu-
tion proposed can foster both the growth of the NFV market and business models
introduced by marketplaces for VNF-as-a-Service (VNFaaS). Thus, GENEVIZ
shows the potential to support not only experienced network operators, but
also end-users acquiring VNFs from marketplaces. Therefore, a possible positive
effect on a broader adoption of NFV technology may become possible.

As future work, existing visualizations can be expanded in order to support
different recommendations for the chaining of VNFs inside the service function
chaining by using, for example, the affinity between pairs of VNFs. Also, the
VNFD Editor can be made configurable to support the editing of additional
properties from the VNF Descriptor. Since input fields in the popup window
map directly match the properties of a VNFD, GENEVIZ can maintain these
inputs, too. SFCs created can be offered to other users through a blockchain-
based marketplace for SFCs. Finally, the validation of SFCs can be improved not
only to ensure data integrity, but also to increase the level of trust for an SFC
Package from an unknown source by scanning the content for malicious content.
This can be performed during the construction of an SFC, while VNF Packages
are imported, or during the import of an existing SFC Package.
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Abstract. Nowadays information available on the World Wide Web has
reached unprecedented growth and it makes difficult for users to find the
most relevant for them. In order to alleviate such issue, Recommender
Systems (RSs) have been proposed to collect opinions and preferences
about a set of items, process such preferences and build a personalized
information access.

While the most part of current RSs exploit centralized architecture to
provide the service, in this manuscript we propose an alternative app-
roach for building a general purpose RSs that provides to users with
more transparent and decentralized rating strategy. Indeed, the proposed
framework is built on top of a Distributed Ledger technology platform
that runs without any centralized authority and it supports both decen-
tralized ratings and ranking of different items. A preliminary evaluation
on the Ethereum test network demonstrates the feasibility of the frame-
work in terms of performance and cost.

Keywords: Distributed Ledger Technology · Recommender system ·
Blockchain · Smart contract

1 Introduction

Information available on the World Wide Web are continuously growing and
users are allowed to share any kind of content more quickly and easily. However,
the proliferation of such information makes it difficult for users to find the most
relevant for them. In order to alleviate such issue, Recommender Systems (RSs)
have been proposed and they are used to enable intelligent and personalized
information access [13].

A RS collects opinions and preferences from its users about a set of items,
and exploits such information to suggest the items that are most favoured and
that are of potential interest according to the actions performed by its users.
The collection of items’ preferences is one of the most important step for a RS,
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and it is typically carried out by allowing users to express a numerical vote (e.g.,
number of stars) and a textual opinion about items, based on their experiences.
As for instance, read or write a review on TripAdvisor1, currently one of the
most popular RSs, is among the top-10 most popular daily social media activi-
ties performed by users of the United States2 and, based on TripAdvisor Global
Report3, 49% of travellers were inspired to visit a new destination by a person-
alized recommendation on TripAdvisor. Besides classical products, restaurant,
and hotel recommendation and advertising, RSs are also used to recommend
relevant information related to different types of items: such as movies prefer-
ences [5],professionals who join LinkedIn, videos uploaded on YouTube [3], songs
provided on Spotify, or the best time for a user to send a message [4].

The most part of current RSs are based on a centralized architecture where
the service provider controls and manages all the preferences given by users. Such
preferences are used by the service provider to return a ranked list of items based
on their global relevance aimed to affect the consumer decisions [11]. Hence, one
of the main issues of current RS are the difficulty to obtain knowledge about
the whole set of preferences and how the final score of an item is computed.
Consequently, users are not aware of both the mechanisms and the information
used by the RS to suggest them items.

In order to solve the previous issues and to provide users with more trans-
parent rating strategy, we propose an alternative approach for building a general
purpose RSs which is based on the Distributed Ledger Technology [15]. The pro-
posed framework supports decentralized ratings, ranking of different items and
it is built on top of a platform that runs smart contracts on a public blockchain,
without any centralized authority. Since it is based on a public blockchain which
provides an immutable, public, and ordered ledger, the proposed RS prevents
censorship, downtime, and alteration in a second moment of the preferences and
opinions. Furthermore, we have extended the framework’s capabilities by inte-
grating an authorization module that collects preferences only from users entitled
to rate the item. To prove the feasibility of the proposed approach we developed
and deployed a prototype of such decentralized recommendation framework on
an Ethereum TestNet and we conducted an extensive set of experimental evalu-
ations to measure its performance.

The rest of the manuscript is organized as follows: Sect. 2 introduces the
reader to the fundamental concepts related to the Blockchain, Smart Contract,
and RSs while Sect. 3 presents the related works. Section 4 provides the general
architecture of our framework while in Sect. 5 we show in detail the framework
instantiation process to the case of Ethereum platform. Section 6 focuses on the
performance of the proposed framework. Finally, in Sect. 7 we draw conclusions
and future improvements.

1 https://www.tripadvisor.com.
2 Statista 2019: https://bit.ly/2BYJf1U.
3 TripAdvisorInsights: https://bit.ly/2UaE8Tn.
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2 Background

In this section we introduce the reader to the fundamental concepts related to
the Blockchain, Smart Contract technology, and Recommendation System.

2.1 Smart Contract and Blockchain

A blockchain is an append-only list of blocks which contains immutable records.
Immutability is achieved by a combination of cryptographic techniques and a
P2P consensus protocol, such as Proof of Work or Proof of Stake, a collaborative
approach that defines the rules of who will be elected to update the ledger (e.g.
miners or validators) by appending the new block and be finally rewarded for
the contribution to the validation of the transactions. As consequence, the blocks
of the chain are protected against modification and the underlying peer-to-peer
network is used to replicate the blockchain on different peers. Bitcoin [12] uses
the blockchain to mint and transfer a cryptocurrency, bitcoin4, in a distributed
fashion; Ethereum [15] hosts decentralized statefull applications (named smart
contracts) written through a Turing-complete programming language (e.g. Solid-
ity5) and running on a virtual machine where transactions represent a change
from a state to another. In particular, a smart contract [14] is a piece of soft-
ware with the property to run transactions without involving third parties. The
cryptocurrency used by Ethereum is named Ether (ETH) and it must also be
used to pay the fees for the execution of smart contracts. The modification of
the state of a smart contract, by calling one of its functions, will cost units of
gas to the caller, a fee which amout is proportional to the complexity of the
computation. The caller can decide how much ETH assign to every unit of gas
(gas price) and how many units of gas provide for that execution (gas limit).
In case many transactions are issued to the network, higher the gas price higher
the probability to be executed in a short time. If the execution exceeds the gas
limit the contract will be reverted to the original state and all gas spent will not
be refunded. In contrast, a state query6 does not need to be placed in a block
and thus does not consume ETH to the caller, even though the gas is computed
and the gas limit rule still applies. At the time of writing both Ethereum and
Bitcoin use as consensus the Proof of Work (PoW) algorithm [6].

2.2 Recommender Systems

A Recommender system (RS) is a software application which collects and ana-
lyzes the preferences (named ratings) given by users to different items in order to
enable reliable recommendation of items to interested users [13]. RSs can influ-
ence and help users in everyday decisions concerning the acquisition of products.
Furthermore, RSs go beyond the traditional marketing applications because, in

4 The protocol starts with a capital “B”, the cryptocurrency does not.
5 Solidity docs: https://bit.ly/2S5X2La.
6 A smart contract function which does not change the contract’s state.
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addition to banners and advertisements, the subjects of the RSs can be var-
ious types of items which depend on the application domain (such as, travel
destinations, web sites, music and videos or influencers).

One of the most important features of these systems is the need to collect
ratings in order to determine if some item may be suitable or not for a user,
such as, preferences, inclinations, opinions, choices, etc. The ratings can be rep-
resented by a score in different ways: (i) numerical ratings, such as a numbered
stars between 1 and 5 (Amazon), (ii) binary ratings, the presence of either “like”
and “dislike” buttons (YouTube), and (iii) unary ratings, only the “like” button
(Instagram). Often, text information is paired with the ratings (such as comment
or review) in order to explain the reasons of the score. All of this information is
collected and processed by RSs to build personalized recommendations to users.

3 Related Works

The problem of recommending the most appropriate item is not trivial and sev-
eral techniques to rank items based on different factors have been proposed [1].
The most part of current RSs are implemented exploiting a centralized architec-
ture where a single authority collects the ratings submitted by users and performs
recommendation for the other users. As for instance, Tripadvisor and Amazon
are among the most popular centralized RS which collect feedbacks on desti-
nations and products in order to recommend new items to users, and Linkedin
which acts like an Online Social Network where companies are recommended to
users if they fit users skills.

However, such centralized architecture introduces the several issues and risks
for the users of the services:

– the data related to items (such as reviews) could not be entirely accessible
and verified by users, because the central authority could make available only
a subset of them to its users;

– users of the centralized RS need to trust the central authority controlling the
service which, for instance, could alter or delete existing reviews to properly
modify the rank of an item;

– users of the RSs are unaware of (or cannot verify) the method used by the
centralized authority to compute the rank of the items.

In order to solve the previous problems, decentralized RSs [9] have been proposed
and their aim is to avoid unnecessary centralized entities. In the following, we will
focus only on RSs involving blockchain solutions. Gastroadvisor7, a Tripadvisor
like platform focusing only on restoration, exploits the blockchain to store a
special type of reviews, gold reviews, that a user can leave if he previously booked
and paid through FORK tokens, the platform currency. Friendz8, an Instagram
like photo platform focusing on product campaigns, exploits the blockchain to
make the system transparent and decentralized.
7 Gastroadvisor whitepaper: https://bit.ly/2YfIs6v.
8 Friendz whitepaper: https://bit.ly/2FdKolK.
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Both Gastroadvisor and Friendz have their own tokens built on top of the
architecture and a reward system to make the platform more appealing than
the competitors. In contrast to the previous solutions, the approach proposed
in this manuscript does not focus on a specific context, neither introduces a
new sub-currency for the users, but it analyzes whether the DLT would be a
suitable architecture to build decentralized RS, offering a set of smart contracts
implementing the major operations concerning RSs, such as information storage,
rating and a flexible and customizable score computation.

Another relevant work is proposed in [7] where blockchain is used as Personal
Data Management System. The users’ personal data relevant for the recommen-
dation task are stored in encrypted form on the blockchain and they can be
used by companies, i.e., third-parties interested in recommending their products
and services. A company can propose a contract that define how users’ data are
utilized by the recommendation task. If the users agrees such contract, the com-
pany will have access to perform the recommendation. However, the proposed
approach has an important limitation, it requires the use of expensive mech-
anisms (such as homomorphic encryption) to perform simple computations on
encrypted data.

4 A Framework for Recommender System

To address the issues of current centralized RSs (see Sect. 3) and to provide
the user with more transparency and flexibility, we propose a framework which
brings together blockchain technology and recommendation system. The pro-
posed framework builds up a decentralized component for a RS implemented
through smart contracts on top of a blockchain, thus being:

– Public: the items, the ratings, and the rating functions, are visible to all users
and replicated on all the nodes of the blockchain.

– Decentralized: the framework relies on untrusted environment where there is
no central authority which manages the rates and the score of items.

– Tamper-proof: the ratings submitted by the users and the rating functions
stored in the blockchain cannot be altered.

– Persistent: the ratings and the smart contracts deployed on the blockchain
are always available i.e., they cannot be removed.

– Customizable rating function: anyone is free to define his own method to
compute the rating, since the data are available on the blockchain (see Score
module paragraph of Sect. 5 for more information).

In this paper we focus our attention on public blockchains as underlying
architecture hosting the smart contracts composing our framework.

4.1 System Model

The proposed solution is built on top of a blockchain protocol supporting smart
contracts. Figure 1 shows high level overview of the components proposed by our
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Fig. 1. General architecture of a decentralized recommendation system.

approach, each of them reflecting the entities involved in the recommendation
systems scenario, i.e. items, users, the ratings given by users to items, and the
scores paired to items and computed taking into account the ratings (Sect. 2.2).
The main operations provided by the system concern the registration of a new
user (Register), the creation of a new item (Create item), the rating of an
existing item (Rate item) and the computation of the score of an existing item
(Compute score).

A user can register to the system with the Register operation, choosing a
pseudonym that does not reveal nothing about the real. Each user can add new
items to the system with the Create item operation, assigning to such items
the public information needed to recognize them. An item could be a virtual
representation of a place (such as restaurant, hotel, or store) or of a service
(such as financial instruments, web services, or another smart contract). Each
user can leave a rating on an item through the Rate item operation. We assume
that a rating record consists of the identifier of the item, the identifier of the
user, a timestamp, and a numeric score representing the opinion of user with
respect to the item.

Finally, the Compute score operation allows users to get the overall score
of an item, computed in real-time over the total ratings attached to that item.
Relying on an open and public blockchain, and being the RS ratings visible,
anyone can implement his own methods, rating functions, to compute the final
score of the item. To help the RS users to choose a method, the framework
provides a registry of functions approved by the RS owner. The approval pre-
vents unnecessary spam of functions. All of these operations and components
are implemented and executed by using the underlying Decentralized Ledger
guaranteeing the benefits previously listed.
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Fig. 2. Overview of the main contracts

5 Architecture and Implementation

To implement the proposed system we rely on Ethereum because it provides sta-
ble and participated testing networks, plus tools for the development of smart
contracts. The contracts composing the proposed solution have been imple-
mented in Solidity and are shown in Fig. 2. The RatingSystemFramework con-
tract is responsible of storing, creating, and deleting User contracts which model
the users of the RS: this contract is supposed to be a singleton and can be seen as
entry point of the system. The User contract is responsible of storing, creating,
deleting and rating items exploiting Items contracts, which model the items
of the RS. A person can own one or more User contracts. Finally, the Item
contract is responsible of storing the received Rating and a permission map of
(address, Policy) pairs describing whether a RS user has the permissions to
rate the item, plus it provides the functions to accept a new rating and update
the permission map. Each item should be represented by its own Item contract.
The ComputerRegistry contract is in charge to store the rating functions which
implement the Compute Score operation in Fig. 1. This contract should be a
singleton. To simplify the description of the proposed framework, we introduce
the following actors: (i) Alice, who wants to deploy a recommendation service
for different types of establishments (such as restaurants, bars, and pubs); (ii)
Bob, who is the owner of a bar; (iii) Carl, a customer of Bob’s bar. We assume
that Alice, Bob and Carl use Metamask9 to interact with the smart contracts
of the framework and we assume they have addresses 0xalice, 0xbob and 0xcarl,
respectively.

System Deployment. Figure 3 shows how the contracts previously listed are
deployed, who is in charge of the deployment and how they are interconnected.
9 Metamask: https://bit.ly/2DIukHT.

https://bit.ly/2DIukHT
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In this paragraph we focus on the deployment of the system by Alice. In par-
ticular, the deploy operation is provided by the underlying blockchain frame-
work (i.e., Ethereum) and it takes care of the creation of a new contract by
uploading the compiled version of the contract (i.e., EVM bytecode) onto the
Ethereum blockchain. Initially, by help of an external tool, Alice deploys the
RatingSystemFramework (step 1) which, during its creation, creates a contract
called ComputerRegistry (step 2) which implements the Score module. At the
end, both the contracts will have stored 0xalice as their owner.

Fig. 3. Creation flow of RatingSystemFramework, User and Item

User Module. Bob can register to the RS with the createUser() operation (step
3 in Fig. 3) provided by RatingSystemFramework smart contract (deployed by
Alice): the operation deploys a new instance of User contract (step 4) at address
0xbobUser, and emits a new event to notify the network about the presence of
the new user (steps 5). The contract 0xbobUser stores 0xbob as its owner. Thanks
to this contract, Bob is officialy an user of Alice’s platoform.

To create an item representing his own bar, Bob needs to call the
createItem() operation on his User contract (step 6). Such operation checks if
the caller is 0xbob and, if successfull, it deploys a new instance of Item contract
(step 7) storing 0xbob in the owner field, and emits a new event to notify the
network about the presence of this new item (steps 8). Now is possible, for other
users, to rate Bob’s bar.

Item and Rating Modules. We assume Carl to be registered to Alice’s RS,
thus having his own User contract with address 0xcarlUser. In order to rate
an Item, Carl needs the permissions to be properly set by that item owner.
Bob, an item owner, gives permissions to other users to rate his items through
the grantPermission() operation provided by the Item contract. The permis-
sion policy, modeled by the Policy struct, consists of a boolean flag together
with the starting period expressed as the block which contains the transaction
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Fig. 4. RatingComputer implementations

triggered by grantPermission(). Once Carl has the permissions set by Bob,
he can rate Bob’s bar by invoking the addRate() operation on his User, at
address 0xcarlUser, within a time window expressed in number of blocks. The
User.addRate() expects the score value and the address of the Item to rate, and
it will invoke Item.addRate() function: this double step prevents external users
of the RS from rating items. The Item.addRate() checks whether the caller has
the permissions and, if it does, it stores the new rating modeled as the Rating
struct shown in Fig. 2.

Score Module. A rating function is a function which computes the score of an
item according to a specific formula. In our framework, Rating functions imple-
ment the RatingComputer interface, a smart contract exposing only one method
called compute() which calculates the overall score of an item by using the list
of ratings of the item (scoreList) and the list of the blocks indexes containing
those ratings (blockList). The ComputerRegistry contract is in charge to store
RatingComputer implementations and can be populated only by who deployed
the RS (Alice in our example): this should keep the registry clean by unnecessary
implementations, such as bad or repeated ones. Figure 4 shows the relationships
among the listed contracts. To compute the score, the Item contract provides
the computeScore() operation which accepts as input a RatingComputer to
compute the score of that item. Carl can choose a RatingComputer from the
registry and use it to compute the score of Bob’s bar.

6 Evaluations

To validate the proposed approach we deployed the previously described smart
contracts on an Ethereum testing blockchain. Among the test networks officially
provided by Ethereum we chose Ropsten10 because it uses the same consensus
of the Ethereum main network at the time of writing. Instead of running an
Ethereum node with tools such as Geth11, our evaluations rely on the Infura
service12, which allows to connect to an Ethereum node and call the smart
contract functions.
10 Ropsten: https://bit.ly/2E9bfjV.
11 Geth: https://bit.ly/2Isky2b.
12 Infura: https://bit.ly/2L5t4pJ.
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Table 1. Operations cost in gas and in Eth considering a gas price of 15 Gwei

Contract Operation Cost (gas) Eth-15Gw

RatingSystemFramework Deploy 4,347,987 0.0652

RatingSystemFramework createUser 2,282,844 0.0342

User createItem 1,038,614 0.0155

User addRate 166,337 0.0025

Item grantPermission 78,735 0.0012

ComputerRegistry pushComputer 75,125 0.0011

SimpleAverageComputer Deploy 197,603 0.0030

WeightedAverageComputer Deploy 220.611 0.0033

RatingComputer Compute 0 0

Fig. 5. Evaluation of the compute(scores,blocks) operation of the contract
RatingComputer by varying the input size

Gas Analysis. We evaluate the gas consumed for the deployment and execution
of the main contracts’ functions of our framework. Table 1 shows the cost in
gas and the related cost in Ether that will be charged to the caller for the
execution of the main operations of our framework with a gas price of 15 Gwei.
The creation and deployment of a contract are the most expensive ones but
their execution occurs only a few times for each user. The compute() operation
of the RatingComputer contract does not change the state of the network, and
hence its execution does not consume gas. For what concerns the number of
transactions that can be accommodated in a single block, at the time of writing
the blocks of Ropsten test network can contain transactions for at most 8M units
of gas. As a result, in case of a free network, we expect to have at most around
7/8 createItem() transactions or around 100 grantPermission() transactions
inside a block.

Scalability Analysis. We evaluate the scalability of the compute() operation pro-
vided by the RatingComputer contract because it is supposed to be the most
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(a) Blocks containing transactions (b) Blocks needed to fulfill transactions

(c) Transactions per block (d) Transactions requested

Fig. 6. Testing the resolution of multiple grantPermission() transactions

frequent function to be invoked. Such operation requires to loop over the input
arrays in order to compute the score of an item, and this could cause the oper-
ation to run out of gas if the dimension of such arrays is high. Since we did
not evaluated the smart contracts locally on our machines, but on a remote
node, we measured how the latency increases by considering different number
of ratings for the computation of the score of an item. Furthermore, we tested
two distinct implementations of compute(): a simple average of the score list
and a weighted average which assigns a higher weight to the scores belonging
more recent blocks: such implementations are showed in Fig. 4. Figure 5 shows
on the x -axis the number of ratings and on the y-axis the mean and the stan-
dard deviation of the time (ms) needed to get result. Each point on the plot is
computed over 25 samples and with a gas limit of 4.7M units. Both the functions
run out of gas with an input size higher than of 4000 elements. This means that
the current implementation can take into account no more than 4000 ratings to
compute a score. However, more sophisticated implementations could be devel-
oped. The dashed lines concern the simple average computation, the continuous
line the weighted average, the circle markers concern a single request sent, the
cross markers concern a sequence of 20 execution requests sent simultaneously.
The plot indicates that when querying multiple executions the time does not
add up linearly, and that the execution time does not increase exponentially.

Throughput Analysis. In this paragraph we focus on how many blocks are
required to execute a certain amount of transactions13. We consider the

13 We remark that a smart contract function which changes the state has to be stored
in a transaction, and thus has to be mined.
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(a) Blocks containing transactions (b) Blocks needed to fulfill transactions

(c) Transactions per block (d) Average time to fulfill transactions

Fig. 7. Testing the resolution of multiple createItem() transactions

createItem() and grantPermission() functions because they are more likely
to be invoked. The addRate() function is omitted because its complexity is com-
parable to grantPermission(). We performed our tests by triggering multiple
transactions and we kept track of the blocks where these transactions have been
placed. Figure 6 shows the evaluation results concerning the execution of the
grantPermission() function. For each plot, the x -axis reports a batch of trans-
actions we issued to the network in a single time window while the y-axis shows
the mean and the standard deviation got by 5 samples. Such analyses have been
performed four times for four different gas prices: 5, 10, 15 and GWei. Figure 6(a)
shows how many blocks of the Ropsten blockchain contains our transactions. The
number of blocks increases as long as more transactions need to be processed.
However, it is possible that such blocks are not contiguous. For this reason, we
show in Fig. 6(b) how many blocks elapsed from the time all the transactions
are submitted to the time all the transactions are stored in the blockchain. The
plot has a trend similar to that of Fig. 6(a) but the number of blocks slightly
increases because there are some blocks (between 2 and 4 on average) that do
not contain any of the submitted transactions. We investigate in more detail the
average number of transactions recorded in each block in Fig. 6(c). The results
indicate that the average number of transactions per blocks ranges between 15
and 35 as long as the total number of transactions is more than 50. As shown
from the previous analysis, in the Ropsten testnet the change of the gas price
does not affect the number of blocks and the number of transactions per block
considerably because there is no transaction congestion. Indeed, at the time of
writing, Ropsten has in general blocks half full14 while the main network fills

14 Ropsten blocks, blocksout.com: https://bit.ly/2TQt6C4.

https://bit.ly/2TQt6C4
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most of its blocks up15. We investigate in Fig. 6(d) the average time necessary
to grant permission to multiple users by considering the time Ropsten takes to
mine the corresponding blocks. The average time to mine an individual trans-
action is between 10 to 20 s and it is equal to the expected mining time of the
Ethereum network (13–14 s16 at the time of writing). The execution of 250 and
150 grantPermission() operations takes on average 125 and 80 s respectively,
i.e., about 0.5 s for each transaction.

Figure 7 shows the same evaluations concerning the createItem() function.
Like in the previous case, the blocks containing these transactions are not con-
tiguous (Figs. 7(a) and (b)). Figure 7(a) shows that, independently from the gas
price, the number of blocks mined with such transactions are roughly the same
meanwhile Fig. 7(b) shows that with higher gas price the total number of blocks
waited are fewer on average, as expected. Finally, Fig. 7(d) confirms that the
time to mine transactions does not scale linearly with the number of transac-
tions until they reach a certain threshold from which the number of transactions
per block stabilizes, which is 10 in our case as shown in Fig. 7(c).

7 Conclusion and Future Work

In this paper we proposed a context-free smart contract based framework that
can be used as external module by a RS and which is aimed at enhancing current
RSs by adding the properties of transparency, decentralization, and immutability
of the data involved in the process. With respect to traditional RSs, the proposed
approach has the advantage that users do not need to trust the entity running the
RS, because both the ratings given by the users and the algorithms exploited to
compute the score of the items are stored on the blockchain, thus being publicly
visible and not alterable.

The proposed framework includes a simple access control mechanism to
enable users to rate an item. However, the current implementation relies on a
“off chain” agreement between customer and item owner to leave a rating. This
prevents massive negative review attacks because such users would not have the
permissions to rate an item, but it does not prevent a collusion between the
customer and the item owner. Moreover, since creating new Ethereum accounts
is cheap, the service owner and is vulnerable to shilling attacks [8]. To mitigate
such issues, as a future work, we plan to provide a more sophisticated access
control support, integrating other proposals such as [10], and we aim to test the
proposal on different ledgers running consensus algorithms focused on locations
instead of mining, such as [2]. Finally, we plan to study different approaches with
the purposes of increasing the scalability of the Score module implementing it
with a pagination technique17. Since the proposed compute() function, imple-
mented by a smart contract, cannot execute for too long in networks such as

15 Ethereum blocks, blocksout.com: https://bit.ly/2uANLj9.
16 Insight from Etherscan: https://bit.ly/2H6uLB3.
17 Pagination in solidity: https://bit.ly/2CksK0B.
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Ethereum, a real world platform may rely on smart contracts only when users
explicitly ask to do so and not for every execution.
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Abstract. In recent years, the parallel computing community has shown
increasing interest in leveraging cloud resources for executing parallel
applications. Clouds exhibit several fundamental features of economic
value, like on-demand resource provisioning and a pay-per-use model.
Additionally, several cloud providers offer their resources with significant
discounts; however, possessing limited availability. Such volatile resources
are an auspicious opportunity to reduce the costs arising from compu-
tations, thus achieving higher cost efficiency. In this paper, we propose
a cost model for quantifying the monetary costs of executing parallel
applications in cloud environments, leveraging volatile resources. Using
this cost model, one is able to determine a configuration of a cloud-based
parallel system that minimizes the total costs of executing an application.

Keywords: Cloud computing · Parallel computing · Cost model

1 Introduction

On-site compute clusters built of commodity hardware are a very popular plat-
form for executing a broad range of HPC applications. However, this type of
parallel platform requires considerable upfront investments and furthermore,
scalability is limited to static scaling (by manually adding cluster nodes). In
the last years, the cloud has emerged to a powerful and versatile platform for
building parallel execution environments, establishing a promising alternative to
conventional HPC clusters. In particular, cloud computing opens up new oppor-
tunities to explicitly control and optimize monetary costs on the level of indi-
vidual parallel application runs. One can employ typical IaaS (Infrastructure-
as-a-Service) cloud offerings to construct (virtual) parallel environments that
share many characteristics with traditional on-site compute clusters. This holds
especially when using the performance-optimized cloud resources designed for
HPC workloads, recently introduced by many cloud providers. By employing a
simple “copy & paste” approach, users can substitute their HPC cluster infras-
tructure with cloud-based virtual clusters, harnessing the on-demand self-service
and pay-per-use characteristics of cloud offerings.
c© Springer Nature Switzerland AG 2019
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https://doi.org/10.1007/978-3-030-36027-6_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-36027-6_4&domain=pdf
https://doi.org/10.1007/978-3-030-36027-6_4


46 J. Haussmann et al.

The pay-per-use model turns out to be especially beneficial for institutions
which otherwise would have to deal with underutilized resources or have a
restricted budget that prevents an investment for on-site clusters. Moreover, the
on-demand self-service characteristic of cloud offerings allows novel execution
scenarios. For example, jobs submitted to HPC clusters are typically handled by
a scheduling system, stored in a queue and executed later when resources become
available. In contrast, virtually unlimited and immediately available resources of
cloud environments allow the execution of all jobs in parallel at the same cost
but without delays. There already exists a number of activities on utilization of
cloud environments for HPC workloads from both industry and academia. Large
scale experiments in public cloud environments where over 150k processing units
have been utilized give evidence of the feasibility of cloud based HPC [3].

However, there is still a tremendous untapped potential for savings, which can
be harnessed for higher cost efficiency. Particularly promising in this context are
low priced volatile resources, which, however, possess limited availability. Cloud
providers offer such resources with significant discounts, in order to prevent
idle cloud infrastructures. Users can seize these resources for a fraction of the
usual price, under the limitation of having no guarantee of availability. Volatile
resources are well suited for a variety of parallel applications. Decisive factors
are the degree of coupling and scalability. The better an application meets these
properties, the higher is the potential to decrease the costs of executions. Among
others, this includes discrete optimization, graph search, constraint satisfaction
solving, and MapReduce. Several published studies have considered the utiliza-
tion of volatile resources for HPC in cloud environments [5,16,17]. However,
relationship and impact on the cost efficiency is not yet fully understood.

The work presented in this paper is motivated by the following hypothesis:
Due to their high pricing, it is not adequate to solely rely on traditional reserved
cloud resources. We argue that cost-efficient computations require a fine-tuned
and balanced execution environment configuration, consisting of both volatile
and reserved resources. Which combination of volatile and reserved resources
offers the best cost efficiency depends on the characteristics of both application
as well as resources. In particular, we make the following contributions: (1)
The key research question of our study is to find the number of processors
and, more importantly, the concrete type (reserved or volatile) for which the
total monetary costs of a parallel computation are minimal. (2) To address this
question, we propose a novel cost model for quantifying the monetary costs of
parallel computations employing a mix of reserved and volatile processors.

The remainder of the paper is organized as follows: In Sect. 2, we briefly
address the background topics of our work. Furthermore, in Sect. 3, we discuss
in more detail the specific problem we are addressing. Next, Sect. 4 describes our
cost model for parallel computations in cloud environments. Later, in Sect. 5,
we evaluate the cost model and investigate the effects of individual parameters
on the total costs. Section 6 gives an overview of related work. Finally, Sect. 7
concludes the paper and outlines directions for future research.
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2 Background

Analytical Modeling of Parallel Systems - Performance metrics of parallel
systems (a particular combination of application and architecture) are an essen-
tial instrument for evaluation purposes. The most fundamental metrics are the
sequential execution time Tseq and the parallel execution time Tpar(p). While
the former is the time required to solve a given problem by the fastest known
sequential algorithm, the latter is the time required to solve the same problem
in parallel, using p processors. Based on these two fundamental metrics, addi-
tional metrics can be derived. Speedup S(p) = Tseq

Tpar(p)
indicates the performance

improvement of solving a problem in parallel over a sequential execution. Par-
allel efficiency E(p) = S(p)

p represents the fraction of processing time spent on
essential work. For economic considerations, parallel efficiency is of particular
interest, as it indicates the capitalized fraction of the invested processing capac-
ity. Besides the ideal case, parallel systems exhibit overhead which manifests
itself as processor idling, inter-processor communication, and excess computa-
tion. The parallel overhead negatively impacts the parallel efficiency and thus
also the scalability of a parallel system, which is characterized by E(p) within a
range of different numbers of processors p [10].

Volatile Cloud Resources - More and more cloud providers offer volatile
resources, including spot-instances of Amazon EC2 [6], preemptible VMs of
Google Compute Cloud [9], and low-priority VMs of Microsoft Azure [4].
Although based on the same principle, each provider has a slightly different
manifestation of this offering. For example, Amazon employs a sophisticated auc-
tion system where resources are claimed through a bidding process. In contrast,
Google and Microsoft offer such resources for a fixed price that is significantly
lower than the price of traditional resources. In this paper, we assume a pro-
totypical fixed price model for volatile resources, derived from respective cloud
offerings of Google and Microsoft. According to the conditions of many providers,
we also assume that resources are not withdrawn spontaneously. Prior to resource
withdrawal, a signal is emitted that notifies about the imminent retraction. In
this way, cleanup operations and state storing are performed on demand, which
significantly reduces the overhead. Moreover, there exists a period that guaran-
tees the least time of resource availability, otherwise it is not charged. This also
means that a minimum granularity is given for our cost model.

3 Problem Statement

Unlike executing a job on a physical on-site cluster, cloud-based virtual clusters
expose direct cost visibility to the users executing jobs, i.e., the charged costs
are in direct relation to resources requested. This allows flexible, fine-grained
approaches for cost optimization. For example, the user can construct for every
run of an application an individually configured cluster that minimizes the cost
with respect to the concrete situation in which the results of the computation are
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needed. However, this flexibility imposes a significant burden on the user. She/he
has to determine among a multitude of options the concrete configuration of the
cloud-based virtual cluster.

In the first place, the employed number of processors has a significant impact
on the resulting costs. An important factor that determines the optimal number
of processors with respect to the monetary costs is the scalability of the parallel
application at hand: At a certain scale, increasing the number of processors is
not profitable, i.e., it is not possible to retain adequate benefits from purchas-
ing additional processors, like an increased speedup of computation or a higher
processing rate. Basically, the scalability characteristics of the application at
hand must be determined by the user. This can, for example, be accomplished
by measuring Tpar(p) for different numbers of processors p, using prototypical
input data. Other cost-related parameters that must be considered are the ratio
of reserved and volatile processors, the availability of volatile processors, and the
prices for both types of processors.

In this paper, we aim to systematically simplify the process of constructing
cost-optimal cloud-based clusters by formalizing their costs with a cost-model,
resulting in a novel approach for cost optimization of parallel cloud computa-
tions. We discuss our cost model in detail in the next section.

4 Cost Model

Basically, a cost model for parallel cloud computing should consider pay-per-use
billing and also reflect the two conflicting objectives fast processing versus low
monetary costs. In our previous work, we presented a cost model that applies the
concept of opportunity costs to model the corresponding trade-off [12]. In our
case, the opportunity costs express the lost monetary profits of delayed results
from computations. The cost function is given in Eq. 1.

C(p) = Tpar(p) ∗ p ∗ cπ
︸ ︷︷ ︸

Proc. costs

+Tpar(p) ∗ cω
︸ ︷︷ ︸

Opport. costs

(1)

The cloud provider’s price for a processor per time unit is denoted by cπ,
whereas cω represents the lost monetary profits of delayed results per time unit.

In this work, we extend the model to capture an execution environment
consisting of reserved and volatile processors. These processor types do not only
differ in terms of their price but also exhibit a different degree of availability.
While a processor of type reserved is available at any time, for a processor of type
volatile only a limited availability is guaranteed. Figure 1 illustrates an example
of a parallel computation, employing both reserved and volatile processors. Given
that a volatile processor is not available anymore, it is compensated through a
(more expensive) reserved processor. Let v denote the current number of volatile
processors employed for computation, and let r denote the current number of
reserved processors. The total number of required processors is denoted by p,
whereby p = r + v holds true at any time. Referring to a single bar of this chart,
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Fig. 1. Exemplary parallel computation employing volatile and reserved processors.

we will use the term configuration. A configuration is a tuple (reserved, volatile)
that defines the number of utilized processors of each type.

An essential characteristic of a volatile processor is the availability α, defining
the probability of being available at any given point in time. For example, volatile
processors of the Google Cloud Platform are advertised with an availability of
85%–95%. Equation 2 defines the probability of having a configuration with v
volatile processors available, out of the total number of required processors p.

R(v, p, α)

probability of ...

= (αv)
︸︷︷︸

...v volatile procs.
being available

∗ (1 − α)p−v

︸ ︷︷ ︸

...(p−v) volatile procs.
being unavailable

∗
(

p

v

)

︸︷︷︸

no. of comb.

(2)

Let tr,v denote the sum of periods spent in configuration (r, v). The total of
all periods tr,v, where execution takes place with configuration (r, v), constitute
the total execution time of a parallel computation Tpar(p) (cf. Eq. 3).

Tpar(p) =
p

∑

i=0

tp−i,i (3)

tr,v = Tpar(p) ∗ R(v, p, α) | p = r + v (4)

The probability R(v, p, α) for the configuration (r, v) further allows quanti-
fying the fraction of Tpar(p) that is spent in this configuration, i.e, tr,v, which is
shown in Eq. 4.

With the findings from this discussion, we propose the cost function given in
Eq. 5 to formalize our cost model.

C(p) =
p

∑

i=0

(
(

Tpar(p) ∗ R(i, p, α)
)

︸ ︷︷ ︸

tp−i,i

[A]

∗
(

(p − i) ∗ cπr
︸ ︷︷ ︸

reserved
processors

[B]

+ i ∗ cπv
︸ ︷︷ ︸

volatile
processors

[C]

)
)

+ Tpar(p) ∗ cω
︸ ︷︷ ︸

opport.
costs
[D]

(5)
The total costs are comprised of the costs resulting from each configuration,

determined by the period tr,v spent in it during execution as well as the reserved
and volatile processors’ prices cπr

and cπv
, respectively.
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A drawback of utilizing volatile processors is the higher overhead, which is
caused by mechanisms for fault tolerance. However, as stated in Sect. 2, during
regular operation, this overhead is small since cleanup and state storing are
performed on demand when receiving a withdrawal notification. Referring to the
guaranteed period of resource availability, this also holds true for the overhead
of re-establishing a computation on another resource. In a first step, we consider
this overhead with a constant cost factor for each volatile processor, which is
part of cπv

. For an examination of the individual cost constituents, we divided
Eq. 5 into four parts. [A], [B], and [C] are configuration specific, defining the costs
of the cloud resources. Based on Eq. 4, [A] quantifies tr,v for each configuration
and is applied in [B] (reserved) and [C] (volatile) to determine the total costs
of each. Finally, [D] expresses the opportunity costs, which are independent of a
computation’s configurations.

5 Evaluation

For evaluating the cost models’ validity, we examine different aspects of Eq. 5.
Specifically, we investigate the characteristics that influence the total costs of
computations for exemplary scenarios with different scalability. In each scenario,
we assume a sequential execution time of Tseq = 12h and model the parallel exe-
cution time Tpar(p) for a constant number of processors p by Amdahl’s law:
Tpar(p) = β ∗ Tseq + (1−β)∗Tseq

p . The scalability of a parallel application is char-
acterized by its sequential fraction 0 ≤ β ≤ 1.

First, we consider five different parallel applications, which are characterized
by different sequential fractions 0.01 ≤ β ≤ 0.3. The left graph in Fig. 2 illus-
trates the total monetary costs C(p) for parallel computations of these applica-
tions. We set the prices for reserved and volatile processors cπr

and cπv
as well as

the availability α in accordance with the advertised ideal situation of the Google
Cloud Platform [9]. The values of all parameters are shown in the figure. Since
opportunity costs are highly application-specific, we assume the shown value
for demonstration purposes. Concerning the total costs, it is apparent from this
graph that all computations possess a similar behavior. Particularly, all curves
of the cost function C(p) have a unimodal shape, exhibiting only a single min-
imum. At all scales beyond this cost minimum, one would pay for inefficiently
used computing resources, i.e., the return (in the form of decreasing opportunity
costs) is lower than the investment for additional processors. We also see that
the scalability (i.e., the sequential fraction β) has a significant influence on how
strong the costs increase after the minimum is reached.

Next, we consider the influence of the opportunity costs on the total costs.
As before, we examine different scenarios, which are characterized by different
values of cω, where 0$/h ≤ cω ≤ 10$/h. The values of cπr

, cπv
, and α are identi-

cal to the previous scenario, whereas the sequential fraction is set to β = 0.1.
The right graph in Fig. 2 illustrates the corresponding total monetary costs C(p).
Apparent is the strong correlation between the shape of the cost curves in both
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Fig. 2. Costs for parallel computations with different scalability and opportunity costs.

graphs, however, in a mirrored arrangement. This confirms that the model accu-
rately specifies the two conflicting objectives fast processing and low monetary
costs. The influence of the opportunity costs is particularly evident in the case of
cω = 0$/h. Since there are no cost benefits at all for speeding up the computa-
tion, p = 1 is the cost minimal computing infrastructure. In contrast, increasing
cω also increases the number of processors p with the cost minimal computing
infrastructure, since the reduction of opportunity costs outweighs the costs for
additional processors.

Next, we focus on the availability α and price cπv
of a volatile processor.

Particularly, we want to assess to what extent they influence the total costs.
Hence, we consider two scenarios with different cπv

and 0 ≤ α ≤ 1, while keeping
the other values constant. The left graph in Fig. 3 shows the total costs for
the first scenario, whereas the right graph shows the second scenario, which is
characterized by an increased volatile processor price. The first one shows a clear
trend of decreasing total costs as the availability of volatile processors increases.
While this behavior is no surprise at all, one can furthermore observe that in
the right graph it is much less pronounced. The potential benefit of employing
volatile processors for parallel computations can only be capitalized if their price
is significantly smaller, compared to reserved processors. If this is the case, they
offer enormous economic potential for cost minimization. As illustrated in the
left graph, the savings are considerable, even at lower degrees of availability.

6 Related Work

There exists a growing body of research on the utilization of cloud environments
for HPC workloads. To benefit from the cloud, recent studies found that HPC
applications have to be adapted to suit cloud characteristics like on-demand
resource access, elasticity, and pay-per-use [7,13,15]. In [14], the authors deal
with elastic scaling and investigate on a framework and runtime system for appli-
cations with dynamic task parallelism. The demand for high-performance cloud
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Fig. 3. Costs for parallel comp. with volatile procs. of different availability and price.

systems was also recognized by cloud providers, which launched performance-
optimized VMs with InfiniBand like Microsoft H-Series [1]. Complementary,
tools like elasticHPC [2] facilitate the execution of HPC workloads by automat-
ing the creation of clusters in the cloud, enabling monitoring, and providing a
cost management to start and terminate jobs based on specific price constraints.

In recent years there has been considerable interest in utilizing volatile cloud
resources for HPC [2,5]. Several studies investigated the benefits for various
classes of parallel applications, covering traditional applications that employ
MPI [17], as well as decoupled MapReduce applications [16]. Contrary to our
work, the focus of most of these studies has been mainly on bidding strategies
and automated bidding processes.

Cost modeling in the domain of parallel- as well as cloud-computing has been
the topic of several studies during the last decade. Current cost models for cloud-
based web-applications are typically based on pay-per-use and defined in terms
of monetary costs [8,18]. For parallel computations costs are more abstractly
defined, using performance metrics like total processing time [10]. The authors
of [11] put together both concepts, extending the model for parallel computations
towards pay-per-use of the cloud model. Our previous study [12], presents a cost
model for parallel cloud applications to determine the monetary costs based on
both execution time and utilized cloud resources.

7 Conclusion

In this paper, we presented a cost model for quantifying the monetary costs
of parallel computations, performed in cloud-based environments that consist
of both reserved and volatile resources. To adequately model the costs, we
addressed a wide range of economic aspects. Specifically, we considered the
trade-off between availability and price of volatile processors in the context of
costs caused by delayed results of a computation. Our evaluation revealed that
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volatile processors offer enormous economic potential that can be harnessed for
cost minimization. Thus, our approach helps HPC users to exploit the poten-
tial of cost-saving further when employing cloud resources for executing their
parallel applications. In future work, we plan to extend our cost model towards
auction-based pricing models for volatile resources like the Amazon EC2 spot
instances.
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Abstract. Vertical elasticity, the ability to add resources on-the-fly to a
virtual machine or container, improves the aggregate benefit clients get
from a given cloud hardware, namely the social welfare. To maximize
the social welfare in vertical elasticity clouds, mechanisms which elicit
resource valuation from clients are required. Full Vickrey-Clarke-Groves
(VCG) auctions, which allocate resources to optimize the social welfare,
are NP-hard and too computationally-complex for the task. However,
VCG-like auctions, which have a reduced bidding language compared
with VCG, are fast enough. Such is the Simplified Memory Progressive
Second Price Auction (SMPSP). A key problem in VCG-like auctions is
that they are not completely truthful, requiring participants, who wish
to maximize their profits, to estimate their future bills. Bill estimation
is particularly difficult since the bill is governed by other participants’
(changing) private bids.

We present methods to estimate future bills in noisy, changing, VCG-
like auction environments. The bound estimation method we present
leads to an increase of 3% in the overall social welfare.

Keywords: Bill estimation · Progressive second price auction ·
Resource allocation · Multi armed bandit problem

1 Introduction

Cloud providers give their clients the illusion of elastic resources: “just ask for
more, and the cloud shall provide”. However, virtual machines (VMs) or contain-
ers in the cloud are located on physical machines. Unless they are live-migrated,
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their vertical elasticity—the ability to extend the resources on the same system—
is limited first by the physical boundaries of the machine, and furthermore by
the resource consumption of neighboring clients.

During 2017, the major providers introduced vertical CPU elasticity using
the term “burstable” (Amazon [4], Azure [12], and Google [8]). The industry
offered vertical elasticity for CPU first, because it is easy to evict and allocate
on-the-fly. This is done using mature tools at the system’s level, such as cgroups
and CFS [5]. Vertical elasticity of storage resources, such as RAM and SSD, is
the hardest, since their eviction takes a toll. Hence, the allocation of storage
resources should be modified less often, to allow clients to benefit from the
resources prior to its eviction.

Resources that are divided to a small number of units can be auctioned to
optimize the social welfare—the aggregate benefit that all clients draw from
the resource—using a VCG auction [6,9,13], as done for last level cache (LLC)
ways [7]. In this auction, the clients bid with their valuation for each good—
how much each good is worth to them. The host chooses the allocation which
maximizes the social welfare and charges each client according to the damage
it causes to its neighbors, such that it is in the client’s best interest to tell the
truth and enable the host to optimize the sum of true valuations.

A RAM auction is more complicated. RAM is a divisible good, which can be
viewed as continuous or as composed of millions of small chunks. When viewed
as millions of chunks, the complexity of a full VCG auction is prohibitive for
practical purposes.

The Simplified Memory Progressive Second Price (SMPSP) [1,2] auction has
a reasonable complexity on the provider’s side (O(n log(n))), because it is only
VCG-like. In a VCG-like mechanism, clients do not bid using their full valuation
functions. Instead, they use simplified bids, representing their specific resource
requests: a maximal quantity q and a unit price p. The client’s choice of a bid
price p as a function of q is usually truthful, and simple [3]. However, the choice
of quantity is harder—this is where the computational burden lies. Each client
wants to choose a bid that wins the auction and optimizes its performance and
profit goals. Since the unit price and quantity are coupled, the chosen quantity
must correspond to a unit price that is likely to win, and that is likely to yield
the maximal profit. Only by estimating the bill, can the client predict its profit
and optimize it by choosing its bid quantity.

Our contribution is a method for clients to estimate their next bill in an
SMPSP auction. Future bills depend on private bids made by other auction par-
ticipants, which might change their preferences and consequently their bids over
time. We detect such changes in a noisy environment by tracking and analyz-
ing historical data, and focusing on the notable effect of environmental changes
on the bill and minimal winning unit price. As a result, clients in an SMPSP
auction now successfully respond to changing conditions in a noisy environment,
improving the overall social welfare by 3% on average.

The code is free and available from https://bitbucket.org/danimovso/
ginseng-open/.

https://bitbucket.org/danimovso/ginseng-open/
https://bitbucket.org/danimovso/ginseng-open/
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Fig. 1. Auction results. Each bid is represented by a rectangle whose height and width
are the client’s p and q.

2 Allocation and Payment in the SMPSP Auction

In the SMPSP auction the host (the software running on the physical machine,
on behalf of the provider) sorts the participating clients’ bids in a descending
price order (see Fig. 1) and allocates RAM to those in the interval [0, Q]. This is
the allocation which optimizes the social welfare. The allocation’s social welfare
is the sum of areas that belong to clients who were allocated RAM. To determine
a client’s bill the host first calculates the social welfare, and subtracts the specific
client’s valuation for the allocation of the resources it got. The host then repeats
the process, excluding the specific client. The client’s bill is the difference between
these two results. Visually, if the client was allocated a quantity of q, its payment
will be the area under the plot in the interval [Q,Q + q].

3 Client Strategy

SMPSP clients need to translate their valuation into a bid. Unlike PSP [10]
clients, SMPSP clients do not hear all the bids and therefore need to estimate
what their bill would be for every bid they make.

To help clients estimate their future bills, at the end of each auction round
the host provides two borderline bid results, as depicted in Fig. 1. pmin in denotes
the minimal unit price offered by a client that was allocated a positive amount
of RAM. pmax out denotes the maximal unit price offered by a client that did
not receive its full requested quantity of RAM.

We consider a single auction round in which Q MB of RAM are offered for
rent, and focus on a single client with a valuation function V (·) for RAM. For
simplicity, V depends only on the quantity of RAM allocated to the client, and
w.l.o.g., V (0) = 0.

The client examines options for a bid quantity q in the interval [0, Q]. For
each option q, it performs the following stages:

1. Compute the truthful bid price, the mean unit valuation p (q) = V (q)
q , which

is the best choice in a steady state, according to [3].
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2. Filter out q if the resulting p(q) is unlikely to win any resources.
3. Estimate bill(q), the bill for the quantity q, assuming the auction is won.

Of the remaining options, the client bids with the (q, p(q)) pair with the
smallest q that maximizes the profit:

q = min (argmaxq (V (q) − bill (q))) . (1)

For the bill estimation in Step 3 we examine three approaches: (1) Use the last
unit price paid by the client. (2) Use a weighted average (with a time-dependent
decay) of the latest unit prices paid by the client. (3) Perform additional com-
putations on each historical data piece; use a feedback loop to learn and adjust
the results (in Sect. 4).

4 Bound Estimation

To estimate its own bill, denoted by bill, a client gathers data about the effect
other clients’ have on its bill. After each auction round, the client can adjust its
estimation using the announced borderline bids. E.g., clients who where allocated
some RAM in the previous round can use pmax out together with their actual
bill (denoted by bill′) and allocation (denoted by q′) to deduce the average unit
price in the interval [Q,Q + q′].

In the bound estimation approach, the client bounds its future bill from above
and below by extrapolating data which was possibly recorded under different
circumstances, and is not necessarily accurate. Finally, the client learns to correct
the interpolation between the bounds according to the general shape of the
allocation plot.

The analysis in this section relies on the following statements, which result
from the concavity and monotonicity of the valuation functions: The first,
pmax out ≤ pmin in. The second, if q1 < q2, then p (q1) ≤ p (q2).

Let us denote the client’s change in the requested amount of RAM by Δq =
q − q′. The estimated bill can be bound on the basis of Δq, assuming that bids
from the rest of the clients stay the same. We will analyze the cases where Δq
is positive or negative separately.

In the following sections, “our” client, whose bill we are estimating, is
described by the rectangle marked “A” in the figures.

4.1 Increased Demand

When Δq > 0 and the client’s request is fully satisfied, the client’s bill increases.
The client’s estimated bill is the lowest (Fig. 2) when all the newly unsatisfied
clients (indicated by the rectangle “C”) are clients who bid with unit price
pmin in. Hence, the estimated lower bill bound is:

bill ≥ bill′ + Δq · pmin in (2)
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(a) Before incrementing by Δq (b) After incrementing by Δq

Fig. 2. Visualizing client A’s estimation of the lowest bill bound when the rest of the
clients do not change their bid. Δq > 0.

(a) Before incrementing by Δq (b) After incrementing by Δq

Fig. 3. Visualizing client A’s estimation of the highest bill bound when the rest of the
clients do not change their bid. Δq > 0.

The client’s estimated bill is the highest (Fig. 3) if only one client bid unit
price pmin in and received only δMB, such that δ → 0 (the rectangle “C”), and
another client (the rectangle “B”) received an amount of memory when bidding
for the unit price p′ − ε, such that ε → 0. Hence, the estimated upper bill bound
is:

bill ≤ bill′ + Δq · p (q) . (3)

4.2 Decreased Demand

In cases where Δq < 0, the client’s bill decreases. The client’s estimated bill
is the lowest (Fig. 4) when all the unsatisfied clients affecting our client’s bill
bid with the unit price pmax out (the rectangle “D”). If our client decreases its
RAM request by |Δq|, then the rest of the clients in the interval [Q,Q + Δq] are
allocated RAM. Since the clients are sorted in a descending order, the average
unit price decreases. Hence, the estimated lower bill bound is:

bill ≥ bill′ + Δq · pmax out. (4)
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(a) Before decreasing by Δq (b) After decreasing by Δq

Fig. 4. Visualizing client A’s estimation of the lowest bill bound when the rest of the
clients do not change their bid. Δq < 0.

(a) Before decreasing by Δq (b) After decreasing by Δq

Fig. 5. Visualizing client A’s estimation of the highest bill bound when the rest of the
clients do not change their bid. Δq < 0.

The client’s estimated bill is the highest (Fig. 5) when the client who bid
pmax out receives only δMB, such that δ → 0 (rectangle “D”), and the rest of
the clients in the interval [Q,Q + Δq] bid with the unit price ε → 0. Hence, the
estimated upper bill bound is:

bill ≤ bill′ · q

q′ . (5)

This is because the unit price can only drop, since the bids with the higher unit
price affect the bill less.

4.3 Interpolating the Bounds

Where between the bounds would the actual bill be? The interpolation depends
on the shape of the allocation plot in the vicinity of the Q boundary which
affects the bill change computation. The shape of the allocation plot is the shape
of the function formed by the top of the allocation rectangles. The concavity
of the allocation plot affects the distance of the bill from the bounds. When
Δq < 0, the shape of the allocation plot to the right of the Q boundary affects
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Fig. 6. The accuracy of the estimation algorithms. A typical trace of one VM’s actual
bill and its estimation, for each of the methods.

the interpolation: if the allocation plot is concave (downward), the lower bound
will be a better estimate (Fig. 4), if the allocation plot is convex (downward),
the upper bound will be better (Fig. 5). When Δq > 0, it is the shape of the plot
to the left of the Q boundary that matters. The upper bound dominates when
it is concave (Fig. 3), and the lower—when it is convex (Fig. 2).

The client does not need to learn the exact shape of the allocation plot—it
is enough to learn its effect on the interpolation. Hence, the client validates its
prior estimates of upper and lower bounds against its actual bill: it expresses
the previous actual bill as a linear interpolation:

bill′

q
= (1 − α)

Ln−1

q′
n−1

+ α
Un−1

q′
n−1

, (6)

where Ln−1, Un−1 and q′
n−1 denote the lower bound, upper bound and requested

RAM quantity of the previous round, respectively. The interpolation coefficient,
α, is extracted from the validation and used to predict the future bill,

bill = (1 − α)Ln + αUn. (7)

The reuse of a past value of the interpolation coefficient α relies on the assump-
tion that the environment changes slowly, and thus the shape of the allocation
plot remains more or less the same, at least for a small quantity change |Δq|.

5 Evaluation

To evaluate the bill estimation methods, we conducted a series of experiments,
each with a different estimation method used by all guests. In each experiment,
Ginseng [3] auctioned RAM among 10 VM clients using an SMPSP auction. Each
VM ran the elastic version of memcached, a key-value storage application which
is widely used on clouds. The elastic version1 can dynamically adjust its RAM
footprint on-the-fly, so its valuation function for RAM is concave, monotonically
1 Available from https://github.com/ladypine/memcached.

https://github.com/ladypine/memcached
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rising. Its performance, defined by the rate of successful query responses, was
measured using memaslap, which reports its progress every second. The valua-
tion function of each guest was the performance multiplied by a factor, which
was drawn from a Pareto distribution: a characteristic economic distribution.
We used an index of 1.36, according to Levy and Solomon [11] and as used in
earlier work [1,3].

Each experiment lasted 150 auction rounds, each taking 12 seconds. The
experiments all started after a warm-up time of 100 rounds, in which auctions
did not take place, allowing memcached’s cache to stabilize. During each exper-
iment, the valuation functions of 5 of the 10 participating VMs changed, once,
to introduce noise.

The accuracy of the estimation methods is presented in Fig. 6. The previous
unit price method and the weighted history average method do not converge,
and induce fluctuations in the bill. Adjoined by needless allocation changes,
this hurts the VMs’ ability to utilize the RAM. The bound estimation method
converges, and the bill it induces on the system is more stable.

Bill prediction inaccuracy leads to a sub-optimal allocation, which takes its
toll. First, it prevents the SMPSP auction from optimizing the social welfare: the
RAM is not allocated to the best possible clients. Second, an instable allocation
means that RAM has to be reclaimed more often. Frequent RAM reclamation
hurts the application’s ability to make use of the RAM, thus hurting the overall
performance and social welfare achieved by the physical machine. In this set
of experiments, the “previous unit price” method increases the social welfare
by 0.2%, compared with the “weighted history average” method. The “bound
estimation” method increases it by 3% compared with the “weighted history
average” method.

6 Conclusion and Future Work

An accurate bill prediction algorithm is essential for the stability and social
welfare optimization of a VCG-like auction. The bounds estimation algorithm
predicts the bill in an SMPSP auction better than others, and converges to the
actual bill. Improving the bound estimation algorithm by gathering additional
and relevant historical data, remains for future work.
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Abstract. Cloud architecture spreads services throughout several levels
from user-close edge to deep cloud, and while this allocation of resources
offers versatility and power, it also presents a challenge: where should
each aspect of the service be located? Related to this question is, who
should decide? A user-centric approach would invite input from the user,
and our model allows users to formulate preferences and submit these to
the operator through a voting process wherein they express their prefer-
ences for the quality of the services they use. The outcome of the vote is
a selection of services and related quality levels which receive preferential
treatment.

This process is distinctive in that it operates with only partial informa-
tion, which may be as much information that can be reasonably obtained.
At the same time, it blends well with information that an operator can
collect, statically or in realtime, for the user as well as from content
and/or application providers.

Keywords: Cloud infrastructures · Voting · Task offloading · User
experience · Quality of perception · Net neutrality

1 Introduction

Internet services are seemingly never good enough for the user–never fast enough,
never massive enough, never private enough. To address this, the responsive
Internet service provider (ISP) will attempt to improve some aspect of service, a
goal that is increasingly easier through the flexibility offered by modern cloud-
based infrastructures. But which aspect and by how much? At the same time
today’s users are savvy and skeptical. Can they trust the service provider to
understand their needs and make improvements that are in their best interests,
rather than in the best interest of the service provider? In an environment where
it seems the only control the user has is to switch providers, we aim to give some
control back to the user through a straightforward voting mechanism, and to
incentivize him or her to exercise this control.

On the technical front, cloud architecture has evolved to cover several levels
of performance and scale. From the original, few in number, deep-cloud infras-
tructures, providers (ASP) have steadily deployed new datacentres closer to their
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64 J.-Ch. Grégoire and A. M. Foley

customers, at the edge of the Internet, to support growth and also improve per-
formance [4]. At the same time, ISPs, and especially wireless access providers
(WAP), have deployed their own datacentres, following a similar pattern, and
also in closer relation with technological evolution: the 5th generation cellular
architecture includes the possibility of deploying a cloud even closer to cus-
tomers (Mobile Edge Cloud, MEC) [3]. Other proposals (fog, mist, cloudlet. . . )
have pushed this idea even further for specific applications, such as the Internet
of Things (IoT) [5]. This evolution, or devolution, poses challenges in terms of
where to locate services, a problem often referred to a task offloading.

There is some experience that could be brought to bear on this problem.
Internet Service Providers (ISP), including WAP, have a long history of collabo-
ration with companies specializing on content delivery (CDN), such as Akamai,
to deploy servers within their networks to improve reduce latency of delivery and
bandwidth consumption for their customers [8]. Such agreements, while being
very effective, have however been rather restricted in scope as service support
essentially consists of content caching, with very restricted interactions with cus-
tomers who only “pull” content from the caches, but do not run any applications.

Thus some content can be moved, and some expertise can decide how to do
this, but still some issues remain. The business case for CDN is quite straightfor-
ward as, beyond Web access, content delivery is now the foundation for “stream-
ing” applications and has been offered as a essential element of the cloud-based
virtualized infrastructure offerings by the likes of Amazon, Google or Microsoft.
It is quite conceivable that such offerings will be available closer to customers.
However, one must also take into consideration cost elements—as we get closer to
customers the size of the infrastructure diminishes and its cost increases because
of a number of factors such as the increased marginal cost of infrastructure or
the added reliability constraints. Moreover, whereas with content delivery it was
possible for access providers to “deal” with a unique reseller, this has become
increasingly more complicated with the diversity of platforms, including large
scale providers with content of their own (e.g. Amazon with Twitch, Google
with YouTube), or independent providers (e.g. FaceBook, Netflix), especially
with constraints of net neutrality and customer privacy.

Fig. 1. Architectural view.
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The challenge is therefore to decide how to manage the cloud resources to give
the best service, or rather the better experience to users, considering that better
performance (i.e. proximity) is associated with increased procurement costs and
limited resources. Furthermore, this situation involves multiple players, with
different relationships: The WAP has to satisfy its customers, while at the same
time dealing with multiple service providers. Figure 1 illustrates the issue: the
user can get their services from a number of different clouds, operated by either
the WAP or some ASP. While the closest one may deliver better quality, getting
the service from the deep cloud may still be adequate in most cases. And who
gets to decide—the various internet players, or the users themselves?

The essential question, which we address here, is to find a way to determine
how to allocate resources closer to the user, that is, in the access domain, in a
way that best benefits user experience. In this work, we consider a user-centric
perspective on resource allocation, which takes into account user preferences and
needs. We allow user input through votes on their preferences, and the WAP in
turn uses that information to allocate its cloud resources in a way to tries to
meet its customers’ needs. We show how this can be achieved with very simple
mechanisms and a low computational overhead.

Our proposal is further developed in the next Section. Then, in Sect. 3, we
discuss how to use the user votes to determine what level of service to aim for.
In Sect. 4 we discuss the implications of these choices. Then finally in Sect. 5 we
provide a short conclusion and a discussion of future work.

2 Proposal

We begin with a number of assumptions about the context in which this work
applies and then describe how voting can be integrated into it.

2.1 Assumptions

Neutrality. We consider that the access operator supplies an infrastructure over
which providers can deploy services and applications either in an AaaS or IaaS
(application or infrastructure as a service) model. We do not concern ourselves
with the nature of this infrastructure.

Further, the WAP does not attempt to give any advantage to any ASP
through a specific agreement with the latter, i.e. it is trying to achieve some
degree of net neutrality in that respect. The goal we want to support here is
to satisfy customers’ preferences, while protecting their privacy. Similarly, cus-
tomers should not be paying extra for that “feature” as everyone is benefiting.

Privacy. We consider that the access operator must protect, to the best of its
abilities, the privacy of its customers, in terms of location and preferences, and
must limit the amount of information sent to the provider. The WAP would give
the ASP the opportunity to deploy services and/or content either at proximity
or at the inner edge of its network, but without revealing specific locations. This
does not preclude what users themselves could choose to reveal to the ASP.
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Four Stages. As shown in Fig. 1, we consider four different cloud infrastructures:
two within the WSP domain, two for the ASP. While there could be more in
practice we consider that, with current trends in networking and infrastructure
virtualization, this number reflects a realistic diversity and is sufficient to illus-
trate our purpose.

Also, as we get closer to the user, resources (CPU, storage) are more limited
and it is not possible to meet the needs of all ASPs, as would (arguably) be the
case at the edge. The proximity cloud is a constrained resource.

Autonomy and transparency. Also for reasons of flexibility and privacy, we
assume that it is entirely the WAP’s decision to deploy services on the prox-
imity edge and this decision (and its effects) are transparent to the ASP.

Service Diversity. Newer generation wireless networks (5G and beyond) offer
opportunities to deploy interactive applications with strict latency requirements
as well as large numbers of sensors/actuators and their related support soft-
ware, with possible integration into new technologies such as cooperative-robots
(cobots [6]) or existing ones like games. While streaming in its many forms (e.g.
news, music, video, . . . ) will remain the dominant form of traffic for a while,
there is a clear trend towards these more demanding applications which will
generate more out-bound traffic and proximity computation: We are expecting
increased diversity in service offerings, which contributes to the relevance of this
work.

Flexible Quality. We assume that applications adapt to the network resources
available to deliver the “best” quality possible, i.e. they have a flexible delivery
to try to match the best quality of perception achievable. Such possibilities have
been demonstrated in multimedia applications and are supported by the DASH
protocol for streaming video [7], and the concept has been generalized [9].

2.2 Voting

We propose a model whereby users formulate their preferences to the operator,
who then uses them to decide how to best allocate its resources. This can be
assimilated to a voting problem, with partial information. Note that users can
only vote for services they actively use, as opposed to just services of interest or
occasional use.

An argument could be made for several different kinds of voting approaches.
Users might vote for a single, preferred level of service. Or they might use
approval voting to signify which levels are acceptable [2]. We could also envisage
a system whereby users ranked services according to preferences. We chose a sim-
ple, straightforward system of voting on upper and lower bounds of acceptable
service, as explained below. It is important to recognize also that by specifying
the bounds at both extremes, i.e. specifying a range, we expect that users feel
less pressure to inflate their requests in order to be sure of getting acceptable
service.
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The WAP collects offers from ASP into a set of services, for which it can
provide preferential (i.e. through its own infrastructures) access to its customers.
Each service s has a set of profiles P s = {psi} as well as a total order relation, ≺s

over P s, which is meant to capture a ranking of quality, perceived or quantitative,
i.e. psi ≺s psj expresses that preference psi has lower quality (ranking) than psj .
Finally, each profile is associated with resources in CPU and storage, which apply
to each instance, while the service similarly has CPU and storage overhead.

User input is required for the services to determine the popularity of service
and to assess the service quality as ranked by the service provider and based on
quality of perception. In order to get the feedback for this second one, we solicit
user votes for two qualities: minimum acceptable level of service and ideal level of
service. The ranges for these could be variable, depending on the particular ser-
vice, but would likely be in the 1–5 to 1–10 range, as this would provide sufficient
options for users to discriminate, but not so many as to overwhelm them with
choice. Further, we assume that the lowest quality is always available through
the ASP’s infrastructure, without any intervention from the WAP. Lowest and
highest quality profiles are represented by ⊥ and �, respectively (see Fig. 2).

In the next section, we present how this information is used by the WAP.

3 The Quality Parliament

Once the users have provided their rankings, the next issues are to identify the
key services and to determine how to combine the quality criteria to obtain a
Minimum and an Ideal to recommend to the service provider.

For the first step, service selection, we can rank services from most to least
popular based on the votes. Since the WAP’s primary purpose (in our context)
is to please its customers, it is straightforward that targeting the services most
required would please the larger number of users. As is often the case when deal-
ing with ranked data, we assume that the user choices follow a Zipf distribution.

Quality selection is more complicated, as we can expect quality requests,
which are based on subjective assessments, to cover a range of values. Figure 2
shows a potential shape of the distributions for Minimum and Ideal values with
an underlying understanding that users will respect the intent of having two
values—an assumption we will revisit below.

For each of these distributions we isolate the peaks, which would correspond
to the modes of the votes, and select these as the values for which we offer service.
As a side note we point out that by selecting the mode, rather than calculating
the average or the median, we are differentiating ourselves from approval voting
(in the case of average) and majority judgement (in the case of median) [1].
Certainly mode is applicable in this case because of the continuous nature of
the “candidates.” In a normal election there is no order to the candidates—
if you select candidate 4 and candidate 3 wins, you are no happier than if any
other candidate had won—but in our scenario, if you want service level 4 and you
receive service level 3, you are only slightly disappointed. We use this continuous
nature to our advantage.
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Fig. 2. Potential distributions of Minimum and Ideal values.

Having the ranking of the service, and the pair (Minimum, Ideal) for each
service, we can sketch out an allocation algorithm as shown in Algorithm 1:

Algorithm 1. Resource Allocation Algorithm
1 Allocate (S, P );

Input : List of services S ordered by decreasing preference, matching list P of
(minimum, ideal) pairs for each service.

Output: Set of allocated services A, with matching quality level
2 A = Φ ;
3 forall the Si ∈ S do
4 if Resources avalable then
5 Add Si to A at quality minimum.
6 end

7 end
8 while Resources Available do
9 Incrementally try to increase quality of services in A, from most popular to

least popular.
10 end

This algorithm follows a straightforward structure: first try to allocate as
many services as possible, giving precedence to the most popular. Then use the
remaining resources to improve the quality offered, again from most to least
popular. Also, we anticipate running the algorithm repeatedly; that is, allowing
users to vote several times, based on the quality they currently experience. This
gives users further control, allowing them to fine-tune their votes. It also gives
the ASP feedback on how user satisfaction is met with current service levels.
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4 Discussion

Many elements relevant to the expression of Algorithm 1 must be elaborated
further. We focus only on the most critical ones here.

Fairness. The algorithm grants all services equal treatment, simply based on
their vote-established order, no matter what their specific needs and popularity
are. Nevertheless, it is straightforward to add positive biases for more popu-
lar services and/or negative biases for more demanding services in the model
presented above, should such an approach be preferred.

Truthfulness. One concern with any system that asks for user input is whether or
not the users will be truthful. In a case such as this, where users are being asked
about their best case scenario, what is the incentive for them to be truthful?
Surely all will claim they need the most extreme features and benefits? In our
scenario two factors mitigate this. First, it will be clear to users that there are
limited resources. It is not possible to supply every maximal demand, and choices
will have to be made. If the users do not supply truthful and accurate information
with which to make the choice, the service provider will do it, possibly arbitrarily.
Second, the idea of an “interval of acceptability” with the minimum acceptable
at one end, and the ideal at the other end, encourages the user to be flexible,
generous, and honest. The user can express his or her wildest dreams, while at
the same time being realistic (one might even say altruistic).

As this is work-in-progress, we have not had an opportunity to examine truth-
fulness incentives from a game theory perspective, but it would be interesting to
do so, possibly using ideas from work on iterated Prisoner’s Dilemma, or possibly
using principles of mechanism design.

Resource allocation and locality. There is a perspective that the proximity cloud
should preferably be allocated to low latency, possibly critical applications in
partnership with other companies/agencies (e.g. emergency services, cities) but
we suppose that it is not necessarily the case. It could also be reserved in part for
the WAP’s own service, but we can always assume residual capacity. One prac-
tical consequence is that resources may not be uniformly available across the
proximity infrastructure, which in turn could result in heterogeneous deploy-
ments, supported by the proximity-inside cloud dual model.

We have not made any assumption on whether the algorithm should be run
at the more local (proximity edge) or more global (inside edge) level but it can
safely be accepted that, while service popularity trends would be globally true,
there is room for more local discrimination. In such cases, the algorithm could
be adapted to work across multiple levels.

Heterogeneous deployments could present challenges for mobile users, how-
ever, and this specific issue will require further investigation.

Voting Interface Users need an interface to register their preferences. Let us
first recall that a partnership must exist between access provider and service
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providers for a vote to be significant. Thus, the WAP knows which services
are available as well as the quality levels which could, in theory, be offered.
It then becomes straightforward for the WAP to present this information to its
customers through a proprietary app, which could possibly—with the customer’s
permission—monitor the usage of services and use this information to set voting
preferences. This app could also be used to illustrate the different quality levels
offered.

5 Conclusion and Future Work

While ASPs have found value in expanding their cloud infrastructure towards
their users, they need to partner with ISP/WAP to reach the proverbial last mile
(or last km). WAPs themselves face the challenge to properly allocate tasks on
their own cloud infrastructures, balancing extra performance with higher costs.
Who should decide how this trade-off is balanced?

Our answer is to propose a simple voting procedure that provides information
to the ISP while also giving confidence to the users. We incorporate that proce-
dure into an algorithm that would output a recommended service level, and we
discuss the benefits of this system in terms of fairness and resource allocation.
As this is work-in-progress, many issues remain to be explored in future work,
including handling mobility and the likelihood of truthful rankings by the users.
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Abstract. Energy consumption is a critical operational cost for Cloud
providers. However, as commercial providers typically use fixed pricing
schemes that are oblivious about the energy costs of running virtual
machines, clients are not charged according to their actual energy impact.
Some works have proposed energy-aware cost models that are able to
capture each client’s real energy usage. However, those models cannot
be naturally used for pricing Cloud services, as the energy cost is cal-
culated after the termination of the service, and it depends on decisions
taken by the provider, such as the actual placement of the client’s vir-
tual machines. For those reasons, a client cannot estimate in advance
how much it will pay. This paper presents a pricing model for virtualized
Cloud providers that dynamically derives the energy costs per allocation
unit and per work unit for each time period. They account for the energy
costs of the provider’s static and dynamic energy consumption by shar-
ing out them according to the virtual resource allocation and the real
resource usage of running virtual machines for the corresponding time
period. Newly arrived clients during that period can use these costs as
a baseline to calculate their expenses in advance as a function of the
number of requested allocation and work units. Our results show that
providers can get comparable revenue to traditional pricing schemes,
while offering to the clients more proportional prices than fixed-price
models.

Keywords: Pricing model · Energy consumption · Cloud computing

1 Introduction

Cloud computing has consolidated as a paradigm for the on-demand provisioning
of computing resources to end users over the Internet. These services are exe-
cuted in virtual machines (VMs) hosted in large-scale data centers, which have
become greedy consumers of energy to provide those services. Greenpeace [1]
estimates that data centers energy use can grow up to 1012 billion kWh by
2020, which is a 3x increment regarding their energy consumption in 2007. The
cost of this enormous amount of energy has turned into the primary cost driver
for data centers. Belady [6] estimates that the annual amortized energy costs in
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a data center for a single server exceeded the cost of the server itself in 2008.
Consequently, any cost model for the Cloud should be energy-aware.

Cloud computing was originally devised as a utility computing paradigm,
where the VMs had to be offered to the end users in a pay-as-you-use manner, i.e.
the user pays only for the resources really consumed [8], such as any other utility
service like water and electricity. However, commercial Cloud providers [4,12,14]
typically charge their clients in a pay-as-you-go manner, i.e. the user pays a fixed
value per unit of time for the VMs, whether he is using them or not [8]. Whereas
those fixed prices encompass the operational costs of the provider, they are
oblivious about the real energy cost to run each specific VM.

We claim that Cloud providers must offer an energy-aware and proportional
dynamic pricing model to their users. Prices must be calculated dynamically
because both the energy consumed in the data center (which depends on the
number of clients and the amount of resources each of them uses) and the price
of that energy vary over time (e.g. in Spain the energy price varies per hour [15]).
Prices must be proportional so that users are charged according to their actual
energy impact, i.e. clients using more energy should pay more.

Some works [2,3,8,11,13] have proposed cost models for VMs that can
account for their individual energy impact. However, this energy cost is cal-
culated after the termination of the VM, once the full energy usage profile of
the VM and the provider’s placement decisions about that VM are known. This
impedes some of the advantages of fixed prices models discussed before, such as
predictability, i.e. clients can know the cost of running their VMs before run-
ning them because it only depends on the client’s behavior, and fairness, i.e. two
identical VMs launched at the same time and with the same duration will pay
the same.

This paper presents a pricing model for virtualized Cloud providers that
is energy-aware, proportional, predictable, and fair. Our model builds upon the
concepts of Allocation Units, which quantify the amount of virtual resources that
are allocated to the VMs, and Work Units, which quantify the amount of work
executed by using those resources. Our model dynamically derives the energy
costs per Allocation Unit and per Work Unit for each time period. They account
for the costs of the provider’s static and dynamic energy consumption by sharing
out them according to the virtual resource allocation and the real resource usage
of running VMs for the corresponding time period. Newly arrived clients during
that period can use these costs as a baseline to calculate their expenses in advance
as a function of the number of requested allocation and work units.

2 Related Work

Pricing models in Cloud Computing have been broadly classified as subscription-
based (clients reserve resources in advance for a specific period of time by pay-
ing a fixed price up-front), pay-per-use (resources are provided on-demand and
clients are charged a fixed price per unit of time on usage basis), and hybrid (com-
bination of subscription-based and pay-per-use) [10]. However, commercial Cloud
providers might classify their prices differently depending on their customers’
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requirements. For example, Amazon [4] offers On-Demand, Reserved, and Spot
Pricing Instances, being the former the most popular among the clients. Other
providers such as Azure and Rackspace support similar pricing schemes [12,14].
None of these commercial providers consider the real energy cost to run the VMs
when charging the clients.

Some works [2,3,8,11,13] have proposed cost models for VMs that account
for their individual energy impact, but this is calculated after the termination
of the VM, thus a client cannot estimate in advance how much it will pay.

Aldossary and Djemame [2] proposed a pricing model charges the customer
based on the actual resource usage per unit including the energy consumption.
Their model distributes the dynamic energy among the VMs according to their
utilization, but the static energy is distributed evenly among VMs, independently
of their size. Furthermore, they use the average power to calculate the energy
consumption, which is not very accurate when resource usage fluctuates.

Hinz et al. [8] presented a cost model which accounts for the individualized
energy cost for each VM according to its CPU and network usage. As a novelty,
it includes also a shared cost from common hypervisor management operations,
which is proportionally distributed among VMs according to their number of
virtual processors (as they do also with the static energy).

Kurpicz et al. [11] presented a model for energy-proportional accounting for
VMs which determines their dynamic energy costs by using the real utilization
of the resources and divides the static energy costs proportionally to the number
of virtual processors of the VM. To offer some cost predictability to users, the
model reports a lower and an upper bound of the VM total cost, but these
bounds are very coarse-grained.

3 Problem Statement

Our purpose is to define a pricing scheme that determines how much a given
virtual machine j will pay if it runs for a time period of D hours. We define this
cost as Cj

VM (D). As listed in the top part of Table 1, the user must only provide
as inputs the number of requested Allocation Units by the VM and the number
of Work Units to be executed by the VM.

We define the number of Allocation Units of a VM j (AU j
VM ) as the prod-

uct of its number of virtual processors (V CPU j
VM ) and its amount of memory

(RAM j
VM ), which are normalized with respect to the capabilities of an Amazon

m1.small VM (i.e. V CPUM1
VM = 1 core and RAMM1

VM = 1.7 GB). According to
this, AU j

VM is calculated as shown in Eq. (1). The number of virtual processors
and the amount of memory of VMs are the critical parameters that determine
the number of VMs that can be allocated in a physical host.

AU j
VM =

V CPU j
VM

V CPUM1
VM

· RAM j
VM

RAMM1
VM

(1)

We define the number of Work Units of a VM j (WU j
VM ) as the number of

millions of instructions to be executed by the VM.
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Table 1. Parameters used by the model.

Symbol Description

V CPUj
V M Number of virtual processors of VM j

RAMj
V M GB of RAM of VM j

AUj
V M Number of Allocation Units needed by VM j (calculated as in Eq. (1))

WUj
V M Number of Work Units to be executed by VM j

EDC(t) DC total energy consumption during time period t (in Joules)

ESDC(t) DC static energy consumption during time period t (in Joules)

EDDC(t) DC dynamic energy consumption during time period t (in Joules)

Ei
H(t) Energy consumption of host i during time period t (in Joules)

EIiH(t) Energy consumption of host i during time period t when idle (in Joules)

AUDC(t) Number of awarded Allocation Units in the DC during time period t

WUDC(t) Number of Work Units executed in the DC during time period t

AU i
H(t) Number of awarded Allocation Units in host i during time period t

WU i
H(t) Number of Work Units executed in host i during time period t

EAU (t) Energy consumption for each AU during period t (in Joules)

EWU (t) Energy consumption for each WU during period t (in Joules)

CAU (t) Cost of energy consumed per AU during period t (in e/kWh)

CWU (t) Cost of energy consumed per WU during period t (in e/kWh)

PIiH Average power consumption of host i when idle (in Watts)

MIPSi
H Performance of host i (in Millions of Instructions per second)

P i
H(t) Instantaneous power consumption of host i at time t (in Watts)

U i
H Instantaneous CPU utilization of host i at time t (∈ [0, 1])

N(t) Number of active hosts during time period t

V MsiH(t) Amount of VMs on host i during time period t

Price(t) Energy price during time period t (in e/kWh)

TS Time elapsed between two samples (in seconds)

NS(t) Number of samples during time period t; NS(t) = t/TS

The provider offers the energy costs per Allocation and Work Unit for the
time when the VM has been submitted (t0). Next section describes how the
provider accounts for these costs. The client can use them as a baseline to calcu-
late their expenses in advance as a function of the number of requested Allocation
and Work units, as follows: Cj

VM (D) = (AU j
VM ·CAU (t0)+WU j

VM ·CWU (t0))·D.

4 Pricing Model

To derive the energy costs per Allocation Unit and per Work Unit for each time
period, our model calculates a number of parameters for each time period. They
are introduced in the second part of Table 1. The model requires a number of
input parameters that must be introduced by the provider. Some of these param-
eters are obtained by calibrating the data center in a profiling stage (see third
part of Table 1), others are gathered periodically by monitoring the data center
status (see fourth part of Table 1), and the rest are configuration parameters or
other external inputs (see bottom of Table 1).
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4.1 Energy Consumption Model

Our model must account first for the total energy consumption of the data center
during each time period t (EDC(t)), which can be calculated as the sum of the
energy consumption from all the active hosts during that period, as shown in
Eq. (2). The energy consumption of host i during time period t results from
integrating all the power consumption of host i during that time period. Given
that we do not have the continuous function describing that power consumption
but a set of samples of its value, we do the calculation as presented in Eq. (3),
where P i

H(tk) is the k-th sample of the power consumption of host i.

EDC(t) =
N(t)∑

i=1

Ei
H(t) (2)

Ei
H(t) =

∫ t

1

P i
H(t)dt = TS ·

NS(t)∑

k=1

P i
H(tk) (3)

The energy consumption of the data center (EDC(t)) comprises both the
static energy consumption (ESDC(t)) due to keeping the hosts on and the
dynamic energy consumption (EDDC(t)) spent by all the running VMs to do
their work, as shown next: EDC(t) = ESDC(t) + EDDC(t).

The static energy consumption of the data center (ESDC(t)) is the sum of the
idle energy consumption of all the active hosts. These come from their average
idle power consumption during time period t as shown in Eq. (4).

ESDC(t) =
N(t)∑

i=1

EIiH(t) =
N(t)∑

i=1

PIiH ∗ t (4)

The dynamic energy consumption of the data center (EDDC(t)) is calculated
from the total and the static energy consumption for the data center during time
period t as follows: EDDC(t) = EDC(t) − ESDC(t).

4.2 Energy-Aware Cost Model

The provider dynamically and periodically calculates its prices for an Allocation
Unit (AU) and a Work Unit (WU) to reflect the variability in the electricity
price and the energy consumption (due to changing workloads).

The static and dynamic energy costs are shared out according to the virtual
resource allocation and the real resource usage of running VMs for the corre-
sponding time period. This will result in a cost per Allocation Unit (CAU (t))
and a cost per Work Unit (CWU (t)) for that time period.

CAU (t) is calculated from the energy consumption per Allocation Unit during
time period t as follows: CAU (t) = Price(t) · EAU (t)/3600000. As shown in Eq.
(5), EAU (t) is derived from the static energy consumption of the data center
(ESDC(t)), which was calculated in the previous section, and the number of
awarded Allocation Units to all the running VMs in the data center (AUDC(t)),
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which is the sum of all the Allocation Units awarded in all the active hosts
during time period t (AU i

H(t)). As shown in Eq. (6), it can be calculated as
the awarded Allocation Units from all the running VMs on each host i, where
VMsiH(t) represents the number of running VMs in host i during the time t and
AU j

VM is the number of Allocation Units of VM j.

EAU (t) =
ESDC(t)
AUDC(t)

(5)

AUDC(t) =
N(t)∑

i=1

AU i
H(t) =

N(t)∑

i=1

VMsiH(t)∑

j=1

AU j
VM (6)

CWU (t) is calculated from the energy consumption per Work Unit during
period t as follows: CWU (t) = Price(t) · EWU (t)/3600000. As shown in Eq. (7),
EWU (t) is derived from the dynamic energy consumption of the data center
(EDDC(t)), which was calculated in the previous section, and the number of
Work Units executed in the data center (WUDC(t)), which is the sum of the
units executed in all the hosts during period t (WU i

H(t)), as shown in Eq. (8).

EWU (t) =
EDDC(t)
WUDC(t)

(7)

WUDC(t) =
N(t)∑

i=1

WU i
H(t) (8)

The number of Work Units that a host can execute depends on its perfor-
mance capability. In this paper, we have defined a Work Unit as 1 million of
instructions to be executed, and hence, we measure the performance of hosts
using MIPS. According to this, the number of Work Units executed in host i
during time period t (WU i

H(t)) depends on the maximum performance of host
i (MIPSi

H) and the host utilization during time period t while running VMs
(U i

H). Without loss of generality, we measure the host utilization as its CPU
utilization, since the CPU is the highest contributor to the power consumption
of a host. However, our model could be easily extended to consider also the uti-
lization of other resources. Given that we do not have the continuous function
describing the CPU utilization of host i during time period t but a set of samples
of its value, we calculate WU i

H(t) as shown in Eq. (9), where U i
H(tk) is the k-th

sample of the CPU utilization of host i (between 0 and 1).

WU i
H(t) = MIPSi

H ·
∫ t

1

U i
H(t)dt = MIPSi

H · TS ·
NS(t)∑

k=1

U i
H(tk) (9)

5 Experiments and Evaluation

5.1 Experimental Setup and Workload

A data center comprising 200 high-performance hosts has been simulated with
CloudSim-plus [7]. Each host consists of two Intel Xeon 8180M processors with
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Table 2. Configuration of tasks.

Task type Amount Instructions

1 500 15000000

2 500 20000000

3 500 28000000

4 500 35000000

Table 3. Configuration of VMs.

VM type vCPU MIPS RAM

m4.Large 2 5120 8 GB

m4.xLarge 4 10240 16 GB

m4.2xLarge 8 20480 32 GB

m4.4xLarge 16 40960 64 GB

28 cores each, two 128GB PC42400U RAM DIMM, and two disks 2.5–3840 GB-
SATA, providing a computing performance of 143360 MIPS. Its idle and maxi-
mum rated power have been reported as 109.11 and 578.85 W, respectively [9].
The electricity fee paid by the data center is calculated according to the elec-
tricity price, which varies every hour [15]. The sampling period TS is 5 min.

The workload comprises 2000 tasks of 4 types according to their number of
instructions, as shown in Table 2. Tasks are allocated randomly into 2000 VMs,
which can be categorized into 4 types according to Amazon EC2 [4], as shown in
Table 3. The placement of each VM is decided by the simulator according to its
resource requirements. We assume batch tasks with mid-high average utilization
[5] as shown in Fig. 1. To reflect the daily varying utilization, tasks are assumed
to arrive according to the distribution in Fig. 2. Depending of the size of the
task, its CPU utilization, and its placement, each task will run from 2 to 7 h.

Fig. 1. CPU utilization distribution. Fig. 2. Task start time distribution.

5.2 Results and Evaluation

Using the above settings, we simulate one day of the provider’s execution. Fig-
ures 3 and 4 show how the cost per AU and per WU change during the experi-
ment. The cost per AU is related to the resource allocation and the static energy
consumption in the data center and the cost per WU is related to the real CPU
usage from all the running VMs and their dynamic energy consumption.
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Fig. 3. CostAU changing over time. Fig. 4. CostWU changing over time.

We compare our model with a fixed-price model like Amazon’s [4], and a
usage-based price model, such as Aldossary’s [3]. We include also an optimal
price that is calculated as the cost of the dynamic energy consumed by the VM.
The idea of considering only the dynamic energy cost comes from the concept
of energy-proportional computing (i.e. energy should be consumed in proportion
to the amount of work performed) [5]. We evaluate the total revenue for the
provider. We also assess the proportionality by checking how far the price of
each VM is from its optimal price.

Fig. 5. Price of each VM (smaller
sizes).

Fig. 6. Price of each VM (bigger sizes).

As shown in Table 4, all the models provide comparable revenue. Figures 5
and 6, which display the price of each VM (ordering them by size), show that our
model is the closest to the optimal for small and midsized VMs. Only big VMs
pay proportionally more because they are charged for their impact in the static
energy consumption. The figures confirm that the fixed model does not consider
the real energy cost when pricing each VM. The usage-based model does it, but
it does not allow clients to estimate their price in advance as our model does.
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Table 4. Revenue comparison for the pricing models

Our price model Fixed price model Usage price model

Revenue 56.107 e 56.113 e 56.111 e

6 Conclusions

In this paper, we have presented a pricing model for virtualized Cloud providers
that is energy-aware, proportional, predictable, and fair. Our model dynamically
derives the energy costs per Allocation Unit and per Work Unit for each time
period. Newly arrived clients during that period can use these costs as a baseline
to calculate their expenses in advance as a function of the number of requested
allocation and work units. Our results demonstrate that providers can get com-
parable revenue to traditional pricing schemes, while offering fairer and more
proportional prices to the clients than fixed-price models. Our future work will
consider in the model the utilization of other resources apart from the CPU, and
perform a more complex evaluation using client traces from real providers.
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Abstract. Cloud federations have been seen as a possible solution for the
volatility in the number of user requests and for the anti-competitive external-
ities of the economies of scale in the cloud service sector. In order for a fed-
eration to exist in the commercial market, an efficient mechanism for resource
and revenue sharing is of paramount importance. In this paper, we design the
architecture and specify the business logic for the dynamic operation of such
federation platforms. The architecture and federation business logic specification
include components, a federation SLA management framework, and revenue
sharing mechanisms. It can also offer appropriate incentives to cloud providers
for joining a federation. With such dynamism in the platform, cloud providers
have the ability to automatically form and dissolve federations, to maintain
resource compatibility, and to self-adapt to policies for managing contractual
and economic relationships between federation members. This helps in
streamlining the overall business process without being dependent on existing
business relationships between service providers, between service providers of a
federation, and between service providers and customers. This can encourage
cloud providers to join in and be benefitted from the federation, thereby con-
tributing to moving cloud computing to the next level.

Keywords: Dynamic cloud federation � Cloud brokerage � Revenue sharing �
Cloud interoperability � Cloud federation management � Shapley value � Cloud
resource sharing � Revenue sharing � Federation service level agreement

1 Introduction

Although the effectiveness of the multitenancy model of cloud computing is proven [1],
limitations exist with respect to inefficient resource utilization, restricted resource
scaling, and discrimination by economies of scale. Cloud federation addresses many of
these limitations by aggregating cloud resources [2–5]. Cloud federation can be con-
sidered as a voluntary arrangement among cloud providers, in which they agree to
interconnect their infrastructure for sharing their resources among each other [2].

Besides marketplaces [6, 7], cloud federation has been seen as a possible solution
for the volatility in the number of user requests and for the anti-competitive exter-
nalities of the economies of scale in the cloud service sector [8, 9]. Dynamic cloud
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federations allow small cloud providers to collaborate and gain economies of scale
[10]. It also helps to ensure users’ quality of service and to minimize costs [11]. By
joining a federation, a cloud provider can also provide guaranteed availability of
customer applications through reliable multi-site deployments [5].

Due to its promises, Cloud federation has been the area of research interest in recent
years [1]. Despite these promises and ample research, it is important to state that there
is no functional federation available in the commercial market. Extensive research has
been done on optimizing the performance of federations and on dealing with chal-
lenges, such as resource sharing and interoperability [12–14]. Factors hindering pro-
viders to adopt cloud federation have also been investigated [2, 15].

To form a federation, cloud providers need to perceive additional benefits and
minimal risk in joining the federation. After a thorough review of the cloud federation
literature [11, 16–18], several factors were identified as important for incentivizing
federations and coalitions. Revenue sharing issue has been acknowledged as one of the
important factors. Revenue sharing governs how resources are shared to collectively
generate revenue and how the collectively generated revenue is distributed.

Revenue sharing becomes more complicated with various innovative efforts, such
as service composition for any application from a number of cloud providers and
moving a virtual machine from one provider to another, in order to address the resource
contention at a provider or to address dynamicity in an application footprint. As this
phenomenon complicates the revenue sharing mechanism, it calls for tools that can
dynamically manage contractual and economic relationships between members and
provide a federation business logic for revenue allocation. Therefore, it can be stated
that an effective and fair revenue sharing mechanism is required to encourage the
formation of a cloud federation [39].

Previous research on architecture [3, 4, 19, 20], resource allocation, and on revenue
sharing [17, 21–24] do not seem to analyze the problem from this perspective. This
article deals with the architecture design and the business logic specification required
for the formation and management of a dynamic cloud federation in the context of the
BASMATI1 cloud federation platform [25]. Dynamism in this context entails the
ability to automatically form and dissolve federations, to maintain resource compati-
bility, to self-adapt to policies, and to achieve real-time situational data management.
Our contribution includes (i) an architecture design of cloud federations that includes
components and their interactions for SLA management and revenue sharing, and (ii) a
specification of the federation business logic.

The paper is organized as follows. Related works are presented in Sect. 2.
Requirements for dynamic cloud federation are presented in Sect. 3. In Sect. 4, the
general architecture for dynamic cloud federation management is given. Section 5
extends Sect. 4 by detailing out the components for dynamic cloud federation man-
agement. Finally, the conclusion is presented in Sect. 6.

1 BASMATI – Cloud Brokerage Across Borders for Mobile Users and Applications.
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2 Related Works

Buyya et al. state three properties, which, they believe, are required at minimum to
make the cloud federation effective [26]. It should (i) allow clouds in the federation to
dynamically expand resources when needed; (ii) allow resource commercialization for
providers with unused resources and providers in need to consume them; and (iii) de-
liver services with quality of service as specified in the SLA.

A number of studies deal with the architecture that supports the federation of cloud
resources [3, 4, 19, 20]. Ferrer et al. present challenges for reliable and scalable service
platforms and architectures that support dynamic and flexible cloud service provi-
sioning. They also developed a toolkit for cloud infrastructure and service providers
that seek to optimize the cloud service life cycle [3]. Rochwerger et al. propose a cloud
architecture that supports cloud federation and management of business services [4].
The proposed model facilitates a service-based economy, in which on-demand cloud
services and resources are managed across clouds transparently. An architecture for a
cloud broker, named CompatibleOne is proposed by Yangui et al. The architecture,
which is based on open standard, aims at assisting end users of cloud services in
choosing appropriate cloud providers for their applications by considering various
factors and a large number of providers in the cloud service market [19]. The federation
architecture of Carlini et al. supports horizontal and vertical integration of cloud
platforms, regardless of technology. It aims to minimize the user burden on using cloud
services that belong to different cloud providers and increase efficiency [20].

There is various research on resource allocation and revenue sharing in the context
of cloud federations as well [17, 21–24]. A participation-based method is proposed by
Niyato et al. [22]. It uses a stochastic linear programming approach to a coalitional
game for the formation of an optimal and stable coalition. The coalition is formed
taking into account internal users demand and coalitional cost. Spot pricing, which is
an auction-based method is proposed by Samaan et al. [17]. This method models cloud
providers’ interactions as a repeated game played among a set of selfish providers, who
aim at maximizing individual benefits. These providers interact with each other, to sell
their unused resources in the spot market with individual profit maximization objec-
tives. This method is applicable in non-cooperative settings, where smaller providers
are discriminated due to economies of scale. Hassan et al. [23] proposes a varied form
of the auction method, in which the auction is carried out with the aim of social welfare
maximization rather than maximization of individual benefit. For the maximization of
social welfare, a game model is proposed that looks for a set of cloud providers with
low energy cost. As with other auction models, this has a negative effect on the fairness
in revenue sharing. The method proposed by Hassan [21] includes a coalitional for-
mation game that aims to maximize social benefits. It employs a hybrid method that
combines participation-based methods and auction methods for revenue sharing. Pro-
vider resources are selected in such a way that the total cost is minimized. A broker
fixes the revenue rate. It then receives a number of VM offers from cloud providers on
that rate. Revenue rate is adjusted (increased or decreased) according to the actual
participation of cloud providers and an optimal value is reached in a number of iter-
ations. This method compromises individual freedom, and it is unfair as large providers
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can operate at low cost through economies of scale. How the offset revenue (profit) is
distributed is not explained. A revenue sharing scheme in a cooperative setting is
proposed by Mashayekhy et al. [24]. Their resource selection uses integer program-
ming in a way that maximizes federation profit by minimizing cost. The revenue is
allocated in proportion to their contribution, which is derived from the market share.
Fairness may be an issue as market share is only considered for value estimation,
discriminating new entrants, who may even contribute substantial resources but lack
substantial market share.

3 Requirements for Dynamic Cloud Federation Management

3.1 Cloud Application Requirements

A customer’s cloud application and its requirements are introduced to the cloud
management platform as TOSCA documents, describing technical characteristics, the
topology of the required configuration, the service level objectives, and the constraints
that are to be ensured and imposed.

3.2 Federation Business Logic Requirements

Federation business logic requirements, which are described in the federation business
logic specification document, state service level agreements at the federation level and
requirements for sharing revenue among federation members.

Federation Service Level Agreements Requirements. As a federation service level
agreement (FSLA) is a derivation, or specialization, of the international standard
known as WS-Agreement [27], it needs to describe a new service description element,
which can be used to describe the technical and commercial details of a mono- or bi-
directional relationship between two federation members [15]. The resulting agree-
ment, when introduced into either, or both, of the partners, need to guide the actions of
the component of the platform responsible. The actions should comprise the automated
management of the technical and commercial aspects of the subsequent mutual inter-
actions between the partners. These technical and commercial aspects include avail-
ability, price, placement, deployment, billing of resources, as well as a reference to the
cost and revenue sharing mechanism.

Revenue Sharing Mechanisms Requirements. Revenue sharing is the distribution of
profits and costs between stakeholders of a business or an organization. Although it is
an existing concept, it has to be transformed and popularized in the context of platform-
based content provisioning over the Internet [28]. Content can comprise, for example,
applications, advertisements, music, and videos.

In the case of a commercial cloud federation, in which cloud service providers and
application service providers work together in a cooperative manner for the collective
provision of added value application service to their collective customers, cost and
revenue sharing must be clearly defined.
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Cost and revenue sharing mechanisms are important for cloud federations due to
two factors. Firstly, cloud providers need an effective revenue sharing mechanism,
which encourages them to participate in a federation. That means cloud providers will
cooperate, if they receive a benefit [17, 29, 30].

Secondly, it determines how the allocation of revenue is performed. A fair system is
needed, which ensures a proper compensation of all cloud providers for the number of
resources that they invested in the federation [31]. For this study, fairness is defined as
self-centered inequity aversion. This term relates to the behavior, at which “people
resist inequitable outcomes; i.e., they are willing to give up some material payoff to
move in the direction of more equitable outcomes” [18].

4 Architecture for Dynamic Cloud Federation Management

The cloud federation management proposed involves four components: the Cloud
Management Platform, the Application Controller, the Federated Cloud Management,
and the components handing the edge and cloud providers. The cloud management
platform is the central component, interacting with the other components. The com-
ponents and their primary relationships are shown in Fig. 1.

Cloud Management Platform. The cloud management platform processes the cloud
application requirements document (Sect. 3.1). It is also responsible for providing a
deployment abstraction layer for the realization of resource deployment on existing
public cloud providers and edge providers through edge and cloud provider manage-
ment component, which is nowadays referred to as fog computing.

Application Controller. The application controller is responsible for the management
and coordination of applications and their deployed and deployable application states.
Following the requirements specified in the application description, the application
controller uses a collection of application states, which allow resilient life cycle
management of the application and its required resources.

Fig. 1. Interaction of the cloud management platform with the federated cloud management
component, using the federation business logic specification document, the application controller
component and the edge and cloud provider management component.
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Federated Cloud Management (Using the Federation Business Logic Specification
Document). This abstraction layer, when employed by multiple, individual commercial
cloud service providers allows for automation of resource and revenue sharing between
these providers. They are referred to as federation of cloud service providers, and each
provider is referred to as a federation member. The core of the federated cloud man-
agement is the federation business logic specification document (Sects. 3.2 and 5).

Cloud and Edge Provider Management. It is responsible for the localization and
exploitation of cloud and edge computing resources. This component encapsulates
multiple private cloud interface technologies to be able to use specialized data centers
for certain application-specific needs. This component allows interconnecting to the
major commercial cloud platforms, namely Amazon Web Services (AWS EC2 and
ECS), Microsoft Windows Azure, Google Compute (GCE and GKE), IBM Soft Layer,
Cloud Sigma and other secondary cloud providers such as RackSpace, OVH, HP,
DELL, to name but a few. These commercial vendors offer infrastructure as a service.
Each provider publishes either a proprietary API or an adaptation of an Open API such
as OpenStack, OpenNebula or Eucalyptus.

5 Specification of the Federated Cloud Management

The following figure (Fig. 2) shows the interactions of the federated cloud management
component and its sub-components (i.e., the Cost and Revenue Sharing Mechanism
component, the Cross-Cloud Interoperability component, the Federation SLA Manager
component, and the Application Provider Accounting and Invoicing component) and
the cloud management platform.

5.1 Federation SLA Manager

The federation-service level agreement (F-SLA), through which a cloud provider offers
its resources within the federation, also describes the price of the corresponding offer of
resources. Any service provider, which consumes resources made available through the

Fig. 2. Detailed specification of the federated cloud management, using the federation business
logic specification document, and its interaction with the cloud management platform.
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federation, is required to make payments to the corresponding federation members
providing these resources and presenting the relevant invoicing. The following figure
(Fig. 3) depicts an example of how a F-SLA is used to control and manage relation-
ships between the federation members, when they join a federation of cloud service
providers.

Cloud providers (i.e., federation members) perform the service provisioning to
customer applications based on a service level agreement (SLA) reached between the
two parties. In a cloud federation scenario, theses SLAs may need to be served by
federation members (e.g., Federation Member B or C of Fig. 3) other than the receiving
one (e.g., Federation Member A of Fig. 3). In that case, the original SLA reached by
the receiving cloud provider and the customer need still to be fulfilled. This requires for
SLAs at a federation level (F-SLA) between the cooperating cloud providers, in
addition to the SLA with the customers. Thus, as depicted in Fig. 3, the Federa-
tion SLA Manager of a federation member need to maintain two different types of
SLAs in the SLA repository. The first group of SLAs is related to the applications of its
own customers. The second group of SLAs is related to the customer applications of
other federation members under the terms of the F-SLA.

The federation SLA manager has also to handle the construction and coordination
of cloud service federation configurations, which are enabled through the FSLA. Seven
of those configurations are:

(a) Simple Half-Duplex Configuration is the simplest configuration, where an
application service provider is allowed access to the cloud capacity of a cloud
service provider for the delivery of application services to its customers (Fig. 4).

Fig. 3. Example of F-SLA based management of sharing between federation members.
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(b) Simple Full-Duplex Configuration is the logical extension to the simple half-
duplex configuration. Federation members make use of their surplus service
capacity available to each other through complementary federation SLAs (Fig. 5).

(c) Duplex Chain Configuration combines basic building blocks (i.e., simple half-
duplex configuration and the simple full-duplex configuration) in a chain together,
composing a linear federation configuration. In this configuration, each member of
the federation is in relation with one or two other federation members (Fig. 6).

(d) Captive Configuration is a more complex but probably more realistic configura-
tion. It can be envisaged if a federation member (called Federation Management
Member) enters into individual federation agreements with application service
providers and cloud providers (Fig. 7). In this case, the federation management
member would be responsible for dispatching service requests to the individual
federation members, A, B, C, D, and E.

(e) Captive Duplex Chain Configuration is an extension to the preceding configu-
rations. In this configuration, federation members are exposed to and managed
through a central authority (i.e., the federation management member) for their
introduction to the federation. The federation management member provides them
with a federation resource catalog, which would allow them to establish point-to-
point operations between members as and when required (Fig. 8).

(f) Multipoint Full-Duplex Configuration is a further enhancement to the duplex
chain configuration. In this configuration, all federation members are effectively
connected to all other federation members (Fig. 9). All members of the federation
would enter into bi-lateral, full-duplex service level agreements with all other
members. It should be noted that the total number of relationships and their
accompanying agreements increase exponentially with the size of the federation.

Fig. 4. Simple half-duplex configuration. Fig. 5. Simple full-duplex configuration.

Fig. 6. Duplex chain configuration.

Fig. 7. Captive configuration. Fig. 8. Captive duplex chain configuration.
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(g) Captive Multipoint is an extension to the multipoint full-duplex configuration and
can be adapted to incorporate a central federation management member (Fig. 10).
It allows for an efficient collection of specific data and an efficient management of
the members.

5.2 Cost and Revenue Sharing Scheme

Depending on the cost and revenue sharing mechanism implemented, it has to be
considered that federation members, who bring consumable resources to the federation,
such as virtual machines, disk space, network bandwidth, IP addresses, application
licenses, incur costs for the resources that they provide. Therefore, in any sharing
mechanisms, it is normal to expect that the federation members, who provide these
resources to the federation for use by other federation members, are reimbursed at least
at cost value or, to some degree, with a financial gain.

Sharing Algorithm. There are several well-known mechanisms for cost and resource
sharing in game theory models. However, each one of them provides different benefit,
fairness, and stability values to the collaborations [29, 30]. This may affect how the
federations are created and, even, how they are dissolved. The sharing algorithm is
described in the federation business logic specification document as part of the F-SLA.
In the following, we introduce 3 different mechanisms of cost and revenue sharing:
assigned resources mechanism, outsourcing mechanism, and Shapley value mechanism.

With the assigned resources mechanism, each cloud provider obtains a revenue
share in proportion to the resources contributed (proportional revenue sharing mech-
anism) [31]. This mechanism is particularly strong in its fairness. This is a simple
mechanism to implement, as it only considers the resource contributions of collabo-
rating cloud providers for calculating the revenue share. Besides, it allows for com-
bining resources that could not be sold separately [30].

The oursourcing mechanism has often been considered in connection with cloud
federations, as they have been seen as a way for cloud providers to outsource some of
their businesses to other cloud providers. Following this logic, collaborating cloud
providers can implement a mechanism, by which the outsourcing provider will get a
percentage of the revenue or a fixed fee. This revenue sharing allows a cloud provider
to keep some of the revenue of the business it secured, even though it would not be able
to fulfill it alone [30].

Fig. 9. Multipoint full-duplex. Fig. 10. Captive multipoint.

Architecture and Business Logic Specification for Dynamic Cloud Federations 91



The Shapley value mechanism is named after Lloyd Shapley, who proposed a
method to calculate the overall gain of all alternatives of a player that participates in a
game with a large number of agents [18]. In cloud computing, the Shapley value is
used to represent the marginal contributions of any cloud provider to the federation. In
contrast with other mechanisms, this mechanism allows federations to allocate revenue
according to the value created. In the simplest form, the value created by each provider
can be calculated based on the resources that were made available for cloud service
composition. Using this mechanism, other types of contributions (e.g., data center
location, customer base) can also be considered as value additions to federations [30].

Calculation of Charges. For calculating the charges, a formula (i.e., a pricing scheme)
is used that is expressed within the F-SLA, using WS-Agreement [27]. This formula is
read by the invoicing and accounting component, to calculate the final charge and
balance of payments. The invoicing and accounting component has to obtain the
required input for the formula and calculate the corresponding charges based on the
formula.

All actions performed by cloud providers and application service providers, for
which an element of cost has been defined, result in a financial transaction being
debited and credited to the accounts of the involved parties, for the amount described in
the terms of the F-SLA or SLA. Invoice processing, often referred to as transaction
collation, is performed on an account by account basis. It is performed by the
accounting service of each platform operator. The resulting invoices are issued to the
customers and the consumers of services, whether external or internal to a federation.
All customers are liable for payment.

Due to the distributed and fully automated nature of the federation and the cloud
abstraction technology provided, it can be envisaged that certain members of the
federation could specialize in the management of accounting, invoicing, and cost and
revenue sharing [32].

With respect to federation members, who provide application services to customers
and their end users, they will invoice their customers for the services that they provide.
This revenue stream is negotiated and decided between the customer and the appli-
cation service provider and is clearly expressed in the terms of the SLA. For this, the
charges can either be simply calculated based on the data collected for a specific
customer or require the collection of accounting data from other members of a
federation.

6 Validation

To validate the architecture and mechanisms proposed, we performed a simple simu-
lation for observing the revenue distribution characteristics in federations.

For this, we considered a scenario of application deployment in one of the
aforementioned federation types (i.e., the captive configuration) and performed an
analysis of revenue sharing as per one of the approaches mentioned, namely the
Shapley value mechanism. Figure 11 shows the application deployment scenario for
that configuration.
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The application deployment scenario comprises 7 interactions: (1) The cloud ser-
vice customer, who requires the deployment of its application, submits a service
placement request to a cloud provider, who is a member of a cloud federation that (in
our scenario) comprises of six providers of different capacities and characteristics.
(2) The federation member forwards it to the cloud management platform. (3) The
cloud management platform requests resource availability information from all feder-
ation members, (4) who respond within a certain time period, (5) and, based on these
responses, calculates an optimal service placement plan by following an optimization
technique, as the one described in [33]. The cloud management platform will take an
account of the service provisioning, based on which the revenue shares are allocated to
federation members using the Shapley Values mechanism (Sect. 5.2). (6) The cloud
service customer is informed about the placement plan. (7) The federation members,
who are considered in the placement plan, are triggered to deploy the plan.

With this, we observe how the capacity utilization and earning per unit resource
change for each federation members in comparison to the case when they worked
individually. The results are shown in Fig. 12.

The results of our simulation show that, for most of the providers (i.e., all providers
except for provider Pr6), federation enables an increase of the providers’ utilization
ratios (Fig. 12a) and, hence, the earning per unit resource (Fig. 12b). Considering the
sum of resource utilizations as well as the sum of earnings per unit resource, it is
obvious that cloud federation improves the social welfare of the system of cloud
providers in the market.

The results suggest that the federation operates properly as per the proposed
architecture and the specified federation business logic. They also suggest that a proper
federation business logic can increase the revenue stream for many federation members
and can increase the social welfare of the system of cloud providers in a cloud com-
puting market.

Fig. 11. Application deployment scenario for a captive configuration.
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Fig. 12. Comparison of federated vs. individual operation.

7 Conclusion

Federation platform operators require mechanisms for dynamic resource and revenue
sharing, as they provide the motivation for cloud providers to participate in federations.
Resource and revenue sharing mechanisms determine how cloud providers in a fed-
eration share their computational resources and, more importantly, the monetary ben-
efits from the collaboration. Within this article, we presented the architecture and the
federation business logic specification for such a mechanism. It allows for the for-
mation of dynamic cloud federations.

The proposed architecture and the federation business logic specification follow the
idea of an automated cloud federation management together with a cost and revenue
sharing mechanism. In particular, the federation business logic describes the workings
of the federation SLA management and the revenue sharing mechanism. A federation
business logic enables offering incentives to cloud providers for joining federations and
opens up opportunities for new sharing mechanisms.

With respect to the architecture proposed, cloud providers have the ability to
automatically form and dissolve federations, to maintain resource compatibility, and to
self-adapt to policies for managing contractual and economic relationships between
members. Through this, a business process can dynamically be set up, independent of
whether there are already business relationships between service providers, and
between service providers and customers.
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Overall, the proposed architecture and federation business logic specification
enable cloud federations that can address specific, economic-related needs of cloud
customers as well as their federation members.
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Abstract. The simulation of large and complex Discrete Event Systems
(DESs) increasingly imposes more demanding and urgent requirements
on two aspects accepted as critical: (1) Intensive use of models of the
simulated system that can be exploited in all phases of its life cycle
where simulation can be used, and methodologies for these purposes;
(2) Adaptation of simulation techniques to HPC infrastructures, as a
method to improve simulation efficiency and to have scalable simulation
environments. This paper proposes a Model Driven Engineering app-
roach (MDE) based on Petri Nets (PNs) as formal model. This approach
proposes a domain specific language based on modular PNs from which
efficient distributed simulation code is generated in an automatic way.
The distributed simulator is constructed over generic simulation engines
of PNs, each one containing a data structure representing a piece of net
and its simulation state. The simulation engine is called simbot and ver-
sions of it are available for different platforms. The proposed architecture
allows, in an efficient way, a dynamic load balancing of the simulation
work because the moving of PN pieces can be realized by moving a small
number of integers representing the subnet and its state.

Keywords: Simulation federation · Distributed simulation · Dynamic
load balancing

1 Introduction

Complex systems require large scale simulations that can be very demanding
in terms of computational resources. This requirement has produced a growing
interest in the use of Cloud for distributed simulation. Moreover, the proliferation
of IoT devices for sensing real world and connecting the physical and digital
world have broaden the interest in that is called pervasive, or ad hoc distributed
simulation [12]. It promotes the extensive use of simulation for closing the loop
in control systems that reacts to changes in the environment.

Economic principles guide the conception and management of these complex
systems when they are analyzed under the perspective of Resource Allocation
c© Springer Nature Switzerland AG 2019
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System (RAS). RAS are discrete event systems in which a finite set of concur-
rent processes share in a competitive way a finite set of resources. Improving
the management of the own resources to support more efficient services with
less cost, and to promote the interoperability between organizations for shar-
ing resources and services is the object of study in different domains such as
logistic, manufacturing, healthcare system, or cloud computing. It is essential to
support decision making and providing high quality of services [17]. The syn-
ergic combination of simulation and formal models for functional, performance,
and economical analysis are necessary for an efficient an reliable design and/or
optimization.

In DES the model evolution happens at discrete points in time by means of
simulation events. Large scale systems require distributed simulation to speedup
the execution, and to federate the system simulator with other simulators special-
ized in different aspects interacting with the system under study such as users,
external environments, or simply others well studied systems already running. A
distributed DES simulation is performed through the partition of the simulation
model in a set of logical processes (LPs) that interact exchanging time-stamped
messages. Each LP ensures that all its internal events are processed in time
stamp order.

However, important challenges has hampered the extensive use of distributed
simulations, and therefore, the use of cloud computing by the simulation com-
munity [12]. Beyond an efficient management of computational resources for a
distributed simulation, the modelling is the most costly task [6]. Most of the cost
of developing a distributed simulation deals with the time required in specifying,
trying it out, and tuning the simulation.

This paper continues our previous work on distributed simulation of discrete
event systems [2] focusing on an holistic vision of the problem considering all
facets that must be considered. The paper focuses on the role of languages in a
MDE approach, proposes a micro-kernel providing services for distributed sim-
ulations, presents the algorithms for an efficient distributed interpretation of
TPN models, and shows the architecture to federate a micro-kernel’s system
with other simulator engines and the environment.

2 Related Work

Cloud Federation purpose is the interconnection of cloud computing environ-
ments of two or more service providers to increase their market share and provide
a more efficient management of their resources by collectively load balancing traf-
fic and accommodating spikes in demand [14]. Current solutions provides a seam-
less exploitation of heterogeneous distributed resources, and brokerage solutions
to find the most suitable resource to run an application [5]. Using higher levels
of abstraction, such as software as a services (SaaS), supposes a different per-
spective of federation based on the interoperability or ability of SaaS systems on
one cloud provider to communicate with SaaS systems on another cloud provider
[19]. At this level of abstraction, the focus is on functional aspects, reusing devel-
oped functionality, and the efficiency of resource management is hidden to the
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developer. Additionally, semantic interoperability is the most important barrier
to the adoption of SaaS systems in cloud computing.

Simulation Federations supposes a pragmatic approach to promote
reusability and solve semantic interoperability in the domain of distributed sim-
ulations. Try to solve semantic interoperability for SaaS in general is an ambi-
tious tasks. The High Level Architecture (HLA) is an architecture framework
for distributed simulation that solves the interoperability and reusability of het-
erogeneous simulations [21]. A federated simulation conforms to the HLA stan-
dard and implements the interfaces specified in the standard to participate in
a distributed simulation execution. To solve semantic interoperability, all fed-
erated simulations share a common specification of data communication. The
federation object model (FOM) specifies object attributes and interactions, and
during the simulation all joined federated shall interact with a broker using a
Publish/Subscribe Pattern. However, computational resources are hidden to the
programmer, and the HLA framework does not provide any mechanism to pre-
vent imbalances. Federation migration become a fundamental mechanism for
large-scale distributed simulations [3].

Distributed simulation is a consolidated discipline that faces unprece-
dented levels of complexity and scale in many fields [11]. Current challenges
are presented in [12], which include the analysis of conservative and optimistic
strategies in the cloud that has been the focus of recent works. Among the
most important challenges to translate distributed simulation to the cloud is
the definition of modelling languages that can be easily translated to efficient
parallel and distributed simulation code. The purpose of a MDE approach is to
model at the higher level of abstraction to increase productivity, and the role
and semantic of languages used for modelling and supporting the MDE approach
are relevant [21]. The strategy is to model the application with domain-specific
languages (DSL). The use of formal models can play an important role in MDE
approaches, and PN has shown to be a suitable formalism for specifying DESs.
PN has been applied to different domains, providing different level of abstrac-
tions for modelling domains such as workflows, business processes, manufactur-
ing, health systems or communication networks. The possibility to automatize
the analysis using software tools has been extensively used for proposing good
partitioning algorithms and estimate the lookahead in distributed simulations
[9,10,16].

3 Language-Based View of MDE for Developing
Distributed Simulation Applications

An holistic methodological approach based on formal models for the development
of applications over cloud resources was presented in [20]. This MDE approach
manages the complexity of developing the logic of a complex system taking into
account functional and not functional requirements, and gradually incorporat-
ing restrictions imposed by the underlying hardware. In the case of DES on the
cloud, sharing resources implies interferences caused by the limited isolation of
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virtualization technologies, and with high coupled components it is clear that
the execution speed is bounded by the slowest component. The impact of per-
formance variability of resources and the incorporation of mechanism for load
balancing are essential in the case of distributed simulation on the cloud. Figure 1
shows the stages of the MDE approach presented in [2]: (1) Modelling with a
DSL language that provides the basic, usually graphical, primitives/modules that
composes an application in the specific domain. Interactions with the environ-
ment or external simulators are also modelled. (2) The modular construction
gives rise to a hierarchical PN model. (3) An elaboration process translates
this high level PN specifications into a flat model, (4) The structural analysis
of the flat model in combination with an utility function, which combines the
speedup of simulations and the cost of computational resources, provides an ini-
tial partition of the model, (5) Model partitions are compiled into efficient
code based on the idea of linear enabling function (LEF), (6) Partitions are
deployed in the system of simbots, and finally, (7) in the case of interaction
with the environment or other simulators, the simbots system is federated with
them.

Focusing on the semantics aspects of a language for simulation, the trans-
lation of model specifications to meaningful distributed code must preserve the
behaviour. Leaving out aspects of hierarchy, composition, or abstraction lev-
els, the dimensions that should be considered in a system are the static struc-
ture and the dynamic behaviour. These aspects has been traditionally consid-
ered as separated models: static models represent concepts, attributes, relations,
and conceptual hierarchies such as UML class diagrams; and dynamic models
are presented specifying sequence of actions (workflows), transitions systems
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(state-charts), and protocols of interaction using events, states, and transition
states. An important research work has been developed trying to integrate mod-
els that represent these facets of the system [1,13].

Our main hypothesis to define our design principles for DES simulation appli-
cations are the following: (1) We propose only events, and event dependen-
cies as the minimum required to represent and manage the system behaviour.
The identification of a minimal set of basic primitives/concepts to represent the
time flow mechanisms that control the generation of a model’s behavior over
time will facilitate the interoperability of simulators and the minimum informa-
tion required that must be migrated to support the load balancing of simulation
work. (2) A model execution based on its interpretation separates the model
specification from the simulator, which is essential for scaling simulations [22]:
The model is not wired with the simulator, which enables the portability of the
model to other simulators and rise interoperability at a high level of abstrac-
tion. Additionally, balancing load works can be facilitated between simulators
interpreting the same simulation code. (3) Algorithms and methods from dis-
tributed programming techniques can be integrated independently of the model
interpreter, which facilitates reusing models and federation of simulators. (4)
Dependencies and structural information in combination with event logs (event
sourcing [8]) are relevant for qualitative and quantitative analysis. An analy-
sis of these structural information is relevant for developing an initial partition,
and evaluating the number of resources required to simulate a model in an esti-
mated time, and the cost related with these decisions. However, workload varies
in time during simulations. It is required combining structural information with
the monitoring and recording of every state change as events in an event log.

4 Simbots: Distributed Simulation Micro-kernels

In order not to be locked-in specific simulation services to be able to use het-
erogeneous cloud infrastructures, and even embed these simulation services into
IoT devices, it is needed a core invariant portion of DES simulation services
that can be executed in heterogeneous devices. The use of micro-kernels spe-
cialized in simulation avoids to develop entirely the systems from scratch [18].
We will call simbots to our micro-kernels implementing LPs. A simbot is an
actor defined as an lightweight process that communicates with other simbots
through message passing. The actor model was originally constructed for dis-
tributed computations and has well-known successful implementations such as
the Erlang language, and more recently frameworks like the Akka event-driven
middleware [15]. The success of the actor model to afford scalability is the lacks
of shared memory between actors, which only interact by means of asynchronous
immutable messages. Actors are isolated from each another and are thread safe.

The architecture of a simbot is presented in Fig. 2. Messages are sent
asynchronously to the simbot’s mailbox, and these are retrieved from the mail-
box with a receive statement or pattern-matching construction that filter events,
control messages and LEFs code received from other simbots. The Communi-
cation Interface (CI) ensures that internal or external events of the simbot
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Fig. 2. Simbot: architecture of a micro-kernel for distributed simulations.

are processed in time stamp order. Section 4.1 explains the synchronization algo-
rithm in detail. In the figure, we can observe that the local simulation manager
defines a logical horizontal virtual time (LV HT ) and feeds the simulation engine
with the events received from neighbour simbots, executing a simulation step
with the local simulation engine until the local virtual time (LV T ) reaches the
LV HT . Every internal and external event is stored in order in an event log using
a pattern called event sourcing, which allows to restore the state from disk on
failure recovery, such as the case of an out of order event received. The CI rea-
soner monitors the simbot and orchestrates the recovery of a failure, a change
in the adjacent topology, or a load balancing of code with neighbour simbots.

The Simulation Engine interprets the model. Figure 5 presents the algo-
rithm to interpret a TPN model represented with LEFs code. The interpreter
can be replaced by another interpreter simulating different models using the
same interface between the CI and the interpreter.

Different dynamic load balancing approaches have been proposed for dis-
tributed simulation [7]. The main objective is to minimize the delay generated
by redistributing the load and migrating the code of a federate to a destination
physical resource. LEFs code facilitates the migration of code between simbots
with lightweight messages. Load balancing services based on the movement of
code between interpreters is only possible if they use the same codification. It
introduces different levels of federation with different layers of interoperability.
Finally, the interpreter has a model inference reasoner that use the structural
information to calculate the lookahead to allow neighbour simbots to advance
their LVTs. It also uses the PN state equation (an algebraic computation) to
compute, in an efficient way, a restored state in case of failure recovery.
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Fig. 3. Distributed simulation log.

The bottom of Fig. 2 presents a middleware, the Runtime Interface (RTI)
in HLA terminology, providing the services required for supporting different
levels of simulation service federation. The federation management component
knows when federates join or leave the federation, and manages the way to keep
the system running when the topology of the federation changes. Following a
multi-layered federation scheme, in the case of a simbot system the remote trans-
parency component, manages pair-wise communications directly between pairs
of Simbots. Every Simbot and transition has a virtual address. If for example,
the simbot system participates as a federate in an HLA federation, the Seman-
tic Interoperability component translates the simbots events and the enabling of
transitions into HLA object attributes and interactions. The Federation Manage-
ment component deals with the HLA Federation, and the Remote Transparency
components interchange messages by means of the event bus of an HLA mid-
dleware following the publish-subscribe pattern (see Fig. 6). Finally, the Model-
Partition and monitoring components support the mechanism for load balancing
between simbots, and can participate in the migration of simulation code to
physical resources in a federation. The Logical Clocks Vector component allows
to capture order and causal precedence of events to orchestrate the simulation
and the management of control events in the case of failure or code migration.

4.1 Distributed Interpretation of a LEF Code

Compilation translates a transition in Timed Place/Transition nets specification
into an event dependency network based on the idea of Linear Enabling Func-
tion (LEF) [4]. A LEF allows to characterize when a transition is enabled (an
event can occur) with a simple linear function fo the marking. A LEF of a tran-
sition t is a function ft : R(N ,m0) −→ Z, that maps each marking m belonging



104 U. Arronategui et al.

to the set of reachable markings, R(N ,m0), to an integer, in such a way, that
t can occur for m, iff ft(m) ≤ 0. For example, for transition T1 in the net of
Fig. 3, the LEF is: fT1(m) = 1 − (m[P1]),∀m ∈ R(N ,m0), where m0 is the
initial marking depicted. Observe that at m0, the value of fT1(m0) = −1 <= 0
and fT2(m0) = 0 <= 0, i.e. both transitions are enabled at m0. More details
in [2]. A LEF codification translate the specification to code with a minimal
workload that can be migrated to support the load balancing of simulation.

To explain a distributed simulation based in the interpretation of LEFs, we
reproduce the TPN example presented by Ferscha in [10], where T1 represents
the occurrence of a machine failure event, and T2 the repair rate. Figure 3 shows
the codification associated to each transition, t′: (1) Identifier of t′. A global
name recognised in all sites of the simulation process; (2) τ(t′). Determinis-
tic firing time associated to transition t′. It stands for the duration time of
the action associated to the occurrence of t′; (3) Counter. Variable contain-
ing the current value of the LEF ft′(m), initialized with ft′(m0), and updated
whenever the transition – or a transition affecting it – occurs, according to the
received Updating Factor; (4) Immediate Updating List (IUL(t′)). Set of
transitions whose LEFs must be updated after the occurrence of t′ containing
the corresponding Updating Factor to be sent; and (5) Projected Updating
List (PUL(t′)). Set of transitions whose LEFs must be updated after the occur-
rence of t′ containing the corresponding Updating Factor to be sent. The firing
of transitions represents internal events of the simulation engine, and using the
event dependency information, it is possible to update the enabling of internal
transitions and external transitions. The distributed simulation is coordinated
by means of the interchange between simbots of time-stamped messages, which
represents how to update the enabling of external transitions when a transition
fires.

To exploit parallelism, the model example is partitioned in two LPs: LP1 and
LP2. Future Lists in each partition represent respectively the sequence of expo-
nentially distributed random times (exp(λ = 0.5)) for T1 and T2. The bottom
of Fig. 3 shows the logs (events recording) of a conservative distributed simula-
tion. Gray boxes shows the variables of the simulation interpreters of distributed
simbots executing LP1, and LP2, and white sides shows the input and output
buffers, and the steps executed by the respective distributed simulation man-
agers. Figure 4 shows a conservative distributed simulation manager algorithm
sketch that invokes the interpreter algorithm, and Fig. 5 shows the algorithm
that implements a step of the simulation interpreter. The simulation interpreter
is executed until the LVT reaches the LHVT.

For simplicity, the simulation manager in Fig. 4 shows only the reactive
behaviour when an event is received in an actor-like style. The Start mes-
sage (line 1-10) initializes the simulation manager. It initializes the Event
List (EVL) that contains the initial list of enabled internal transitions, it also
initializes to zero all time stamps received from adjacent simbots (Adj), and it
sends the lookahead value to each transition in PULext, which contains the list
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1: when Start() is received � Initialize Simbot
2: V T ← 0; FUL ← {};
3: for all (t ∈ PULext) do
4: Adj[t] ← 0;
5: t ! < 0, lookahead(t) >
6: end for
7: for all (t ∈ LEFs) do
8: if (ft(M) ≤ 0) then insert(EL, t);
9: end if
10: end for
11:
12: when Event(t,UF,ts) is received � Event Received
13: Adj[t] ← ts;
14: insert-FUL (t, UF, ts);
15: if allReceived(Adj) then
16: LVTH=min(Adj);
17: Simulate(ts);
18: for all (t ∈ PULext) do
19: if (t ∈ FUL) then
20: t ! < UF, ts >; remove-FUL(t);
21: else
22: t ! < 0, lookahead(t) >;
23: end if
24: end for
25: end if

Fig. 4. Generic algorithm sketch of the distributed simulation manager.

of transitions in adjacent simbots that can be affected by transition fires in the
simbot.

When an Event message is received, the simulation manager executes a
simulation step of the simulation interpreter algorithm in Fig. 5. The first step of
the simulation manager is to update the received time stamp of transition in Adj
(line 13), and it translates the external event of the Input Buffer (IB) to the
Future Updating List (FUL) (line 14), which plays the role of the future event
list in an event-driven simulation. The function insert-FUL() maintains events
ordered by time stamp. Every event in the FUL has a pointer to the transition
to be updated, the updating factor UF(t′ → t) delivered by each fired transition
(t ∈ (t′•)•), and the time at which the updating must take effect. In the log shown
in the figure, UF s are removed from the FUL to avoid redundant information.
Following, the event processing checks that a message has been receive from
each adjacent simbot (allreceived(Adj), line 15). In this case, the minimum
time stamp (ts, line 16) is used as LHV T to execute a simulation step
of the interpreter. After this, messages are inserted in the Output Buffer (OB)
for each transition in PULext. Then, the simulation manager empties the OB
and sent asynchronous messages to all adjacent Simbots to allow them advance
their simulations trusting not to receive messages with smaller timestamp in
the future. When transitions in adjacent simbots must be updated, the message
contains the t′• identifier, the UF and the ts (line 20). In other case, the
message contains a zero UF value, and the lookahead time stamp (line 22).
The algorithm can be improved by reducing the number of messages [11].

When the simulation manager executes a conservative strategy, the model
requires to exploit the lookahead information to speedup the simulation. The
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1: procedure Simulate(LV HT )
2: while (LVT <= LVTH) do
3: if (head-FUL.time > clock) then VT ← head-FUL.time � Update Virtual Time
4: end if
5: while (head-FUL.time = VT) do � Update Event List
6: t ← head-FUL.pt; ft(M) := ft(M) + head-FUL.UF;
7: if (ft(M) ≤ 0) then insert(EL, t);
8: end if
9: head-FUL ← pop(FUL);
10: end while
11: EVL ← Sort(EVL,CCS, Strategy); � prioritizes transitions in conflict int EVL
12: for all (t′ ∈ EL) do � Fires enabled transitions
13: if (ft′ (M) ≤ 0) then � Checks transition is enabled yet
14: for all (t ∈ IUL(t′)) do
15: ft(M) ← ft(M) + UF(t′ → t);
16: if (t = t′andft(M) ≤ 0) then � Avoids race conditions
17: insert-FUL (t, 0, τ(t) + clock);
18: end if
19: end for
20: for all (t ∈ PUL(t′)) do
21: insert-FUL (t,UF(t′ → t), τ(t′) + clock);
22: end for
23: end if
24: end for
25: end while
26: end procedure

Fig. 5. Simulation interpreter of a LEFs-coded TPN

lookahead comes directly from the net structure [10]. To calculate the lookahead
for every external transition, the sample use the precomputed future list of ran-
dom firing times. The lookahead of a transition is calculated as the minimum
time-stamp of events that reference this transition in the FUL, and the times
that result for the addition of the times in the future list and the LV T taking
into account a number of times equal to the enabling degree of transition.

The simulation interpreter in Fig. 5 executes the interpreter until the
LV HT . First, it advances the LV T until the time stamp of the first event in
the FUL (line 3-4). Then, the algorithm updates all LEF values with UF in
the events of the FUL that has the current LV T , and inserts enabled transitions
in the EV L (lines 5-10). head-FUL is a pointer to FUL, pop(FUL) pops and
returns the head of FUL, and we access the fields of events in FUL using the dot
notation. Following, the algorithm deals with all enabled transitions in coupled
conflict sets (CCS) (line 11), solving conflicts by sorting enabled transitions
according to some defined strategy. A CCS is a structural transitive relation that
goups transitions that share some previous input place. Then, the interpreter
takes all enabled transitions in the EVL firing enabled transitions in order (lines
12-24), solving in this way conflicts.

For every enabled transition, the algorithm immediately applies IUF updat-
ing factors, which represents removing tokens from previous places, once a tran-
sition occurs (lines 14-19), but insert events in PUL, which represent that
tokens will be appear in posterior places at future clock time (lines 20-22).
Then, all LEFs values of transitions in the FUL with the same time-stamp of the
current LVT are checked, and enabled transitions are inserted in the EVL. As
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Fig. 6. Architectural approach for federation of heterogeneous simulators.

it was highlight in [2], LEFs make unnecessary the representation and updating
of the marking of the PN model, and the construction of the marking of the PN
after the occurrence of a sequence of transitions can be easily done collecting
a log containing the occurrence of transitions each one labelled with the simu-
lation time. The occurrence sequence and the net state equation (an algebraic
computation) can be used to compute the reached marking from the initial one.

Only a mailbox is associated with a simbot, which allow to adapt the algo-
rithm to support dynamic topologies of simbots, or use optimistic strategies
incorporating an exception handling mechanism.

5 Architectural Approach for Federating Simulators

The need to build more scalable and interactive simulations considering all
involved aspects (devices, humans and environment), require the expertise from
several groups to be combined, and to consider more realistic scenarios. It forces
to reuse legacy simulation components, and use component with varying degrees
of fidelity depending of the required precision of results.

Reusability implies a different architectural approach to have heterogeneous
cooperating simulators of Cloud services. Reuse is regarded by many organiza-
tions as the top driver for the adoption of SOA, which is fulfilled under the medi-
ation of a brokering structure. This is the underlying idea of the HLA standard
for distributed simulation, which provides services for information exchange and
synchronization between simulations that together form a federation. Figure 6
shows the simbots system federated with heterogeneous simulators through a
broker, and adapters that translate events and interactions coming from the
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environment or external simulators to simbot events. Observe that it is required
to define the interface with the environment, which is represented in the figure
with the dotted places.

Figure 6 presents a layered architecture, with the top layer supported by dis-
tributed simulation micro-kernels, which efficiently provide a distribute interpre-
tation of the model using a pear-to-pear interaction, and dynamic load balancing
with a minimal workload. The botton layer focus on the reuse under the medi-
ation of a brokering middleware. It opens opportunities for collaborations an
alliances at different levels: a more close collaboration to share simulation work-
load using simbots, and more open collaborations reusing different simulators.

6 Conclusions and Future Work

The paper has proposed an architecture to reduce the economic costs of the
simulation task for two reason: (1) The use of models in different phases of the
lifecycle allow to plan good strategies for the efficient use of resources by means of
a previous analysis of the model and to customize the simulation according to the
structure of the model to be simulated; (2) The implementation of a distributed
simulation to take advantage of the availability of resources, and making an
efficient use of the resources by the dynamic partitioning of the model to be
simulated.

Moreover, the paper proposed an additional line of economic costs reduc-
tion by the connection of several existing simulators running in heterogeneous
platforms. This connection try to reduce costs of model construction delegating
some parts of the model to those included in existing simulators and interpreting
this delegated parts as the environment of our system. To do that in the paper
a mechanism for the federation of DES simulators is proposed and integrated in
the simbots designed.

A compiler for ordinary Timed PN and a prototype in Akka of the distributed
Simbot actor has been developed. The use of ordinary Timed PN in the modeling
of large complex DES can lead to models of unmanageable size. Immediate
future work includes the use of high-level models that support modularity and
hierarchy, and the implementation of a compiler that explores the top-down
design hierarchy and builds an interconnection table until it reaches the building
blocks of the design: events, and event dependencies.

The partition of the resulting flat model, the deployment of compiled code,
and the development of mechanism to support the monitoring and load balancing
redistribution of code between adjacent actors are the immediate steps to to
show experimentally the adequacy of the architectural proposal for an efficient
distributed interpretation of the model.
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Abstract. Network neutrality is being discussed worldwide, with differ-
ent countries applying different policies, some imposing it, others acting
against regulation or even repealing it as recently in the USA. The goal
of this paper is to model and analyze the interactions of users, content
providers, and Internet service providers (ISPs) located in countries with
different rules.

To do so, we build a simple two-regions game-theoretic model and
focus on two scenarios of net neutrality relaxation in one region while it
remains enforced in the other one. In a first scenario, from an initial sit-
uation where both regions offer the same basic quality, one region allows
ISPs to offer fast lanes for a premium while still guaranteeing the basic
service; in a second scenario the ISPs in both regions play a game on
quality, with only one possible quality in the neutral region, and two in
the non-neutral one but with a regulated quality ratio between those.

Our numerical experiments lead to very different outcomes, with the
first scenario benefiting to all actors (especially the ones in the relaxed-
neutrality region) and the second one mainly benefiting mostly to ISPs
while Content Providers are worse off, suggesting that regulation should
be carefully designed.

Keywords: Net neutrality · Service differentiation · Game theory ·
Regulation

1 Introduction

The network neutrality debate has been raging for close to two decades and is
still a very sensitive issue worldwide. Basically, network neutrality is “the prin-
ciple that traffic should be treated equally, without discrimination, restriction or
interference, independent of the sender, receiver, type, content, device, service
or application”. This type of definition was introduced by the Federal Commu-
nications Commission, the regulator in the US in 2005, and by the European
Union in 2014, among others. It is part of the principles for an open Internet
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according to which resources available on the Internet should be easily accessible
to all entities. The debate has been highlighted in 2005 with Ed Whitacre, CEO
of the Internet service provider (ISP) AT&T, complaining that distant content
providers (CPs) were using his network without financially participating to its
infrastructure maintenance and upgrade, while at the same time the proportion
of telecommunications economy coming from advertisement and going to CPs
was increasing. The threat to differentiate traffic or even block some services
raised a lot of protests. Since, numerous attempts to discriminate traffic have
been observed, such as ISP Madison River Communications fined in 2005 for
preventing its clients from using VoIP in competition with its own “voice” offer,
Comcast blocking in 2007 BitTorrent (P2P) traffic, or the recent exclusion of
some traffic from data caps in wireless subscription offers (the so-called zero
rating). For more on Net neutrality and its history, the reader is advised to look
at [5,7–9,11,13,14] and references therein.

An important issue barely addressed in the literature is that while neutrality
principles are imposed in many countries, it is not the case everywhere. As of
March 2019, we can define two, and even three sets of countries regarding net
neutrality1:

– Countries having passed laws to protect neutrality; this includes all European
Union, Canada, most of South America, Japan, India, etc. Remark though
that rules are more or less strict depending on the country; for example some
authorize sponsored data (that is, the possibility for content providers to pay
for their traffic and exclude it from the users data cap) while other don’t.

– Countries against neutrality as recently the USA, or other big countries such
as Russia, China, etc. Claimed reasons are not always the same: economic
efficiency in the USA, control of content/traffic by deep packet inspection in
China, or congestion control in Russia.

– Countries still in the process of deciding, such as Australia or Uruguay.

As a consequence, in a global Internet, some ISPs are allowed to differentiate
service for their users but also of traffic of CPs originated or going through their
country. This difference of rules could end up with differentiated services for
users located in a foreign and neutral country, even if neutrality is imposed and
applied there. This issue is particularly exacerbated by the recent decision, in
2017, of the authorities in the USA to repeal neutrality. The USA being the
origin or intermediate of an important part of worldwide traffic, it seems to
us that studying the relations between countries applying different neutrality
policies is becoming particularly important.

Our goal is therefore to investigate what it implies on all actors (ISPs, CPs,
users) to have both neutral and non-neutral countries. To start, we will limit our-
selves in this paper to two interacting countries. The actors we consider in each
country are CPs, potentially deciding between classes of service for their traf-
fic, ISPs deciding connection prices for given qualities of service (QoS) offered
1 See https://en.wikipedia.org/wiki/Net neutrality by country for an exhaustive list

or https://www.reddit.com/r/MapPorn/comments/7k9wus/status of net neutralit
y around the world2060x1400/ for an instructive map.

https://en.wikipedia.org/wiki/Net_neutrality_by_country
https://www.reddit.com/r/MapPorn/comments/7k9wus/status_of_net_neutrality_around_the_world2060x1400/
https://www.reddit.com/r/MapPorn/comments/7k9wus/status_of_net_neutrality_around_the_world2060x1400/
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to CPs, and users with demand level depending on the QoS they experience.
The interactions between countries come from users requesting traffic to CPs in
their own and also in foreign countries, and from traffic having to go through
ISPs in the two countries, potentially applying different neutrality policies. Non-
cooperative game theory [4,12] is used to analyse the interactions of selfish actors.
The question we would like to answer is: Is there a “winner” with such a hetero-
geneous situation? We wish to compare the output with the situation of a fully
neutral Internet.

The literature on modeling and analysis of network neutrality through game
theory has been extensive (see among others [1–3,6,9,10] and references therein),
trying to answer various questions, but to our knowledge no work has been deal-
ing with the impact of interactions between countries applying different rules.
Again, given the current tendency of countries to evolve in different political
directions, this is becoming an issue of primary interest.

The results provided in this paper highlight how the specifics of net neutrality
regulation relaxation can affect all actors, including those in the region where
neutrality remains enforced. Our numerical results show in particular that if the
non-neutral ISP still has to offer the same quality as the neutral ISP (in addition
to an improved quality), then all actors are likely to benefit from the relaxation,
while only the non-neutral ISP would benefit if it is given more freedom (even
its hosted CPs would prefer the all-neutral situation).

The remainder of the paper is organized as follows. Section 2 introduces our
two-zones, several-CP model with the available strategies and utility functions
for all actors. We then investigate in Sect. 3 the case when the non-neutral ISP
can only offer a high-quality service in addition to the basic one (the one in
the neutral zone). In Sect. 4 we analyze numerically, on the same instance, what
happens when the regulator imposes a given ratio between the low-quality and
high-quality services offered by the non-neutral ISP, while the neutral ISP fixed
its quality to maximize its revenue. We provide conclusions and suggest direc-
tions for future work in Sect. 5.

2 Model

2.1 Topology and Actors

The topology we study in this paper is described in Fig. 1. We consider two
geographic areas, with a single ISP and several CPs in each one; the set of
CPs in the neutral (resp., non-neutral) area is denoted by LN (resp., LD). We
assume a peering relationship between the two ISPs. We will consider that net
neutrality is enforced in one area, while neutrality constraints will be relaxed in
the other one. The neutral area may correspond to the European Union and the
non-neutral one to the United States, after net neutrality regulations have been
repealed.

2.2 Service Qualities and Prices

Let qN be the performance level offered by the neutral ISP, and assume that
the non-neutral ISP can offer two different quality levels, namely qL and qH
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Fig. 1. Topology

(with qL > qH). We assume qN , qL, qH ∈ [0, 1]. Without loss of generality, the
higher the value of q, the better the performance. The per-unit-of-volume prices
(paid by CPs to their host ISP) are pN (in the neutral area), and pL and pH for
performance levels qL and qH , respectively, in the non-neutral area.

Prices will be assumed fixed, imposed by the regulator(s) or decided through
competition: we only focus on quality levels as decision variables for ISPs.

2.3 CP Demands and Utilities

CPs also have a per-unit-of-volume gain (from advertisement) a� for CP �. Each
CP has a volume demand coming from its own area, plus another one coming
from the other area, both depending on the offered performance q (defined just
after). Let Dj

i (q) be the demand of content of CP j from customers in area i. We
will for example later consider the standard linear expressions Dj

i (q) = βj
i +αj

i q.
Users in area i and looking at CP j located in that same area just need to use the
local ISP. Thus q = qi, the performance at ISP i chosen (if a choice is available)
by that CP. On the other hand, when accessing the CP j from the other area,
traffic goes through both ISPs, and overall performance is assumed to be the
product of the two ISP qualities q = qN · qD, so that a null quality at a network
leads to a null quality along the path, and a perfect quality at a node (that is
qN = 1 or qD = 1) reduces the overall quality to the quality of the other node
along the path.

The utility of CP � in the non-neutral area is the difference between its
advertising revenue and payments to its ISP, both of which are proportional to
its total demand:

� in non-neutral area ⇒

UC
� = (a� − pk�

)
(
D�

D(qk�
) + D�

N(qk�
qN)

)
,

where k� ∈ {L,H} is the performance level chosen by the CP.
Similarly, the utility of a CP � in the neutral area is given by

� in neutral area ⇒

UC
� = (a� − pN)D�

N(qN) + (a� − (pN + pk�
− pL))D�

D(qNqk�
),
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with decision k� ∈ {L,H} representing the quality that the CP has selected for
its flows reaching the non-neutral zone. Note that we assume that if the CP
selects the high quality, it then has to pay an extra pH − pL per demand unit to
the non-neutral ISP.

2.4 ISP Utilities

The revenues of ISPs are made of the gain from the volume of data flowing
through it, minus the cost for maintaining a network with the given performance
level. We therefore get, for the ISP in the neutral area,

U I
N = pN

∑

�∈LN

(
D�

N(qN) + D�
D(qNqk�

)
) − fN,

and for the ISP in the non-neutral area we obtain

U I
U =

∑

�∈LN

(pk�
− pL)D�

D(qNqk�
) +

∑

�∈LD

pk�

(
D�

D(qk�
) + D�

N(qk�
qN)

) − fD,

where fN and fD are the cost functions. We assume that the cost borne by
an ISP is made of the demand level at the quality times the (unit) cost ci(qi)
(i ∈ {N,H,L}) to provide this level:

fN =

(
∑

�∈LN

(D�
N(qN ) + D�

D(qNqk�
)) +

∑

�∈LD

D�
N(qk�

qN )

)

cN (qN )

fD =

(
∑

�∈LD:k�=L

[D�
D(qL) + D�

N(qLqN )] +
∑

�∈LN:k�=L

D�
D(qNqL)

)

cD(qL)

+

(
∑

�∈LD:k�=H

[D�
D(qH) + D�

N(qHqN )] +
∑

�∈LN:k�=L

D�
D(qNqH)

)

cD(qH).

Remark that total demand through a network is composed of the total demand
of subscribers to this network, but also of the demand of users of the other
network to CPs in this local network.

The cost functions cN and cD will be assumed increasing convex, with value
0 at 0 and +∞ at 1. The typical example we will use is cN(q) = cD(q) = α q

1−q
with some conversion rate α.

2.5 Analysis of the Interactions

Each actor takes its own decision, but not at the same time scale. We end up
with a Stackelberg game, where:

1. ISPs play a game on performance levels, the one in the neutral area choosing
qN , the one in the differentiated area choosing qL and qH (prices being fixed,
as described previously);
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2. The CPs decide the class of service in the differentiated zone;
3. Demand is computed depending on those strategies.

The game is played by backward induction, i.e., each decision maker is assumed
to be able to anticipate the outcome of the later stages when selecting an action.

2.6 Different Ways of Relaxing Neutrality

We take as a reference basis the situation where both areas are neutral, and
investigate what happens when one region allows some non-neutral behavior
from its ISP. To avoid extremely unfair behaviors, we assume that there remains
some (relaxed) regulation regarding the non-neutral ISP’s actions. For example,
we may assume that the ISP may only offer an improved service in addition to
that of the reference situation (our first scenario), or that the regulator imposes
a fixed quality difference between the high- and low-quality services. Of course,
other rules can be imagined, but we think those two are sufficiently simple and
realistic to be worth considering.

3 A First Scenario: Opening to Non-neutrality in a Zone
from an All-Neutral Situation

In this section, we investigate some possible outcomes when, from a situation
where both zones are neutral and provide the same quality qN , the possibility
of creating fast-lanes is opened in one zone while the minimum quality should
remain qN . This could for example correspond to the situation in the United
States, where previous neutrality recommendations have been repealed.

With our previous notations, this corresponds to qN being fixed, and the new
decision variable being qH .

The other parameters are also assumed fixed, with values given below.

pL pH pN α
0.5 0.6 0.5 0.02

Those values have been chosen quite arbitrarily, but so that the players’ strate-
gies have an impact. We nevertheless think they can be realistic.

The sets of CPs are LN = {1N, 2N, 3N} and LD = {1D, 2D, 3D}. We consider
linear demand functions for CPs, given in Table 1. In particular, we are con-
sidering pairs of CPs, i.e., CPs that have the same demand functions in both
regions and only differ by being attached to the neutral or the non-neutral ISP.
This will help analyze whether a given CP prefers being hosted by a neutral
or a non-neutral ISP. We also consider three kinds of CPs, with one kind (CPs
1N and 1D) equally of interest in both areas, and each of the two other types
mainly of interest for users in one area: CPs 2N and 2D rather target users in the
non-neutral area, while CPs 3N and 3D produce content that interests mostly
users in the neutral area.

We display in Fig. 2 the utilities of all CPs when qH varies, with qN = qL

fixed. We first remark that, as expected, when qH = qN each CP is better off
being hosted in the region where most of its demand lies:
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Table 1. CP demand functions and advertisement revenue factors.

CP index CP location CP adv.
rev. a

Demand in
neutral region

Demand in
non-neutral
region

1N Neutral ISP 1 0.1 + 1.0q 0.1 + 1q

2N Neutral ISP 1 0.05 + 0.5q 0.2 + 2q

3N Neutral ISP 1 0.1 + 1.0q 0.036 + 0.36q

1D Non-neutral ISP 1 0.1 + 1.0q 0.1 + 1q

2D Non-neutral ISP 1 0.05 + 0.5q 0.2 + 2q

3D Non-neutral ISP 1 0.1 + 1.0q 0.036 + 0.36q
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Fig. 2. CP utilities versus qH , for qL =
qN = 0.5. The situation when qH = 0.5
corresponds to the all-neutral case. The
marks highlight the values after which
a CP selects qH rather than qL.
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Fig. 3. ISP revenues versus qH when
qL = qN .

– being equally attractive in both regions, CPs 1N and 1D get the same utility,
suggesting that a “virtual CP1” considering where to locate its service would
be indifferent;

– similarly, a “virtual CP2” (resp., CP3) asking the same question would com-
pare the utility of our CPs 2N and 2D (resp., CPs 3N and 3D) and prefer to
be in the situation of CP 2D (resp., 3N). This was to be expected, since CPs
will seek to minimize the multiplicative impact of qualities on the demand
from the alien area.

As qH increases, for our parameter values each CP opts for the improved
quality after a certain point (indicated in the figure). Note that the values for
this point conform to the intuition: a CP will switch sooner to high-quality if
the impact on its demand is larger, i.e., if its target market is in the non-neutral
zone and if the CP is itself hosted in the non-neutral zone. For the same reason,
the improved quality qH favors more the CPs located in the non-neutral area
than their neutral-area-located counterparts, due to the multiplicative term in
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Fig. 4. Best-response qH(qN ) when
qL = qN (no value is shown when offer-
ing a high-quality service is not ben-
eficial, i.e., when the non-neutral ISP
prefers offering only qN ).
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Fig. 5. CP utilities (revenues) versus
qN = qL, with best-response qH from
the non-neutral ISP.

the demand from the area remote to the CP. When qH becomes high, all CPs –
including the one mostly targeting users in the neutral area, our “virtual CP3”
– prefer being hosted in the non-neutral area than the neutral one.

The net revenues (utilities) of both ISPs are also plotted in Fig. 3, illustrating
how the non-neutral ISP could choose its high-quality level qH . We notice some
discontinuities, corresponding to CPs switching from low-quality qL to high-
quality qH . Those switches first have no noticeable impact on the neutral ISP,
but then a positive impact since demand increases with qH ; however we do not
consider here what would happen if CPs decide to switch regions (as we pointed
out above, the non-neutral ISP becomes more attractive to CPs as qH increases).

Finally, in Figs. 4, 5 and 6 we vary the common value of qH and qL, and
consider that the non-neutral ISP selects the quality qH maximizing its net
revenue: that best-response quality qH is plotted in Fig. 4, while Figs. 5 and 6
show the utilities of the actors. As could be expected, when the “low-quality”
levels qN = qL is high enough, a high-quality level does not make a significant
enough difference, and is therefore not implemented by the non-neutral ISP. With
our parameter values, this happens when qN exceeds 0.71. Note also that before
that point, the optimal qL is not monotone in qN : it first slowly decreases for low
values of qN , but for qN high enough there seems to be a need to maintain qH a
certain level above qN to keep attracting CPs, i.e., justifying the price difference,
as illustrated in Fig. 3 when qN = 0.65.

The impact on each individual CP is shown in Fig. 5: when the neutral (basic)
quality is low, all CPs prefer being hosted by the non-neutral ISP since they can
benefit from its high-quality level and the corresponding demands. However,
when that basic quality increases, the gain from the high-level quality qH is
less significant, and after some threshold (around 0.35 for our example) the CP
mainly targeting users in the neutral zone prefers to be hosted in that zone. The
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CP targeting the non-neutral area always prefers being hosted by the non-neutral
ISP, while the CP equally demanded in both regions prefers the non-neutral one
until the non-neutral ISP non longer offers service differentiation.

We also display in Fig. 6 the revenues of both ISPs, and the cumulative
revenues of the CPs in each zone. This allows to see what an advantage it is for
an ISP to be allowed to offer an improved service; we also see the two regimes
(when it is beneficial for the non-neutral ISP to offer qH > qN , and when it is
not).
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Fig. 6. ISP and cumulative CP utilities (revenues) versus qN , with best-response qH .

Finally, in Figs. 7 and 8 we compare the all-neutral situation (when the same
quality qN is offered in both areas) to the partially neutral one studied here,
where a high-quality qH can be offered in the non-neutral region. We observe
that for our parameters, relaxing the neutrality constraint benefits to all actors,
except (for a small range of values of qN ) the neutral ISP. All CPs benefit from
that relaxation, in particular those hosted by the non-neutral ISP. Note however,
again, that we did not consider CP mobility in our model (CPs that would switch
ISPs).
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Fig. 7. CP utilities (revenues) differ-
ences when switching from an all-
neutral situation to a non-neutral ISP
optimizing qH , versus qN = qL.
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optimizing qH , versus qN = qL.
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Fig. 9. CP utilities versus qH , for qN =
0.5 and the ratio qH/qL fixed to 2. The
marks show after which value of qH the
CPs prefer qH over qL.
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Fig. 10. ISP revenues versus qH , for
qN = 0.5 and the ratio qH/qL fixed
to 2.

4 A Second Scenario: Quality Game Between ISPs,
with a Fixed qH/qL Ratio in the Non-neutral Region

We now consider a different scenario, where both ISPs play a non-cooperative
game on their qualities–the neutral ISP chooses qN and the non-neutral ISP
chooses qL and qH–but a fixed ratio between qH and qL is imposed to the non-
neutral ISP, to avoid excessive differences between basic and improved services.
For the numerical investigations, we consider the same CPs with their specifici-
ties (location and demand functions) as in the previous scenario. They are given
in Table 1.

When the quality qN is fixed and the non-neutral ISP varies qH (and qL

to maintain the quality ratio), the utilities of the CPs are plotted in Fig. 9.
We observe the same trend as with the previous scenario: the CPs hosted in
the non-neutral region prefer the “higher quality” qH over qL sooner (i.e., for
smaller values of qH) than their counterparts hosted in the neutral region. Also,
CPs whose main demand lies in the non-neutral region switch sooner to qH .
Another thing worth noting is that for all CPs, the switching point is below the
quality value qN in the neutral network: here even if qH cannot be said to be
high quality, CPs still choose it to avoid the worse quality qL.

The net revenues (utilities) of both ISPs are also plotted in Fig. 10, illus-
trating how the non-neutral ISP could choose its high-quality level qH . For our
numerical values, the non-neutral ISP should choose a high quality around 0.8,
and therefore a basic quality 0.4.

However, in this scenario we do not consider qN fixed but rather determined
through a non-cooperative game played between ISPs. To analyze that game,
we plot the ISP best-responses (qH versus qN , since qL is directly determined
by qH) in Fig. 11, which exhibits continuous best-response that intersect at only
one point, a (stable) Nash equilibrium. Note that the best-response qH is above
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Fig. 11. ISP best-responses when the
ratio qH/qL is fixed to 2.
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Fig. 12. Equilibrium qualities when
the ratio qH/qL varies.

qN , and seems to equal qN when qN is large enough. Here at the equilibrium we
have qH > qN .

We then vary in Fig. 12 the regulated ratio qH/qL, and plot the equilibrium
values of the qualities. The resulting revenues of ISPs and CPs are displayed in
Figs. 13 and 14. The figures highlight two regimes:
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Fig. 13. ISP net revenues at equilib-
rium when the ratio qH/qL varies.
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Fig. 14. CP net revenues at equilib-
rium when the ratio qH/qL varies.

– when the ratio qH/qL is low, the non-neutral ISP cannot set a significantly
higher quality qH to justify the price difference, and all CPs prefer the basic
quality qL. The results therefore do not depend on the specific value of the
regulated ratio, provided it is low enough. Note that the equilibrium quality
qL, the one all CPs choose, is slightly below the quality of the neutral ISP,
even though their price is the same. That regime is actually equivalent to the
all-neutral equilibrium (when the ratio is 1, i.e., no differentiation is allowed);
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we have the same qualities (except qH , that is not chosen by any CP) and
the same utilities for stakeholders. Therefore, such a limited relaxation of
neutrality constraints has no impact.

– When the regulated ratio qH/qL is large enough, the price difference is jus-
tified by the quality difference, hence all CPs select that high-quality. Again,
as a result the equilibrium qualities do not depend on the regulated ratio in
that regime. Note that in this regime, the chosen quality in the non-neutral
zone qH is strictly above the one in the neutral zone. It is also worth noting
that both ISPs–even the neutral one–prefer this regime over the all-neutral
situation, while it is the opposite for CPs: all of them were better off in the
all-neutral setting than in this relaxed scenario, the most affected being the
CPs hosted in the non-neutral zone.

Between those two regimes, there is a small range of values for the regulated ratio,
where some CPs would select qL and others qH . The impacts on the actors in
that limited range are less clear.

5 Conclusions

Changing the net neutrality rules in a part of the Internet may affect actors in
other parts; in this paper we have focused on a simple scenario with two domains
having different regulations, and have investigated the resulting decisions from
ISPs (in terms of offered qualities) and the consequences on content providers.

The specifics of the new rules can lead to very different outcomes. With the
same parameter values, our numerical analysis has for example shown that, when
a non-neutral ISP can offer two qualities qH and qL and a neutral ISP only one
quality qN :

– if we impose qL = qN , i.e., non-neutrality is only allowed to offer improved
service, then all stakeholders–in particular the non-neutral ISP and its hosted
CPs, but also the other ones to a lesser extent–would prefer a relaxation of
neutrality rules;

– if a given ratio qH/qL is imposed, then either nothing is changed with respect
to the neutral situation, or all CPs are worse off.

Those results suggest that regulatory decisions about relaxing net neutrality
rules should be made with great care, taking into account the whole ecosystem
that is affected.

The setting described in this paper opens several perspectives for future work.
A first direction would be to develop the analytical study of the model proposed
here rather than investigate numerical examples. Also, one can imagine other
versions of regulation to constrain the non-neutral ISP in other ways, with the
objective to favor user welfare, CP innovation, or fairness among users or among
CPs.
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Abstract. The Industrial Internet of Things (IIoT) has become a valuable data
source for products and services based on advanced data analytics. However,
evidence suggests that industries are suffering a significant loss of value creation
from insufficient IIoT data sharing. We argue that the limited utilization of the
Sensing as a Service business model is caused by the economic and techno-
logical characteristics of sensor data, and the corresponding absence of appli-
cable digital rights management models. Therefore, we propose a property rights
enforcement and pricing model by utilizing digital watermarking in combination
with product versioning to address the IIoT data sharing incentive problem.

Keywords: Industry 4.0 � Industrial Internet of Things � Sensing as a Service �
IIoT data marketplace � Digital rights management � Digital watermarking

1 Introduction

1.1 Background

In 2011, the German government launched its Industrie 4.0 initiative to “drive digital
manufacturing forward by increasing digitization and the interconnection of products,
value chains and business models” [1]. The fourth industrial revolution has now
become widely accepted as the era, in which technologies like cyber-physical systems
and cognitive computing will enable a significant increase in operational efficiency and
productivity [2].

Much of these digitization efforts can be attributed to our desire to interconnect the
physical and digital worlds and describe the environment in a language that computers
can understand to utilize their superior capabilities [3]. Such capabilities become
prevalent with technologies like big data analyses, which can increase functionality and
quality in products and services by revealing patterns and correlations that were pre-
viously invisible [4]. Big data is also a key source for machine learning, which is the
heart of artificial intelligence [5]. Indeed, advanced data analytics has been found to be
the most pursued approach to technology innovation, which is yet another indication of
data itself becoming an indispensable asset [6].

Although vast amounts of digital information are already being collected and pro-
cessed, fundamental Industry 4.0 prerequisites such as connectivity and interoperability
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have been lagging behind due to cybersecurity concerns and technological incompati-
bility in industrial environments [7]. The EU Commission supports this hypothesis [8]
and provides funding to the development of common interfaces to overcome techno-
logical barriers to a successful digital economy [9]. However, the levels of information
transparency as envisioned for Industry 4.0 cannot be achieved through digitization and
technological compatibility alone. Multiple studies have assessed the economic grounds
and associated business models and incentives for trading digital information in the form
of sensor data. For instance, Sensing as a Service (S2aaS) was anticipated in [10] as an
Internet-connected sensor network offering commercial data access services. This model
has later been covered in detail and linked to the Internet of Things paradigm [11], which
is one of the key frameworks supporting the fourth industrial revolution [12].

Central to the S2aaS business model is the concept of IoT data marketplaces [13].
The key motivation behind such marketplaces is to create platforms, on which data
streams from different connected devices, that otherwise may remain unexploited or
stored in silos, can be traded for increased value creation [14]. We will consider such
IoT devices as physical or virtual sensors capable of exchanging data over the Internet.
Although some scholars also include actuators under the IoT umbrella [15], we limit
our scope to only cover sensors as a part of the Sensing as a Service business model.

That said, various definitions of IoT allow for many interpretations including
personal devices and applications focusing on more user-centric convenience than
significant gains in operational efficiency and productivity. Therefore, we will use the
term Industrial Internet of Things (IIoT), which can be considered as a subcategory of
IoT. Due to the lack of a widely accepted definition of IIoT, we will assign this term to
what the EU Commission defines as machine-generated, non-personal raw data [16].
We use the term industrial to emphasize the value propositions for various industries,
although the actual data may be collected in non-industrial environments like in pri-
vate, connected cars [17].

Prior research highlights many use-cases for data-driven applications across a wide
range of industries and underlines the benefits in increased sharing of data as a non-
rivalrous good [2, 18, 19]. However, a recent communication by the EU Commission
addressing ownership and access rights of IIoT data, expresses concerns that current
limitations in data sharing means that we are not taking full advantage of the emerging
data-driven economy [20]. This EU communication has sparked a debate on the
property and access rights of IIoT data as well as why privately held sensor data is not
sufficiently shared [21]. This study adds to that debate.

1.2 Problem Description

Information harvested by IIoT devices is expected to enable a wide range of smart
applications within domains like utility metering, logistics, supply chains, agriculture,
power grids, traffic and building controls [18] as well as an overall increase in man-
ufacturing efficiency [2]. Despite these business opportunities, the limited presence of
data sharing through IIoT marketplaces is evident [20]. While some economic articles
suggest that the main barrier to increased data sharing is the lack of knowledge on how
data can be exploited [20], we believe the rapid increase in production and use of IIoT
data suggests otherwise. In addition, the presence of online (I)IoT data marketplaces
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featuring common interfaces indicates that technological incompatibilities have already
been overcome [9].

Prior studies on S2aaS and (I)IoT data marketplaces pay little attention to funda-
mental prerequisites for any economic transaction, namely pricing [35, 36], well-
defined property rights, and associated mechanisms to enforce them [11, 13–15]. On
the other hand, the more economically oriented debate following the EU communi-
cation on data ownership does not seem to fully acknowledge the technological aspects
of this issue. For instance, (I)IoT data streams are sometimes classified as an excludable
good [20], which is contrary to the general understanding of digital information goods
being relatively non-excludable [19]. In fact, we argue that sustainable data sharing is
actually inhibited by the current de facto non-excludable characteristics of IIoT data
streams. We believe the critical function of enforcing property rights of such data has
fallen in the shadow of the academic debate on who should be granted access to data in
the absence of copyright protection [22].

1.3 Research Objective and Question

Based on these shortcomings, our research objective is to combine the related and
sometimes even conflicting elements of pricing strategies and property rights
enforcement in one digital rights management model for IIoT data, and we ask how this
combination can contribute to more economically viable IIoT data trading.

1.4 Methodology

From the findings of our literature review, we first support the need for property rights
enforcement and pricing models [34–36] that are specifically adapted to IIoT data
streams. Then, we propose a combined model for this purpose due to the absence of
adequate alternatives in prior works. Lastly, we analytically analyze the relationship
between the proposed watermarking technique and product versioning strategy with the
aim to obtain economic incentives for increased IIoT data sharing.

1.5 Contributions

This study provides a model to remedy the IIoT data sharing incentive problem. The
model includes a novel watermarking mechanism for sensor data that supports trans-
parent product versioning in terms of predictable quality implications. In addition, we
illustrate an important relationship between IIoT data versioning and property rights
enforcement by introducing the quality gap for product versioning and how it can be
optimized from the perspective of data owners. The academic motivation is to close the
knowledge gap between the technologically oriented works and the more recent eco-
nomic articles concerning (I)IoT data sharing.

1.6 Structure

The remainder of this study is organized as follows: a brief literature review on the
economic aspects and property rights enforcement methods for IIoT data are presented
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in Sect. 2. In Sect. 3, we summarize the key takeaways from our literature review to
support the proposed model. We then introduce a digital watermarking technique as a
core element in the proceeding economic analyses. In Sect. 4, we utilize our model in
an analytical analysis to answer our research question. Section 5 summarizes and
concludes our findings.

2 Literature Review

The IIoT data marketplace enables raw data streams to be traded between stakeholders
before value-added services like analytics, aggregation or combination of data have
been provided [13]. Thus, IIoT data can be considered as a digital information good. As
with information in general, determining the price of data streams is quite different
from pricing physical goods due to the negligible marginal cost of production in
combination with the portability and wide variety of value propositions [33, 37]. As
Shapiro and Varian [23] proclaimed, “information is costly to produce but cheap to
reproduce”. Information is also frequently referred to as being easy to create but hard
to trust, and easy to spread but hard to control.

Therefore, assigning and enforcing property rights as well as embedding prove-
nance is a crucial task in the market for relatively non-excludable and non-rivalrous
data streams [19]. However, IIoT data are, in general, not protected by copyright law
[22], and property rights must therefore be sought through contract law. This lack of
absolute protection means that IIoT data is especially vulnerable to unwanted copying
and distribution in secondary markets [24]. Unless data owners aim to transfer the
entire ownership, contracts preventing buyers from copying and distributing the same
data stream is critical to maintain economic incentives to collect and share data.
Otherwise, a malicious buyer could exploit the arbitrage opportunity and resell data
streams to multiple buyers at a lower price than the original good.

However, due to the doctrine of privity, which is commonly practiced in contract
law, the rights or obligations of a contract are only binding to the parties signing the
contract. This means that contract law may not be sufficient to prevent a third-party
from legally redistributing data streams against the will of the original owner. This is
why adding provenance to digital goods can be an effective barrier to so-called piracy
by embedding traceability to the party that was initially responsible for the breach of
contract [25].

Unfortunately, digital rights management of IIoT data is substantially more chal-
lenging compared to software and multimedia because replication and tampering is
technically difficult to control [5]. Regardless of encryption mechanisms for secure
transportation and user authentication for access control, the information contained in
IIoT data streams must eventually be revealed to the consumer, which in turn enables
virtually effortless reproduction. This is a clear distinction from digital media files
carrying images, music and video where the perceived value is largely driven by its
analogue consumption by humans. For instance, apparently invisible watermarks can be
implemented in audio files at frequencies outside the human hearing range, or in middle-
frequency parts of images [26]. However, unlike images and audio files, digital
watermarks in IIoT data streams would necessarily impose a visible difference in the
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good. A single number can simply not hold more information than its intrinsic numerical
value unless the value itself or its metadata have been altered. Still, digital watermarking
remains as the only relevant protection measure for IIoT data streams [27].

All digital watermarking techniques face a trade-off between three conflicting
goals: maximizing rate of information imbedding; minimizing distortion of the original
data; and maximizing the robustness against attacks by malicious agents aiming to
erase traceability [25]. Furthermore, the robustness of watermarking can be classified
into four main categories [28]: removal attacks where information is sufficiently
damaged; geometric attacks targeting the watermark detection mechanism; crypto-
graphic attacks where the watermark is decoded and then removed or distorted; and
protocol attacks aiming to alter the watermark information.

In a state-of-the-art review of techniques for digital watermarking, Panah et al. [27]
list applicable approaches for embedding provenance in non-media or unstructured
information in the form of streamed, complex data. In this relation, interpacket delay
and data point sequence alteration-based methods are generally assumed to cause
excessive loss of value in many IIoT data applications. The remaining approaches that
appear to be more viable for IIoT data are based on alteration of less significant bits in
specific datapoints. Forward reference searches from original works in this domain [29,
30] do not reveal any recent additions in this category. Table 1 summarizes water-
marking methods applicable to IIoT data and their potential shortcomings with respect
to the scope of this study.

3 Model

3.1 Assumptions

In designing a model to embed provenance in IIoT data streams for the purpose of
making contract infringement unattractive, we assume that IIoT data is privately held,
and that the original owner seeks profit maximization by maintaining its monopolistic
power in an open IIoT data marketplace. This means that the owner has an interest in
preventing buyers from reproducing and distributing the data stream in secondary
markets unless they are authorized to do so. However, we also expect the presence of

Table 1. Relevant watermarking methods for IIoT data streams

Method Potential weakness Reference

LSB embedding in
selected extremes

Limited generality and invisibility Sion, Atallah and
Prabhaka [29]

Metadata and LSB
embedding

Insignificant bits can be attacked by removal
with limited loss of value

Chong, Skalka and
Vaughan [30]

Data point
sequence
alteration

The sequence of data points is considered to
be critical for many applications

Xiao, Sun, Li, Wang,
Xia and Liang [31]

Variable
interpacket delay

Interpacket delays are considered to be critical
for many applications and are often fixed

Sultana, Shehab and
Bertino [32]
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malicious agents, who are willing to violate these contract terms and technologically
attack any property rights enforcement mechanisms to remove traceability.

An example of an IIoT data stream covered by this study is the speed of a con-
nected car, which is part of core functionality needed to safely operate the vehicle in
addition to being of potential interest to others. For instance, developers of autonomous
driving systems may utilize this information in combination with other variables. On
the other hand, the same data stream can also be valuable to insurance companies when
investigating an accident or for personalized pricing policies based on driving behavior.
In this multi-stakeholder scenario, it is natural to assume that the insurance company
prefers a lower level of precision than the software developer, if the data stream is made
available at a lower price through product versioning. Therefore, we will utilize so-
called quality discrimination by applying versioning of the data stream as a measure to
maximize profits as supported by prior literature [5].

Regarding the perceived value of the data stream, we will assume that utility is
expressed as a linear function of quality. Moreover, we generalize quality to be
described as the precision of the data stream. Hence, the perceived value of a data
stream can be expressed as a linear function of the number of digits precision per data
point. The precision level is the only quality factor considered alterable because
timestamps may in many cases express critical information that, together with the
completeness of the time series, must remain reliable regardless of any watermark
application [27]. We also assume that all attacks on watermarks attempt to maintain as
much as possible of the original data stream and, thus, its quality. Lastly, we assume
that IIoT data streams are a byproduct of operating a product or process and, thus,
being created regardless of their presence on the IIoT data marketplace.

3.2 Watermarking Technique

We propose a digital watermarking technique based on alternation of less significant
digits because this approach is assumed to represent the ideal trade-off between the
three conflicting goals of watermarking [27]. However, as opposed to related works in
[29] and [30], we put additional emphasis on the ability for the watermarking technique
to provide transparent product versioning in terms of predictable quality implications.
These requirements are motivated by our line of argument that there is a need for viable
property rights enforcement and pricing models to facilitate increased IIoT data shar-
ing. The applied watermarking principles are inspired by the concepts of Quantization
Index Modulation [25].

Function. We propose a combined product versioning and watermarking technique
based on rounding operations. In more detail, the technique is based on deterministic
alternation between two different rounding tie-break conventions. Tie-breaking rules
are needed when rounding a digit that is exactly half-way between preceding integers.
That is, if 9.5 should be rounded to 9 or 10, or if 95 should be rounded to 100 or 90. If
there were not for least significant digits equal to 5, all round-off errors would be
symmetric by always rounding to the nearest preceding integer. The default rounding
mode in the technical standard for floating-point arithmetic IEEE 754 is “round half to
even”. This means that a midway floating point will be rounded to the nearest even
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integer value. In other words, 9.5 is rounded to 10 and 8.5 is rounded to 8. This method
has no positive/negative bias and no bias toward/away from zero and will minimize the
sum of expected errors. A similar tie-breaking rounding convention featuring the same
properties is “round half to odd”.

The proposed watermarking technique is named Deterministic Alternation Between
Integer Tie-breaks (DABIT). DABIT implements a seemingly invisible repeating
watermark in IIoT data streams consisting of real numbers with or without fractions
provided the sensor data points are expressed by two or more digits. The method works
by altering between the two aforementioned tie-breaking rules according to a prede-
fined sequence for every encountered tie-break. The embedded watermark represents a
64-bit binary code identifying the initial buyer of the data stream. A “round half to
even” tie-break expresses a binary 1, and a “round half to odd” operation expresses a
binary 0. In this way, DABIT enables close to non-biased watermarking of data streams
with a negligible loss of precision. By comparing a DABIT-encoded data stream with
the original time series, every case of a tie-break rounding would express a part of the
watermark. Thus, the full data stream does not necessarily need to be kept as reference.
The watermark embedding algorithm is conceptualized as a Python function below, in
which the precision of each data point of a data stream is reduced by one digit:

# x[] is an unwatermarked data stream
# y[] is the resulting watermarked data stream
# t is the timestamp
# i[] is the 64 bit watermark
# n is the watermarking sequence number

if int(repr(x[t])[-1]) == 5:
if i[n] == 0:
y[t] = RoundHalfToOdd(x[t])

else:
y[t] = RoundHalfToEven(x[t])

n += 1
else:

Robustness. In this section, we will discuss the robustness of DABIT against potential
geometric, removal, cryptographic, and protocol attacks that are relevant to IIoT data
streams. The robustness of DABIT against geometric attacks targeting the watermark
detection mechanism is relatively strong. This is due to the rigorous relationship
between the original data stream and the watermarked version in terms of both
timestamps and the order of data points. Hence, in case timestamps were slightly
altered in a geometric attack, a sophisticated watermark detection mechanism may still
recognize the sequence of data points as a reference to where the watermark is
embedded. In case of an alternation of the order of data points by a malicious agent
and, thus, an increase in the difficulty of detecting a watermark, a higher quality loss is
the consequence compared to other strategies.
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Given that the unwatermarked data stream is not known and the value of the least
significant digit of the original data stream is unpredictable, the DABIT watermark is
arguably invisible to any malicious agent. However, the technique is potentially vul-
nerable to cryptographic and subsequent protocol attacks if different agents buy the
same data stream with the purpose of averaging them or otherwise comparing each data
point to detect and possibly alter the watermark. That said, this is also the case of most
watermarking methods. A certain level of protection against such attacks can be
achieved by utilizing strategic watermarks, but the actual construction of the watermark
lies outside the scope of this study.

Lastly, removal attacks are arguably the most relevant threat against DABIT,
because this mode of attack is in line with our assumption that minor noise in data
points results in the lowest perceived quality loss for IIoT data streams. We will not
consider removal attacks such as averaging adjacent data points, which would harm the
frequency of the data stream, nor the complete removal of selected data points, which
would not be a viable approach for attacking an invisible watermark. Instead, we
identify relevant removal attacks as being rounding, truncation or adding noise to less
significant digits of the data stream. Common for these three removal attacks is their
aim to reduce precision of the data stream while maintaining other quality attributes
such as timestamps and completeness of the time series. To simplify the assessment of
these attacks, we combine these three attack modes in one worst-case scenario, where a
given number of the least significant digits are removed with a rounding operation.

One of the key features of DABIT that helps withstanding the aforementioned
removal attacks, is that even if the watermark is initially embedded in the least sig-
nificant digits, the watermark will occasionally spread to more significant digits as well.
Given a uniform distribution of least significant digits between 0–9, every 100th

rounding operation is expected to affect the second least significant digit. Every 1000th

rounding operation will affect the third least significant digit and so on. This effect
makes the watermark fairly robust against attacks on less significant digits, but it also
illustrates the exponentially increasing difficulty to recover the watermark for every
digit being attacked by a malicious agent.

3.3 Economic Reasoning

The Quality Gap. The proposed model includes a quality discriminating approach,
which is a common technique to accommodate different utilities of consumers of digital
products [5]. For this approach to result in profit maximization, it becomes essential to
identify the optimal difference in quality between product versions offered on the
marketplace. We define this difference as the quality gap.

We will only consider the gap between the two product versions A and B, because
any lower levels of quality than version B would not be able to compete with attacked
and illegally distributed versions of A, which would obtain superior quality in this
scenario. Arguably, it pays off for the data owner to pursue watermark reconstruction of
illegally distributed versions of product A as long as the costs of these efforts increase
consumers’ perceived loss of value caused by the watermark attack. This is because
any costs of pursuing malicious agents that exceeds consumers’ combined willingness
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to pay for the quality difference between the original and the illicit good cannot be
expected to be recovered. When these two cost functions are in equilibrium, the
property rights holder is indifferent between pursuing malicious agents through
watermark reconstruction and offering an authentic substitute of the illicit good on the
marketplace (product version B). This authentic good can match the precision level of
illicit goods while still providing greater value due to its authenticity.

Cost of Watermarking (CoW). We define cost of watermarking as the sum of two
main cost factors: embedding cost and reconstruction costs. These costs, which are faced
by the property rights holder, include the computing power, labor, and quality loss
associated with these activities. Embedding cost is the cost of implementing the
watermark through a rounding operation, which is a linear cost function expressed by a
cost parameter q multiplied with the number of rounding operations x per data point
( ). At the time of reconstruction of the watermarked, this cost is fixed ( ).
Reconstruction costs are expressed as an exponential function with cost parameter a and
the number of digits x that have been attacked by a malicious agent. In other words, the
number of rounding operations applied per data point by the attacker. The exponential
property is attributed to the exponentially increasing size of data that needs to be
collected and processed in order to detect traces of the watermark for every digit of
precision that has been attacked.

CoW ¼ cþ a 10x ð1Þ

Cost of Attacking (CoA). Malicious agents are facing two main factors in their cost
function: the actual attack operation and the resulting loss of value of the data stream.
Costs associated with performing the attack are considered to be equivalent to the costs
of the initial watermark embedding process faced by the property rights holder ( ).
This is because we assume the attack to be performed as a rounding operation that
reduces the precision level of the data stream by x digits. The cost of quality reduction
means the overall consumer-perceived loss of quality of the data stream expressed with
cost parameter b. This loss is caused by an attack of the watermark that results in a loss
of x digits precision. Due to the invisibility of the watermark, the attack must remove
x digits from all data points. According to our general assumption of a linear utility
function, this cost function is also linear.

CoA ¼ q xþ b x ð2Þ

4 Analytical Analysis

4.1 Equilibrium Between CoW and CoA

To identify the optimal versioning strategy for the described scenario, we determine the
equilibrium between the cost of watermarking (CoW) and the cost of attacking (CoA).
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This equilibrium helps identifying the quality level, at which product version B should
be introduced to support the market value of product version A. Figure 1 illustrates the
location of this equilibrium.

One equilibrium can occur before there is a full digit quality gap, thus when no
DABIT watermark can be added. A second equilibrium between the two cost functions
CoW and CoA can occur at a greater optimal quality gap between product version A
and B. The following equation can be used to identify all equilibria between the two
cost functions at different cost parameters:

CoW ¼ CoA ð3Þ

4.2 Determining the Optimal Quality Gap

For simplification, without loss of generality, we assume the costs of rounding for the
data owner (c) to be zero, resulting in:

a 10x ¼ q xþ b x ð4Þ

To expresses the ratio between the cost parameters a, b, and q at different quality gaps
x between product version A and B, we construct function y. We name this function the
quality gap function:

y ¼ a= qþ bð Þ ¼ x=10x ð5Þ

If the cost parameters are known, the optimal gap between the two product versions can
be determined by tracing a horizontal line from any given cost ratio y and observe for
which values of x the line intersects with the quality gap curve. Figure 2 illustrates an
example on how the ideal quality gap is identified, if the cost ratio y = 0.02:

Fig. 1. Potential equilibrium between CoW and CoA
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We ignore the left-most optimal quality gap because it occurs at less than one digit
difference in precision where no product versioning can be applied. The right-most
optimal quality gap for the suggested cost ratio occurs at approximately x = 2, hence at
two digits difference in precision between product version A and B.

Further inspections of the first derivative of the quality gap function y with respect
to x reveals that the quality gap function is applicable for cost factor ratios in the
interval (0, 0.43]. We also appreciate that the limit of the quality gap function y is 0, as
x approaches infinity. In other words, as consumers’ willingness to pay for precision
(b) grows infinitely larger than the per data point cost of watermark reconstruction (a),
the ideal quality gap approaches infinity. That said, the actual quality gap is practically
limited by the number of digits per data point of the data stream.

5 Conclusion

There is little doubt that the use-cases for shared IIoT data streams are many and that
great advancements in operational efficiency and productivity are likely to be in the
public interest. However, we have argued that regulatory uncertainties as well as
economic and technical characteristics of IIoT data streams raise the need for spe-
cialized protection mechanisms before privately held data will be shared at a significant
scale.

Our economic analysis shows how a theoretical approach for implementing
provenance through digital watermarking in data streams can create a basis for more
commercially viable IIoT data marketplaces despite the presence of malicious agents.
The key takeaway from this study is the relationship between perceived value of data
streams and the efforts associated with enforcing property rights, and how this rela-
tionship can be utilized in profit maximizing pricing strategies. These results emphasize
that there are more considerations to be made when assessing watermarking techniques
for IIoT data streams than just the technological features alone.

Acknowledgements. The Institute of Engineering Research at Seoul National University pro-
vided research facilities for this work.

y = 0.02 x ≈ 2

Fig. 2. The quality gap curve
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Abstract. The fast growing worldwide market for Infrastructure as a Service
(IaaS) has long been increasingly dominated by the few globally acting hyper-
scalers. In turn, the market share and number of small and medium-sized
regional IaaS providers have been declining over the past years. This battle for
market shares has, however, been astonishingly widely neglected in research.
The goal of this paper is therefore to identify and analyze the dominant business
model patterns of regional IaaS providers in Germany and compare them
regarding their long-term survival prospects. Based on an exploratory multiple-
case study with 18 successful regional IaaS providers, two dominant business
model patterns were identified: Whereas customizers consciously pursue a busi-
ness model being considerably different from the hyperscalers by particularly
addressing the discrepancy between the hyperscalers’ standardized offerings and
more individual customer requirements, superscalers exhibit several similarities
with the hyperscalers and thus act in direct competition. Due to a missing unique
selling proposition, except the guaranteed sole data storage in Germany, but at a
higher price, superscalers might fall victim to the market consolidation signifi-
cantly stronger. While scholars obtain a first classification schema of regional
IaaS providers which opens up fruitful areas for future research, practitioners get
inspirations for their business model innovation process.

Keywords: Cloud computing � Infrastructure as a Service (IaaS) � Regional
IaaS providers � Business models � Business model patterns � Hyperscalers �
Customizers � Superscalers � Exploratory multiple-case study

1 Introduction

Infrastructure as a Service (IaaS) is the fundamental layer of cloud computing delivering
basic infrastructure services to customers via networks. IaaS services include hardware
(e.g., computation, storage and network) and software (e.g., operating systems and vir-
tualization technologies) components [1]. IaaS is currently the fastest growing cloud
computing market segment globally [2], but at the same time the service model with the
least research on from a business perspective [3]. The low level of research is astonishing
as the IaaS market composition is unique: According to a recent study by Gartner [4], a
leading American research and advisory company, the worldwide IaaS market is

© Springer Nature Switzerland AG 2019
K. Djemame et al. (Eds.): GECON 2019, LNCS 11819, pp. 140–153, 2019.
https://doi.org/10.1007/978-3-030-36027-6_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-36027-6_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-36027-6_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-36027-6_12&amp;domain=pdf
https://doi.org/10.1007/978-3-030-36027-6_12


dominated by the few globally acting hyperscalers, in particular Alibaba, Amazon Web
Services (AWS), Google and Microsoft. Their IaaS offerings are primarily characterized
by a high level of standardization and a comparably low price [5]. In 2017, the hyper-
scalers’ global market share was about 75%, showing a clearly rising tendency [6]. The
rest of the IaaS market is shared by several large international and national IT companies
and a multitude of small and medium-sized providers [7]. The latter mostly restrict their
IaaS services to one country, one region or even only one city [8]. But although the IaaS
market has been growing enormously since its inception, the market share and number of
the regional IaaS providers have been declining over the past years [6, 7]. Amajor reason
for this development is that basic IaaS services – without extensions such as managed or
platform services – have become a commodity [3, 8]. Commodities are products and
services that are highly standardized and to a large extent equivalent with respect to
functionality and quality, irrespective of the specific vendor [9]. The IaaS providers
simply use similar hardware, operate at similar locations and offer similar basic IaaS
services. Therefore, the price has turned into the central decision criterion for customers
[3]. As the regional IaaS providers do, however, not possess the huge server farms, they
are unable to achieve the necessary economies of scale in order to keep up in the price
competition with the hyperscalers. As a way out, regional IaaS providers have to design
and implement business models that differ from the hyperscalers to survive in the long
term [8].

Whereas the cloud computing-specific literature on success-driving business model
characteristics has generally grown over the recent years, e.g., [3, 10, 11], the specific
competition between regional IaaS providers and the hyperscalers has been widely
neglected. Only Floerecke and Lehner [8] proposed eight initial hypotheses on business
model characteristics for regional IaaS providers for counteracting the increasing
market consolidation. However, the study covered only parts of the business model and
remained on a high level of abstraction, i.e., it did not take into account that there are
fundamentally different types of regional IaaS providers pursuing various business
models and that their individual prospects of success hence may vary.

Beyond this background, this paper addresses the following research question:
What dominant business model patterns of small and medium-sized regional IaaS
providers exist and how are their long-term survival prospects in view of the
growing dominance of the hyperscalers? To this end, an exploratory multiple-case
study [12] with 18 regional IaaS providers in Germany is conducted, which recorded
profitable revenue growth over the past years, notwithstanding the precarious market
situation. In expert interviews with high-level company representatives their business
models are analyzed in-depth using the Business Model Canvas (BMC) [13]. The
business model patterns of regional IaaS providers are derived by examining the
individual business models for matches. Their respective survival prospects are eval-
uated based on the hyperscalers’ business models, the customer demand and already
foreseeable future market and technological developments.

The rest of this paper is organized as follows: Section 2 contains the background on
cloud computing, business models and business model patterns. In addition, the
development of the global as well as the German IaaS market is described. Third, the
research design is explained in detail. Fourth, the derived dominant business model
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patterns of regional IaaS providers are depicted based on the BMC’s components. Fifth,
their central differences and their long-term survival prospects are discussed critically.
Moreover, arguments for and against the survival of regional IaaS providers in general
are given and weighed against each other. The paper concludes with a brief summary,
limitations, contributions and an outlook on future research.

2 Background

2.1 Cloud Computing

Literature has come up with numerous definitions of cloud computing over the years,
either with a stronger business or technical focus [14]. The technical orientated defi-
nition of the National Institute of Standards and Technology (NIST) has become the
standard both in science and practice in the meantime. According to NIST, “[c]loud
computing is a model for enabling ubiquitous, convenient, on-demand network access
to a shared pool of configurable computing resources (e.g., networks, servers, storage,
applications, and services) that can be rapidly provisioned and released with minimal
management effort or service provider interaction” [1]. Cloud services are classified
into three service models: Infrastructure as a Service (IaaS), Platform as a Service
(PaaS) and Software as a Service (SaaS). IaaS supplies infrastructural resources
(compute, storage and network). PaaS allows developing and deploying applications
based on a software development environment with programming languages, libraries
and tools. SaaS refers to directly usable applications. These service models form layers
that are interrelated and build upon each other [15]. Cloud services on each service
layer can be delivered via four main deployment models, namely as public, private,
hybrid and community cloud [16]. The general key characteristics of cloud services are
on-demand self-service, broad network access, resource pooling, rapid elasticity and
service measurement. These characteristics distinguish cloud services from traditional
on-premise IT solutions [1].

Research on cloud computing has rather focused on the technical aspects so far.
Significantly less consideration has been given to the major changes within the busi-
ness perspective of IT provisioning [5, 17]. The most frequently addressed business
issues are adoption, cost, trust and privacy, legislation and ethics [18]. This technical
focus is astonishing, because cloud computing has fundamentally changed the way IT
resources are implemented, provided and used [15, 16]. Several scholars hence regard
cloud computing as a co-evolution of computing technology and business models [3].

2.2 Business Models and Business Model Patterns

No commonly accepted definition of the term “business model” has been established to
date [19]. Besides textual definitions there exists a component-based view, which
dominates the discussion on business models. According to that, a business model is a
system comprising a set of interrelated components or partial models for depicting,
implementing and evaluating the business logic of a company [20]. The business model
concept builds upon central theories, in particular, the transaction cost theory, the
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resource-based view, the cooperation theory and the strategic network theory [21].
According to Amit and Zott [22], this cross-theoretical perspective is necessary as no
existing theory can fully explain value creation alone. Business models have long taken
a central role in explaining the differences in company performance [20, 23]. It has
been shown that the same technology can result in significantly different economic
output, depending on the way it is marketed by a business model [24]. Companies
therefore differentiate and compete rather through business models and less through
products or processes [25].

The scientific literature provides a variety of cross-industry and industry-specific
business model frameworks, which include design options for various subsets of
components [23]. A comprehensive and widespread cross-industry framework among
both researchers and practitioners is the Business Model Canvas (BMC) [13]. The
BMC comprises nine components: value propositions, key resources, key activities,
partner network, customer segments, channels, customer relationships, revenue streams
and cost structure. The BMC as a whole offers a common instrument to describe,
visualize, evaluate and adapt business models [13].

Business model patterns are “[…] business models with similar characteristics,
similar arrangements of business model Building Blocks, or similar behaviors” [13].
The use of business model patterns provides an efficient way to undertake business
model innovation by drawing upon aspects that have already been proven to be suc-
cessful for other firms and industries [26]. The importance of this concept is underlined
by the finding that around 90% of all business models are a recombination of existing
business model patterns [25]. However, business model patterns must not be misun-
derstood. They do not focus on imitating, but rather support creativity and efficiency
within the business model innovation process [27]. Beyond this background, several
scholars (e.g., [25, 28]) have proposed various, partly overlapping collections of cross-
industry and industry-specific business model patterns. Research on business model
patterns in the cloud domain is nascent. Only Labes, Erek and Zarnekow [29] identified
four patterns, which, however, are mainly based on leading international providers and
do not distinguish between the cloud service models.

In general, research on cloud business models has widely neglected so far that the
cloud ecosystem entails a multitude of companies, which offer a variety of products and
services such as IaaS, PaaS and SaaS and additionally act, e.g., as integrator, aggregator
or consultant and thus are characterized by a high degree of heterogeneity [30]. An
undifferentiated, ecosystem role-independent analysis of cloud business models
therefore has only a low level of explanatory significance [3]. The majority of
ecosystem role-specific studies has focused on SaaS providers [11]. The battle for
market shares between regional IaaS providers and the hyperscalers has been largely
ignored. Only Floerecke and Lehner [8] proposed eight initial hypotheses on business
model characteristics for regional IaaS providers. However, the authors mainly only
addressed the value propositions component and remained on a high level of
abstraction, i.e., they did not take into account that there are fundamentally different
types of regional IaaS providers pursuing various business models and that their
individual prospects of success hence may vary. A more fine-granular categorization
schema of regional IaaS providers is missing and therefore derived in this study.
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2.3 IaaS Market Development

According to a current study by Gartner [2], the worldwide cloud market is projected to
grow 17.5% in 2019 to total 214.3 billion USD, up from 182.4 billion USD in 2018.
With regard to the three cloud service models, SaaS will remain the largest segment
with 94.8 billion USD, followed by IaaS with 38.9 billion USD and PaaS with 19.0
billion USD. For all three segments, substantial growth rates are predicted over the next
years. IaaS is the fastest-growing segment, with an estimated growth rate of 27.5% in
2019. In particular the hyperscalers – Alibaba, Amazon Web Services (AWS), Google
and Microsoft – benefit from this massive growth [2]. In 2017, their global market
share was 75%, with the trend clearly rising [6]. Figure 1 shows the development of
global market shares of the hyperscalers in comparison with the rest of the providers in
the IaaS segment between 2015 and 2017.

Figure 2 illustrates the development of the global IaaS market volume between
2015 and 2017 – once with and once without the hyperscalers. Whereas the market
volume of the rest of IaaS providers increased slightly from 2015 to 2016, a significant
reduction can be noted in 2017 – despite the enormous growth of the overall IaaS
market. As can be seen, both provider categories follow an opposite trend, whereby the
difference between them is growing.

48.4 %
39.3 %

25.0 %

51.6 %
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2015 2016 2017
Market Share of other IaaS Providers Market Share of Hyperscalers

Fig. 1. Development of global market shares in the IaaS segment between 2015 and 2017 [6].
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Limited to Germany, the following picture emerges: According to a recent study by
Information Services Group [7], a leading American technology research and advisory
firm, German companies are going to invest around 1.4 billion Euro in IaaS in 2019.
This represents a 30% increase compared to the previous year. The IaaS segment in
Germany thus grows even faster than globally. Also here the hyperscalers are
extending their market dominance: The German IaaS revenue of AWS is estimated to
grow by 40% in 2019, Microsoft by 60% – i.e., significantly faster than the total market
segment. Together with Google, the third largest IaaS provider, almost two thirds of the
German IaaS market is dominated by these three American companies. Alibaba is, at
least at present, playing only a minor role. The remaining third is shared among
particularly IBM, Deutsche Telekom and Oracle, and the multitude of small and
medium-sized regionally operating IaaS providers [7].
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Fig. 2. Development of the global IaaS market volume (in Billion USD) with and without the
hyperscalers between 2015 and 2017 [31].
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Fig. 3. Number of company foundations and closures in the information services segment in
Germany between 2008 and 2016 according to destatis.
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Summarizing, the German IaaS market still has a comparatively high share of
regional providers. This makes it particularly interesting for this study. Nevertheless,
according to data from Destatis, the federal statistical office of Germany, the overall
number of providers of so-called information services, consisting of IaaS services,
server hosting and related services, has been decreasing continuously between 2008
and 2016. The number of company foundations was, except at the beginning, always
lower than the number of company closures in this time period (Fig. 3).

A few examples for the IaaS market consolidation in Germany provide anecdotal
evidence: United Internet acquired Profit Bricks with its 120 employees at the end of
2017, a medium-sized IaaS provider from Berlin concentrating on the German market.
Another example is Dogado with its head office in Dortmund. Since its inception in
2001, Dogado has taken over eleven providers of IaaS and related services, such as
WebControl and Hostingparadise, and now has around 100 employees.

3 Research Design

In order to identify and analyze the dominant business model patterns of regional IaaS
providers in Germany and to compare them regarding their individual survival pro-
spects in the precarious market situation, an exploratory multiple-case study according
to Yin [12] was conducted. Case studies are particularly suitable to investigate widely
unexplored areas, to answer “why”, “what” and “how” questions and to learn about the
state of the art and generate theories from practice [32]. All these three conditions apply
to this study. In expert interviews with high-level company representatives, their
business models were analyzed in-depth using the BMC. The business model patterns
were derived by examining the individual business models for matches. Their
respective survival prospects were evaluated by comparing them with hyperscalers’
business models, the customer demand and already foreseeable future market and
technological developments stated by the interviewees.

The units of analysis were small and medium-sized regional IaaS providers in
Germany. Potential companies had to have at least one IaaS service in their portfolio
and have recorded profitable revenue growth over the past years. In order not to
unnecessarily limit the sample space, the size constraint of 250 employees (EU Rec-
ommendation 2003/361/EC) has been weakened and companies up to 400 employees
have been approved. As no comprehensive list of German IaaS providers exists, a
Google search for potential candidates was conducted. The 64 identified providers were
contacted by contact form on their website, via e-mail or private message on the Xing
networking platform. On that occasion, the IaaS-specific sales development over the
last five years was asked. As there is no ranking of regional IaaS providers and only
few of them report business figures, the sales growth served as proof of success. This is
the most commonly used proxy for company success for small and medium-sized
companies in literature [33]. Providers with stagnant or shrinking sales were not
included as the central intention of business model patterns research is to identify those
that have been proven to be successful [25, 26]. The selection procedure resulted in 18
cases. The companies employ between 10 and 400 persons (mean: 112) and are dis-
tributed over nine of the 16 federal states in Germany. Three companies have more than
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250 employees. This is, however, not regarded as conflicting with the research question
as each of them is a division of a corporation that accounts for only a small proportion
of the company’s total workforce and focus exclusively on IaaS. With regard to the
cloud service models, seven companies offer solely IaaS, eight IaaS and SaaS and three
IaaS, PaaS and SaaS. The representative of each company was required to be responsible
or at least co-responsible for the initial development and/or the continuous innovation of
the business models and to have knowledge specific to the company’s IaaS business
segment. The final interview partners were eight managing directors and/or founders,
three department managers, three product managers, three sales representatives and one
business developer. They have been with the company for about ten years on average.

Due to the application of the BMC, the interview guide was largely predetermined.
In the first part, general information about the person and the company was collected.
Moreover, the current and expected future competitive situation between regional IaaS
providers and the hyperscalers in Germany was analyzed. In the second part, the
characteristics of the single BMC’s components of the respective company and the
reasons for this specific choice were asked. The third part addressed recently under-
taken as well as planned business model adaptations and the intentions behind them.

The 18 interviews took place between October and December 2018. The interview
language was German. All interviews were conducted by phone. The interview dura-
tion ranged from 29 to 62 min (mean: 45 min). When conducting the interviews, the
laddering technique [34] was applied whenever appropriate, so that the interviews were
rather guided conversations. All interviews were recorded, transcribed and anon-
ymized. The data analysis was performed using qualitative content analysis by Mayring
[35] with the tool MAXQDA. In this process, for all companies the specific BMC was
created and subsequently examined for overarching patterns.

4 Two Dominant Business Model Patterns of Regional IaaS
Providers in Germany

Two dominant business model patterns of regional IaaS providers in Germany were
identified during the analysis. The first and significantly larger group in the sample will
be referred to as customizers. These firms are characterized above all by a high degree
of customization and a highly personal customer service. The second group offers
particularly highly standardized basic IaaS services through automated business pro-
cesses. Due to the similarity of their business model to hyperscalers but smaller
company size, this group is named superscaler. Hereafter, the two business model
patterns are first described textually and then summarized and compared graphically.

4.1 Customizers

The key element of customizers’ value propositions are customer-specific cloud solu-
tions. Based on the specific requirements, the company structure and the IT landscape of
the customer a custom-tailored solution concept is developed and implemented. To this
end, customizers additionally have integration, transition and multi-cloud services in
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their portfolio. Beyond that, customizers generate a significant percentage of their sales
with managed services. Managed services are basic IaaS services extended by additional
components, such as monitoring, update, security or backup services, based on clearly
defined service level agreements. The scope can range from individual items to a
complete IT outsourcing. Overall, customizers’ offerings are almost entirely based on
private clouds. Their customers are mainly medium-sized but also small firms, starting
from around 100 employees, with limited technical IT expertise and therefore with a
high dependence on provider support. Even smaller companies and private customers do
not fall within their scope as their individual approach is commonly too expensive for
these groups. The clients are from all industries and predominantly located in the region
with a maximum distance of about 200 km. With regard to pricing models, customizers
usually offer fixed prices, whereby the total price is frequently broken down to the
employee level (pay-per-user). In the contract negotiations and the design of the pricing
model, they take customers’ wishes, general conditions and business models into
account. As customizers mainly offer customized cloud solutions and managed services,
they sell their services personally, not via self-service. Customizers build and maintain
long-term and personal customer relations, where they continuously further develop and
improve the individual cloud solutions in use. Each customer commonly has a firmly
assigned contact person. Two thirds of the analyzed customizers operate an own data
center, the rest rents server space at a specialized third-party provider. Due to their
comparatively low level of automation and scalability, the employees are the most
important and at the same time the most expensive resource. The personnel thus are the
business model’s bottleneck resource.

4.2 Superscalers

In the center of superscalers’ value propositions are highly standardized basic IaaS
services without the possibility of customer-specific adaptations. Customers can only
choose out of a predefined set of variants. Superscalers offer both public and private
clouds, but private clouds are significantly more demanded. They commonly do not
offer any integration, transition or multi-cloud services. Instead of focusing on medium-
sized companies and setting a lower bound of customer size, superscalers target a larger
segment of small and medium-sized enterprises from all industries as well as private
customers throughout Germany. In contrast to the customizers’ clients, their customers
usually possess IT skills and hence can find, book and deploy the IaaS services on the
provider’s website. The customer relationships are aimed towards online business
without personal contact. Consequently, superscalers can serve significantly more
customers compared to customizers. Nevertheless, superscalers offer service and help
desks for answering questions that arise while ordering and using the IaaS service. As
the IaaS services are provisioned automatically, process automation is particularly
important. Superscalers commonly offer multiple pricing models: Flexible, monthly
usage-based offers and fixed monthly prices and flat rates, similar to customizers.
Superscalers operate own data centers and although they describe personnel as an
important resource, automated business processes are decisive. The major cost drivers
are hardware and electricity – staff costs are of minor significance.
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Figure 4 summarizes and compares the two business model patterns based on the
BMC’s components. Not all of the nine components are listed: In case of key activities,
it is attributable to a certain redundancy with respect to other components. Regarding
the partner network, the business model patterns do not fundamentally differ from each
other. Both have similar suppliers for software (e.g., operating systems and virtual-
ization software) and hardware (e.g., servers). Further types of partnerships, e.g., with
consulting firms or other IaaS providers, exist only in exceptional cases.

5 Discussion

The two dominant business model patterns of regional IaaS providers in Germany
differ widely from each other. Customizers consciously pursue a business model that is
considerably different from the hyperscalers. They occupy a niche in the IaaS market
by particularly addressing the existing discrepancy between the hyperscalers’ stan-
dardized offerings and more individual customer requirements. This approach could
ensure their survival. Closer inspection, however, shows that the customizers’ offerings
do not correspond with the key characteristics of cloud computing, such as self-service,
rapid elasticity and service measurement. It is rather a traditional server hosting model
that is labeled as cloud service for marketing reasons (cloud washing).

By contrast, the superscalers’ business models exhibit many similarities with the
hyperscalers and thus they act in direct competition with them. Superscalers do not
offer customer-specific adaptations within any BMC’s component. Customers can only

Customizer Superscaler

Value Propositions

• Customer-specific cloud solutions
• Integration, transition and multi-cloud 

services
• Managed services
• Private clouds

• Standardized basic IaaS services 
without the possibility of customer-
specific adaptations

• Private and public clouds

Customer Segments

• Medium-sized, but also small com-
panies (>100 employees) with limited 
technical IT expertise

• Located in the region (maximum 
distance: 200 km)

• All industries

• Small and medium-sized companies as 
well as private customers (with 
technical IT expertise)

• Located throughout Germany
• All industries

Customer Relationships
• Long-term, personal customer 

relationships
• Firmly assigned contact person

• Both short and long-term, impersonal 
customer relationships

• Changing contact persons (help-desk)

Channels • Personal sale process • Self-service sale process via website

Revenue Streams
• Fixed prices
• Customer-specific pricing models

• Both usage-based and fixed prices

• Personnel as major cost driverCost Structure • Hardware and electricity as major cost 
drivers

Key Resources
• Personnel as key resource
• Own or rented data centers

• Process automation as key resource
• Own data centers

BMC’s Component

Fig. 4. Comparison of dominant business model patterns of regional IaaS providers.

Dominant Business Model Patterns of Regional IaaS Providers 149



select one option out of predefined alternatives. In view of the fact that basic IaaS
services have become a commodity, the future of superscalers can be viewed partic-
ularly critically. With the exception of the guaranteed exclusive data storage in Ger-
many, they do not have a unique selling proposition, but demand a significant higher
price. It probably is just a matter of time until the hyperscalers find ways, e.g., by
defining specific cooperation forms, to bypass the Cloud Act, which obliges them to
provide requested data stored on servers regardless of whether it is stored in the USA or
abroad. Compared to customizers, superscalers can thus be expected to fall victim to
the market consolidation to a significant larger extent. One representative of a cus-
tomizer summed up the superscalers’ situation this way: “[…] to believe that we could
build a data center and offer IaaS in competition with AWS is ridiculous.”

Overall, the study participants were convinced that the general willingness of
customers to buy IaaS services locally will further decrease. This expectation is par-
ticularly based on four already foreseeable future developments, stated by the inter-
viewees: First, the hyperscalers will presumably further reduce prices by exploiting
their growing economies of scale which will lead to a growing price difference. Second,
the hyperscalers are expected to increasingly address medium-sized companies and
facilitate the ordering, configuration und usage process also for persons with low IT
expertise. This will be given priority at latest once a certain saturation level of the
global IaaS market has been reached. Third, the hyperscalers will likely continue to
expand their modular cloud portfolio at a fast pace and thus cover more and more
special cases. Superscalers will not be able to keep up with this breadth of the portfolio
and customizers will be confronted with a reduction of their niche. Fourth, a far greater
number of digital natives with a higher level of IT know-how will work in customer
firms, who will not depend so much on the personal and individual support of par-
ticularly the customizers.

Putting all these aspects together let appear a further IaaS market consolidation and
an increasing domination of the hyperscalers almost unavoidable. If the hyperscalers
indeed dominate nearly the entire IaaS segment in future, it can be assumed that they will
raise their prices and reduce investments in research and development, in order to
achieve higher profits. It is therefore of utmost importance from a total customer per-
spective that the regional IaaS providers can maintain their place in the cloud ecosystem.
Otherwise, it is according to Floerecke and Lehner [8] likely that the IaaS market will
become subject of governmental regulations, similar to other utility markets, such as the
gas and electricity market, as a consequence of the lack of competition.

In spite of this negative outlook, there are also positive developments from the
viewpoint of regional IaaS providers: Particularly customizers might profit from the
rising shortage of skilled IT professionals in Germany, which has recently reached a
new all-time high of 82.000 job vacancies [36]. It can be expected that several small
and medium-sized companies will therefore have to downsize their IT departments and
to increasingly use cloud services. In this situation, the support of customizers will
presumably be further needed in future. Two aspects speak in favor of both types of
regional IaaS providers: First, especially in Germany, where many companies are still
skeptical towards cloud computing because of privacy and security issues [37], a data
center in the region guaranteeing that the data is exclusively stored in Germany,
without a non-European mother company, will find its supporters. Second, regional
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data centers might gain importance due to the increasing usage of edge computing as
key technology for industry 4.0, where a high bandwidth and a low latency are
indispensable. In summary, the ultimate outcome of this competition for market shares
is still open. Although the hyperscalers are clearly in the leading position, the regional
IaaS providers can actively influence the outcome by their business model design.

6 Conclusion

Based on an exploratory multiple-case study with 18 successful regional IaaS providers
in Germany, two dominant business model patterns were identified, analyzed and
compared regarding their survival prospects in the difficult market conditions. Where-
as customizers consciously pursue a business model being considerably different from
the hyperscalers by particularly addressing the discrepancy between the hyperscalers’
standardized offerings and more individual customer requirements, superscalers show
several similarities with the hyperscalers and thus act in direct competition. Due to a
missing unique selling proposition, except the guaranteed exclusive data storage in
Germany, but at a higher price, superscalers might fall victim to the market consoli-
dation to a significant larger extent. Overall, there are many indications that the general
willingness of customers to buy IaaS services locally will further decrease.

This study is the first that explored business model patterns of regional IaaS pro-
viders. Scholars thus obtain a classification schema which opens up areas for future
research. This is also the first study that investigated arguments for and against the
survival of regional IaaS providers. As a practical contribution, superscalers are sen-
sitized regarding the urgent necessity to reconsider and adapt their current business
models. As a whole, the use of the two business model patterns provide practitioners an
efficient way to undertake business model innovation by drawing upon business models
or single characteristics that have already been proven to be successful.

However, this study is not free of limitations: First, whereas the majority of cases
could be identified as customizers, the number of superscalers was small. Superscalers
should hence increasingly be addressed in future. A second limitation is the small
sample size, whereby this exploratory study cannot claim to have identified all existing
dominant business model patterns. In the case selection process, providers were
identified that solely offer managed services based on hyperscalers’ IaaS services or act
as their direct resellers. Although such aggregators were not included as none of them
has reported revenue growth in the recent years, they are surely a worthwhile topic for
future research. Third, the geographic scope of case sites and interviewees was
restricted to Germany. It is necessary to investigate the regional IaaS market in other
countries in order to address country-specific particularities. Fourth, it was neglected
that several providers do not solely offer IaaS, but also PaaS and SaaS. This can also be
a source for differentiation and should hence be included in future studies.

Scholars should specifically investigate how superscalers couldmodify their business
models in order to achieve stronger differentiation from the hyperscalers. In general, it
might be interesting to examine the fight for market shares from the hyperscalers’
perspective. Moreover, it should not be forgotten that the IaaS market also contains large
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international and national IT companies, neither hyperscalers nor regional providers,
whose business models should be analyzed in detail as well.

To conclude, despite the undoubtedly difficult and in future probably even more
critical situation for regional IaaS providers, it is very likely that there will always be a
place for them in the cloud ecosystem. This applies primarily to customizers, but also to
superscalers, provided they begin to adapt their business models. Decisive for the
survival of regional IaaS providers in general will be that they quickly respond to
changing business models of the hyperscalers and customer demand and thus, are
constantly seeking for new market niches. Acting in direct competition with the
hyperscalers certainly will be a hopeless endeavor in the long-run.
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Abstract. Cybersecurity concerns are one of the significant side effects
of an increasingly interconnected world, which inevitably put economic
factors into perspective, either directly or indirectly. In this context, it
is imperative to understand the significant dependencies between com-
plex and distributed systems (e.g., supply-chain), as well as security and
safety risks associated with each actor. This paper proposes SEConomy,
a strictly step-based framework to measure economic impact of cyberse-
curity activities in a distributed ecosystem with several actors. Through
the mapping of actors, responsibilities, inter-dependencies, and risks, it
is possible to develop specific economic models, which can provide in a
combined manner an accurate picture of cybersecurity economic impacts.

Keywords: Cybersecurity · Threats · Economics · Assessment

1 Introduction

The technological evolution and the rapid growth of the Internet have built a
digital networked society, which today is an indispensable tool for communica-
tion and interaction on a planetary scale. As the number of devices (stationary or
portable) increases, the complexity of systems that provide content or commu-
nication infrastructure also increases, especially to support the growing volume
of traffic. As a result, these complex distributed systems are subject not only
to several types of failures, but also to different types of cyber threats that can
compromise CIA (Confidentiality, Integrity and Availability) aspects impairing,
for example, entire societies whose Critical National Infrastructures (CNI) are
connected to the Internet [8,14].

It is imperative to understand the economics behind cybersecurity activities.
For example, the United States of America (U.S.A.) released in 2018 an estimate
of costs related to malicious cyber activities of around 57 and 109 billion USD
for incidents appearing only in 2016 [27]. These numbers involve not only losses
at the initial target and economically linked firms derived from attacks, but also
incurs in costs involving the maintenance and improvement of systems security.
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Further, Gartner [16] corroborates with the U.S.A. estimate, predicting in 2018
a cost of 114 and 124 billion USD in 2019, representing an increase of 8% for
one country only. While cost numbers are not precise on a global scale, there
exist estimates, such as [18], that predict costs related to cybersecurity activities
to exceed 1 trillion USD cumulatively for the five years from 2017–2021, taking
into account the growing number of Internet of Things (IoT) devices.

Systems often fail because organizations do not take into account the full
costs of failure, which includes two critical categories: security (prevention of
malicious activities) and safety (prevention of accidents or faults) [17]. Further,
system failures often leads to business being offline (i.e., security is when a con-
scious attack is part of the game while safety is when something fails by itself).
Security investments are typically complex, because malicious activities typically
expose externalities as a result of underinvestment in cybersecurity, i.e., they
usually exploit vulnerabilities unforeseen in the design space. Safety, however,
originates from requirements, which take systems failures due to unexpected
events (i.e., natural disaster and/or human failures) into account to prevent the
loss of lives.

In a scenario where major actors desire to minimize costs while maximizing
security and safety aspects [17,21], it is essential to understand all key cyber-
security risks, impacts, and mitigation measures (or the lack thereof) within an
individually determined ecosystem economy [2]. Further, it is necessary to gain
insight, into the uncertainty behind security investments. This paper contributes
to the field of cybersecurity modeling with a framework allowing for an approx-
imation of estimates and enabling the economic analysis of a given ecosystem’s
dimension concerning responsibilities and roles, while mapping systems and pro-
cesses and their correlations as well as related costs. Thus, it is expected an
understanding in detail how the economy is affected by cyber (in)security.

This paper is organized as follows. Section 2 provides the background, and
related work providing an overview of how cybersecurity risks and threats are
mapped into economics. Section 3 presents the Cybersecurity Economy Assess-
ment framework and its stages, followed by a discussion and future work in
Sect. 4.

2 Background and Related Work

Although reasons behind cyber attacks can be widely diverse, ranging from iden-
tity phishing and information security breaches to the exploiting of vulnerabili-
ties on Critical National Infrastructures (CNI), it is notorious that these attacks
have become increasingly driven by financial motives. Thus, related work focus
on models analyzing economic aspects behind cyber attacks. For this reason, the
U.S. Department of Defense (DoD) declares the cyberspace as the fifth dimen-
sion of defense areas, complementing the traditional land, water, sea, air warfare
dimensions [15].
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2.1 Cybersecurity Economics

A purely economic analysis was released in 2018 by the U.S. White House [27]
revealing estimates of economic impacts in the year of 2016 (cf. Sect. 1), the
year in which one of the largest Distributed Denial-of-Service (DDoS) attack
was launched on the content provider Dyn-DNS, which interrupted the delivery
of content for significant Internet services (such as Twitter, PayPal, and Spotify)
for a few hours. These numbers corroborate with the influence of cyber attacks
in the economy (whether it is a nation or large private organizations).

[10] presented one of the fundamental models aiming to determine an optimal
cost/benefit relation to cybersecurity investments. The Gordon Loeb (GL) model
is intended for investments related to various information security goals (in terms
of Confidentiality, Integrity, and Availability - CIA). However, although the GL
model is considered a baseline for cost optimization in the cybersecurity, it is
not able to handle dynamic ecosystems, i.e., mapping decisions and outcomes
in a single period, and not considering the time factor.

[4] builds upon [10] providing a systematic analysis on how to compare exist-
ing security investment models and metrics. While [10] defined a general security
probabilistic function, the high abstraction level of its model neglects the differ-
ent security levels discussed by Böhme. In this sense, [4] offers a guideline toward
building an economics assessment through its systematic approach decomposing
costs of security into security levels and further associating with its benefits.

[24] describes one of the approaches cited by [4], the Return Over Secu-
rity Investments (ROSI). This work offers a benchmark method to evaluate the
cost/benefit relation of security investments, as well as how to obtain/measure
security values used in their method. However, the authors state that it is very
difficult to obtain data about the true cost of a security incident once companies
often do not disclose data about security breaches or vulnerabilities. Nonethe-
less, similarly to [10], the work does not deepen in detail the complexities of
calculating security investments/expenses.

Concerning the large degree of uncertainty in security investments, the fuzzy
logic becomes the appropriate method to support the decision-making process
[4]. Thus, the [25] fuzzy method translates non-linear local state spaces into
linear models, i.e., helping to define security cost classes in which threats can be
classified and translated in a cost described by a function. Thus, modeling based
on ROSI [24] and a fuzzy mapping [25,26] will be able to deal with uncertainties
of security investments.

[17] discusses under economic directions impacts of cyber attacks in a national
context. He bases the analysis of attacks on CNIs that could harm or collapse
its economy. Also, [17] puts those principles into perspective, which motivate
these attacks and policy options to prevent or respond to attacks. Thus, he
proposes regulatory options to overcome barriers in cybersecurity, such as safety
regulation, post liability, and others. According to the knowledge of the authors,
economically-driven frameworks for a suitable and detailed assessment are not
yet in place.
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2.2 Mapping of Risks and Threats

The AFCEA1 presented a discussion on cybersecurity economics in a practical
framework [1]. The framework guides private organizations and the U.S. gov-
ernment highlighting principles to guide investments mapping risks their associ-
ated economic impacts. Threats are categorized according to its complexity i.e.,
sophisticated or not, and its mission criticality i.e., define how specific vulnera-
bility could impair a service/process.

Concerning the mapping of risks and threats (without a direct analysis of
economic impacts), the National Institute for Standards and Technology (NIST)
developed a model for guiding the investment in cybersecurity countermeasures.
Specifically, NIST’s Special Publication 800-37 [20] and 800-53 [19] define the
Cybersecurity Risk Management Framework (RMF) including a method for
assessing the implementation of controls to mitigate risk. Although 800-37 and
800-53 do not present an analysis directly related to economic aspects, the NIST
framework to classify risks, as well as the AFCEA mapping of risks, allows for
the establishment of economic models based on threats. Although 800-37 and
800-53 do not present an analysis directly related to economic aspects, the NIST
framework (as well as the AFCEA) to classify risks, allows for the establishment
of economic models based on threats.

Also, specific guides/frameworks exists for the different cyber systems and
applications. For example, while NIST guides focus on the overall risks of an
organization, STRIDE [9], LINDDUN [28], or DREAD [23], map each specific
type of threat as well as their mitigation actions. For instance, STRIDE (Spoof-
ing, Tampering, Repudiation, Information (disclosure), Denial-of-Service, and
Elevation of Privilege) is an industrial-level methodology that comes bundled
with a catalog of security threat tree patterns that can be readily instantiated
[9]. DREAD is a mnemonic (Damage potential, Reproducibility, Exploitability,
Affected users, Discoverability), which, although similar, represents a different
approach for assessing threats [23]. LINDDUN builds upon STRIDE to provide
a comprehensive privacy threat modeling [28].

Aiming at the evaluation of economic risks, [21] proposes a proactive model
to simulate economic risks of CNI’s with integrated operations, i.e.,, that links
many vendors, suppliers into the same ecosystem. The authors seek to map
inter-dependencies amongst actors to establish a causal relation, which can then
be used to estimate economic risk under various scenarios. However, despite
providing a view on the inter-dependencies between the actors, the proposed
model does not consider problems that may later occur because of a rush to
attain initial economic gains.

For an effective mapping of factors influencing the safety and security of
an ecosystem, it is necessary to have an accurate idea of its threats, and risks.
SEConomy relies on these mappings, which, for example, can be guided by the
frameworks described. Further, it is necessary to understand the interdependence
between systems/subsystems, which can trigger cascade failures.

1 Non-profit organization serving military, government, industry, and academia.
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3 SEConomy Framework

In ecosystems involving different actors ensuring certain security/safety levels
is not a straightforward task. Due to the number of participants potentially
managing sensitive information or critical tasks, the risk assessment of a supply
chain, for example, becomes complicated [2,7]. The framework proposed (cf.
Fig. 1) takes into consideration the economic analysis of complex systems by
structuring to five stages of mapping and modeling, allowing the creation of
economic models with fine-grained estimates.

Fig. 1. SEConomy framework.

Stage 1 is concerned with the definition of actors and their functions, whose
interactions should be mapped as well as which critical functions should be
specified. Stage 2 to determines which systems/components and processes are
performed by these actors and their legal implications for an initial attribution
of investment and operating costs. Based on the mapping of actors, systems, and
processes, Stage 3 is responsible for the production of risk models and possible
impacts as well as preventive and training measures based, for example, on NIST
risk assessment guides 800-37 and 800-53 [19,20]. Stage 4 takes into consideration
this risk analysis to map costs in a fine-grained manner, i.e., for each risk of each
task performed by each actor previously mapped. Lastly, Stage 5 gathers outputs
of Stage 4 to a produce general feedback in terms of overall economic impacts,
the determination of improvement actions, and best practices.

3.1 Definition of Actors and Roles

It is possible to consider as input, for example, the production chain of an air-
craft system as a complex ecosystem that requires an assurance of security and
safety levels based on a detailed risk analysis of all its major control components.
A comparative between Airbus and Boeing supply-chains [11] have shown, for
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Fig. 2. SEConomy entity-relation model between stages.

example, that the manufacture of the wide-body Airbus A380 and Boeing 787
aircraft involves multiple suppliers from 30 and 67 countries, respectively. Hence,
it is essential in Stage 1 to identify all actors involved in the supply chain, and
their roles (and determination of which tasks/functions are critical). Figure 2
shows as a first step the identification of actors involved (e.g., producers of flight
control systems, software for engines) as well as their obligations and interac-
tions with other actors. In this regard, Boeing and NIST defined a guideline on
cybersecurity supply-chain risk management [22], where the organizations that
provide software for their aircrafts must undergo a rigorous inspection process.
It should be noted, however, that even the most rigorous processes are subject
to failures as recently observed in the Boeing 737 Max accident [3].
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3.2 Overview of Components and Processes

Among the actors’ obligations, it is necessary to identify the ones whose roles
involve critical processes/systems and components. In the case of the aviation
sector, these include producers of navigation and communication systems, traf-
fic collision avoidance, and Fly-By-Wire (FBW) systems [22]. The mapping of
systems and components is crucial for the analysis of risk, which involves not
only technical, but also human aspects. For example, critical systems require not
only a guarantee of safety and security aspects, but also whether actors oper-
ating these systems can monitor and react. Also, these systems should comply
with security and safety regulations/recommendations, which measurably leads
to implications of Capital or Operational Expenditures (CAPEX/OPEX). For
example, the Airbus A320 FBW system uses five different computers running
four flight control software packages to ensure reliability/availability [13], com-
plying with the U.S.A. Federal Aviation Administration agency requirements for
safety matters in the design of FBW systems.

3.3 Modeling Risks, Impacts, and Prevention Measures

As presented in Fig. 2, each system requires an analysis of its potential secu-
rity/safety threats, and measures to respond to these threats. A rational app-
roach in defining what is “appropriate” involves (a) identification of risks by
examining potential vulnerabilities and their chances of a successful exploita-
tion, (b) the cost of these results if vulnerabilities are exploited, and (c) the cost
of mitigating vulnerabilities. The risk analysis is the fundamental stage toward
mapping costs associated with cybersecurity. It is responsible for determining,
proactively or reactively, possible vulnerabilities/threats (i.e., probabilities) that
may occur as a function of time as well as their associated counter-measures.

Risk/Threat Assessment. SEConomy require as input the analysis of threats
and risks, which can be based, for example, on frameworks such as the NIST
800-37/800-53 [19,20], and different frameworks (cf. Sect. 2), such as STRIDE
[9], LINDDUN [28] or DREAD [23], which provide a mapping of threats into
categories and their respective mitigation measures.

Mapping Dependencies (MD). The challenge is, however, to translate in
a quantifiable manner risks and associated security measures in terms of costs,
which includes not only estimating the probability of a threat to be successfully
exploited, but also the mapping of interdependence between failures. Correla-
tions can be mapped as the correlation between two Bernoulli random variables
(A,B) as defined in [6]:

MD(A,B) = pX =
pX − pA ∗ pB√

pA(1 − pA) ∗ pB(1 − pB)
(1)

pA and pB denotes the probability of failure in a system A and B, respec-
tively. These probabilities, as defined in [10], are described in values between
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p(0 ≤ p ≤ 1), representing the probability of breaches to occur under current
conditions. The inter-dependence, given in Eq. (1), denotes a failure probability
pX , where pA may lead to a failure in pB , i.e., failures or vulnerabilities in a com-
ponent (pA) under certain conditions can compromise the related components
pB .

3.4 Modeling Costs and Attributes

This stage determines measures to be taken in response to each threat and
their associated costs. For example, the ROI (Return On Investment) of proac-
tive approaches (education/training of personnel, prevention, and redundancy
of critical systems) is a better economic alternative than reactive approaches
(active monitoring and recovery). However, the remaining difficulty is to effi-
ciently determine cost thresholds for CAPEX and OPEX.

Threat Exposure Cost (TEC). The SECeconomy approach is based on the
ROSI (Return On Security Investment) model that determines the cost/benefit
ratio related to security strategies [5,24]: Single threat exposure costs in Eq. (2)
estimate the total cost of vulnerabilities given their probable occurrences within
a time frame ΔT

(
prob(Noccurrences)

time

)
:

TEC(A,B) = ΔT ∗
⎛

⎝
NThreats∑

i=1

ThreatCost ∗ MD(A,B)

⎞

⎠ (2)

There are two significant challenges to quantify vulnerability costs in Eq. (2):
(a) economic impacts of vulnerabilities identified (ThreatCost) and (b) potential
impacts given by MD(A,B) on the K dependent systems. However, impacts on
dependencies are equally not straightforward to be estimated, because the failure
of one component may not always lead to the failure of another dependent system
(e.g., the use of a layered defense or a “sufficient” redundancy level may reduce
such risks). For example, a failure in a fuel control subsystem may not always
impair an aircraft’s turbine, because a redundancy level of computers exists to
provide input for the FBW and, typically, more than one turbine is used in a
commercial wide/narrow-body aircraft.

Proactive Mitigation Cost (PMC). These costs are mapped based on proac-
tive and reactive measures [12]. The PMC presented in Eq. (3) is relatively sim-
pler than the reactive costs. This is because the risk vector is foreseen in assess-
ment guides/frameworks, and their mitigation actions and associated PMCs are
taken into account at system design time. Additionally, it is possible to include
an InsuranceCost that allows the recovery of unforeseen costs.

PMC(A) =
NThreat∑

i=1

ΔT ∗ (ProactiveCost + InsuranceCost) (3)
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Reactive Mitigation Cost (RMC). RMC are challenging to be estimated,
since these failures or vulnerabilities are typically originated from unforeseen
design aspects, implying on a ReactiveCost to mitigate the threat and its con-
sequences on potentially connected systems. However, the cost of reactive miti-
gation do not always present a linear relation with time, i.e., the longer the time
to perform a reactive measure not always mean that its cost will be higher. For
example, in case of a vulnerability in which an attacker gains privileged access
to a private network, this does not always imply that the longer time, the higher
the victim’s monetary loss. However, in case of a DDoS attack, there is a tem-
poral relation taking into account that the greater the time a content provider
do not provide service, the greater will be the economic damage on the victim.

Fig. 3. MTC matrix describing time-cost classes, where CiTj classes represent a cost
function f(x, y).

As described in Sect. 2, [25] proposed a type of fuzzy model, which translates
local dynamics in different state space regions represented by linear models.
Based on their proposal, it is defined in SEConomy different classes of RMC
costs Ci in function of time Tj , whereas each class has its own cost function.
Similarly to PMcosts, there is also the alternative to adopt an insurance model
to cover potential impacts of subsystems or directly connected systems. Further,
the cost of a reactive measure (and potential effects dependent systems) can be
mapped in the MTC matrix (cf. Fig. 3). On the one hand, data breaches are
not time-sensitive, but may incur in high costs depending on how sensitive is
the exposed information. Hence, a data breach could occur in a time T1 with a
cost Ci, in which i would define the relevance of the exposed information. On
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the other hand, a DDoS attack is time-sensitive meaning that the longer is the
time without providing services (i.e., higher Tj imply in higher Ci), the higher
is the economic damage expressed by the time-cost category function.

In detail, a typical fuzzy rule defined by [25] is expressed by an Event-
Condition-Action (ECA) rule, where the action is expressed by a function:

If x is C and y is T Then Z = f(x, y) (4)

C and T are defined, respectively, in terms of cost and time, in which CiTj

classes are associated with a linear cost function in the MTC matrix [26]. Cost
classes are defined as Ci = [Cn, ..., Cm], where n and m belongs to R≥0 and
Time Cz, ..., Cw, where z and w correspond to a class time interval defined in N.
For example, a RMC that happened during a time interval “T1”, can be asso-
ciated, depending on the involved systems, with a cost category C1 defined as
“low cost”. Thus, a C1T1 is associated with a cost function of z = F (C1, T1),
which describes a price category. As previously mentioned, a CiT1 category
could express, for example, a data breach. Thus, based on [25], time-cost rela-
tions can be expressed in terms classes of cost functions mapped in the MTC
matrix. However, to foretell the economic impact on dependent systems, which
relies on the probabilistic dependence of Eq. (1), it is necessary to consider
failures/vulnerabilities which can trigger cascading failures on correlated sys-
tems/subsystems potentially impairing the functioning of the entire system, cf.
Eq. (5).

RMC(A,B) =
NSystem∑

i=1

⎛

⎜⎜
⎝

NThreat∑

i=1

MD(A,B)
︸ ︷︷ ︸
Probability of

Cascade Failures

∗

Cost Function
f(x,y)

︷ ︸︸ ︷
MTC[Ci][Tj ]

⎞

⎟⎟
⎠ (5)

ROSI. To benchmark the security investments is necessary to take into account
initial investments in security (i.e., PMC proactive measures) of a system in a
given time-frame ΔT (e.g., monthly), multiplied by the risks, threats which the
system is exposed (Tcost) considering its probable occurrence (RMC). Finally,
Eq. (6) calculates ROSI for a single system taking as input the threat vector
(Tcost), mitigation costs (RMC), and initial investments in security (PMC).

ROSI = ΔT ∗
NSystem∑

i=1

(Tcosts ∗ RMC) − PMC

PMC
(6)

3.5 Overall Economic Assessment

In the last stage, it is necessary to calculate the overall economic impact based
on ROSI from all S systems, required by R roles of A actors. Therefore, as
illustrated in Fig. 2, the N economic models will define an overall estimate of
costs for the entire ecosystem, as illustrated by Algorithm 1.
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Algorithm 1. Overall Economic Assessment (OEA)
1 begin
2 for each Actor ∈ Ecosystem:
3 for each Role ∈ Actor:
4 for each System ∈ Role:

/* Correlation between linked systems in Equation 1 */

5 p(x) ← dependence(System,∀ linkedSystems)
/* Estimate exposure costs in Equation 2 */

6 threatcosts ← Tcosts(A, p(x))
/* Estimate mitigation (Proactive and Reactive) costs

in Equation 3 */

7 mitigationcosts ← PMCcosts(A)
8 mitigationcosts ← RMCcosts(A, p(x))

/* Get Overal Economic Assessment (OEA) in Equation 4

*/

9 OEA ← ROSI(threatcosts,mitigationcosts, InitSecCost)

4 Discussion and Future Work

The SEConomy proposes a framework to detail economic estimates for security
measures in complex distributed systems. Despite providing estimates based on
historical events and probabilities, failures and vulnerabilities in critical systems
typically result in failures of sub-components or related systems, impacting the
overall costs. Hence, it is also imperative to react on threats through reactive
mitigation actions, and although its associated costs are not straightforward to
be calculated, it is possible to map them into categories as proposed in the
SEConomy.

For example, despite all recent technological advances, the introduction of a
new warning component in the Boeing 737 Max caused two accidents with hun-
dreds of fatalities [3]. Specialists stated that a software failure (i.e., not properly
implemented/tested) in the “Angle-Of-Attack (AOA)” sensors were triggering
the flight control system to push the nose of the aircraft down repeatedly. In
this regard, the calculation of risks through mutual vulnerability exposure along
with other horizontal (i.e., subsystems of a system) and vertical (i.e., systems
of another actor relations) is a complex task of potential security and safety
consequences.

Thus, the presented SEConomy is a novel framework for estimating costs
in complex distributed systems, which provide models for cost estimations and
the mapping of relations between interdependent systems and their components.
Thus, the need to refine these models especially for cybersecurity defense mech-
anisms becomes visible. Future work will run this refinement as well as the
proposal of cyber-insurance models capable of covering the mitigation of threats
not foreseen during design. Also, SEConomy will be applied for in-depth evalua-
tions in different use cases such as Finance and e-Health sectors, while applying
specific models from each sector for their respective economic estimates.
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Abstract. Software licensing is changing how organizations and individuals
use software. Globally, technical and economic needs affect licensing in many
ways and thus creating licensing models and techniques that reflect and serve
organizations’ needs, becomes an increasingly challenge in the Network
Function Virtualization concept. While NFV continues emerge, it also becomes
increasingly important to monitor and manage software licenses. Therefore, in
this paper, a license-based architecture is introduced which aims at linking the
Network Services with license models throughout SLAs. Specifically, we have
introduced an interconnection between license models and SLAs, in which we
aim at an efficient and flexible service orchestration in a beyond MANO SP.

Keywords: License models � SLAs � NFV � Network Services �
Software licensing

1 Introduction

Telecommunication networks are an essential part of any society’s infrastructure as
millions of people rely on the services offered by today’s telecommunication providers,
expecting the arrival of commercial 5G networks to bring new capabilities. Network
Function Virtualization (NFV) is expected to be the key enabler for agile network
management in the upcoming 5G networks, as it will allow optimized service man-
agement through softwarization and virtualization of network components [1]. One of
the leaders of the group of network operators, who introduced the NFV concept,
mentions that software licenses will play a significant role in the economics of NFV [2].
As network operators push forward with virtualization in the hybrid network envi-
ronment that currently exists, software license management arises as a primary chal-
lenge [3]. Licensing models and monetization of different Virtual Network Functions
(VNFs) and Network Services (NSs) enable better service elasticity and better uti-
lization of network resources, while it also starts getting attention from many compa-
nies like Google, Yahoo, Cisco and others [4]. For enterprises that rely on software to
maintain a market share, the software licensing model can strongly influence the return
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on software investment. Software licensing aims to protect both the vendor’s invest-
ment by minimizing the risk of hard piracy and the enterprise’s investment by mini-
mizing the risk of auditing fines from soft piracy [5]. It is important to note that a
declarative license approach is commonly used on the B2B market, particularly with
telecommunications operators. This involves entrusting the software licenses with the
task of controlling the use of the software in subject to the terms of the license,
classifying the rights of use and the identified limits. Telecommunication operators are
used to managing their software licenses and have a dedicated business process called
Software Asset Management (SAM), that needs to be adapted to fit with automation
processes orchestrated by NFV Management and Orchestration (NFV-MANO).

To address the aforementioned challenges, in this paper a license-based architec-
tural approach is described, that allows efficient NS license management, in a virtu-
alized SP. We propose an interconnection of licenses, with Service Level Agreements
(SLAs) in order to introduce NFV-enabled licenses in a more efficient and flexible way.
It is worth mentioned that the presented architecture is part of the SONATA (powered
by 5GTANGO) Service Platform which bridges the gap between business needs and
network operational management systems [6].

The rest of this paper is organized as follows. Section 2 presents the related work
on the field of software licensing. Section 3 introduces the proposed license-based
architecture, while Sect. 4 presents the license model followed in our approach. In
Sect. 5, an end-to-end workflow is presented in order to describe in detail the overall
process. The paper closes in Sect. 6 with some conclusions and future thoughts of the
presented work.

2 Related Work

A substantial amount of research has been undertaken to investigate the challenges the
developers face with the different approaches for using, or re-using, software, espe-
cially in the context of VNFs and NSs. Further complicating the situation, not all of the
ways in which a developers may wish to make use of open source code may be allowed
by the license applied to that code and the way in which the code is used may affect the
resultant license of the NS being built. Therefore, licensing of VNFs and NSs is a
complex task that need to be addressed at all the different layers of NFV concept. The
primary opportunity is either for open source to remain popular or simply for com-
mercial software companies to change their licensing structure to better fit virtualized
computing [7]. With new license technologies like Cisco Smart Licensing [8], licensed
products can be activated, and entitlements redeployed without handling special soft-
ware keys or upgrade license files Service providers, network vendors and their cus-
tomers would need the capabilities enabled by new licensing technologies to deliver on
the promise of the intelligent, cloud-based and software-defined network and fully
realize their benefits. As stated in [9], software licensing is changing how organizations
and individuals purchase and use software. Thus, the authors make a general intro-
duction on the different licensing models while they also describe how organizations
and individuals can benefit from them. Such common licensing models are for example
(a) Packaged: Single license purchased for a single user or machine, (b) Perpetual:
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Permanent licenses purchased upfront, (c) Trial: Users are able to try the software
before purchasing, (d) Server: Number of processors running determines number of
licenses purchased. It is worth mentioning also the fact that ETSI NFV has published
the “Report on License Management for NFV” [10]. It documents the features required
to be implemented within the ETSI NFV architectural framework to support NFV
license management. These features will enable any combination of commercial license
management without the need for proprietary license management mechanisms.
Henceforth, the authors illustrated the composability of service licenses by creating a
composite service license, that is compatible with the licenses being composed. Fur-
thermore, in [11], the authors compared SLAs and service licenses while they also
proposed the phases of a service license during its life span. To make the discussion
more concrete, they illustrated the proposal of a service license life cycle with a
meteorological case study. At the same time, in [12], the authors have realized the
interest for the integration of license management mechanisms into the software
defined systems and architectures. They proposed a solution that exploits all Service-
Oriented Architectures (SOA) key characteristics, trying in the same time to resolve the
restrictions and to confront the weaknesses of the current License Management sys-
tems. They also defined the roles emerging from the suggested architecture and pre-
sented new business models and market opportunities.

3 License Based Architecture

This section describes the proposed license-based architecture, taking advantage of the
components implemented into the SONATA (powered by 5GTANGO)
SP. The SONATA (powered by 5GTANGO) SP brings, among others, the SLA
Manager and increases its abilities with a Licensing Manager, a component that allows
the user to obtain NS licenses and verify them during the NS instantiation. Figure 1
depicts the overall architecture) that is going to be described in this paper. The license-
oriented architecture consists of (a) the Portal, (b) the Gatekeeper, (c) the SLA Man-
ager, (d) the Licensing Manager (e) a Correlations Database and (f) the MANO
Framework.

3.1 Portal

The proposed architecture is consisted of several components. In order to be accessible
to the end-users, a unified Portal was implemented as a Web User Interface (WUI). The
Portal is divided into sections that include Network Services, SLAs, Licensing Man-
agement, as well as an Operation section, for NS instantiation management. The main
role of the Portal is to help the SP owners and operators to create business-oriented
SLAs for QoS provisioning. Moreover, the Portal promotes the interconnection of the
aforementioned SLAs with the desired licenses, known by the developers entered the
Portal and the creators of the SLAs.
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3.2 Gatekeeper

While the Portal is the main web interface interacting with the SP end-users the
Gatekeeper is the entry point, controlling who attempts to access the inner components
(i.e. SLA Manager, Licensing Manager, MANO) and the privileges to do so. The
Gatekeeper exposes API endpoints for QoS management through efficient SLAs, as
well as of licenses for each NS that is going to be deployed in the SP. The Gatekeeper
validates and forwards requests, for managing SLAs, to the SLA Manager (Sub-
sect. 3.3) and for creating licenses, to the Licensing Manager (Subsect. 3.4). The
Gatekeeper also serves an important and active role in implementing the MANO
Framework communication interfaces (Subsect. 3.6).

3.3 SLA Manager

A key objective of NFV technologies is the provision of QoS guarantees. These
guarantees are reflected to the requirements emerging from the agreements between the
customers and service providers. At this point a question arises, regarding what exactly
is an SLA. An SLA is a contract between the service provider and the customer, which
underlines each party’s responsibilities while at the same time defines the performance
standards that are to be met by the provider [13, 14]. SLAs establish customer
expectations regarding the service provider's performance and overall quality [15]. The
proposed SLA Manager can support (a) Definition and advertising of the capabilities of
network operators in SLA Template forms and (b) Agreements creation upon a NS
instantiation [16]. The workflow of the SLA Management Framework is partitioned
into two phases, namely (a) SLA Template Management and (b) the Information
Management [17]. The SLA Template Management phase takes place prior to the NS
operation, while it includes the template formulation with the appropriate Service Level

Fig. 1. Proposed license-based architecture.
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Objectives (SLO). Apart from the traditional SLOs (e.g. availability, packet loss), the
SLA Manager supports licensing as a different kind of a SLO, leading to two different
kinds: (a) service guarantee SLOs and (b) licensing SLOs. On the other hand, the
Information Management phase starts during the NS instantiation, incorporating the
SLA instance creation and the enforcement of the licenses. The SLA instance is an
enforced SLA template with the instantiation information, and the relevant licensing
information, that refers to the linked NS instance and the customer’s information.

3.4 Licensing Manager

In the various functional domains of NFV-based network architectures, software
licenses apply. In the current work, we are focusing on the software licenses for VNFs
and NSs. Thus, taking into consideration the emerging NFV technologies, there is a
need to include in the SLA contracts licensing information for the corresponding NSs.
It is important to point out that the SLAs are business-oriented documents. Therefore,
the licenses included in them, do not tend to be aligned with specific amount of
resources. The licenses, as specified into the SLA Templates, focus mainly on how
many scales can be used, based on the “signed” license type. It is worth mentioning that
licensing is provided “as a service”. The provided licenses are created per customer,
and due to the fact, that are included into an SLA Template, as an additional SLO, each
license corresponds to a specific NS. In this context, the Licensing Manager adopts a
service-based licensing model, which links a license to a specific customer and an
instantiated NS, by specifying also the number of allowed NS instances. Finally, the
instantiation operation takes place with verified licenses, and orchestrated through the
MANO.

3.5 Correlations Database

At this point, it should be pointed that all the presented components follow a micro-
service-based architecture, therefore, a database was used in order to keep runtime
information of network services, SLAs and licenses. Specifically, it keeps track of all
the correlations between the generated templates and the linked NSs. At the same time,
agreements information is also located in the Correlations Database, among with the
end-user’s authentication detail coming from the inter-communication with the Gate-
keeper. Finally, the database stores the correlations between the end-user (i.e. cus-
tomer), the corresponding licenses, and the number of successful instantiations,
resulting from the successful placement of the service through the MANO Framework.

3.6 MANO Framework

On the bottom of the proposed architecture lies the MANO which is responsible for the
orchestration and full lifecycle management of hardware resources and VNFs. In our
case though, we are taking into account a customized MANO Framework, imple-
mented into the SONATA (powered by 5GTANGO) SP, which allow the operator and
the service developer to join forces in managing their lifecycles to fulfill SLAs
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and manage properly the corresponding licenses [18]. It exposes an API where other
components, like the SLA Manager, can request lifecycle events, providing at the same
time licensing information, that could be mapped to a particular amount of resources,
which will be validated eventually by the Licensing Manager. As a result, MANO will
use the license information for the NS instantiation and operation.

4 Proposed License Model

The model provides three types of licenses: (a) trial, which supports limited time of
trying the desired NS before license is purchased, (b) public, which comes with no
instantiation restrictions, and (c) private, which specifies as mandatory the purchase of
a license before instantiating a NS.

• Public License: The Public License refers to an open source NS, which the
descriptor (i.e. source code) is available to the end-users for instantiation free of
charge. As previously mentioned, the Public License comes with no instantiation
restrictions.

• Trial License: The Trial License refers to the NSs which end-users can try before
they buy. Once the end-user in registered and selects to instantiate a NS with a Trial
license included in the selected SLA, he or she activates the license “silently”, and
can use it for the time period specified in the SLA. Apart from the constrained
period, the Trial License has a limited amount of free NS instances that the end-user
can have it activated at the same time.

• Private License: In the proposed architecture, the Private License means that the
customer needs to buy a license before instantiating a service. Additionally, this
type of license specifies the number of allowed simultaneous instances per
customer.

5 End to End License Workflow

In this section, it is described the end-to end workflow for establishing licenses through
SLAs and enforce them after the NS instantiation. On the Customer side, there is the
Portal, along with the Gatekeeper. The Gatekeeper awaits a request for an SLA creation
in order to trigger the process. The sequence of interactions are depicted in the
sequence diagram of Fig. 2. In detail, the steps include the following:

• Step 1: The workflow is triggered by the SP owner who enters the Portal and starts
the creation of an SLA. The SP owner gives the mandatory parameters for the SLA
creation (e.g. QoS parameters, expiration date etc.), selects the corresponding NS
and the desired license type (i.e. public, trial, private). In case the SP owner select a
trial or private license, it is mandatory to select the allowed instances as well as the
valid period of the license.

• Step 2: The Gatekeeper promotes the request to the SLA Manager and the Licensing
Manager.
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• Step 3: The Licensing Manager receives the necessary parameters (i.e. license type,
allowed instances, license expiration date) among with the customer’s authentica-
tion details, and stores a license record into the Correlation Database. Additionally,
it sends the license information as an additional SLO to the SLA Manager in order
to include it into the SLA Template.

• Step 4: The SLA Manager receives the license SLO, and the SLA parameters (SLA
name, QoS SLOs, SLA expiration date etc.) while it formulates the SLA Template.
Additionally, it stores a record into the Correlation Database regarding the corre-
sponding NS and the created template.

• Step 5: During this step, the Customer requests through the Portal a NS instantia-
tion, specifying the desired NS and a specific SLA, with a license attached to it.

• Step 6: The Gatekeeper promotes the request to the Licensing Manager.

Fig. 2. End-to-End License Workflow.
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• Step 7: At this point, the Licensing Manger is responsible to validate if the customer
is allowed to instantiate the service based on the selected SLA and the attached
license.
– In case the customer has selected an SLA with a public license, the instantiation

request of the service is promoted to the MANO with no further action.
– In case the customer has selected an SLA with a trial license, the Licensing

Manager needs to validate it. If the license has not been expired, or not exceeded
the allowed instances is then promoted to the MANO. Otherwise, the request
terminates, and the customer is asked to purchase the license in order to
continue.

– In case the customer has selected an SLA with a private license, once again the
Licensing Manager needs to validate it. During the first instantiation of the
service, the customer is prompted to the Portal in order to buy the corresponding
license. In case the customer has already bought the license, the Licensing
Manager check the license expiration date and the allowed instances, and if they
all are valid, the instantiation of the service proceeds.

• Step 8: If the license is valid, the MANO receives the instantiation request, and
continues with the NS placement and deployment.

6 Conclusions

In the presented architecture, we consider a licensing model, taking into account both
the cost constraints of the NS software and the allowed instances per customer, towards
a more efficient scaling concept. In order to do so, the presented approach links the
provided NSs to a selected license model, which is included into a signed SLA in an
easy and flexible way. Even though the presented approach is still work in progress, the
entire workflow described in the above paragraphs can be executed on a regular laptop
and the code of all involved software components as well as their install instructions
and documentation are available on the project’s official web site [16], as well as on
GitHub [17].

The next step will be to motivate service providers to engage in this critical next
phase and begin developing product roadmaps to support the management of NFV
licenses with the features and scalability required for telecommunications operations. In
this way, the proposed architecture will be also evaluated by be tested in the NFV
space.
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Abstract. Crowdsourced mesh networks are built, maintained and used
by several participants that cooperate to provide and consume connec-
tivity. Providers of infrastructure want to get compensation for their
investments and earn tokens; users or consumers want the network to
expand for improving the coverage of connectivity and stability. How
do we collect funds from consumers and distribute them to providers,
guaranteeing satisfaction of every participant? For that, we need of a
system that coordinates the flow of economic value in mesh networks in
a way that is not only transparent, automated, decentralized and secure,
but also beneficial to all. We designed a new economic protocol called
Fair to compensate providers for their investments. The key point of our
model is that each provider will be paid with different prices for the for-
warded traffic: the more devices a provider has, the higher its price/MB
forwarded is, up to a certain limit. We implemented the model using
MeshDApp, a local blockchain platform for mesh networks. Simulations
show how our proposal ensures a win-win situation where the network
grows and the providers are compensated for their investment. Also,
continuous growth is incentivized while centralization due to few large
providers controlling the network is avoided.

Keywords: Pricing · Mesh networks · Blockchain · Crowdsourcing

1 Introduction

A mesh network has a topology in which each node (router) is capable of relay-
ing data for others. All nodes cooperate in the distribution of data throughout
the network for the mutual benefit of its participants. With each participating
node, the reach, throughput and resilience of the network expands. With suf-
ficient benefits to participation, a mesh network can quickly grow to provide
shared connectivity and at a much cheaper rate than a centralised topology [1].
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Figure 1 illustrates the main components of a crowdsourced mesh network. The
network infrastructure is composed by several devices (routers) that are owned
by different providers, and the consumers connect to the network through any
of the providers and use the infrastructure to access any of the services available
in the network (e.g. Internet access service in this example).

Mesh networks have the challenge to scale in absence of economic sustain-
ability. The toughest aspects to deal with is the trust in the agreements between
peers and how to ensure the economic sustainability of this collective effort and
the balance between contribution and consumption. For instance, as an example
scenario and mechanism for economic sustainability, we consider the economic
compensation system used in Guifi.net [2]. The aim is to find a balance between
total resource contribution and its consumption. Currently, the above described
economic compensation system is done manually: each participant declares its
costs and consumption (traffic) and then the Guifi.net foundation validates this
claim by cross checking it with their own network traffic measurement data
and network inventory, according to the agreed list of standard costs. There is,
however, room for error or manipulation. The correct application of the com-
pensation system is critical for the economic sustainability of the network, as
well as for the return of previous or future investments and maintenance.

Fig. 1. A mesh network scenario where the infrastructure is owned by different
providers.

Therefore, we agree that there is a need for an automated mechanism where
diverse participants, providers and consumers, can pool resources with the con-
fidence that the consumption is (i) accounted fairly, without discrimination and
proportionally to effort and value, and that (ii) these calculations and money
transfers are safe, automated, irreversible and shared across different partic-
ipants, to avoid the cost, delays, errors and potential mistrust from manual
accounting and external payments. MeshDApp1 is a value transfer platform for
mesh networks that uses a local blockchain.
1 http://dsg.ac.upc.edu/meshdapp.

http://dsg.ac.upc.edu/meshdapp


180 E. S. Miguel et al.

Our work addresses the economic sustainability problem of mesh networks.
We designed and implemented a new economic model called Fair using Mesh-
DApp. The goal of our model is to build a win-win situation for the network
and the users. First, Sect. 2 presents the related work. In the Sect. 3, we present
our proposed economic model called Fair and we evaluate the model in Sect. 4.
Then we underline some discussion and future work about our work in Sect. 5
and conclude in Sect. 6.

2 Related Work

Other projects explore aspects of how mesh networks can be combined with
blockchain to provide connectivity under a decentralized economic model involv-
ing independent providers and consumers of a crowdsourced network.

Our design relies on a local blockchain infrastructure that operates over an
Ethereum-based lightweight consensus protocol (permissioned and low overhead,
PoA). A possible alternative to this approach could be Hyperledger Fabric [3].
There are other projects in development that combine the payment in mesh net-
works with blockchain. Althea Mesh [4] provides last-mile connectivity for the
Internet access, where routers pay each other for bandwidth using cryptocur-
rency payment channels. RightMesh [5] is an ad-hoc mobile mesh networking
platform and protocol using the public Ethereum blockchain and RMESH tokens.
AmmbrTech [6] has provided initial support for the research of MeshDApp and
therefore the results will inspire their evolution.

Several studies provide economic analysis and designs for resource trading.
The MeshDApp system is inspired by the experience of our research group
in participating in the governance, operations and economic analysis of the
Guifi.net community network [2]. The following works applied to related prob-
lems have influenced the design of MeshDApp. Route Bazaar [7] is a backward-
compatible system for flexible Internet connectivity, which is inspired by the
decentralised construction of trust in cryptocurrencies. It looks at agreements
among Autonomous Systems with automatic means to form, establish, and ver-
ify end-to-end connectivity agreements. Tycoon [8] is a market based distributed
resource allocation system based on proportional share with resource auctions
for computing or storage. Request Network [9] is a decentralised network that
allows anyone to request a payment (a Request Invoice) for which the recipient
can pay in a secure way. Request can be seen as a layer on top of Ethereum
which allows requests for payments that satisfy a legal framework.

3 Fair Economic Model

A key goal of our economic model is to promote the expansion of the network
coverage awarding providers with a different price per MB forwarded, according
to the number of devices they operate. Formalizing the model into a sentence:
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The more devices a provider i has, the higher its Price/MB Pi is;
up to a limit. Figure 2 shows this relation. In fact, we want to build a win-
win situation where the growth of the network contributes to more stability and
provides more content for users. There are several assumptions in our model:

As it is not good for the network that one provider owns too many devices,
we defined a price limit. As soon as the number of devices of a provider is greater
than or equal to a given parameter Incentive (I), its Price/MB (P ) is equal
to Pmax. The two goals of this limit are to avoid monopolies (i.e. the network is
not dependant on a single provider) and prevent unfair discrimination.

The incentive parameter I is proportional to the ratio of network devices
versus providers, so we reward networks with providers with multiple devices,
with a constant factor of 3/2 we determined experimentally, defined by Eq. 2.

To make sure prices cover minimum costs, we also fixed a Pmin which is the
price per MB forwarded that a provider with a single device would have. We
decided to use a linear step function for a number of devices lower than the I
parameter, but other shapes, such as an exponential form could be considered in
alternative models. Finally, the price per MB forwarded of a provider i is defined
by Eq. 1 when the number of devices Di ≤ I or higher.

Pi =

{⌊
Pmin + Pmax−Pmin

I−1 × (Di − 1)
⌋

Pmax

(1)

Fig. 2. Price/MB of a provider under its number of devices.

We do not model the payments from consumers. We simply assume “infinite
funds” in a common consumer account, assuming a subscription is paid by clients
at each iteration in exchange of clients having unlimited network access. That
price varies depending on the total traffic in the network during the last iteration.

4 Evaluation

In order to evaluate our economic model we performed simulation. This section
presents the design of these experiments and their results.
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4.1 Design of Experiments

The simulation is a test constructed as the sequential execution of the activities
that take place during a day, repeated during one month. The first activity
consists on getting the monitored traffic values for all devices. Then, the prices
per MB per provider are computed and the charges (owed tokens) are calculated
for all providers. After that, the payment to the providers is carried out taking
advantage of the amount deposited in a common funds account. Finally, the
providers pay the costs of maintenance of their devices and buy new devices.

We have decided to perform one iteration per day (the data is pre-processed
so that we have a given amount of MB forwarded per provider, for each day).
The two following subsections present the inputs of these simulation and the
measurements we performed.

4.2 Inputs

Economic Models: We performed our simulation for the Fair economic model,
and two variants, one with unlimited Pmax (unbounded), and another with the
same price for all providers (fixed-price).

Data: We used real data from the QMPSU mesh network in Barcelona. We
had received (rx) and transmitted (tx) bytes for 62 devices, every hour during
one month. We assumed that forwarded data (fx) is calculated as min(rx, tx).
Although this solution is not entirely realistic, we assume is fair enough to have
values related to real traffic.

Variables: Price of a new device: We fixed the price of a new device to a pro-
portionally value of 109 tokens. We assumed that a monthly cost for a provider
is around 4e, and the price of a new device is 150e. Then, we calculate the
cost of any provider i with the formula Costi = 0.9 ∗ (fx ∗ Pmin). Indeed, it
is essential for a provider who owns a single device to be able to get a benefit
(TotalReceived − Cost). Otherwise, he will not be able to invest in the network
due to lack of money. Size of the network: We performed the simulation with 2,
5 or 10 providers for each variant of the economic model.

Initial State: In the first iteration, half of the providers start with 1 device,
and half start with 3 devices. This choice enables the system to have different
providers at the beginning, in terms of importance in the network, to observe
their developments and to discover whether it has an impact or not.

Model of Providers’ Behaviors: One of Fair ’s goals is to incentivize
providers, so that they can invest in the network buying new devices. In order to
evaluate the efficiency of the way this economic model incentivizes them, we have
to model providers’ behaviors: do they buy new devices? When? We decided to
model it as follows. A provider i buys a new device when he has enough tokens
(�Tokensi ≥ 109), with a probability p1 = 0.7 or p2 = 0.2 depending on the
number of Devicesi.
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In fact, if the number of devices Di ≤ I, Pi will increase if the provider i
decides to buy a new device and so, he is incentivized to do it. We modelled it
with the probability p1. Otherwise, his Pi will be constant and would have less
reasons to buy a new device. Therefore, this happens with probability p2 ≤ p1.

In one hand, the Unbounded model, a provider is always incentivized to buy
a new device. Therefore, the probability is p = p1 = 0.7. On the other hand,
in the Fixed-Price model the incentive disappears. Therefore, the probability is
p = p2 = 0.2.

4.3 Metrics

We evaluated the Fair economic model looking at 3 metrics that change over
time: the size of the network, the number of tokens per provider, and the number
of devices per provider.

The size of the network over time is a metric that allows us to evaluate
if an economic model incentivizes efficiently providers to buy new devices and
help the network grow. This is a part of the evaluation of the win-win situation
desired. In fact, the bigger the network is, the bigger the stability it offers to its
consumers.

Fig. 3. Total number of devices in a network of 10 providers over time.

The number of tokens per provider over time is a measurement that lets us
to evaluate the second part of the win-win situation. In fact, a provider investing
in the network should be rewarded earning tokens.

Finally, the number of devices per provider over time is a measurement that
makes it possible to evaluate whether the limit Pmax is efficient or not. In fact,
it should avoid monopoly and therefore, dependence of the network on a single
provider.

4.4 Results

Figure 3 shows how Fair incentivizes the providers to invest in the network. In
fact, the growth is faster than with a Fixed-Price model (we can observe how
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the deviation between the two curves increases). The growth is even faster with
the Unbounded model, as expected. The drawbacks of this last model will be
discussed later.

Fig. 4. Number of devices per provider over time with the Fair model

Fig. 5. Number of devices per provider over time with the Unbounded model

First of all, Fig. 4 shows how the limit Incentive is efficient. In fact, it seems
that the maximum number of devices Dmax tends to get deeply below the incen-
tive I line throughout the time. It shows also why our economic model is fair. For
instance, Provider 3 has a single device at the first iteration and has Dmax = 11
devices at the end of the simulation. It proves that Fair places no one at a disad-
vantage. Then, Fig. 5 shows the biggest drawback of the Unbounded model: the
creation of a monopoly and the difficulty of little providers to grow (Providers 1
and 5 have 2 and 1 devices at the end of the simulation, respectively). It remarks
the importance of the I threshold in Fair, which avoids the creation of monopo-
lies and the acceleration of differences of importance between providers. Figure 6
shows how providers slowly invest in the network in absence of an incentive.
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Fig. 6. Number of devices per provider over time with the Fixed-price model

Fig. 7. Number of devices per
provider over time with the Fair
model in a network of 2 providers.

Fig. 8. Number of devices per provider
over time with the Fair model in a net-
work of 10 providers.

Fig. 9. Mean number of tokens per provider in a network of 10 providers over time.

Finally, Figs. 7 and 8 shows that observations made in Fig. 6 are confirmed
by our experiment with other network sizes.
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Figure 9 shows how Fair fulfils all conditions to ensure a win-win situation
since it also makes possible that provider earns tokens faster than with the
Fixed-Price model.

As a conclusion, we can state that the results of the simulation show how
Fair ensures a win-win situation where providers invest in the network and earn
tokens, avoiding monopoly at the same time.

5 Discussion and Future Work

There are still a lot of work that could be developed in order to test and validate
the solution we proposed.

First of all, with the same simulation, it is crucial to design and adopt a
more realistic probability distribution in order to model providers’ behaviors. In
fact, it would help us to evaluate the incentives in the model in a more efficient
way. It would also be interesting to test it in a real environment for the same
reason, and also for being able to work with real data. For instance, for the
results presented in the current paper, it may be noted that provider 3 always
buys a lot of devices. This could be caused by the data we are using, as it may
give a significantly high number of MB forwarded for this provider. Using real
data would allow us to derive more confident conclusions about the efficiency
and the “fairness” of Fair.

Then, there are several parameters in Sect. 3 that could be analyzed, tested
and optimized. For example, it would be interesting to test the use of a quadratic
function or to change the definition of the I incentive. Moreover, the definition
we give for fairness (incentivize providers to promote the network growth and to
prevent monopoly and disadvantages for anyone within the network) could be
improved and extended.

Finally, other economic models can be envisaged, because during the devel-
opment of the experiments we had some ideas about alternatives or extensions.
For example, we though about a crowd-funding system where each provider,
if he wants to, gives a part of what it should be paid to the network. Then,
this amount of money would be given to a new provider when it joins the net-
work, as a “welcome gift”. Donation from providers could also be designed as a
tax, that every provider has to pay. All these possibilities are potential future
work because they can be merged into the Fair economic model to build a more
complete economic model.

6 Conclusion

In order to address the need of a system which coordinates the economic value
flow of mesh networks in a transparent, automated, decentralized and secure
way, we designed and implemented a new economic model called Fair using
MeshDApp.

The goal of the model, presented in Sect. 3, is to create a win-win situation
for the network and the users. This aim is enforced by Fair because the main
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idea is “The more devices a provider has, the higher its price per MB forwarded
is; up to a certain limit”. This incentivizes providers to invest in the network
buying new devices and avoids monopoly and inequalities across providers.

The simulation results show that Fair makes this win-win situation possi-
ble. However, in order to validate completely our proposed solution, protocol
design improvements, alternatives and experiments have to be completed as
future work.
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Abstract. Current projects applying blockchain technology to enhance
the trust of NFV environments do not consider the VNF repository.
However, the blockchain’s properties can enhance trust by allowing to
verify a VNF package’s integrity without relying (a) on a Trusted Third
Party (TTP) for remote attestation or (b) a secure database. This paper
presents BUNKER, a Blockchain-based trUsted VNF packagE Repository,
intended to be integrated with traditional database-based package ver-
ification environments, acting as a trusted repository containing VNF
package information. Moreover, BUNKER allows users to acquire VNFs
without the need of a TTP using an Ethereum Smart Contract (SC).
The SC automatically transfers license fees to the vendor once a VNF is
acquired, and sends the VNF package’s link to the buyer before verifying
its integrity.

Keywords: Network Functions Virtualization · Blockchain ·
Repository

1 Introduction

The deployment of Network Functions Virtualization (NFV) [11] solutions faces
a major challenge regarding the incorporation of trust to end-users. For example,
with the myriad of novel Virtual Network Functions (VNF) being developed, it
remains an open problem on how to ensure that the VNF package being acquired
by end-users is not malicious and it was not tampered with. Research has been
conducted in the NFV computing environment with the introduction of Trusted
Platform Modules (TPM) and remote attestation services [12]. Although these
systems are able to verify the state of the NFV environment, they rely on a
central database to verify the VNF’s package integrity. Thus, this centraliza-
tion enforces end-users to trust in the repository holding VNF packages and
presenting a single point of failure and a bottleneck.

Recent Blockchain (BC) developments focused on the provisioning of trust,
including Smart Contracts (SC). The BC concept was first described in 2009 in
the context of the cryptocurrency Bitcoin [10]. In general, a BC is a distributed
ledger where each new appended block contains transactions and information
c© Springer Nature Switzerland AG 2019
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(i.e., the block hash) about the previous block. The most important properties
of BCs are their data immutability and data decentralization [16]. The former
ensures that once data is included in the blockchain, it cannot be altered or
removed; while the latter provides high data availability. These properties form
the perfect environment for the execution of SCs. In Ethereum [4], SCs are
written in a Turing-complete programming language, called Solidity [6]. This
Turing-completeness allows for the creation of complex functions and helps to
enforce a variety of contracts through cryptographic principles [1]. Solidity-based
SCs can be used to facilitate trusted exchanges between untrusted entities and
the correct execution of programmed SC code. These properties can be used in
the context of NFV to address trust deficits regarding the VNF package integrity
verification.

This paper presents the design of a blockchain-based trusted VNF package
repository, called BUNKER, which provides trusted and immutable information
concerning VNF packages acquired by end-users. Thus, end-users are not bound
to trust on a central trusted authority, but rather on a distributed and highly
available data source, i.e., the BC. Moreover, BUNKER allows end-users to acquire
VNF packages without the need of a Trusted Third Party (TTP) and automat-
ically BUNKER transfers the license fee to the developer or vendor. To guarantee
the integrity of the VNF package, BUNKER stores the hash of the VNF package
so that end-users, after receiving the VNF package, can verify whether it had
been tampered with. An implementation prototype of BUNKER is available at [9].

The remainder of this paper is organized as follows. Section 2 provides
an overview of related work on existing VNF marketplaces and uses of the
blockchain technology for management and orchestration in the NFV context.
Section 3, presents the design of BUNKER, while Sect. 4 discusses open challenges.
Section 5 summarizes the paper and outlooks on future work.

2 Related Work

Currently, marketplaces providing VNF-as-a-Service (VNFaaS) have been receiv-
ing attention. FENDE [2] is a Marketplace and a Federated Ecosystem for the
Distribution and Execution of VNFs. It presents to the user the compatible
VNFs currently listed in a traditional central database-based repository. In addi-
tion, FENDE includes NFV management and orchestration tools, which allow
users to deploy and manage licensed services in the same ecosystem. T-Nova [16]
enables network operators to virtualize their network functions as well as offer
them to their clients in an on-demand, per-customer model. This model allows
them to provide network services to their customers without having to deploy
specialized hardware on the customer’s premises. A traditional database-based
marketplace is available for customers to acquire and instantiate their required
network services on-demand.

BC is independent of any authorization entity and establishes trust between
untrusted peers. Moreover, the immutability of public BCs determines a highly
suitable feature in areas where audibility is crucial. Thus, these combined prop-
erties lead to research regarding the employment of BC in the NFV context.
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Virtual Machine Orchestration Authenticator (VMOA) [3] is an authentication
model that establishes a trustful Virtual Machine (VM) environment. Instead of
having an internal or external trusted authenticator, [3] propose to establish a
VMOA BC to offload the authentication responsibility to a distributed ledger. In
this system, each orchestration request is sent to a BC, authenticated and only
then sent to the virtualization server. If successful, the VM manager reports the
success to the BC. Each step is stored in the BC and is auditable. The implemen-
tation applies a private BC based on the Hyperledger framework. [13] proposes a
BC-based NFV Management and Orchestration (MANO) solution. SINFONIA
(Secure vIrtual Network Function Orchestrator for Non-repudiation, Integrity,
and Auditability) is designed for data centers in which multiple network services
from different clients are deployed. The BC-based NFV architecture addresses all
requirements. The prototype implementation shows that the proposed architec-
ture ensures high availability and eliminates the single point of failure. However,
it is not clear where the BC nodes are located and which are the incentives for
peers to maintain these BC nodes.

There have been efforts in developing marketplaces for VNF packages [2,16].
These lead to the creation of systems where users can access a VNF repository
containing various packages that can be deployed easily. However, they are cen-
tralized and require that the user trusts in the database solution of the provider.
[3,13] address the trust challenge by incorporating BCs into the NFV MANO,
while securing the computing environment and the configurations. However, they
do not extend to the VNF repository or exploit benefits of relying on a public
BC. This leads to a security flaw, where malicious actors can gain access to the
central VNF repository to inject malicious code. Even though VNFs are executed
in a secure environment, this compromises the security of the entire system. So
far, research has shown that a trusted NFV environment should extend to the
VNF package repository and that the properties of public BCs are promising to
address such a gap. Further, none of the approaches as listed in Table 1 (where ✓
means addressed and ✗ means not addressed) address the combination of (a) BC
and NFV, (b) full decentralization, (c) public access, and (d) the incorporation
of the payment of fees automatically.

Table 1. Comparison of related work

Work Data storage Decentralized Public Automatic payments

FENDE [2] Traditional database ✗ ✗ ✗

T-NOVA [16] Traditional database ✗ ✗ ✗

VMOA [3] Blockchain ✓ ✗ ✗

SINFONIA [13] Blockchain ✓ ✗ ✗

BUNKER Blockchain ✓ ✓ ✓
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3 BC-based Trusted VNF Package Repository

The proposed architecture of BUNKER is depicted in Fig. 1. It is composed of
two main components: (i) the Graphical User Interface (GUI), which is
responsible for user interaction, and (ii) the Smart Contract (SC), which
implements the main systems of BUNKER. It is worth mentioning that the NFV
MANO and NFV Infrastructure were not implemented as a third-party solutions
are able to provide them. The description of the associated components and
their internal systems is presented in details in the following sections. It should
be mentioned that BUNKER can be integrated into existing NFV solutions, such
as reverse auction mechanisms to find an infrastructure to host VNFs [7] or
orchestrators able to manage deployed VNFs [2,15].

Fig. 1. Proposed BUNKER architecture.

The first component, the GUI, is responsible for user interaction and pre-
senting information, such as available and acquired VNF packages, package rat-
ing, and prices. Two interaction roles with the GUI were identified, users and
developers. Users are able to acquire VNF packages to execute in their NFV
environment and submit rates for these packages. Developers are able to offer
their VNF packages by registering them in the repository. Moreover, they can
delete a VNF from the repository or update its information. To provide these
functionalities, the GUI implements four systems: (i) Registration and Upgrade
System, (ii) Licensing System, (iii) Verification System, and (iv) Rating System.

The Registration and Update System is used by developers to submit new
VNF packages to the repository. Further, developers can maintain their regis-
tered VNF packages, e.g., update the package to a new version or to update
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information that is stored in the repository. Table 2 presents relevant metadata
and attributes of VNF packages that can be stored in the repository. In addi-
tion, the table contains examples of such attributes. This system allows vendors
(i.e., developers) to change attributes and to remove a VNF offering from the
repository, and users to retrieve attributes from available VNF packages.

Table 2. VNF package information.

Metadata Attributes Example

Catalog Package name NexGenFirewall

Description IPTables-based Firewall with high performance

Price 1.5 Ether

Package link https://github.com/murielfranco/firewall repository

Vendor/Developer University of Zurich (UZH)

Category Protection

Type Firewall

Licensing type Monthly

Version 1.0

VNF VNF descriptor TOSCA standard

VNF image Ubuntu-based

Requirements 1 vCPU, 4GB RAM, 6GB Disk

Suggested platform CloudStack

Other Vendor Ethereum

address

0x756F45E3FA69347A9A973A725E3C98bC4db0b6a0

Repository hash da6e681320812a87fa7da1416119992da0a1e48e485d2f095ad19872fd6d8e1b

Business model Fixed price

The Licensing System is responsible for handling customers requests to
acquire VNF packages. Figure 2 depicts the process of acquiring a package (Func-
tion buy VNF() [9]). First, the user requests, by creating a BC transaction, a
license of a VNF package through the front end. In the transaction, the cus-
tomer includes the licensing fee (i.e., package price) and transaction fees. The
SC checks whether sufficient funds were included in the request and transfers
the licensing fee to the developer. Then, it reads the package’s data from the
repository, emitting a licensing event containing the necessary information (e.g.,
package link) to retrieve the VNF and to execute it in the NFV environment.
Finally, the front end captures this event and retrieves the package data from
the external data storage to be deployed and used in the NFV environment.

Verifying the integrity of the VNF package before deployment and execution
is crucial to ensure that its code was not tampered with or its files were not
corrupted. Thus, BUNKER implements a Verification System. This system allows
verifying the VNF image’s integrity by comparing the hash of the downloaded
package with the hash previously generated when the package was added to the
repository. Such verification can occur when a new VNF package is acquired,
where the system retrieves the package and verifies it against the information
stored in the trusted repository, or during runtime, because BUNKER offers capa-
bilities to re-retrieve the hash and to re-verify the package integrity. This is
useful before performing life-cycle operations, such as upscaling or downscaling,
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Fig. 2. Data flow of acquiring a VNF package.

to more instances. Also, it allows retrieving the VNF Descriptor (VNFD) to
verify the correctness of configuration and life-cycle operations.

BUNKER allows any interested party to register new VNF packages to foster
competition. However, there is no curation of the repository’s offerings. This
leads to a trust issue, as malicious parties may register packages that do not
adhere to their specifications. Thus, customers need another way to assess the
quality of an offering. For this reason, a Rating System was included. It allows
licensees to rate a VNF package, providing feedback to future customers. The
rating attributes include rating score (e.g., 8.5 out of 10), summary (e.g., VNF
executed the promised function), advantages (e.g., quick deployment), and dis-
advantages (e.g., costly). Unfortunately, language limitations of BC-based SCs
pose a challenge to verify the quality of offerings inside SCs. Nevertheless, secu-
rity verification mechanisms [5] and reputation schemes [8] are planned to be
studied to address such a limitation.

The second component, the SC, is deployed in the Ethereum BC, and imple-
ments the functions and data structures necessary to provide a decentralized
trusted VNF package repository. This component is composed of the (i) Pack-
age Repository Manager, (ii) Events System, (iii) VNF Packages database, and
(iv) Licenses database [9].

The Package Repository Manager is responsible for creating, managing, and
maintaining VNF packages entries in the repository. It acts as an intermediate
party between the user and repository, receiving all requests (i.e., transactions)
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to the BC-based repository back end and accessing the repository as necessary.
Therefore, this component offers an Application Binary Interface (ABI) for all
functions needed in the front end. When a function is called, the repository
manager authenticates (relying on the sender’s Ethereum address) the user and
if authorized, executes the function call and returns the result. This component is
implemented as a Solidity SC [9]. Thus, if the front end calls one of the functions,
it is executed on nodes in the Ethereum VM (EVM). The output of the functions
performed by the nodes is the same across nodes in the BC. This means that
the SC code is running in a trusted environment, and it enforces the correct
execution of the implemented code before appending the result in the BC.

The VNF Packages Repository stores VNF package details (Table 2),
acquired licenses, ratings, and verification information (e.g., package hashes).
This repository is only accessible through the repository manager, and as it is
implemented on a BC-based SC, the information included in the repository is
stored in the underlying BC network, incurring costs, which increase with the
amount of data stored. In practice, this means that the repository data size
should be limited to essential information. Thus, only a link to the VNF pack-
age location is stored in the BC, and not the VNF package itself. The package
code or application must be hosted on an external data storage. Even though
storing data externally of the BC introduces trust issues, the verification system
included in BUNKER allows verifying the integrity of the packages, tackling this
issue by storing an immutable hash of the VNF package.

Ethereum-based SCs allow the developers to emit events inside implemented
functions. In BUNKER, the Events System is responsible to manage and emit
events. These events are stored in the transaction’s log, which is a special data
structure in the Ethereum BC [6]. External applications can listen to specific SC
events and perform actions upon receiving such events. BUNKER takes advantage
of events by implementing an event named License. This event is emitted once
a VNF is acquired and contains information, such as buyer address, VNF image
link, and VNF image hash. Thus, the GUI constantly listens for this event to
present the user with the information about the VNF that he/she acquired.
Moreover, other components of the NFV MANO, such as the VNF Manager
(VNFM), are able to listen to this License event [9] and automatically clone
the VNF image to the user’s VNF infrastructure and deploy it. In [14], it is
presented the interaction of an NFV infrastructure with an SC.

4 Discussion

As described in [12], determining the VNF package integrity is a critical challenge
in the setup of a trusted NFV environment. BUNKER addresses this challenge
successfully without having to rely on an external Trusted Security Orchestrator
(TSecO). This mitigates the single point of failure. BUNKER is based on an SC
without any access control and management. As such, any interested party can
use all the functions provided, given that they pay the fee needed to update the
SC’s state. This means that the SC is fully distributed and without the need for
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any dedicated management. On one hand, there is no maintenance cost because
no fees have to be collected to keep the SC running. On the other hand, there
is a potential for spam and fake entries that do not deliver functions promised
or infringe on trademarks and intellectual property.

To provide access control and verification of vendors, BUNKER would need to
be managed either by a central authority or a consortium. This increases trust
in the repository’s content, since the manager can verify the authenticity of
vendors before any package is registered. Further, such an approach curates the
repository’s offerings by checking VNF packages for malicious code and verifying
that the functionality complies to the specifications. However, the centralized
management of the SC and the authorization of participants may be biased and
against the intent of BUNKER’s distributed nature. The alternative, offloading
the management to a consortium, might not mitigate the problem of malicious
participants and could still create conflicts of interest. Thus, the current design
without an access control and an uncurated repository may face these challenges,
but it reflects in full BUNKER’s primary goal of removing the need for a central
TTP to ensure VNF package’s integrity.

5 Summary and Future Work

This paper presented the design of a novel approach for a trusted BC-based VNF
package repository, called BUNKER. This repository is designed on top of the pub-
lic Ethereum BC and is implemented as an SC that stores the VNFs information
(e.g., VNF package hash) in the BC and allows developers to register, update,
or delete VNFs, and to receive the payment of acquired packages automatically.
Moreover, users are able to retrieve the content of the repository, acquire, and
rate VNF packages. BUNKER provides a tamper-proof storage and since it is dis-
tributed and executed across many BC nodes, there exists no single point of
failure. All these aspects contribute toward BUNKER’s primary goal of providing
a trusted and available VNF package repository to users and developers without
the need for a centralized TTP.

Based on the details presented herein, it can be concluded that the integra-
tion of employing BCs and SCs provides for a feasible and trusted VNF package
repository. However, there are challenges remaining as discussed in Sect. 4 to be
addressed. Thus, future work includes (i) cost evaluations of BUNKER interac-
tions, (ii) a security analysis (e.g., VNF verification methods and cryptography
to secure the repository data), (iii) extending the data storage to support a
distributed file system, and (iv) an integration with an NFV solution. Overall,
BUNKERas it stands today in its prototype contributes to a better understanding
of a BC employment within NFV to secure NFV MANO operations.
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Abstract. With the growing concerns regarding energy consumption,
companies and industries worldwide are looking for ways to reduce their
costs and carbon footprint linked to energy usage. The rising cost of
energy makes energy saving and optimisation a real stake for businesses
which have started to implement more intelligent energy management
techniques to achieve a reduction of costs. As industries migrate towards
more renewable energy sources and more sustainable consumption mod-
els, decentralised energy infrastructure is required where actors can man-
age and monetise energy capabilities.

In fish processing industries, energy is utilised to operate a range of
cold rooms and freer units to store and process fish. Modelling thermal
loads, appliance scheduling and integration of renewable energy represent
key aspects in such industries. To enable the transition towards Indus-
try 4.0 and to efficiently optimise energy in fish industries, multi-agent
systems can provide the mechanisms for managing energy consumption
and production with standalone entities that can interact and exchange
energy with a view of achieving more flexible and informed energy use.

In this paper, we propose a multi-agent coordination framework for
managing energy in the fish processing industry. We demonstrate how
agents can be devised to model appliances and buildings and to support
the formation of smart energy clusters. We validate our research based
on a real use-case scenario in Milford Haven port in South Wales by
showing how multi-agent systems can be implemented and tested for a
real fish industrial site.

Keywords: Multi-agent systems · Appliance scheduling · Energy
management · Cost · Smart industries

1 Introduction

With the emergence of distributed energy technologies for smart industries, it
has become possible to manage energy more effectively based on the variation of
energy profiles and mixes of energy network generation. The democratisation of
the energy markets and the adoption of new consumption and production models
stimulate urban and rural clusters to engage more actively in new smart grid
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economies. Developing more informed energy practices using intelligent energy
management techniques represents a method to enable users to monitor energy
and to participate in a market of energy services actively. Fish industries are high
consumers of energy with multiple energy-intensive appliances need to process
different quantities of fish where the energy load is allocated to cold rooms
and freezer units. To respond to the growing concerns related to energy use in
the fish industry, a smart industry model can be implemented as a mean to
help fish ports to support self-adaptability, autonomy and more informed use of
energy resources. Fish processing sites usually have a cluster of buildings where
each building has a set of high energy consuming appliances which need to be
scheduled in relation to a fish processing operation demand [1,2].

Multi-agent systems have been proven as efficient solutions for managing
energy, processes and operations across industries. Multi-agent systems pose
the required autonomics and self-learning capabilities, enabling a wide range of
techniques, algorithms and learning strategies needed in decentralised energy
systems [3]. As energy actors are dynamic and present a range of key attributes
in relation to energy profiles, demand and supply, agents can be efficiently used
to coordinate such an ensemble of energy actors in accordance to an Industry
4.0 vision greatly leading to more informed use of energy and reduction of the
carbon emissions [4–6]. Multi-agent systems can provide the required level of
intelligence for devising smart factories, in the Industry 4.0 mission to integrate
products, components and production machines and to change their behaviour
accordingly by storing knowledge gained from experience [7].

In this paper, we propose a multi-agent framework for appliance scheduling
in fish processing industries to achieve more decentralised and effective energy
management in such industries. We present the multi-agent framework with
agent properties and objectives for buildings, appliances and site entities along-
side the required interaction for energy exchange and coordination. The solution
is validated in the context of the Milford Port in South Wales based on which
different energy management scenarios have been devised. The remainder of the
paper is as follows: The related work on multi-agents for energy management is
presented in Sect. 2. In Sect. 3 we present our multi-agent architecture. In Sect. 4
we describe the experimental setup for the evaluation followed by the results
reported in Sect. 4. We conclude our work in Sect. 5.

2 Background and Motivation Case Study

Fish processing industries are adopting new distributed energy management
solutions to achieve cost reduction while satisfying the energy demand of the
fish processing units. Energy use for fish processing industries can be sched-
uled for direct use, such as lighting systems, heating and box washing machines
or indirectly by converting the power to another form of energy, such as cool-
ing cycles, freezing and industry equipment. To efficiently manage energy in
fish industries, multi-agent applications can be used to achieve a higher order
of “smartness” in energy management as reported in previous works [8–10].
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To model such phenomenons in energy networks, agents can use negotiations
to coordinate energy sharing and exchange to meet the demanded load of the
consumption units while maintaining a level of autonomy in the site. Research
studies focus more on large-scale systems where energy is consumed tradition-
ally from the national grid without an in-depth exploration of renewable energy
solutions [11,12]. Energy networks with multi-agent systems are also viewed as
efficacious alternatives solutions for coordinating large industrial sites with an
increasing energy load [13–15].

Milford Haven is the largest energy port in the United Kingdom and is the
largest supplier of oil and gas with a capacity to supply about 30% of the UK gas
demand. The port operates a fish processing industrial business that conserves
and delivers vast quantities of fish to other factories and supermarkets in the UK
and abroad. The principal objective of the port is to reduce energy consumption
and CO2 emissions through the implementation of a smart industry solution that
can efficiently optimise energy generation and consumption. Packaway building is
the main building in the port and includes several energy consuming appliances:
an ice machine, a cold storage room, a box washer, lighting systems and meters.
A quantity of fish is stored every day in the cold room refrigerating unit that
is kept at −5 ◦C throughout the night and day to preserve the fish. The ice
flake produces the required quantity of ice for fish refrigeration, whereas the
box washing machine is activated to clean the boxes where the fish is stored.
Packaway has installed a PV system on the building’s roof with 50 kW panels
which serve the building with a daily energy supply.

Scheduling can allow the appliances to be used at the most advantageous
time of the day, and to be scheduled based on optimised intervals in alignment
with objectives related to energy optimisation and carbon emission. Using multi-
agents, we implement a scheduling framework for the Packaway building that
can be used to manage energy consumption in the building throughout the day.

3 Multi-layer Agent-Based Simulation Framework

We consider a set of agents A = {a1, a2, a3, .., , an}, where each ai represents a
production or consumption unit within the Packaway building, such as ice-flake,
cold-room, box washer and lighting. Each agent ai also has a set of properties
such as schedule, capacity or frequency and a set of constraints such as mini-
mum running time and required start time. Each appliance within the Packaway
building has an associated appliance agent ai whereas the solar panel set-up is
implemented by a single solar panel agent. An energy provider agent acts as
the grid energy provider in the physical building (see Fig. 1). Each appliance
agent has a daily demand for energy with a predefined constraint to consume
the amount of energy at the lowest possible price and emitting as little carbon
dioxide as possible. To achieve this, the agent can schedule its consumption in
one of the four time slots of the day, consuming either solar energy produced by
the solar panels of the building or energy provided from the national grid. The
solar panel agent simulates the energy production of the solar panels installed
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on the building and informs the main building agent regularly with the amounts
of energy available for appliance consumption. The interaction between the dif-
ferent agents is presented in Fig. 1.

Fig. 1. The multi-agent framework with corresponding layers.

The appliance agents and solar panel agents compose the first level of the
multi-agent framework. A building agent is programmed to consume the sum of
all its appliance agents’ consumption and produces the sum of all its solar panel
agents’ production. From one level of agents to the next, some of the properties
are the same, such as production or consumption, but have slightly different
roles and different methods to perform a required set of tasks. The multi-layer
architecture also means that an agent decision can have an impact on agents
from a different layer. A more detailed presentation of the multi-agent layer is
presented in the following subsection.

3.1 Layers of Agents

In this section, the specifications of each layer of agents will be explained and
detailed. This will provide a greater understanding of the modelling framework
and the policies of interaction between different layers and agents.
The appliances layer is formed of five types of agents. There is one agent
designed for each type of physical appliance in the Packaway building and one for
the solar panel system. We implement agents specific for these types: ‘coldroom’
type, an ‘iceflake’ type, a ‘boxwash’ type and a ‘light’ type as well as a ‘PVpanel’
type where each type matches to a class in the overall implementation. Each
agent matches to a physical appliance or a solar panel with a key differentiation
between appliance agents and solar panel agents based on energy usage and
consumption patterns.
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– Static: ID, Capacity, Daily Usage
– Theoretical (dynamic): Schedules, Status
– Practical (dynamic): Consumption, Cost, CO2 emission, Log

Each appliance agent has a set of properties and a set of methods that sim-
ulate the behavior of its physical entity (appliance) and enable the interaction
of the appliance with other entities in the building with decisions made on daily
basis.
The buildings layer – is formed of one type of agent which acts as a manager
for the appliance agents and solar panel agents. Each building agent manages a
set of appliances and solar panel agents and has identifiers such as ID, weekly
usage, appliances, solar panel and grid energy provider whereas the decision-
making properties are related to status, production and consumption schedules,
prices and CO2 emission of solar and grid energy. There are three types of
properties for a building agent; static, theoretical and practical, as presented
below:

– Static: ID, Appliances, Week-usage, Solar panel, Grid provider
– Theoretical: Week-schedule, Status, Solar-schedule, Prices, CO2

– Practical: Consumption, Production, Cost, CO2 emission, Week-stats, Logs

The building agent has properties that contain a list of appliance level agents
and can be both consumers and producers of energy where the consumption
consists of the sum of consumption for all the appliances in the building.

A building agent has methods to perform various actions from calculation
of bills with appliances and solar panel to information retrieval and decision
making and has a set of key methods for collecting information from all the
appliances, solar panels and energy provider agents. This permits the building
agent to update the prices and CO2 properties and to make decisions in relation
to the optimum operation schedule of an appliance (time to start, operating
interval, etc).
The site layer – contains higher level agents that coordinate building agents
based on consumption and production objectives. Each site agent is programmed
to orchestrate information exchange between the building with a wider objective
of sharing energy efficiently within the local cluster.

The decisions of the site agent are similar to an appliance or building agents
but with a greater impact on the building agents and associated appliance and
solar panel agents. The site agent also saves up site data in its log over which a
set of methods operate to take decisions for coordinating lower level agents and
to model behaviours throughout the simulation.

4 Evaluation and Results

The multi-agent framework is implemented in Matlab, where each agent is a class
with functions and attributes. The multi-agent framework has been calibrated
with data from the real site, where each agent has a production or consumption
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capacity, a set of behaviors and associated constraints. The overall simulation
process is organised in three rounds starting with the initialisation of agents, then
the execution of the process and lastly the optimisation of appliance schedules.

Step 1: Initialization – is the phase that sets the parameters and configures
the environment for the experiments with two operations (i) agent creation and
calibration with real site data including appliance agents and solar panel agents
and (ii) a message board mechanism enabled to circulate information about the
simulation such as prices and the CO2 emission characteristics.

Step 2: Execution – is the main part of the program and contains the instructions
to run the simulation such as the number of weeks, agents and constraints. The
appliance agents work on a day time interval divided into four periods, while the
building agents work on a week interval divided into several days.

Step 3: Finalization – is the phase that saves the relevant information for all
the building agents, all the appliance agents and solar panel agents in a log
aimed at capturing the amount of energy that agents have produced or consumed
throughout the simulation.

In the experiments, we seek to optimise energy consumption and production
using building level agents and appliance level agents designed and implemented
based on the observations from data of the Packaway building. We have devised
three scenarios where different input parameters are varied in order to observe
how different factors simulated with multi-agent behaviours can impact and
optimise energy production and consumption and also impacting CO2 emissions
and energy costs in fish ports. The configuration is using a default energy type,
a production capacity, a price and a CO2 emission level such as: (i) solar energy
with a 2.5 kWh/day capacity, a 0.10 £/kWh price, a 32 g/kWh emission level
and (ii) grid energy type with infinite capacity, 0.15 £/kWh and 66 g/kWh.

Scenario 1: Four Appliances Scheduling Strategy
This scenario investigates a default energy management plan for the Packaway
building where all four appliances are optimally scheduled to support the main
fish operation with an objective to consume minimum energy consumption. The
scheduling mechanism for the appliance agents is based on daily usage and
reflects the physical building consumption and production as retrieved from the
site investigations. The overall objective of the agents is to collaborate based on
a shared scheduling plan, where all the appliance agents schedules are optimised
based on the time of the day, demand of fish, demand of ice and energy con-
sumption. The experiment is configured with adequate appliance capacities and
usage, as presented below, in order to assess impact on production, consumption,
cost and CO2 emissions. The configuration of the experiment is (i) Cold room
with 10 kW production capacity and 70 kWh/day consumption (ii) Box wash
with 50 kW capacity and 1 kWh/day, (iii) Ice flake with 32 kW capacity and 50
kWh/day and (iv) light with 0.5 kW capacity and 1 kWh/day.

As presented in Fig. 2, the experiment aims to explore the performance of the
building when appliances operate at different capacities and calibration compar-
ing to real site observations. Theoretically, the building should consume 122 kWh
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Fig. 2. Energy consumption, production, cost and CO2 emissions with four appliances.

of energy every day based on the site observations. As we can see from Fig. 2,
the daily consumption of the building varies between 120 and 128 kWh. This
is a variation of less than 5% of the expected value which demonstrates that
the multi-agent framework has the ability to simulate and model any building
scenario with high precision and the multi-agent scheduling strategy is bene-
ficial in terms of energy use and cost. In the scenario where four appliances
operate at full capacity, the cost of the consumed energy, as well as the amount
of CO2 emitted, are proportional to the energy consumed. This is because the
agent function that models energy consumption at the building level is linear as
derived from historical building consumption data.

Scenario 2: Scheduling Appliances When Demand Increases
This scenario is meant to test the influence of the demand of energy on the
appliances in a day interval where all four of the appliances are in operation.
To test the impact of the scenario we have increased the daily energy allowed
consumption of the appliances by 25%. The configuration of the experiment is
(i) Cold room with 10 kW capacity and 88 kWh/day consumption (ii) Box wash
with 50 kW capacity and 1.25 kWh/day, (iii) Ice flake with 32 kW capacity and
63 kWh/day and (iv) light with 0.5 kW capacity and 1.25 kWh/day.

Theoretically, the appliances should consume 153,5 kWh every day and
according to the results reported in Fig. 3, energy consumption fluctuates
between 150 and 165 kWh. This is a variation of nearly 8% around the desired
value showing that when more energy is required for the appliance agents, the
scheduling is constrained and less optimization strategies can be implemented to
impact the cost and CO2 emissions. Another general observation on the multi-
agent framework is that the simulation loses in accuracy when the amounts of
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Fig. 3. Energy consumption, production, cost and CO2 with increased demand.

energy increases which can bring additional constraints when energy needs to be
optimally managed at a large scale.

5 Conclusion

In this paper, we present how agent-based appliance scheduling can be used
to support more efficient energy management in fish industries. We consider
that multi-agents can greatly support energy coordination in energy-intensive
industries with great potential to optimise cost and reduce carbon emissions.
Through experiments, we explore different appliance scheduling techniques in
the attempt to devise a multi-agent based decision support system for energy
site managers that is fully aligned with the latest carbon reduction governmental
strategies. Fish ports need to exploit the vast potential of data-driven techniques
for increasing the informational level in the ports and for enabling a more intel-
ligent decision process as part of the Industry 4.0 transition.

The modeling of different levels of complexity in fish industries can lead to a
more holistic understanding of the intrinsic energy processes and help in identi-
fying areas of improvements. We have primarily focused on decarbonising ports
and proposed a more economical strategy for managing energy and operations
in fish processing industries using multi-agent systems as a mean to pave the
way towards implementation of a smart industry model.

We demonstrate how a multi-agent framework can also optimise cost with
energy in direct relation with the number of appliances in operation, production
units, and building properties. We have also emphasised the essential techniques
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that can reduce consumption and make more informed use of energy produced
in a fish site which can be utilized when developing the smart grid and corre-
sponding business models.
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Abstract. Cyber-Physical Systems (CPSs) comprise multiple cyber-
parts, physical processes, and human participants (end-users) that affect
them, and vice versa. During the design of such systems, it is critical for
the designer to take into account the end-user-perceived quality of pro-
vided services, as well as their cost, and integrate them into the CPSs;
striking a satisfactory balance between quality and affordability is criti-
cal to system acceptance. In this work, we propose a model-based app-
roach, using the Systems Modeling Language (SysML), to explore system
design, encapsulating Quality of Service (QoS) and cost aspects, as sys-
tem requirements, into a core model. Via this approach, the designer can
define the system structure, configure it, measure and evaluate the qual-
ity, while analyzing cost, and find the best solution(s) for a correct design.
As a use case, this approach is applied to a healthcare CPS, namely the
Remote Elderly Monitoring System (REMS). In that context, managing
REMS QoS and cost requirements, can contribute to an effective system
design and implementation, enhancing the end-user satisfaction.

Keywords: Cyber-Physical Systems · Model-based design · SysML ·
Quality of Service · Cost analysis · Remote Elderly Monitoring

1 Introduction

Cyber-Physical Systems (CPSs) are the integration of cyber parts, e.g., electronic
system components like sensors, mechanical components, physical processes, as
well as humans, i.e. the end-users that actively interact with them. During the
design of such systems, the user-perceived quality of the provided services, as
well as associated costs, should be taken into consideration, otherwise the system
may perform poorly, inducing high expenses for its operation [2].

While several efforts have been made to design CPSs [8], the majority of them
do not integrate and manage quality/cost from the early stages, i.e. from concept,
to the final stages, i.e. system evaluation [10]. Among the available approaches,
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model-based design can facilitate the designer to define and evaluate high-quality
systems, providing her the means to incorporate Quality of Service (QoS) [9] and
cost in a core system model, configure it, and evaluate the system (based on QoS
and cost). Doing this, she can consider trade-offs between quality, usability and
affordability, and create an improved and satisfactory system.

In this work, we introduce a model-based approach to effectively design CPSs,
evaluating them from a QoS and cost perspective. Specifically, using the Systems
Modeling Language (SysML) [17], we integrate quality and cost aspects into a
core CPS model, as system requirements. The designer can choose different sys-
tem design configurations, verify these requirements, and consequently, evaluate
the system; if the required objectives are not achieved, the approach enables the
designer to explore alternative designs, reaching a better solution. The designer
follows a novel iterative step-wise process, starting from the system definition,
going to its configuration, and ending to its evaluation. During this process,
quality and costs are defined, measured, and evaluated, enabling the designer to
check whether the system can satisfy the end-user’s needs.

The Remote Elderly Monitoring System (REMS) is employed as a case study
for our CPS design approach; it is a healthcare system, used by elderly individ-
uals to measure their vital signs, while their medical condition(s) is being mon-
itored by professional health caregivers [1]. An effective design and implemen-
tation of such CPSs [7,15] is crucial, since the elderly patients depend on high-
quality healthcare monitoring services, while the system must remain affordable
to them; focusing on the balance of quality and costs, results in greater satis-
faction, and acceptance from the end-users. We stress that, in contrast to other
works (see Sect. 2), our approach enables tuning this balance by design.

The paper is structured as follows. In Sect. 2, a short overview of related
work is presented. Section 3 contains a description of our model-based approach,
while in Sect. 4, this approach is applied to the REMS CPS use case. Finally, we
conclude the paper and propose directions for future work.

2 Related Work

The need to design and implement CPSs in various domains has been expressed
in [18]. In fact, CPSs should be designed –and implemented– with the goals of
(i) providing adequate services to their end-users, while (ii) remaining afford-
able to them. Related efforts typically focus on these two goals separately [20];
however, their combination during all system stages is (a) crucial [3], and (b)
remains an open challenge. For example, QoS is the quantitative index for the
overall performance of provided services [9], thus it is important to be taken into
consideration during the design, where it should be measured, evaluated, and
preserved at a high level [16]. However, if the designer focuses solely on excellent
QoS, ignoring the needed costs, the resulting system could be cost-prohibitive.

In [13], the estimation of the system’s quality, requires suitable evaluation
characteristics for design and analysis. An efficient way to manage quality, is via
model-based approaches and a system model perspective [14], that can lead to
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efficient CPS design and development. While various model-based design tech-
niques for CPSs [10] have been proposed, only few properly model and integrate
critical requirements, like QoS, etc. [20] into the system. For example, the authors
of [4] investigate specific QoS requirements in CPSs, while depicting some state-
of-art CPS QoS models. In addition, in [6], adaptive CPSs are designed via
quality requirements and parametric models, verified during system execution.

In summary, incorporating and evaluating both quality and cost still remains
an unexplored area. To that end, our proposed model-based approach comes into
play; we design CPSs, enriched with quality and cost aspects, verifying whether
they are satisfied. Different solutions can be explored to reach a satisfactory
system design that can balance the user-perceived QoS and cost affordability.

3 Integrating QoS and Cost Requirements into CPS
Design

In this work, we focus on the effective design, configuration and evaluation of
CPSs from a QoS and cost perspective, which are critical [20] in designing a
system with maximal performance and user satisfaction. Specifically, our model-
based approach facilitates the designer to construct a core system model, form
its structure, and define QoS and cost requirements, that affect the system func-
tionality. With those elements in place, she can explore alternative system design
configurations, and evaluate the system, measuring and assessing QoS, while per-
forming a cost analysis. External models can be integrated into the core model,
providing additional information to tune or extend the defined model elements;
this allows the designer to create a more practical and effective system model.

Having the CPS core model in the center, the designer performs specific
actions, summarized in four stages; these form an iterative “design, configure,
evaluate” process during system design. In each stage, the designer exploits
constructs from the CPS model, while providing input elements –or additional
models– to it. The stages are described, in detail, in the following.

Stage 1: Define the System’s Structure. The designer constructs the initial
CPS model; she specifies the basic components that comprise the CPS, in an
abstract fashion. Specifically, an abstract system components model, containing
this structure, is created as a SysML Block Definition Diagram (BDD) [5].

Stage 2: Define (a) QoS Requirements, (b) Cost Elements and Related Require-
ments. This is a crucial stage, since the designer integrates QoS and cost aspects
into the system model. Regarding QoS, it is modeled as SysML requirements [5],
within a SysML Requirement Diagram (RD) [5]. These requirements may obtain
graded values, representing levels of the quality satisfaction; the desired level of
each requirement is defined by the designer herself. In parallel, this stage provides
an abstract costs model, comprising cost entities; system components estimate
the respective cost entities, that are used to measure and hold the components
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expenses, e.g., their acquisition cost, etc. Following the creation of the costs
model, the designer defines related graded cost requirements within a cost RD.

QoS and cost requirements are verified in following stages, based on their
levels, allowing the designer to check whether the system provides high-quality
services that can fully and efficiently serve its end-users, while remaining afford-
able to them. For this purpose, a verification model is applied to the CPS core
model, providing verification elements that measure and evaluate QoS and cost.

During this stage, the designer can also create relationships between the
requirements and any other model element. The system components satisfy the
defined QoS requirements, via “satisfy” connections, while the cost entities sat-
isfy respective cost requirements. In addition, the verification elements evalu-
ate both system components and cost entities, and verify their corresponding
requirements, via respective “evaluate” and “verify” connections.

Stage 3: Configure the System. In this stage, the designer exploits the com-
ponents and cost models, and chooses a pre-defined configuration for the sys-
tem, that is applied to them. The selected configuration is used to populate the
components’ properties with specific values that lead to the verification of the
requirements, assisting the system evaluation. If the designer desires to, she can
select the “best” configuration/solution, that satisfies all or the majority of the
defined QoS and cost requirements; this configuration, populates the compo-
nents’ properties with values that correspond to the “best” system design.

Stage 4: Evaluate the System. At this –final– stage, the requirements are verified
and the system is evaluated. To do this, the designer exploits the verification
model, using the SysML Parametric Diagram (PD) [5], i.e. a construct within
the verification model, in order to check the correctness and performance of the
system design, as well as evaluate the system, assessing its QoS and cost. In
case the latter are not satisfactory, the designer can explore alternative system
designs, in order to reach a suitable solution. The PD’s purpose is to exploit
the configuration-generated properties, and calculate the real requirement level,
that will be compared with the desired one. Requirements which are not verified
during this process, failing to deliver the required level, are properly indicated
in the modeling environment so that the designer can focus on improving them.

Approach Summary. Figure 1 depicts the iterative design process, the CPS core
model and the models/elements “exchange” between them. In each stage, the
designer exploits constructs from the CPS model, e.g., abstract components
model, and provides input, e.g., components model, enhanced with newly created
properties and values, to it. Stages 1 and 2 may be considered as the “entities
definition” stages, i.e. the designer defines the structure, QoS and cost entities
and requirements, as well as verification elements. Stages 3 and 4 allow the
designer to populate these entities with values, configuring and evaluating the
CPS. The aforementioned input/output models/elements, along with their rela-
tionships, e.g., the components satisfying QoS requirements, create an integrated
CPS design model, enriched with structural, QoS, and cost aspects. In summary,
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Fig. 1. Model-based approach for designing CPSs.

our approach enables the designer to: (i) define the system model, depicting the
system’s structure, (ii) focus on the system’s QoS and cost requirements specifi-
cation, as well as their verification, (iii) configure and evaluate the system model
via formal methods such as parametric execution –via the PD–, and (iv) explore
and decide on alternative design solutions/configurations.

4 Healthcare CPS: The REMS Case Study

In this section, we illustrate the feasibility of the proposed approach to the
healthcare REMS CPS, following the associated designer steps. REMS is a repre-
sentative implementation of a CPS that requires high-quality healthcare services
and reduced costs, enhancing its performance and its end-users’ satisfaction. As
our case study, we focus only on the Home subsystem, where the elderly patient
resides and operates the medical equipment in the context of the REMS CPS.

Define REMS Home Subsystem Structure. According to previous work [11,12],
basic CPS structural elements are the Device, representing mechanical or elec-
tronic components, the Aggregator, typically representing a central unit that
collects the Device(s)-generated data, and the Layer, i.e. the middle level for the
Device(s) and Aggregator connection.

Based on these, the designer creates the REMS Home model, specifying the
following structural components: (i) an Electrocardiogram (ECG) Device, used to
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measure and monitor the elderly’s heart rate, and detect heart attacks, arrhyth-
mias, etc.; (ii) a FallDetection Device, useful for recording the patient’s acceler-
ation and orientation, monitoring her body position (e.g., falling or standing);
(iii) the Aggregator-type IoTGateway, that gathers and processes data, gener-
ated from the peripheral Device(s); (iv) the ElderlyPatientHome Layer, where
the Device(s) and the Aggregator communicate. The latter is a composite com-
ponent. Here, the ECG, the FallDetection and the IoTGateway are its respec-
tive parts, connected with composition relationships, forming the REMS Home’s
structure hierarchy. In Fig. 2, an excerpt of the REMS Home subsystem model
is depicted; the white-colored elements represent its components.

Define QoS Requirements for REMS Home Subsystem. Based on [12], specific
QoS requirement types allow the designer to define graded QoS requirements in
the REMS Home model. In particular, Time, Security, and SWaP [19] types can
be exploited, along with properties that describe them, i.e. a unique id, a text,
and the satisfaction level (described in Sect. 3).

In our case, Time requirements, regarding REMS’s real-time behavior, e.g.,
real-time transmission of patient data from medical Device(s) to an Aggrega-
tor, are specified. Moreover, Security requirements, ensuring secured data, and
SWaP, regarding the components’ energy consumption, e.g., battery lifetime,
and size properties, e.g, Device portability, are defined. Figure 2 illustrates the
blue-colored RealTimeTransmission Time requirement, with id = “4”, a text
describing the need for this requirement, and the desired “real-time” level.

Define Cost Entities and Requirements for REMS Home Subsystem. To design
REMS from a cost perspective, and integrate cost aspects into its model, cost
entities and related requirements are specified by the designer. Considering a
CPS’s capital expenditures (CapEx) and operation expenses (OpEx), she can
define CapEx and OpEx cost entities, along with a value property, to assess the
system components’ worth, and a measurement unit, i.e. the currency. Similarly
to the QoS requirements, Costing-type requirements can be specified; cost enti-
ties must satisfy these requirements. For example, in Fig. 2, the white-colored
LayerCapEx holds the Layer’s value and currency; thus, the ElderlyPatientHome
estimates this CapEx cost entity, which in turn satisfies the LayerAcquisition
Costing requirement, regarding the components’ overall purchase.

Define Verification Elements for REMS Home Subsystem Requirements. Along
with the requirements’ definition, the designer must designate elements, suitable
to verify each requirement, and thus, assess desired QoS and cost levels. To do
that, the real QoS (or cost) level value must be calculated, stored, and compared
to the desired level. For this purpose, two verification elements are defined; one
used for calculation, and the other for storing the real value. A VerificationRe-
qFormula is created for each requirement, holding the expression –typically, an
inequality– to calculate the real level. These expressions are primarily used in
the requirements’ verification process, thus, formulas refine the textual QoS/cost
requirements. For example, Fig. 2 shows the formula for the patient data
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Fig. 2. REMS Home subsystem model configuration and evaluation. (Color figure
online)

RealTimeTransmission level. If the corresponding property has “RT” value, then
the output level is “real-time”; in case of delay, the value is “best effort” or worse.

Configure REMS Home Subsystem. At this step, the designer configures the sys-
tem, populating the components’ and cost entities’ properties with appropriate
values; this leads to the system’s evaluation. Specifically, the modeling environ-
ment provides a list of pre-defined configurations to the designer, allowing her
to choose one for each component or the overall system. After her decision is
applied, specific components’ properties are automatically populated with pre-
constructed values, regarding the chosen configuration. For example, in Fig. 2,
the designer selects the “Conventional Mode” configuration; in this mode, among
other features, patient data is generated, transmitted, and processed in real-
time. Upon selection, values related to real-time behavior are automatically
incorporated into its properties, i.e. Layer’s signalTransmissionMode is “RT”
(Real-Time), etc. These values are used as input to the VerificationFormulas
expression, in order to calculate them and extract the real requirement level.

To assist the designer further, an external tool provides the “best” config-
uration option; this enables the automated calculation and pre-population of
the model elements properties’ values, so that all QoS and cost requirements
are satisfied, and the designer-specified levels are achieved. When the designer



Leveraging Quality of Service and Cost in Cyber-Physical Systems Design 215

selects this configuration, the calculated results return back to the modeling
environment as values that effectively correspond to the “best” system design.

Evaluate REMS Home Subsystem via Its Requirements Verification. At this step,
the designer exploits the VerificationFormulas, to calculate expressions, and the
VerificationReqData elements, as placeholders for the extracted real QoS/cost
levels. The PD, mentioned in Sect. 3, is used to receive input parameters, insert
them to a formula expression, execute it, extract the resulting value, and store
it for further analysis (here, the system evaluation). Each PD is created within
a VerificationReqData; this element’s only property is the output of the expres-
sion’s calculation. In addition, these elements verify corresponding requirements
and evaluate the system components via respective relationships.

Finally, the –calculated– real requirement level is compared to the desired
one, leading to the requirements’ verification, and, thus, the evaluation of the
system. In Fig. 2, the calculation of the formula that refines the RealTimeTrans-
mission requirement, returned “real-time” as the output value, stored in the
related VerificationData; this value is compared to the desired QoS level (also
“real-time”). Since the real value is at least as good as the desired value, this
requirement is verified. In parallel, regarding the cost requirement, the calculated
“high cost” value is worse than the “low cost” desired level. Note that when a
requirement is not verified, it is annotated in the model with a red-colored frame.
In this case, the modeling environment alerts the designer, recommending appro-
priate actions she can take, like choosing another configuration.

5 Conclusions

In this work, we proposed a model-based approach to attack the challenge of inte-
grating quality and costs into CPSs, during their design, as well as balance these
concepts, in order to provide high-quality system services, while costs remain tol-
erable for the user. The approach comprises different steps that a designer can
follow, enabling her to: (i) create a core system model, enriching it with structural
elements, and QoS and cost aspects, in the form of requirements, (ii) configure
the system, (iii) evaluate the system, via the verification of the requirements,
assessing both quality and costs, (iv) exploit alternative design configurations,
improving the user-perceived QoS, and consequently, improving the CPS. This
approach was applied to the REMS, a healthcare CPS; the designer followed the
workflow from the system concept and definition, to specific REMS QoS and
cost requirements specification, to its configuration and evaluation. As future
work, we plan to apply the approach to other CPS domains, where designing
them from a quality perspective, is crucial for their users.
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Abstract. Enterprises have been challenged to adopt practices of sustainability
to benefit shareholders and society with goods standing much beyond monetary
profit or required by law. In combination with environmental and economic
concerns, Corporate Social Responsibility (CSR) has become an option to
leverage businesses with good reputation and to attract sustainability-aware
market segments. In line with such a demand, this paper presents a systematic
literature review of conceptual modeling studies referring explicitly to certifi-
cations, laws or norms of CSR. The more specific research goal of this work is
to discover ontologies for representing CSR best practices, design patterns or
policies. In total, 921 peer-reviewed papers were analyzed, from which only 17
were considered relevant for data extraction. The main result of this work is the
identification of a research gap in explicit knowledge representation of CSR
practices for Information Systems design, which ought to be filled to comple-
ment the (dominant) economic perspective on sustainability.

Keywords: Conceptual modeling � Corporate Social Responsibility �
Sustainability � Ontology

1 Introduction

Normally, corporate strategies include sustainable practices to minimize risks related to
the reputation of businesses, market instability or compliance to regulations [1].
According to Carrol (1979), “for a definition of social responsibility to fully address
the entire range of obligations business has to society, it must embody the economic,
legal, ethical, and discretionary categories of business performance” [2]. Corporate
Social Responsibility (CSR) creates perspectives on doing businesses that are both
profitable and socially rewarding. This definition is extended by Cai et al. (2011), who
elaborate on a variation of CSR named Logistics Social Responsibility (LSRS), which
is particularly important in Value Chain Management for returning value to society
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from the extraction of primary resources to the delivery of final products and services to
the final consumers [3].

CSR practices can be used by enterprises to leverage reputation in sustainability-
aware markets, ultimately leading to profit increase. This paper reports on a systematic
literature review on conceptual modeling explicitly referring to certifications, frame-
works, guidelines, laws, norms and ontologies for describing CSR practices or business
policies. Among all the conceptual modeling approaches, ontologies are of special
interest in this research for enabling group communication and establishing the basis
for linguistic contracts. Hence, this report is aimed to synthesize the quest for con-
ceptual modeling approaches in general to somehow describe CSR business practices.
In Sect. 2, we describe the protocol grounding this systematic review. We describe the
review process in detail in Sect. 3. In Sect. 4, present and discuss the review findings
and results. Some limitations and conclusions are summarized in Sect. 5.

2 Systematic Review Protocol

The systematic review protocol used in this research combines major guidelines pro-
posed by Biolchini et al. [4] and some minor recommendations defined by Kitchenham
et al. [5]. The protocol prescribes research goal, scope, research questions, search
strategy, study selection criteria and search terms, as described as follows.

2.1 Research Goal and Scope

The motivation of this work is an ongoing research project about enriching Value
Network Modeling with CSR concepts. Our research goal is to discover and classify
contributions on conceptual modeling approaches for CSR. Such contributions might
include case studies, certifications, frameworks, laws, modeling patterns, or, in the best
case, ontologies for representing CSR business policies or practices. The classification
of these approaches will provide an overview of how CSR has been treated by the
conceptual modelling community, its development trends, and research gaps. This
research goal is twofold: (1) to identify norms, laws, regulations or standards for
categorization of CSR practices or policies; and (2) to discovery conceptual modeling
approaches, i.e. frameworks, modeling patterns or ontologies for representation of
CSR practices or policies. The themes included in the scope are: (1) interventions, e.g.,
models, norms or laws for CSR; (2) population, e.g. studies approaching CSR and
social sustainability; (3) expected results, e.g. modeling constructs or patterns of CSR;
and (4) application, e.g., to researchers, managers, entrepreneurs and enterprises
interested in structured approaches for modeling CSR practices or policies.

2.2 Research Questions

We are particularly interested in answering the following research questions: What are
the current norms, laws, regulations or standards most commonly adopted as refer-
ences to elaborate CSR practices in companies? What are the requirements for
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implementing CSR guidelines in practice? What conceptual modeling constructs (i.e.
modeling patterns, frameworks, ontologies, etc.) available for explicit representation of
CSR practices and how are these approaches classified?

2.3 Search Strategy

The search strategy consists of the definition of selection criteria for the literature
sources, identification of digital libraries to be explored and definition of search terms.
These steps are elaborated as follows.

• Selection criteria for the literature sources: we selected these sources based on
index scores in Computer Science publications, combined with opinion of scholars
and practitioners in the field.

• Digital libraries: IEEE Xplore, ScienceDirect, Scopus and Scielo.
• Search terms: we followed a process of defining, testing and adapting search

terms, as each digital library has its search particularities. Some of the libraries use
the search term to match index papers by a few metadata (i.e. title, abstract or
keywords). However, some other libraries use the search term to index papers based
on a full text search or based on all the metadata describing the publication.

2.4 Digital Libraries

Four electronic database sources were used to extract data for this research: IEEE
Xplore, ScienceDirect, Scopus and Scielo. Despite the peculiarities of the Web forms
provided by the original search string was: (“Social Sustainability” OR “Social
Responsibility” OR “Corporate Social Responsibility” OR “CSR”) AND (“Ontology”
OR “Conceptual Model” OR “Framework”).

2.5 Quality Assessment Criteria

Studies were selected based on answers provided to our research questions. Based on
those questions, we derived some quality assessment criteria for selecting the papers,
categorized as inclusion criterion (IC), exclusion criterion (EC) and quality criterion
(QC). The inclusion criteria comprised studies about: (1) social sustainability and CSR;
(2) experiments of CSR practices in large organizations; or (3) conceptual models,
frameworks or ontologies for explicit representation of CSR practices or policies. The
exclusion criteria subsumed studies that: (1) do not answer any of our research
questions; (2) do not treat social sustainability or CSR; or (3) present duplicated,
incomplete or inconsistent results. The quality criteria regard the impact and prove-
nance of the publication venue and were used to select: (1) peer-reviewed studies
published in journals, magazines or conferences, where the average impact factor of the
journal publications was 0.8; (2) studies published in papers with more than four pages;
and (3) studies published in the time period ranging from 2010 to 2018.
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2.6 Study Search, Selection and Classification

The study selection was part of a four-step process illustrated in Fig. 1, comprising the
following stages: (1) search, where the search strings were submitted to the search
engines of the selected digital libraries, recalling 921 papers1; (2) selection, when 60
duplicated papers were excluded, and titles, abstracts and keywords of the remaining
861 papers were reviewed, from which 711 were excluded; (3) extraction and clas-
sification, when a full text review was done on the 150 papers and the quality
assessment criteria were applied, leaving 17 papers for the final extraction and clas-
sification stage. The data extraction aimed to identify information in the publications
that could somehow answer our research questions. For each publication, we collected
information about the goal of the study, motivation to include the study in the final
review, and the form of the conceptual modeling contribution to CSR (e.g. laws,
norms, modeling patterns, ontologies or best practices).

3 General Report

The most general finding is that all the 17 studies considered for the final extraction and
classification of modelling approaches are aligned with the overall goal of CSR, that is
to promote sustainable social development through organizational action, under
requirements defined by Ethics, society, shareholders’ interests, and compliance to
international law and CSR standards. However, a more specific finding is that CSR
practices are normally related to many disciplines, such as Economics, Ethics, Law and
Stakeholder’s Theories, to name a few. These disciplines provide different perspectives
on how CSR practices can be used to return value to the Enterprise. For instance,
Economic and Law principles for CSR are often referred to as necessary for the

Fig. 1. Paper search and selection process.

1 A full list of the papers used in this research is available online at: http://bit.ly/2KWIpZN.
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short-term sustainability of the organization. Regarding principles of Ethics and Phi-
lanthropy, however, these may leverage corporate reputation in a short-term, but only
in a long-term may cause a positive impact on Enterprise sustainability. Moreover,
from a Stakeholder’s Theory perspective, CSR practices normally involve different
types of organizational actors, such as business partners, competitors, consumers,
government bodies, investors, regulators and shareholders. Nevertheless, the adoption
of CSR practices by enterprises may trigger different types of conflicts amongst those
organizational actors.

Additionally, it is important to observe the frequency of publications about this
topic within the last decade. During the time period considered for study selection, a
higher number of contributions to this research topic were published between 2012 and
2014. For reasons falling beyond the scope of this paper, the publication rate of the last
year of analysis is equivalent to the one of the first year. Considering that sustainability
and its three dimensions (i.e. Economic, Environmental and Social) are concerns of
increasing interest for many disciplines, it is questionable why contributions of con-
ceptual modeling for CSR have not evolved progressively.

4 Review Results and Discussion

In this section, we attempt to answer the main research questions of this study by
categorizing the final 17 papers selected for data extraction and classification. The
studies are organized in two subsections: one for conceptual modelling approaches (i.e.
modelling patterns, conceptual frameworks, methods, ontologies, etc.) and another one
for laws, norms and standards for CSR proposed by international organizations.

4.1 Conceptual Modelling Approaches for CSR

In Table 1, we summarize the contributions of conceptual modeling found for explicit
representation of CSR practices. We indicate the type of Information System artifact
and its context of intervention, e.g. experimental validation, implementation or
knowledge and technology transfer in real-world assets.

4.2 Norms, Laws and Standards for CSR

Below, we provide an overview of international organizations and CSR documents
considered as the most prominent for research in Business Information Systems:

• Social Accountability International (SAI): is a global non-governmental orga-
nization advancing human rights at work. SAI’s vision is of decent work every-
where, sustained by an understanding that socially responsible workplaces benefit
business while securing fundamental human rights2.

2 http://www.sa-intl.org/.
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Table 1. Summary of conceptual modelling approaches for CSR.

Authors Conceptual modeling approach Contribution

Cazeri et al. [6] A conceptual model to evaluate the
integration between CSR practices
and enterprise resource planning in
Brazil, validated by experts’ opinion

The conceptual model could
potentially enhance CSR practices
of a company in general

Venturelli et al.
[7]

A method to classify the maturity
level of CSR practices implemented
by an organization. The method is
supported by an expert system
implemented with Fuzzy Logics

A CSR implementation score
based on aggregation of
performance indicators of three
areas of the organization: human
capital, business strategy and
business performance measures

Mitsuzuka
et al. [8]

A method to find CSR activities
related to corporate value using a
machine learning technique. It used
36 CSR activities from the
TOYO KEIZAI database as
resources

The method explains how RSC
activities related to corporate
value might influence one another

Malandrino
and Sessa [9]

An ontology to describe
competences necessary to
implement CSR practices in
enterprises. The ontology describes
patterns of competency that can be
used to derive key performance
indicators

The ontology was used to
formalize organizational practices
of CSR that might lead to
improvement of business
performance

Guimaraes,
Severo and
Vasconcelos
[10]

A framework to identify CSR
resources on the business strategy
level and to formulate Global
Reporting Initiative (GRI) indicators

Demonstrated that CSR practices
contribute to business success and
increases market competitiveness

Yin and Jamali
[11]

A conceptual model to analyze the
business impact of CSR practices
implemented by multinational
companies operating in China

Evaluated Chinese companies
regarding adherence to CSR
practices

Hurtado et al.
[12]

A tool that facilitates the
construction of a communications
framework to adjust the alignment
of corporate social responsibility
(CSR) in the company-stakeholder
relationship

Demonstrated that a fit strategy of
CSR practices might have a
positive impact on corporate
reputation

Krisnawati
et al. [13]

A conceptual model based on GRI,
Balanced Scorecard and
Performance Prism indicators to
asses CSR goals of a company’s
shareholders

The proposed model helps to
assess how CSR practices could
benefit each company’s
shareholder individually

(continued)
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Table 1. (continued)

Authors Conceptual modeling approach Contribution

Maas and
Rentiers [14]

A conceptual framework based
mainly on the recently published
ISO 26000 standard

A practical tool for organizations
to perform self-evaluation and
detection of gaps in their CSR
policies

Raufflet, Cruz
and Bres [15]

A method to define CSR practices in
compliance to international
standards

Evaluated the method regarding
its effectiveness for CSR
compliance checking

Yaldo et al.
[16]

An ontology for automatic
generation of GRI reports

The ontology is used for checking
completeness, correctness and
consistency of the concepts and
relationships among the data

Na and Jian
[17]

A conceptual model to assess the
influence of CSR on brand value
based on structural equation
modeling for testing relations
among the dimensions of CSR

Reported that consumers’
perception on a company CSR
practices can improve company
brand value

Zhao et al. [18] A system of CSR performance
indicators

Provided explicit relations
between CSR practices and
corresponding performance
indicators

Soiraya [19] An ontology to classify Green
Information Technology and
Communication resources based on
CSR reports

The ontology was used to identify
patterns of configuration of Green
ICT

Friendlieb and
Touteberg [20]

A framework that involves different
groups of stakeholders, both internal
and external to a company, in the
process of defining and evaluating
CSR quality

The framework helps to produce
sustainability reports to overcome
the shortcomings of existing
standards and guidelines

Li et al. [21] A framework of indicator for
evaluation of CSR practices, based
on a blend of concepts proposed by
Carol (1991) and found on the ISO
26000 standard

The model helps to assess the
capability or maturity level of
CSR practices of a company

Xie and Sims
[22]

Identified a practical strategy for
CSR activity management

Predicts that strategy will make
multinational companies more
proactive to implement CSR
practices
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• International Organization of Standardization (ISO): the ISO 26000 standard3

characterizes the social responsibility of a company by its decisions and actions
taken in benefit of society and environment, followed by ethic and transparent
behavior.

• Global Reporting Initiative (GRI)4: GRI’s core products are the Sustainability
Reporting Standards, which are made available as a free public good. They have
been continuously developed over 20 years and represent global best practice for
reporting on economic, environmental and social issues.

• World Business Council for Sustainable Development (WBCSD)5: WBCSD is a
global, CEO-led organization of over 200 leading businesses working together to
accelerate the transition to a sustainable world. Their goal is to make member
companies more successful and sustainable by focusing on the maximum positive
impact for shareholders, the environment and societies.

5 Conclusions and Future Research

This study aimed to survey conceptual modelling approaches for explicit representation
of CSR business practices. By applying a systematic literature review protocol, 17
studies addressing this topic more directly were identified in conjunction with some
major international standards in the field. Some of these studies have been demon-
strated and evaluated as effective on leveraging business with positive social reputation.

The main threats to validity of this study regards constraints on the classification of
IT artifacts of interest (i.e. conceptual modelling artifacts) and the type of target
publications (i.e., only peer-reviewed publications). To cope with the first issue, this
study can be extended with a quest for alternative types of IT artifacts (e.g., business
process models, key performance indicators, business values, use cases, business rules,
etc.). For the second issue, it is possible to extend this research with non-peer-reviewed
publications, e.g., software documentation, surveys, interviews, expert opinion reports
or white papers. Yet, the publication rate on the research topic did not increase. This is
opposite to global concerns of sustainability on the design of Information Systems.

Finally, only three ontologies were found. Ontologies enable communication and
consensus not only in Information Systems, but also among people. The lack of
expressive contributions in this field indicates that the conceptual modeling foundations
for CSR are still premature and probably scattered through probably conflicting
applications in Business Information Systems. Nevertheless, ontology validation is a
research area in its own, encompassing tasks such as verification (of completeness,
correctness and consistency), conformance checking (practical, theoretical or techno-
logical) and evaluation (of acceptance, usability and utility). The three CSR ontologies
found in the literature were not reported as a result of formal ontology validation

3 https://www.iso.org/standard/42546.html.
4 https://www.globalreporting.org/.
5 https://www.wbcsd.org/.
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processes. Therefore, there is a research gap on ontologies for explicit representation of
CSR vocabularies to ground the design of sustainability-aware applications in Infor-
mation Systems.
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Abstract. We consider the optimization problem of a multi-resource,
multi-unit VCG auction that produces an exact, i.e., non-approximated,
social welfare. We present an algorithm that solves this optimization
problem with pseudo-polynomial complexity and demonstrate its effi-
ciency via our implementation. Our implementation is efficient enough to
be deployed in real systems to allocate computing resources in fine time-
granularity. Our algorithm has a pseudo-near-linear time complexity on
average (over all possible realistic inputs) with respect to the number of
clients and the number of possible unit allocations. In the worst case,
it is quadratic with respect to the number of possible allocations. Our
experiments validate our analysis and show near-linear complexity. This
is in contrast to the unbounded, nonpolynomial complexity of known
solutions, which do not scale well for a large number of agents.

For a single resource and concave valuations, our algorithm repro-
duces the results of a well-known algorithm. It does so, however, with-
out subjecting the valuations to any restrictions and supports a multiple
resource auction, which improves the social welfare over a combination of
single-resource auctions by a factor of 2.5-50. This makes our algorithm
applicable to real clients in a real system.

Keywords: VCG · MCMK · d-MCK · MCK · Resource allocation ·
Cloud

1 Introduction

Infrastructure-as-a-Service (IaaS) providers have been using auctions to con-
trol congestion via preemptible virtual-machine (VM) instances for nearly a
decade [4]. A natural extension of this idea is to auction additional individual
resources in an existing VM. VCG1 [10,18,29] are appealing for this purpose,
as they are truthful : they incentivize clients to reveal their true valuation of the

1 The auction is named after William Vickrey, Edward H. Clarke, and Theodore
Groves.
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resources, which helps cloud providers accurately price their services. Moreover,
VCG maximizes the social welfare—the aggregate valuation the clients assign
to the chosen resource allocation. For private (corporate) cloud providers, max-
imizing the social welfare maximizes the aggregate value the in-house clients
generate for the corporation [5]. Cloud clients compete for multiple resources
(e.g., RAM, CPU, bandwidth), and these need to be combined in a single auc-
tion. A single resource VCG auction is computationally hard to solve [25], and
a multi-resource auction is more difficult.

Other solutions, besides auctions, were proposed for mitigating conges-
tion. Posted prices (CloudSigma) and burstable performance (Amazon, Azure,
GoogleCloud, Rackspace, and CloudSigma) incentivize clients to reduce their
requirements and hence reduce the congestion. Spot instances are based on
the uniform price auction [2]. VCG (or generally affine-maximizer) mechanisms,
however, are the only known truthful mechanisms that maximize social wel-
fare [21,27].

The optimization problem for a single-resource VCG auction can be reduced
to a multiple-choice knapsack problem (MCK), which is NP-hard but can be
solved in pseudo-polynomial time via dynamic programing [20]. Many approxi-
mated, sub-optimal solutions have been proposed for the MCK problem [9,22].
However, for VCG to be truthful, an exact, optimal social welfare must be
found [26]. To obtain a more efficient, exact solution for a single resource VCG
auction, researchers relax the problem by requiring all the functions that describe
client valuations of a resource allocation (henceforth valuation functions) to be
monotonically increasing and concave [23,24] or usually concave [4]. Others solve
the problem for a single resource when only one function is not concave but
is monotonically increasing [7]. Concave valuation functions are an unrealistic
requirement for cloud clients as their valuation functions have multiple inflection
points [8,15,31].

In a real computational system, we may need to allocate multiple
resources [12]. To auction multiple resources, we must consider the relation-
ship between them. Usually, computing resources are complementary goods: a
client who is willing to pay one dollar for an additional single unit of CPU time
and RAM is unwilling to pay anything for each resource individually. Alterna-
tively, the resources might be substitute goods: a client who is willing to pay
one dollar for an additional single unit of each resource is unwilling to pay two
dollars for both resources together. Thus, in both cases, the client cannot bid
in an individual auction for each resource. If this client partitions its budget
between two resources, it may win only one or both. A client pays for a worth-
less bundle if it wins only one of two complementary resources, or if it wins both
substitute resources. Such a scenario will also decrease the utilization. Only a
multiple resource auction that considers the clients’ value for each combination
of resources can both optimize the social welfare and be truthful.

Unfortunately, single resource solutions do not apply for multiple resources.
The multiple resource VCG auction can be reduced to a multiple-choice, mul-
tidimensional knapsack problem (MCMK or d-MCK), which to the best of our
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knowledge has no pseudo-polynomial solutions. Similarly to MCK, MCMK also
has many approximated solutions [6,16]. Such solutions provide near-optimal
results: the best of them yields results within 6% of the optimal value, which
does not guarantee the auction will be truthful and maximize the social welfare.
Exact solutions for MCMK have been proposed via branch-and-bound algo-
rithms (B&B) [17,19]; however, their results indicate an implicit nonpolynomial
increase in runtime with respect to the number of possible allocations. These
solutions were only tested empirically with small datasets and did not scale well
for many clients and large, complete valuation functions.

Moreover, MCMK solutions were not designed for a VCG auction and thus
do not allow efficient calculation of payments according to the VCG payment
rule. To compute a winning client’s payment in a VCG auction, the auctioneer
must find the social welfare that could be achieved when that winning client
is excluded from the auction. Solutions not tailored to VCG must compute the
payments by repeatedly finding the optimal allocation for each winning client
if that client had not participated in the auction. This implies a worst-case
quadratic complexity with respect to the number of clients.

In this work, we implement an efficient, exact, multi-unit, multidimensional
resource VCG auction. Two approaches can be considered for this problem.
The resources may be treated as infinitely divisible (continuous), as Lazar and
Semret [23], Maillé and Tuffin [24], and Agmon Ben-Yehuda et al. [4] do for a
single resource. The other approach, which we adopt, divides each resource into
identical units of a predefined size (e.g., a single CPU second can be time-shared
as 1000 millisecond units). The smaller the units are, the closer the auction’s
result is to the continuous solution, and the higher the complexity of finding the
allocation that maximizes the social welfare.

In the multi-unit, multi-resource auction, agents, representing the clients,
can bid using a multidimensional valuation function, which attaches a monetary
value to each number of units of each resource. To find the exact solution, the
auctioneer must consider all the allocations for the number of agents and the
number of resource units available. Since the number of possible divisions of
resources between agents is exponential in the number of agents and resource
units, iterating over them is impractical.

We present a method for solving a multi-unit, multi-resource auction without
any restrictions on the valuation functions, in pseudo-near-linear time on aver-
age, over all possible realistic valuation functions, with respect to the number of
clients (n) and the number of possible unit allocations for each client (N). Our
algorithm’s worst-case time complexity is O(n·N2), as opposed to the worst-case
nonpolynomial complexity of the known MCMK algorithms. Furthermore, our
algorithm computes the VCG auction payments without repeating the full auc-
tion for each winning client. The payment calculation complexity is a function
of N and the number of winning clients. It does not depend on the number of
clients in the auction (n). Our solution is also applicable to a single resource
auction and has a better average complexity than the dynamic programming
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solution, which is O(n · N2) [20]. All of the above makes it feasible to choose a
VCG auction as a resource allocation mechanism in a real system.

Our contributions are an optimization algorithm for the multi-unit, multi-
resource allocation problem and an implementation of this algorithm. We numer-
ically analyze its complexity in Sect. 4. We evaluate the performance of our imple-
mentation in Sect. 6 and verify the correctness of the results. We validate our
results for a single resource with concave valuation functions, by comparing to
Maillé and Tuffin’s results, and show that separate single-resource auctions pro-
duce sub-optimal results, in contrast to multi-resource auctions, which produce
optimal results.

2 The Non-linear Optimization Problem

In this paper, vectorized arithmetic operators are defined element-wise. For
example, a + b = (a0 + b0, ..., an + bn), and a ≤ b ⇐⇒ ∀i ∈ 1..R : ai ≤ bi.
The symbols used in this paper are listed in Table 1.

In an ideal VCG auction, the auctioneer computes the exact allocation that
maximizes the social welfare. Each winning client pays the auctioneer according
to the damage it caused the rest of the clients—i.e., the exclusion compensation
principle. This payment rule makes the auction truthful : the best client strategy
is to bid with its true valuation of the resources. Thus, VCG optimizes the social
welfare according to true data about client valuations.

The VCG optimization problem can be described as a non-linear optimiza-
tion problem (NLP) that is separable, non-convex, and linearly and discretely
constrained, as follows:
Separable: The sum of n separable valuation functions is maximized.

Maximize:
n∑

i

Vi(ai). (1)

Such valuation functions can be represented as a multidimensional vector.
Non-Convex: None of the separable functions (Vi) are required to be convex,
concave, or even monotonic.
Linearly Constrained:

n∑

i=1

ai ≤ m . (2)

Discretely Constrained: The resource is not continuous and is divided into
units. Each ai,r is a natural number (or zero) that represents the number of
allocated units. Only a whole unit can be allocated. Hence, the Vi functions
should be defined only on an even-spaced grid of the natural numbers.

3 Joint Valuation Algorithm

Funaro et al. [13] developed the joint valuation algorithm for finding the opti-
mal allocation of resources in a single dimension, for monotonically increasing
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Table 1. Table of symbols

n Number of agents

R Number of resources

m Number of units for each resource: (m1, ..., mR)

ai Allocation of agent i for each resource: (ai,1, ..., ai,R)

A Set of allocations {ai}n
i=1

Vi Valuation function of agent i ∈ 1..n

N The number of possible allocations on which a valuation function is defined
N =

∏R
r=1 (mr + 1)

functions with O(n ·N2) time complexity. In this work, we extend this algorithm
to multidimensional non-monotonic valuation functions, such that it fulfills all
the constraints delineated in Sect. 2. While the complexity of a näıve extension
is proportional to the square of the number of possible unit-allocation combi-
nations (Sect. 3.3), our extension has a pseudo-near-linear time complexity on
average over all possible realistic valuation functions (numerically analyzed in
Sect. 4). Funaro et al. [14] prove that the algorithm produces the correct optimal
allocation and the correct payments.

3.1 Finding the Optimal Allocation

To find the optimal allocation, two agents are first combined into one effective
agent with a joint valuation function (Sect. 3.3). For any number and combina-
tion of goods that the two agents will obtain together, the joint function stores
the optimal division of goods between them, and the sum of the valuations of
these agents for this optimal division. Then another agent is joined to the effec-
tive agent, and then another, etc. This process produces a new joint valuation
function at each stage, until the final effective agent’s valuation function is the
maximal aggregated valuation of all the agents. Its maximal value is the maxi-
mal social welfare. The optimal allocation is then reconstructed from the stored
division data of the joint valuation functions.

3.2 Payment Computation

Our algorithm is efficient in the number of times that the optimal allocation must
be computed. To compute a winning agent’s payment according to the exclusion
compensation principle, the auctioneer must determine the social welfare that
could be achieved when that winning agent is excluded from the auction. This
can be näıvely computed by repeatedly finding the optimal allocation for each
winning agent, without its participation in the auction. Our algorithm, however,
reduces the number of repetitions by using a preliminary step. It re-computes the
joint valuation function by joining the agents in reverse order to that taken when
first finding the optimal allocation. For each winning agent j, the joint valuation
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function of the rest of the agents is computed by joining the intermediate effective
valuation function right before adding agent j, which includes agents 1, ... , j −1,
and the one right before adding j in the reverse order, which includes agents
j + 1, ... , n. The maximal value of this function is the maximal social welfare
achievable without this agent, as required for the calculation of that agent’s
payment according to the exclusion compensation principle.

3.3 Joining Two Valuation Functions

To näıvely join two valuation functions, we need to find, for each possible alloca-
tion, how to best divide the resources between the two clients. For each possible
allocation of the joint agents aj , there are

∏R
r=1 (aj,r + 1) possible divisions of

the resource. To compute the full joint valuation function of two clients, each
with N possible allocations, the number of possible resource divisions to compare
is

∑

aj s.t.
aj≤m

(
R∏

r=1

(aj,r + 1)

)
=

R∏

r=1

mr(mr + 1)
2

= O(N2), (3)

for four resources, each with 15 units, N2 = 216. This number of comparisons
will take a few seconds to compute on a standard CPU for each joining of two
valuation functions. For many clients, however, this can add up to a full hour.

The complexity of finding the optimal allocation and the payments depends
on the complexity of joining two valuation functions. Let J(N) denote the com-
plexity of joining two valuation functions with N possible allocations. Then the
algorithm’s time complexity is O(n · J(N)).

We can reduce the complexity of J(N) by reducing the number of compared
allocations. To do so, we filter out allocations that cannot maximize the social
welfare. If an allocation globally maximizes the social welfare, then (1) it is
Pareto efficient : one agent’s allocation cannot be improved without hindering
another’s, and (2) it is also a local optimum: the aggregated valuation cannot be
increased by taking a resource from one agent and giving it to another.

Formally, the Pareto efficiency property means that if the allocation is opti-
mal, any left partial derivative of any single agent’s valuation function is positive:
∂r−Vi(ai) > 0. The local optimum property means that for an optimal allocation,
any right partial derivative of any single agent’s valuation function is no greater
than any of the other agents’ left partial derivatives: ∂r+Vi(ai) ≤ ∂r−Vj(aj).
Both are true element-wise for each resource (r) dimension. Since our domain
is discrete, partial derivatives are not defined. We will define the left/right par-
tial derivatives as the difference in the values between adjacent points in the
allocation space (dr = 1 for all the resources).

Using these properties, we restrict the search during the joining of two val-
uation functions. We first eliminate client allocations in which the left partial
derivative of their valuation function in one of the resource dimensions is non-
positive. Second, for each possible allocation of the first valuation function, we
only consider allocations of the second function in which the condition on the
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partial derivative is maintained. To accommodate boundary allocations (alloca-
tions that reside on the valuation function’s domain boundary), where the left
or right partial derivative is not well defined, we assign the minimal allocation
(zero) a left partial derivative of infinity, and assign the maximal allocation (mr

for each resource r) a right partial derivative of zero. We do this because we
cannot assign an agent with less than zero or more than the maximal quantity.

These two restrictions will eliminate most of the resource divisions to O(N)
comparisons instead of O(N2), as shown numerically in Sect. 4 and empirically
in Sect. 6. Algorithm 1 describes the joining of two valuation functions.

Algorithm 1. Joining two valuation functions.
Data: Vi, Vj : valuation functions
Result: Vr: joint valuation function, Ar: the allocation that produces Vr

1 Initialize Vr and Ar to zeros;
2 Calculate Vi’s and Vj ’s gradients and store them into an array of vectors;
3 Remove allocations such that ∂r−Vi(ai) ≤ 0 (for each r);
4 Remove allocations such that ∂r−Vj(aj) ≤ 0 (for each r);
5 foreach ai do
6 foreach aj such that for each r: ∂r+Vi(ai) ≤ ∂r−Vj(aj) and

∂r+Vj(aj) ≤ ∂r−Vi(ai) and ai + aj ≤ m do
7 vr ←− Vi(ai) + Vj(aj);
8 ar ←− ai + aj ;
9 if Vr(ar) < vr then

10 Vr(ar) ←− vr;
11 Ar(ar) ←− ai,aj ;

12 end

13 end

14 end

Eliminating allocations that cannot be Pareto efficient (Lines 3 and 4 in
Algorithm 1) requires verifying a simple lower limit condition on the left partial
derivative in the initialization of the algorithm. The local optimum property
(Line 6 in Algorithm 1), however, requires repeated elimination for each loop
iteration (Line 5 in Algorithm 1) with different multi-dimensional conditions
each time. This can be done efficiently using k-dimensional upper-bound data
structure. An analysis of the data-structures for this purpose are described by
Funaro et al. [14].

4 Complexity Analysis of Joining Two Valuations

We first show the worst-case time complexity of O(N2), which may be relevant
only in unrealistic scenarios. Then, we analyze the average-case complexity over
realistic valuation functions, and find it equal O(N). The actual complexity is
dependent on the k-dimensional data-structure construction and query time.
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Funaro et al. [14] show that it is bounded by O(N log N + εN), where ε is
insignificant.

The worst case complexity of joining two valuation functions is O(N2), when
for every query, the number of matching allocations is proportionate to N . This
can happen, for example, when both valuation functions are linear, with an
identical slope. Any of the N queries on one of the functions will return every
allocation (O(N)), as the upper-bound limit is inclusive. This adversarial exam-
ple, however, is unlikely on a real cloud, with a mixture of clients and valuation
functions, and where precise linear scaling is rare. We will thus consider in the
following only strictly convex/concave functions, i.e., without any precise linear
parts.

To analyze the average case complexity we will assume N → ∞, which
approximates a smooth continuous function were the left partial derivative is
equal to the right. This reduces the local optimum property to a single rule: for
an optimal allocation, all the agents’ valuation functions have identical identical
gradients.

For concave/convex valuation functions, each gradient vector is obtained at
most once. Hence, each query will match at most one allocation. For a function
with one or more inflection points, each query will match a number of allocations
up to the number of inflection points in the function. The number of inflection
points is related to the number of hierarchies in the resource. For example, a
CPU might have two inflection points: when switching from a single-core to
multiple-cores, and then to multiple-chips. Memory might also have two inflec-
tion points when switching between cache, RAM and storage. Five inflection
points, however, might be considered unrealistically high for computing resource
valuation functions. Thus, we consider the number of possible inflection points
for each resource to be a constant as it is independent on the parameters (n, N
and R) and is generally small.

Also, we can consider each resource to have inflection points independently
of the other resources, e.g., it is possible to switch from a single processor to a
multi-processor algorithm regardless of the RAM usage. Thus, if each resource
has t inflection points, we can divide the valuation function domain into (t+1)R

sections, each being convex or concave. That is, each gradient vector might be
obtained at most once in each of these sections. The actual number of matches
is much lower than (t + 1)R, and is constant as shown in Sect. 6.2.

We reconcile these differences by showing that the average case, over all
possible realistic valuation functions yields a constant number of matching allo-
cations. To do this, we will assume without loss of generality that the partial
derivatives on each of the inflection points and in the function boundaries dis-
tribute uniformly from zero to the maximal derivative. The partial derivatives
of the required gradient will also distribute uniformly with the same boundaries.
Then, for exactly two inflection points per resource, we will have three sections,
each with different uniformly distributed boundaries. The probability of a single
derivative that is uniformly distributed to be in these boundaries is 1

3 , and thus,
for each resource, exactly one section is expected to have this gradient. Thus,
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regardless of the number of resources R, exactly one section is expected to have
the required gradient (out of the total (t + 1)R). Since only a single matching
allocation exists in that section, the expected number of matching allocations is
exactly one.

Furthermore, if we assume that the required gradient has different derivative
boundaries, as we would expect in the real world, then a higher number of
inflection points will yield a single matching section as well. If the first client’s
valuation function has a maximal derivative d times higher than the second,
then 	3 · d − 1
 number of inflection points per resource will yield at most one
matching allocation per query. Since the joint valuation function is expected
to have higher derivatives with each joining, we would expect d to grow in each
step, and thus reduce the number of matching allocations. This yields an average
complexity of O(N) over realistic valuation functions.

5 Evaluation

Here we empirically evaluate the algorithm’s complexity, and verify that our
implementation is efficient enough to be applicable in a real system.

5.1 Implementation Details

We implemented the joint function algorithm and Maillé and Tuffin’s [24] algo-
rithm in C++ and Python. The code is available as open source2.

The joining of two valuation functions was implemented in C++. We imple-
mented the näıve joining in C++ as well. Both implementations accept two
R-dimensional tensors, which represent the clients’ valuation functions (or effec-
tive joint valuation functions), and return an R-dimensional tensor, which is the
joint valuation function. The C++ library is called (via a Python wrapper) to
join the functions one by one, and the allocation and payment calculations are
implemented in Python.

Our C++ implementation of Maillé and Tuffin’s [24] algorithm accepts all
the clients’ bids and returns the optimal allocation. This C++ implementation
is called once (via a Python wrapper) to compute the optimal allocations, and
then again for each winning client to compute the payments.

5.2 Benchmark Dataset

We considered three different types of datasets: concave, increasing, and mostly-
increasing. We produced 10 datasets of each type, each with 256 clients that
participate in the VCG auction. The concave datasets contain concave, strictly
increasing valuation functions. These datasets are used to compare our results
to Maillé and Tuffin’s method, where the types of valuation functions are very

2 Available from: https://bitbucket.org/funaro/vecfunc-vcg.

https://bitbucket.org/funaro/vecfunc-vcg
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restricted [24]. The increasing datasets include weakly increasing valuation func-
tions that might not be concave. This is our main test case as real-life valua-
tion functions may have multiple inflection points [8,15,31]. Valuation functions,
however, are not expected to decrease when more resources are offered, if these
resources can be freely discarded. The mostly-increasing datasets include valua-
tion functions with multiple maximum points (non-monotonic). Such functions
will increase for a large part of their input, but may occasionally decrease. They
are realistic when the hindering resources are not disposed of, as is the case,
for example, when allocating more RAM lengthens garbage collection time and
performance drops [4,30]. We use these datasets to show that our algorithm per-
forms well even with non-monotonic functions. We did not test strictly convex
valuation functions as they are not realistic.

For each client, we produced an R-dimensional valuation function (Vi :
[0, 1]R ∈ R

R �→ [0,∞) ∈ R), which it uses as its bid. We generated R inter-
mediate single-dimensional functions (vr

i : [0, 1] ∈ R �→ [0, 1] ∈ R) without loss
of generality, where an input value of 1 represents the entire available resource
r, and an output of 1 represents the client’s maximal valuation of the resource.

To compute a client’s valuation function—i.e., its bid for each bundle of
units—for each single-dimensional function, we sampled a vector sized according
to the number of available units for each resource and computed the vectors’
tensor product: Vi = v1

i ⊗ ... ⊗ vR
i . This yielded an R-dimensional tensor with

values in the range of [0, 1] ∈ R. To produce a valuation function of fewer than
R dimensions (0 < r < R), we used the same dataset but only with the first r
intermediate single-dimensional functions.

We modeled the clients’ maximal valuations using data from Azure’s public
dataset [11], which includes information on Azure’s cloud clients, such as the
bundle rented by each client. Assuming the client is rational, the cost of the
bundle is a lower bound on the client’s valuation of this bundle. We modeled the
clients’ expected revenue using a Pareto distribution (standard in economics)
with an index of 1.1. A Pareto distribution with this parameter translates to the
80-20 rule: 20% of the population has 80% of the valuation, which is reasonable
for income distributions [28].

For each client, we drew a value from this Pareto distribution, with the
condition that the value is higher than the client’s bundle cost (i.e., a conditional
probability distribution). We then multiplied each client’s R-dimensional tensor
with the maximal value drawn from the Pareto distribution, to produce the
client’s valuation function.

5.3 Experimental Setup

We evaluated our algorithm on a machine with 16GB of RAM and two Intel(R)
Xeon(R) E5-2420 CPUs @ 1.90 GHz with 15 MB LLC. Each CPU had six cores
with hyper-threading enabled, for a total of 24 hardware threads. The host ran
Linux with kernel 4.8.0-58-generic #63�16.04.1-Ubuntu. To reduce measurement
noise, we tested using a single core, leaving the rest idle.
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6 Results

Our algorithm scales linearly to the number of possible allocations (N), for any
number of resources, as depicted in Fig. 1. Although the performance differences
between the concave, increasing and mostly-increasing datasets were insignifi-
cant, we can see that our algorithm performs better on the mostly-increasing
dataset. This is because more allocations were eliminated in the preprocess-
ing phase due to their negative left partial derivative. This preprocessing was
included in the algorithm’s runtime.

Fig. 1. The performance of our algorithm in each of our datasets (concave, increasing
and mostly-increasing).

Adding resources results in larger vectors and thus higher complexity; at
the same time, more vectors are eliminated in the preprocessing phase. This
is why we see an increase in runtime for up to four resources, after which the
performance begins to improve.

Figure 1b shows that the multi-resource auction is feasible even in the worst
case: for concave/increasing valuation functions, and for three and four resources
with 256 clients, a full auction takes less than two minutes for over 60,000 possible
allocations.

6.1 Näıve Joining of Valuation Functions

The results show (Fig. 2) that the performance of the näıve approach for join-
ing two valuation functions fits the expected curve, as shown in Sect. 3.3, for
any number of resources. Figure 2 depicts the performance for the increasing
dataset. The näıve joining is not affected by valuation function properties such
as monotonicity. The complexity function, described in Sect. 3.3, passes through
all the markers, i.e., fits the actual performance perfectly. Each line, however,
had to be scaled by a different factor to fit the markers. This might be an effect
of the cache prefetching combined with the C-style multidimensional array rep-
resentation. The näıve joining compares each allocation ai to all allocations
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aj s.t. aj ≤ m − ai. For multidimensional valuation functions that are repre-
sented as C arrays, we will read the array non-continuously when ai > 0. This
will reduce the effectiveness of the cache prefetching as it relies on the continuity
of the reading.

Fig. 2. The performance of the näıve approach for joining two valuation functions.
Markers depict the performance with different numbers of resources. The lines are the
complexity function described in Sect. 3.3, scaled to fit the markers.

6.2 Ideal Case Analysis

We ran another set of experiments on each dataset, where we counted, in each
joining of two valuation functions, the number of allocations that matched the
queries of the one valuation function, for each allocation of the other. Figure 3
shows the results. The number of matching allocations converges to a constant
number. Thus, were we to have an ideal data structure with reasonable query
and construction time, the complexity of joining two valuation functions would
be O(N).

Fig. 3. The average number of matching allocations for each query for each dataset
and number of resources.
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6.3 Separate Single-Resource Auction

We compared our multi-resource VCG auction implementation to the alter-
native of performing an auction for each resource separately. We used Maillé
and Tuffin’s method for a single-resource auction with the concave valuation
functions dataset. For each resource r, each client bid its intermediate single-
dimensional valuation functions vr

i (see Sect. 5.2). Each client’s maximal valua-
tion was treated as a budget, which was partitioned equally among its valuation
functions for each resource. For example, for two resources, a client with a maxi-
mal valuation of 10 would have a maximal valuation of 5 for each of its resources.

Such an approach reduces the social welfare by over 60% on average compared
to the optimum for two resources (Fig. 4). When more resources are auctioned,
the social welfare decreases even further.

Fig. 4. The social welfare when using a separate single-resource auction normalized to
the optimal social welfare. The whiskers represent the standard deviation.

6.4 Verification

To verify our implementation, we compared our algorithm’s results with those
of Maillé and Tuffin [24] using the concave dataset and a single resource. For all
the tested numbers of units (N), our algorithm produced the same allocation
and payments as Maillé and Tuffin’s method.

We also compared our algorithm’s results for two and more resources
to those of the näıve implementation. For all the tested numbers of units
(N) and resources (R), our algorithm produced identical results to the näıve
implementation.

7 Conclusions and Future Work

We introduced a new efficient algorithm to allocate multiple divisible resources
via a VCG auction, without any restrictions on the valuation functions. We
verified the algorithm experimentally, and showed its efficiency on a large number
of resources and its scalability when increasing the number of units per resource.

We analyzed how the different properties of the valuation functions affect the
algorithm’s performance. We showed that using only concave valuation functions
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negligibly decreases the complexity compared to increasing valuation functions,
and that mostly-increasing ones perform the best.

The Resource-as-a-Service (RaaS) cloud [1,3] is a vertically elastic cloud
model that allows providers to rent adjustable quantities of individual resources
for short time intervals—even at a sub-second granularity. Our algorithm allows
cloud providers to implement the RaaS model. They can deploy a multi-resource
auction for allocation of additional resources in an existing VM every two minutes
for up to 256 clients in a single physical machine. Our implementation can be
adapted simply to use succinct valuation functions that are only defined on a
small subset of the allocations. This may greatly improve the performance and
might allow a sub-second auction granularity for a large number of clients. A
succinct implementation might also support continuous valuation functions with
good performance but unbounded complexity. Adapting the implementation for
continuous succinct valuation functions is left for future work.
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Abstract. In this paper, we present Optimisation as a Service (OaaS)
for an integrated process planning and scheduling in smart factories
based on a distributed multi-criteria genetic algorithm (GA). In con-
trast to the traditional distributed GA following the island model, the
proposed islands are executed asynchronously and exchange solutions
at time points depending solely on the optimisation progress at each
island. Several solutions’ exchange strategies are proposed, implemented
in Amazon Elastic Container Service for Kubernetes (Amazon EKS) and
evaluated using a real-world manufacturing problem.

Keywords: Optimisation as a Service · Multi-objective Genetic
Algorithm · Island model · Amazon EKS · Integrated process planning
and scheduling

1 Introduction

In numerous real-world manufacturing scenarios, optimisation of the manufac-
turing plan and its scheduling seem to be ideally suited to be conducted in
a cloud. Firstly, they are notorious to require substantial computation and
secondly, as the optimisation process is triggered when a smart factory state
changes, the needs for huge computational resources are interleaved with idle
intervals. Yet the problem of cloud-based optimisation of realistic industrial
problems is relatively unpopular in academia [1]. One of the reasons is the innate
heterogeneity of the manufacturing process, as discussed, e.g., in [2], and hence
the difficulties in proposing an optimisation framework generic enough to be
applicable to a wide range of manufacturing optimisation problems.

The main ambition of the project summarised in this paper is to propose
a cloud-based service capable of optimising real-world manufacturing problems
ranging from discrete manufacturing (i.e., production of distinct items) to pro-
cess manufacturing (i.e., production using formulations or recipes). The knowl-
edge description regarding the smart factory and the manufacturing order to be
c© Springer Nature Switzerland AG 2019
K. Djemame et al. (Eds.): GECON 2019, LNCS 11819, pp. 247–259, 2019.
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processed can be specified using a dedicated ontology, for example, based on a
common ancestor ontology for generic manufacturing domain proposed in [3].
Such ontology can be then used to build an analytic description of a smart fac-
tory (aka digital twin), as proposed in [4], which then can evaluate alternative
manufacturing configurations as a part of a search-based optimisation process.
As this process is executed in the cloud on-demand only, the applied comput-
ing resources can be relatively powerful and large in quantity as long as the
computation time is not long-lasting. It is then suitable to perform distributed
computation in a cluster with several computing nodes. Among search-based
optimisation meta-heuristics, the island model of genetic algorithms (GAs) is
applicable to distributed execution. In this model, each node evolves a separate
subpopulation to preserve the genetic diversity of the entire population. The
islands exchange some individuals periodically. Typically, the number of islands
is fixed [5]. Although a cloud-based realisation of a traditional island-model is
quite effective [6], the underlying synchronous execution of each generation may
be treated as a source of potential performance loss due to the risk of island fail-
ures, different processing time or communication latency. Removing these draw-
backs was our main motivation behind proposing a new, asynchronous version of
the island model, where the islands exchange their migrants only through a fast
NoSQL database at time points decided by the islands based on the progress
of their local optimisation process. A general algorithm is proposed and several
migration strategies are implemented, deployed to a Kubernetes cluster (using
Amazon EKS) and evaluated based on a real-world scenario, formulated by EU
H2020 SAFIRE project partner who was in charge of the evaluation based on a
real discrete-manufacturing use case.

The main contribution of this paper can be summarised as follows: (i) propos-
ing a generic algorithm for asynchronous island model with multiple objectives,
(ii) suggesting several migration strategies for the proposed asynchronous island
model, (iii) proposing a cluster-based architecture following the proposed asyn-
chronous island model in Amazon EKS, (iv) presenting experimental evalua-
tions of the suggested migration strategies based on a real-world manufacturing
scenario.

2 Related Work

Genetic Algorithms (GAs) have been arguably one of the most widely-used opti-
misation meta-heuristics since the seminal work of John Holland in 1960s. In
GAs, a population of solutions to a particular problem is improved generation
after generation, mimicking the breeding of living organisms. The solutions rep-
resented by chromosomes are selected with a probability proportional to their
‘fitness’, crossed over and mutated. Despite the initial population is randomly
generated, the subsequent generations are increasingly closer to the optimal solu-
tion. The original GAs were executed sequentially and hence they were notorious
for low speed [7]. Several techniques have been proposed to alleviate this prob-
lem, including parallel execution of GAs [5,8,9].



Cloud-Based Manufacturing Planning and Scheduling Optimisation 249

The typical parallelisation of GAs can be performed either at the fitness-
evaluation or the population level (the island model), performed synchronously
following the master-slave architecture [5]. In clouds, these approaches are ben-
eficial only under certain conditions, since the nodes are heterogeneous and con-
nected with links characterised with different latencies. The fitness-evaluation
level parallelism is beneficial only for expensive fitness functions [8], whereas
the barrier applied in the island model is detrimental when the slave nodes are
unreliable or have assorted response times [9]. In order to find approaches more
suitable for contemporary cloud clusters, it is beneficial to undust the research
related to evolutionary Peer-to-Peer (P2P) computing, as they assume varied
response time and nodes’ unreliability. For example, in [10], a number of evo-
lutionary strategies for multi-objective P2P optimisation has been evaluated,
such as distributed migration decision criterion, exchange topology, number of
emigrants, emigrants selection policy and replacement/integration policy. In this
paper, we investigate similar criteria but for a different distributed algorithm,
cloud architecture and when applied to a real-world manufacturing problem.

In the proposed solution, a custom multi-objective GA has been container-
ised using Docker [11], similarly as recommended in positional paper [12]. In
contrast to that paper, we deployed the containers in a Kubernetes cluster [13].
The islands communicate each other using a NoSQL database rather than an
open-source message broker named RabbitMQ. However, the performance of
both the solutions is difficult to compare as the authors of that paper provided
no implementation details nor the experimental results. In contrast, this paper
describes a series of experiments based on real-world industrial scenarios.

Ma et al. employed the population-level parallelisation in [9]. Their solution
followed the master-server architecture. The number of slaves was decided stat-
ically. Each slave obtained a subpopulation of the size inversely proportional to
its CPU utilisation. Then the corresponding fitness values were computed and
returned to the master. In the proposed solution, the number of Kubernetes
worker nodes is decided dynamically using the auto-scaling facility provided by
Amazon EKS, triggered with an alarm monitoring the memory usage of the
nodes.

A simple yet interesting proof-of-concept GA implementation described in
[14] applied the island model of GA. The islands have been executed in the
serverless manner which leverages the scaling capabilities of that solution. How-
ever, no implementation details nor experimental results were provided to back
the claims regarding the performance of that proposal. The serverless Function-
as-a-Service facilities offered nowadays by popular cloud vendors impose strict
limitations on a function execution both in timeout and consumed memory. For
example, Amazon Lambda in May 2019 was limiting the maximal invocation
payload, consumed memory and deployment package size to 256 KB, 3008 MB,
zipped 50 MB, respectively. Hence, it is unclear whether the architecture from
[14] can be applied in practice with real-world scenarios as analysed in this
paper. One of the possibilities of omitting these limits in serverless execution
is to use Fission, a popular framework for serverless functions on Kubernetes,
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as proposed in [6]. However, that paper still followed a traditional master-slave
architecture with an innate barrier at the end of each optimisation stage. In
contrast, the solution proposed in this paper is fully distributed and the nodes
are executed asynchronously. The number of nodes is decided by the Kubernetes
horizontal auto-scaler based on the node utilisation rather than the master node
as proposed in that paper.

3 Asynchronous Island-Based GA with Migrations

In the island model of GA, the evolution is performed independently on a number
of subpopulations by GA instances named “islands”. Aperiodically, the islands
exchange the migrants. The traditional island model follows a fully synchronous
master-slave architecture: the iterations on all islands begin at the same time,
triggered by the master node, and the iteration completion is synchronised with
a barrier. However, this approach can be modified to be fully distributed. In
this section, the asynchronous island-mode GA is depicted in Algorithm 1 with
several migration strategies suggested.

Each island in the island mode of GA maintains its own subpopulation.
It searches towards the optimal solution within a given number of execution
stages, where each execution stage contains a fixed number of iterations. The
optimisation engines run in each island are executed asynchronously and do
not communicate directly with each other. Instead, they communicate using a
light-weight database (see GA Data Service in Sect. 4), pushing their selected
solutions at certain time points. At other time points, the solutions pushed by
other islands are popped and applied by an island to modify its current Pareto
Front approximation. Similarly to [15], a complete migration is performed by
a selection and a replacement operator. The former selects the migrants to be
pushed to a database and possibly later imported (popped) by other islands,
whereas the latter operator selects the individuals in the Pareto Front approxi-
mation in an island that will be replaced by the migrants popped from a database
so that the same population size is maintained during the entire execution. In
each island, the optimisation process stops after evolving a predefined number
of generations.

In this paper, four strategies for implementing the selection operator are
considered, as enumerated below:

– Generic selection does not perform the actual selection from the current
Pareto Front approximation but, instead, it randomly generates a new solu-
tion. This strategy serves as the performance baseline for the remaining selec-
tion operators.
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– Random selection randomly selects a solution from the current Pareto Front
approximation.

– Best selection selects the best solution from the current Pareto Front approx-
imation. The solution quality is evaluated with the Generational Distance
(GD) performance indicator from [16], which quantifies the proximity of a
given solution to the ideal point.

– Diversity selection selects the solution with the highest diversity based on
the Crowding Distance (CD) value [17], which measures the average distance
between the solution and its two closest neighbours in the current Pareto
Front approximation.

To maintain a fixed size of each island’s population, a certain replacement
operator is required to be applied during the migration. This paper considers
two replacement strategies:

– Random replacement removes a randomly selected solution in the population
of the target island.

– Worst replacement removes the worst solution in terms of the solution quality
based on a certain quality indicator.

With the above selection and replacement operators combined, we provide,
in total, eight migration strategies that can be pre-configured before the optimi-
sation process.

Algorithm 1 starts with P randomly generated solutions and then executes
for S stages, where each stage contains I iterations. After the GA island is
executed in each stage, an approximation of Pareto Front, PF is updated with
new non-dominated solutions (if there exist any). Then, a quality indicator1 is
applied to check the quality of the current Pareto Front approximation and is
compared to that of the approximation in the previous execution stage. If the
quality is not improved continuously over the prior R iterations (i.e., stuck in a
local optimum), the Pareto Front approximation is pushed to the database by
overriding the previous approximation set of this island (if it exists). In addition,
after each execution stage that does not improve the Pareto Front approximation,
a pull operation is performed to get solutions from a Pareto Front approximation
from other islands, randomly selected, in the database (if there exits any). Then
migrations are performed to migrate M solutions from the selected front to
the current population based on a certain selection and replacement operators
described previously. Lastly, the PF approximation is pushed to the database
as the final optimisation result obtained by this GA island.

1 We do not enforce the choice of quality indicator applied in the algorithm, but assume
that a higher quality value indicates a higher quality of the optimisation result.
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Algorithm 1. Asynchronous island-based GA
inputs : I: number of iterations; P : number of individuals per island;

S: number of stages; R: number of maximum stuck iterations in a row;
M : number of solutions to migrate; CI: quality indicator;

outputs : PF : a Pareto Front (PF ) approximation;

1 PF = ∅, s = 0, c = 0;
2 create a GA island with P randomly generated solutions;
3 for s=1,...,S do
4 execute the GA island for I iterations;
5 add non-dominated solutions returned into PF ;
6 if CI value of PF obtained after stage (s) is not higher than that of stage

(s-1) then
7 increment c;

if c == R then
8 c=0;
9 push the PF approximation to database;

end
10 for m=1,...,M do
11 pull a PF approximation from a database;
12 migrate one solution from the remote set to the current population;

end

end

end

13 push the final PF approximation to database;

Fig. 1. The architecture of the distributed island-based GA optimisation algorithm.

4 Cloud Deployment

Section 3 described the GA with asynchronous islands. To deploy this algorithm
in a cloud environment, the architecture depicted in Fig. 1 is applied. It contains
the following components:

– GA Data Service (data tier) is responsible for the data communication
between islands and storing the data in a persistent data storage.

– Data Cache is used to reduce the response time when the data service
reads/writes data from/to the persistent storage.
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– GA Island executes the proposed GA; it can run either on a managed cluster
or on-premise.

GA Data Service is highly available and automatically scale out/in accord-
ing to the load of the requests from GA islands. Additionally, the data cache
is designed to use a distributed key/value storage, such as a Redis cluster or
Cassandra, to support both high availability and fast data exchange.

Fig. 2. The architecture of the cloud-base manufacturing Planning and scheduling
optimisation system.

The micro-service architecture employed by the proposed solution decouples
the components so that the whole solution can be easily deployed to any dis-
tributed system. This enables this solution to be provided as a cloud service by
cloud providers and requires the minimum possible maintains.

The deployment of the proposed architecture is based on the following
assumptions:

– The number of islands that are running at the same time is up to hundreds.
– These islands issue requests to data-tier servers in a sporadic fashion, i.e., the

requests (both sending data to or requesting data from the data-tier) arrive
with a minimum interval, longer that the data-tier servers’ response time.

– The amount of data exchange between the islands and the data-tier is
relateively low, up to a few MBs in a single push/pop operation.

In the past several years, Docker [11] and Kubernetes [13] are two popular
techniques for containerisation and container orchestration, respectively. Docker
allows applications to be shipped to any popular operating systems by creating
a Docker image that is similar to a virtual file system so that the application
and its dependencies are encapsulated together. A Docker image is instanti-
ated as a running container by the underlying execution-engine, such as Docker
Engine or containterd. Kubernetes is a platform running on a computer cluster,
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Table 1. Cost of push operation with a scaled number of islands (in ms).

No. islands 2 4 8 16 32 64 128

Push Avg. 2013.78 2012.92 2013.52 2013.79 2016.33 2014.24 2017.78
Std. 7.61 1.62 1.66 2.20 70.89 31.80 77.69

Pull Avg. 1000.56 1000.52 1000.54 1000.64 1002.53 1001.49 1002.56
Std. 0.52 0.51 0.56 0.59 44.79 31.67 44.77

and provide container orchestration functionalities, such as component abstrac-
tion (e.g., Pod, Service), DNS service, software-defined network, resource allo-
cation, load balancing etc. Additionally, Kubernetes also provides Horizontal
Pod Autoscaler (HPA) to dynamically auto-scale out/in the replicas of a service
component based on several metrics, for example, the CPU or memory utilisa-
tion. The Cluster Autoscaler (CA) is used to dynamically adjust the number
of computing nodes in a Kubernetes cluster. Lastly, Kubernetes allows differ-
ent plugins to be installed. In this paper, we employ an ingress controller to
allow users/applications to communicate with the data-tier service outside of
the cluster.

Docker and Kubernetes have been adopted by many providers such as Ama-
zon AWS, Microsoft Azure, Google Cloud, and IBM Cloud. This enables us to
leverage the managed Kubernetes services from these cloud providers, rather
than installed locally on premises. The Kubernetes HPA and CA enable auto-
scaling the components (such as the data-tier service) in our system based on the
load. By creating multiple instances of service components, Kubernetes automat-
ically handles the load balancing and re-starts a faulty container once detected.
This approach enables the proposed system to be highly available during the
operation.

Figure 2 depicts the deployment of the system presented in this paper. The
core component is GA Data Service, which is responsible for data exchange
between islands and also generating reports to users. It has a minimum number
of instances by default to provide service high availability and scaling out/in
according to the load of the requests. The islands can be implemented using any
programming language, and communicate with the GA Data Service via REST
API from within the cluster or outside of the cluster through the ingress. The
GA Data Service stores all the data into an external NoSQL cluster and uses a
Redis cluster as a cache layer.

5 Experimental Results

This section investigates the efficacy of the proposed cloud-based deployment of
the GA algorithm based on the asynchronous island management model when
applied to the real-world use case described in [4], in which a set of 14 metal
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Fig. 3. Optimisation result quality ranking with different migration strategies.

parts is ordered to be manufactured in a plant equipped with 12 Wire Electri-
cal Discharge Machining (WEDM) machines of 3 different sizes, operating in
3 various modes each. The considered optimisation problem is an example of
a typical manufacturing planning and scheduling problem that can be found in
any discrete manufacturing company. However, the used optimisation engine can
be also applied to process manufacturing as described in [1].

We first evaluate the communication overhead of the proposed cloud archi-
tecture by measuring the response time of push and pull operations. The evalua-
tion is conducted on Amazon Elastic Container Service for Kubernetes (Amazon
EKS) run on dual-cores t2.medium instances in the AWS US-West-2 Zone spans
over its all availability zones. Table 1 reports the average response time (in mil-
liseconds) and the standard deviation for 10,000 push and pull operations. The
size of data for each push and pull operations equals 590 KB (i.e., a Pareto
Front approximation with 50 elements). According to the results, the overhead
incurred due to communication is relatively even despite increasing the num-
ber of asynchronous islands, which repeatably issue asynchronous push and pull
requests to the data service. As observed, a push operation takes about 2 s and
a pull operation needs about 1 s to complete regardless the number of islands.

The following experiment investigates the efficiency of the proposed optimi-
sation algorithm (recall Algorithm 1) with eight migration strategies described in
Sect. 3. The optimisation algorithm is configured with S = 40, P = 50, I = 20,
R = 3, M = 1. The Diversity Comparator Indicator (DCI) [18] has been used as
the quality indicator CI for measuring the quality of Pareto Front approxima-
tions obtained in the subsequent execution stages. DCI quantifies the diversity
of the given approximation similarly as in [1]. Five asynchronous islands have
been created in the Kubernetes cluster. In total, 100 test cases have been per-
formed for each migration strategy. A ranking has been constructed for Pareto
Front approximations obtained by the evaluated migration strategies in a way
that each strategy has received the number of points equal to the number of
strategies with lower or equal DCI value.

As shown in Fig. 3, the strategy without any migrations (i.e., box None)
has yielded the result with the worst quality among all the tested strategies.
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Table 2. Average and median ranking for the considered migration strategies.

Migration

strategy

No

migration

Random

+ new

Random

+ random

Random

+ best

Random +

diversity

Worst

+ new

Worst +

random

Worst

+ best

Worst +

diversity

Avg 1.596 3.38 5.73 3.75 6.69 5.44 7.82 5.74 8.22

Med 1 3 6 3 7 5 8 6 9

Fig. 4. Push (9 leftmost boxes) and pull (8 rightmost boxes) requests made by each
migration method.

This result was expected as in this strategy there is no communication with
other islands and hence it cannot obtain the performance boost via import-
ing non-dominated solutions from other subpopulations (islands). The strategies
with the random replacement operator have outperformed the ones applying the
worst replacement operator (i.e., replace worst) regardless of the selection oper-
ator. The diversity selection and best selection operators have outperformed the
remaining selection operators. In accordance with the results presented in [15],
migration of the best solution has not been profitable mainly due to the risk of
the premature convergence of the entire subpopulation. Instead, migration of the
solutions likely to improve the Pareto Front approximation diversity (i.e., diver-
sity selection and random selection operators) is more beneficial in the studied
problem.

Table 2 summarises the average and median ranking values of all the com-
peting strategies. As given in the table, both random selection and diversity
selection operators provide higher quality ranks in average and median values.
As expected, the strategy without migration has ranked the lowest. In addition,
the worst replacement operator has yielded a better average and median quality
ranking values than the random replacement strategy for each selection strategy.
These results are in line with the results presented in Fig. 3. In addition, all the
above observations have yielded a statistically significant difference according to
the Sign Test with p-value threshold for statistical significance equal to 0.02.

Figure 4 reports the numbers of push and pull operations issued by each
strategy. The importance of these metrics stems from the cloud communication
overhead as shown earlier in Table 1. As shown on the left hand side of the figure,
the no migration, new selection and best selection operators have led to a larger
number of push operations than the random selection and diversity selection



Cloud-Based Manufacturing Planning and Scheduling Optimisation 257

Table 3. DCI comparison of the considered migration strategies.

M None Random

+ new

Random

+ random

Random

+ best

Random +

diversity

Worst

+ new

Worst +

random

Worst

+ best

Worst +

diversity

1 0.294 0.294 0.294 0.294 0.412 0.294 0.529 0.353 0.706

2 0 0 0.048 0 0.19 0.238 0.381 0.143 0.333

3 0 0 0.143 0 0.238 0.095 0.095 0.048 0.619

4 0 0.042 0.125 0.125 0.25 0.125 0.042 0.042 0.292

5 0 0.08 0.12 0 0.28 0.12 0.12 0.04 0.24

operators. This observation indicates that the algorithm applying the former
three operators is less likely to escape from local optima since both the push
and pull operations are issued when an island has not improved its Pareto Front
approximation for a given number of execution stages. In addition, although
the diversity selection operator has yielded more communication requests than
the random selection operator, it has usually led to better optimisation results
(recall Fig. 3). This observation indicates that its relatively heavy communication
is beneficial.

Table 3 gives the DCI quality indicator for the strategies with different num-
bers of solutions transferred during one migration (as specified by parameter
M in Algorithm 1). Again, the diversity selection operator has led to the best
results for all the considered M values and both the replacement operators.

In Table 4, DCI values comparing the Pareto Front approximations for differ-
ent numbers of migrants, M , are presented. From this table, it can be concluded
that an increased number of solutions migrated improves the final solution qual-
ity. However, having more migrants impose higher communication overheads in
the cloud, as discussed earlier in this section.

Standard Amazon EC2 instances have been used as Amazon EKS worker
nodes. Their ECUs2 ranged from 13 to 68. On average, execution of a single
stage has taken about 900s and hence the total EC2 cost (including the data
transfer cost) has not exceeded 10 USD in any case. Additionally, AWS charged
0.20 USD per hour for using an Amazon EKS cluster in May 20193. These costs

Table 4. DCI quality changes with an increased number of migrations in one pull.

M Replace random Replace worst
1 2 3 4 5 1 2 3 4 5

Random 0 0.292 0.208 0.292 0.333 0.13 0.174 0.304 0.304 0.348
Best 0.043 0.217 0.13 0.478 0.304 0.316 0.158 0.316 0.316 0.526
Diversity 0.115 0.154 0.308 0.308 0.192 0.083 0.208 0.292 0.25 0.375

2 1 ECU is defined as the compute power of a 1.0–1.2 GHz server CPU from 2007.
3 The current costs can be found at https://aws.amazon.com/eks/pricing/.

https://aws.amazon.com/eks/pricing/
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are just 0.02 per cent of the total production cost of the considered parts and
hence it is negligible for our business partner.

6 Conclusion

In this paper, a GA for multi-objective optimisation using asynchronous islands
have been proposed. The software implementation of these algorithms has been
deployed to a Kubernetes cluster (in Amazon EKS) and applied to an integrated
process planning and scheduling for a real-world smart factory representing the
discrete manufacturing branch. Several migration strategies have been evaluated
and the most favourable selection and replacement operators have been identi-
fied. Similarly, various numbers of migrants have been analysed.

In our future work, we plan to investigate migration topologies different from
the fully connected graph used in this paper, e.g. a ring. A custom scaling of
the number of island based on the optimisation state is also planned. Finally, a
larger set of real-world manufacturing problems is planned to be evaluated.

Acknowledgements. The authors acknowledge the support of the EU H2020
SAFIRE project (Ref. 723634).
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Abstract. In this paper, we presented a comprehensive stability anal-
ysis of statistical models derived from the network usage data to design
an efficient and optimal resource management in a Cloud data centre. In
recent years, it has been noticed that network has a significant impact on
the HPC and business critical applications when they are run in a cloud
environment. The existing VM placement algorithms lack capabilities
to deploy such applications in an effective way and cause performance
degradation. As a result, there is an urge for a network-aware VM place-
ment algorithm which will consider the application behaviour and system
capability. Our approach uses static models based on simple probability
distribution concept and partition (number theory) to characterise and
predict the resource usage behaviour of the VMs. However, the stability
of those models is a key requirement to ensure a persistent placement
of the VMs which can prevent their frequent migration and keep the
infrastructure rigid. The paper investigates the stability of the models
with respect to time. Sticky HDP-HMM method was proven highly capa-
ble to model the monitoring data with a certain accuracy. The refined
data was further used to estimate the resource consumption of each VM
and physical host running in the infrastructure. A stability parameter
has been defined to determine the level of steadiness of the models that
gives us a clear indication on whether the models can be used further to
derive an optimal placement decision for new VMs. The paper ends with
a discussion on instance based stability analysis and future work.

Keywords: Cloud data centre · Network · VM placement

1 Introduction

In present day, many companies and enterprises are moving towards cloud ser-
vices to deploy and run their applications. This migration defines a new era which
has brought revolutionary changes to the business industry and IT sectors. Cloud
computing offers a set of benefits to the users such as reducing the pain of running
and maintaining applications on-premise infrastructure, providing clear payment
methods such as pay-as-you-go model, ensures data security and flexible resource
usage and many more. Traditional approaches for provisioning resources for a
certain application in cloud, look for the resource requirements of the application
c© Springer Nature Switzerland AG 2019
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https://doi.org/10.1007/978-3-030-36027-6_22

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-36027-6_22&domain=pdf
http://orcid.org/0000-0001-8782-6646
http://orcid.org/0000-0002-7270-7959
https://doi.org/10.1007/978-3-030-36027-6_22


Stability Analysis of a Statistical Model for Cloud Resource Management 261

during its deployment phase such as number of CPUs, cores, memory, storage
etc. These algorithms often do not check for the network resource demands such
as bandwidth requirements of an application as well as latency concern and the
impact of the underlying networking infrastructure on the performance of an
application [15]. Such resource allocation methods are often sub-optimal as they
do not consider the time varying resource demands of the applications [14]. An
inappropriate placement of a VM contributes to the performance degradation of
the application running inside it, which in turn hampers the Quality of Service
(QoS) promised to the customers by the cloud providers. Another concerning
aspect is that, the data centres are being enhanced to a great extent by imple-
menting commodity based hardware in order to cope with the rising migration
of the applications into cloud [8]. This commodity hardware based data centres
can not ensure the best performance for all applications due to diverse hardware
requirements from the applications. Some cloud providers offer dedicated ser-
vice for a specific set of applications such as Oracle HPC [5], Amazon HPC [17],
Azure HPC [2] provide such services to HPC applications. However this app-
roach can lead to over or underutilisation of resources due to lack of a balanced
resource distribution in the whole infrastructure. Additionally, expanding a data
centre with a large amount of servers, switches, routers and other equipments
surely contribute to the rising energy usage that has an unavoidable impact on
the climate, while the data centre provider faces high operational and maintain-
ing cost. Hence it is extremely important to use an enhanced optimal plan for
allocating resources in a data centre.

1.1 Problem Statement

According to [11], the performance of HPC applications deteriorates to a great
extent during inter-node communication in cloud because of high latency induced
by virtualisation overhead and low bandwidth provided by the shared network
infrastructure. Besides, as stated in [3], flat or scalable network causes significant
loss in performance of the system and communication intensive applications due
to its principal of shared network and use of less network components in a large
scale system. Considering the above mentioned issues, we formulated the major
problems we aim to solve in general.

1. How to ensure better performance for resource demanding and communica-
tion intensive applications in a cloud data centre?

2. How to avoid congestion and guarantee higher bandwidth inside a cloud net-
work infrastructure?

3. How to manage resources in a cloud infrastructure optimally?

To solve the aforementioned problems, analyse application behaviour to pre-
dict resource demands and identify system capability can play a vital role. For
this reason, there is a great need of a tool which should take the time varying
need for resources of the applications into account and based on that should
provide optimal and fast VM allocation decisions.
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1.2 Motivation

The work we have presented in this paper is highly motivated by the hypothesis
mentioned in [16].

– The time varying parameters such as network bandwidth demand of a virtual
machine can be described as a set of discrete data rate states including their
probability of occurrence for a specific amount of time. Such discrete probabil-
ity distribution models are based on the concept used to model traffic sources
in statistical multiplexing in the Asynchronous Transfer Mode network [9,10].

– The probability that a new VM overbooks the network bandwidth if it is
placed in a physical server can now be obtained from the overlayed probability
distribution functions and placement decisions can be produced by checking
the upper limit of overbooking.

We assume that the discrete data rate states to describe the communica-
tion behaviour of the applications follow a stable probability of occurrence. As
a result, this hypothesis will not work for the application that requires user gen-
erated action which does not show periodicity. Our target applications currently
are the HPC and DIC (Data Intensive Computing) applications whose opera-
tion modes follow a steady manner with time. To test our hypothesis, we have
analysed the network resource usage behaviour of CFD (Computational Fluid
Dynamics) application. We believe that the stability property exists due to the
characteristic of the application.

The main goal of this research work is to calculate optimal decisions for
resource distribution in a cloud data centre. However to find an optimal server
list, it is not realistic to calculate all possible combination between the servers
and the VMs as it will require a significant amount of time which contradicts
with the core challenge of an optimisation algorithm to provide a fast and satis-
factory decision. In addition to that, the obtained configuration must maintain
a stable condition long enough to decrease frequent resource reallocation. There-
fore the stability of a probability distribution function is essential since it leads
to classify applications based on their resource demands and influences the opti-
mal placement decisions. As the optimal decision only holds if the probability
distribution functions are stable enough, they need to be observed on a regular
basis to detect any sign of unstability which will eventually cause an update of
the models as well as a new optimal configuration. The work is also motivated
by the fact that using an intelligent and optimal resource management brings
economical benefit to the cloud providers, for example the number of servers can
be reduced that will decrease energy consumption along with operational and
maintaining cost. As a consequence of that, cloud users will receive increased
offerings and provider’s ranking will accelerate. Furthermore, efficient redistri-
bution of network traffic in the infrastructure while maintaining QoS will also
be ensured by the framework.

The paper is structured as follows: Sect. 2 briefly outlines the existing research
work on network-aware VM placement topic. The next section describes our
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solution approach along with conceptual explanation of the methodologies and
a short summary of the testbed. Section 4 represents and interprets the results
obtained from the new approaches. Section 5 discusses about possible stability
analysis based on VM instances and the last section provides us the conclusion
of this paper and future work plan.

2 Related Work

In most of the research, VM placement problem in general has been defined as
a NP-hard problem. Considering the importance of network in cloud resource
management, a research trend on network-aware VM placement algorithm has
emerged recently.

Researchers and scientists have followed multiple fundamental approaches
to tackle the VM placement problem. Examples include, but are not limited
to, improve the performance of a specific application in the cloud, bandwidth
constraint, network-congestion control or network traffic minimisation, reduction
of network latency, minimisation of network energy consumption in a data centre
network architecture and prediction of workload in the cloud.

The work described in [22], focuses on the dynamic bandwidth demands
of the cloud applications. Their solution estimates the bandwidth demands of a
virtual cluster during application profiling. Both types of clusters with static and
stochastic bandwidth demands are provided enough bandwidth of the physical
link with a high probabilistic guarantee and a small risk factor. However, the
efficiency of the profiling methods raises questions as it is not clear whether the
application was profiled long enough to understand its resource usage behaviour.
An online solution called “Kraken” has been presented in [7] which provides
minimum guarantee for network bandwidth and computing resources to a virtual
cluster during runtime. They consider Hadoop application and Fat-tree network
topology for the evaluation of the online resource reservation scheme. However,
the scalability issues of the network topology with respect to the network growth
is not clearly stated. A priority-aware VM allocation (PAVA) algorithm has been
presented in [18] which takes care of computing and network resource demands of
the critical cloud applications in a SDN (Software Defined Networking)-enabled
cloud. The critical applications are given high priority and deployed in the nearby
hosts. SDN controller sets up a priority queue for the critical applications and
guarantees the minimum bandwidth for them. The drawback of this method is
it is controller dependent which may cause single point of failure and it does not
provide fair share of the network resource.

Nowadays, time series based modelling techniques and machine learning
algorithms are also gaining attention in resource allocation context [1,4,20].
The algorithms get trained by the historical resource utilisation data of the
already deployed applications in cloud to identify the dynamic resource demands
and usage pattern and based on their knowledge, the algorithms then allocate
resources for the future applications. However, time series based approaches are
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time dependent and require frequent update. Training machine learning algo-
rithms can take a significant amount of time which is often incompatible with
the core cloud characteristic of faster application deployment. Also the resource
usage forecasting is valid for a shorter period of time, for example, forecasting
for the next 48 h [4]. These approaches often trigger resource reallocation and
VM migration and eventually make the infrastructure unstable.

3 Solution Approach

The solution approach is a framework called “Allocation Optimiser” that is
designed to assess the network resource requirements of the applications and
based on the assessment, it will create the server environment, while considering
the SLA to be served. The potential outcome would be an optimised number of
physical servers for deploying VMs. A brief overview of the framework has been
illustrated in [16]. We have described the main functionalities of the framework
below.

– Get the current mapping between the VMs and the physical servers.
– Calculate throughput from monitored Tx and Rx data rate for each running

VM for a certain period of time.
– Model the network resource (bandwidth) usage behaviour of the VMs.
– Estimate their network resource consumption for a certain amount of time.
– Calculate the stability level of the models.
– Store the stable probability models of all VMs in a database.
– Calculate per server overlay model from the VMs which are running inside

it.
– Estimate the combined resource consumption for each physical server.
– Calculate the stability level of the overlay models.
– Store the stable overlay models of all physical servers in a database.
– Calculate the probability rate for overbooking the bandwidth resource per

physical server.
– If a new VM deployment request arrives, check its memory requirement and

based on that filter the servers.
– Match a probability model to the new VM based on its metadata, requested

VM size, flavour etc.
– Determine the overlay probability above threshold for the servers with the

new VM’s probability model
– Use an optimisation algorithm to produce the optimal candidate server list.
– Observe the performance and update VM placement or perform migration.
– Periodically update the models.

The abovementioned workflow of “Allocation Optimiser” clearly outlines the
relation between the stability analysis of probability distribution models and the
computation of allocation decisions. Without a stable probability distribution
function, the allocation decision will not be valid. The main optimisation goal of
the framework is to reduce energy usage and cost which in turn guarantees better
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server and resource utilisation and longer hardware life. Allocation Optimiser
also ensures improved performance of resource demanding and communication
intensive applications.

The framework has two main components, Data Provider and Calculator.
The principal tasks of the Calculator component have been classified into three
main units, analyse time series data, derive probability distribution models and
overlay models of the data rate for running VMs and physical hosts respectively
as well as examine the stability level of the models and compute the optimal list
of hosts for a new VM placement.

3.1 Time Series Data Analysis

Time series consists of a set of data along with their corresponding time of
occurrence. To examine the network resource utilisation data, more precisely
data rate, monitoring data of 7 days of two VMs has been used. The default
sampling frequency of the monitoring tool, 10 s and 1 min have been applied to
sample the data. As calculations on both frequency showed similar results, 1 min
frequency can be used as a sample frequency since it reduces both, data values
and computation time. Due to our goal to estimate the overbooking parameter
of bandwidth usage per physical server, only the data rate that are in or, above
Megabit per second was taken into consideration and the rest was converted into
null. To use the refined data for further analysis, several methods and concepts
were studied such as decomposition method, Hidden Markov Model, Peak and
valley detection to model the data. The main challenge was to determine an ade-
quate number of data rate states in order to reduce computational complexity.
Among the methods, the first two were realised. The decomposition method was
not able to describe the bandwidth usage behaviour accurately as some data
points have zero values. However the Hidden Markov Model was identified as an
effective approach for modelling the data rate. The idea of using this approach
was inspired from the work mentioned in [12], where HDP-HMM (Hierarchical
Dirichlet Process – Hidden Markov Model) has been applied to categorise (RTT)
Round Trip Time series. We have applied Sticky HDP-HMM method for mod-
elling the data rate since this method stabilises the irrelevant state transitions
among the states of the Markov chain as stated in [6]. The concepts are briefly
explained in the following chapters.

A Markov model is a stochastic model where the present value of the model
is only dependent on the previous value. In a Hidden Markov Model, only the
observations are visible and the states are hidden. The time series value of the
data rate can be described by a HMM where x(t) is the base value or the data
rate state and y(t) is the observation or the data rate value as depicted in Fig. 1.
We assumed the number of data rate states and the parameters of the data rate
specific probability distribution models as random variables on every state of
the Markov chain.
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Fig. 1. Graphical representation of a HMM, where at time t, x(t) is the hidden state
and y(t) is the corresponding observation.

A HMM has a diverse sets of computational problems, considering our use
case, we have only focused on the determination of the single most likely sequence
of states for a given sequence of observation.

A Dirichlet Process is a distribution over distributions according to [19]. Let
G be a Dirichlet Process distributed as

G ∼ DP (α,G0) (1)

Here G0 is a base distribution, α is a positive scaling parameter and G is a
random probability measure that has the same support as G0.

When the base distribution itself is a draw from a Dirichlet Process, it is
called a Hierarchical Dirichlet Process.

DP (γ,H)
G0 | γ,H ∼ DP (γ,H)

Gj | α0, G0 ∼ DP (α0, G0), for each j. (2)

In order to define the characteristic of the states as finite and unknown,
Dirichlet Processes (DP) can be used as priors. Hierarchical DP can be used
through defining another layer of random variables and a “vague” prior to this
layer, on which the parameters of HMM are dependent.

MCMC (Markov Chain Monte Carlo) consists of a set of sampling algo-
rithms which are used to sample from a probability distribution.

Gibbs Sampler algorithm produces samples from the posterior distribution
by checking every variable and sample from the conditional distribution of that
variable while the rest of the variables are set to their present values. The algo-
rithm for a Gibbs sampler has been presented in [21].

The aforementioned techniques have been applied to analyse the data rate
states by using the steps presented in Fig. 2. We have used Scalar Gaussian for
observation model since our data is 1 Dimension. In order to decrease computa-
tional complexity, we set the maximum number of states to be 10.
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Fig. 2. Data rate states estimation by using Sticky HDP-HMM.

3.2 Stability Analysis of the Probability Distribution Models with
Regard to Time

According to the probability theory, stability of a distribution is defined by the
equality between a linear combination of two separate random variables and
their distribution with respect to location and scale parameters.

As stated in [13], a non-degenerate distribution is called stable when the
following property is fulfilled.

Let’s assume X is a random variable and its independent copies are X1 and
X2. If for any constants, a>0 and b>0, the random variable aX1+bX2 has the
same distribution as cX+d for some constants c>0 and d, then X is declared as
stable. The distribution is called strictly stable if the property is satisfied with
d = 0.

For the stability analysis, we wanted to measure the fluctuations of the prob-
ability values of a distribution in time. Let’s consider data rate as a random
variable, X and the probability distribution function of X is P(X). Then the
change in the distribution between timestamp t and t+1 can be described as

Yt = P (Xt+1) − P (Xt) (3)

When the probability distribution model is stable around X∗, Y will fluctu-
ate around zero with some standard error. We have used statistical dispersion
to address this issue. Statistical dispersion is the measurement of spread or,
variation of a distribution from a central value. It can be described in a set of
forms such as standard deviation, variance, interquartile range, mean absolute
difference etc. Since we want to determine the stability level of the probability
distribution models, we selected standard deviation as the stability parameter
because it is capable to represent time variant volatility and takes every item of
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the data group into consideration. Standard deviation of a probability distribu-
tion model is defined as the square root of its variance. Standard deviation reveals
information about the spread of data close to the mean, which is approaching
to normality. The formula of the variance σ2 of a discrete random variable X is

σ2 =
∑

(x − μ)2P (x) (4)

Here x represents values of the random variable X, μ is the mean of X, P (x)
represents the corresponding probability, and symbol

∑
represents the sum of

all products (x − μ)2P (x).
According to the definition of standard deviation, the formula is

σ =
√

σ2 =
√ ∑

(x − μ)2P (x) (5)

To determine the degree of stability, we have defined the confidence interval
or stability limit as follows. The probability values of a model that are beyond
these limits will be considered as unstable. However, a probability distribution
model is declared as stable if its highest data rate state is in the stability limit.

Upperlimit : (3 × SD) + Mean

Lowerlimit : Mean − (3 × SD)
(6)

3.3 Test Setup and Methodology

For the testing purpose, we have set up two VMs in a cloud testbed by using
a well known cloud middleware, OpenStack and run a CFD application. In the
setup, one VM played the role of a master and the other VM was configured as
slave VM. The VMs have 2 CPU, 4 Gb RAM and 40 Gb Disk. The operating
system was Ubuntu 16.04.5 LTS with the kernel version 4.4.0-142-generic.

For collecting resource usage values, Collectd has been installed and con-
figured in all VMs. A separate VM has been created to collect the monitoring
values. Influxdb has been installed and configured in that VM. The monitoring
values were captured for CPU, memory, load and network throughput utilisa-
tion. For our present analysis, we have only used the network throughput data.
The capturing frequency was 10 s.

A simulation has been run for a specific amount of time in the VMs and
theoretically when it ended, it restarted after a random pause from 1 s to 12 h.
During the simulation, the two machines communicated with each other in the
moment of the calculation phase. There are some periods of “silence” because a
sleep time has been added after the end of the calculation and the start of a new
one. At the end of the test, the monitoring data has been retrieved and modelled
by using Sticky HDP-HMM method mentioned in Subsect. 3.1 and further used
to create probability distribution models. The analysis ended with the time based
stability check of the models. For both VMs, we investigated the stability level
for each hour of a whole day and then for each day of a whole week. The analysis
showed that both VMs were stable for consecutive 3 days and on the 4th day, a
small diversion was observed at the highest data rate state. For the rest of the
week, the probability models showed stable sign again.
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4 Results

In this section, we showed the results for a VM called “cfd2”. The state sequence
of monitoring data for 1 day achieved by using the Sticky HDP-HMM method
has been demonstrated in Fig. 3. The X-axis represents the time stamp index
and the Y-axis shows the data rate in bit per second which has been stated as
throughput in the figure. The method has created a set of data rate states which
are represented by patterns of different colour in the background. The data was
sampled by 1 min frequency.

Fig. 3. State representation for 1 day moni-
toring data of cfd2 VM. (Color figure online)

Fig. 4. Histogram for 1 day mon-
itoring data of cfd2 VM.

The sampled states obtained from the Sticky HDP-HMM and the corre-
sponding data rate values have been depicted in the form of a histogram in
Fig. 4, where the states have been presented in X-axis and the occurrences were
depicted in Y-axis. State 0 demonstrates the events when no bandwidth was
used and also the throughput values which were not considered to be significant.
The unit for the data rate values are bit per second.

We have calculated the probability distribution for the same data and showed
it in Fig. 5. Figure 6 summarised the stability level of the probability values of
the same distribution. The X-axis illustrates the data rate states in bit per
second and the Y-axis shows the corresponding mean and standard deviation
values. The standard deviation with red font indicates unstable data rate state.
From the figure, it is clear that the highest data rate and its nearby states
are stable enough to acknowledge the distribution as stable for that day. The
abovementioned results also prove that the hypothesis that has been described
in Subsect. 1.2 is working for this particular CFD application, which means the
network behaviour of the CFD application is predictable and can be described
statistically.
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Fig. 5. Probability distribution for 1
day of cfd2 VM.

Fig. 6. Standard Deviation of prob-
ability values for 1 day of cfd2 VM.
(Color figure online)

5 Instance Based Stability Analysis

This analysis aims to determine whether the VMs show same behaviour for a
certain period of time. For example, VM1 and VM2 have 3 probability distri-
bution models for a day which can be defined as PVM1morning, PVM1afternoon,
PVM1night and PVM2morning, PVM2afternoon and PVM2night respectively. VM1
and VM2 will be called stable instance if the probability distribution models are
same which means the VM instances behave in the same way.

PVM1morning = PVM2morning

PVM1afternoon = PVM2afternoon

PVM1night = PVM2night

This analysis will lead to a more fine grained classification of the VMs with
respect to their network resource consumption. In addition, with the help of the
VM classification, it will be easier to detect the network behaviour of a new VM.

There exist different ways to determine whether two discrete probability dis-
tributions are same. Examples include, but are not limited to, Kullback-Leibler
divergence, Kolmogorov-Smirnov test, Chi-squared test etc. Possible candidate
VMs for the analysis should be the set of VMs which belong to the same user
and the VMs who communicate a lot to a single VM (all-to-one). To evaluate
the approach, daily network bandwidth consumption of the VMs needs to be
modeled into three separate probability distributions with a time period of 8 h.
The probability models should be compared to detect the level of equality.

6 Conclusion and Outlook

In this paper, we have defined stability for the network traffic models of a HPC
application and with experimental results we have showed that the network
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behaviour is statistically predictable and quite stable for a certain period of time.
The consequent steps would be to implement the techniques mentioned in Sect. 5
to analyse instance based stability for the same application. The accomplishment
of this task will eventually lead to develop the main functionality of “Allocation
Optimiser” framework which is to compute the optimal list of physical hosts for
a new VM placement. To achieve this milestone, a theoretical analysis of a set
of optimisation algorithms will be performed and a suitable algorithm will be
chosen for the framework. A use case is necessary to verify the functionality of
the framework and its performance should be compared with respect to other
existing placement algorithms. The limitation of the framework will be evaluated
in a simulation environment. Moreover, traffic models with throughput proba-
bilities are not sufficient to be used in deriving an optimal placement decision for
the VMs. We need to consider additional critical elements such as latency, jitter,
buffer overflow losses and burstiness. In addition, new target applications should
be determined apart from HPC and DIC applications to check the applicability
of the framework.
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Abstract. The regional licensing of 5G spectrum represents an exem-
plary use case for the huge potential of a geographically fine-grained spec-
trum assignment. It raises the question, whether new types of spectrum
licenses could augment the current arsenal of static allocation schemes
with central control. In our contribution, we introduce the use of genetic
algorithms (GA) as integral part of ex-ante evaluations of new licensing
schemes. We apply the method to calculate the near-optimal exploitation
of available spectrum resources in the course of an academic simulation.
It assesses the effects of interference-based sub-licensing contracts, also
known as Pluralistic Licensing Contracts (PLCs), on mobile networks.
Our findings suggest that PLCs might provide a low-effort exploitation
of underutilized spectrum reserves, e.g. in sparse user populations, and
constitute a highly scalable means for the pricing of externalities.

Keywords: Genetic algorithms · Pluralistic spectrum licensing

1 Background and Related Work

The recent award of 5G spectrum throughout Europe has emphasized the attrac-
tiveness of regional spectrum licenses, which can be acquired not only by Mobile
Network Operators, but also by private companies to build highly customized
networks on their own premises. As the award of regional spectrum adds new
players to the market, it is also worth questioning the terms on which these
licenses are granted. Typically, licensees have exclusive access to their spectrum,
which protects them from interference, but in turn limits spectrum re-use within
the license region. In contrast, general authorizations which apply for short range
devices (e.g. WiFi or Bluetooth) allow a shared and more flexible band usage at
the cost of reduced interference protection. Hence, intermediate forms of spec-
trum access are promising to deliver a certain degree of protection, and at the
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same time use the available spectrum more efficiently than exclusive licenses. In
recent years, a number of approaches for secondary spectrum access have been
developed [1], i.e. where a primary licensee has privileged access, but accepts
additional spectrum users in the same band under predefined conditions. One
approach for a more flexible use of radio spectrum is the Pluralistic Licensing
concept presented in [2]. It provides a licensing framework based on contracts,
where the tolerated interference due to secondary band usage determines the
license costs. Here, we interpret Pluralistic Licensing contracts (PLCs) as the
mutual agreement between primary and secondary licensees, comprising at least
a specification of the permitted maximum transmit power level of the secondary,
over the entire band (interference mask). We differ from the original work, as we
do not preclude a contemporaneous operation of primary and secondary systems
in our simulation.

2 Methodology

In real wireless systems, the joint use of spectrum causes noise, congestion, and
even blocking between users, and thus precautions are taken to contain the neg-
ative effects: using robust modulation, limiting transmit powers and direction-
ality, listen-before-talk and “cognitive” schemes etc. Given the many possible
mitigation strategies, it is difficult to assess in general the impact of simultane-
ous spectrum use. Therefore, the approach taken in this contribution builds on

Fig. 1. Scenario model. Signal propagation is wrapped around corners.
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a strongly simplified academic model, which is based on the channel capacity
model, developed by Shannon [3] and interprets the primary licensee as sourcing
the signal power S in the spectrum, the sub-licensee instead contributes to the
noise power N . The attainable channel capacity expressed as achievable data
rate R of an additive white noise Gaussian channel of the channel bandwidth
B, where signal and noise interfere is given as R = B log2(1 + S

N ). This app-
roach allows us to extend Holland et al.’s conceptual description of Pluralistic
Licensing [2] and evaluate concrete interference scenarios.

In our simulations, we address the optimal resource utilization of the primary
mobile network. We assume constant levels of secondary interference, i.e. where
secondary spectrum users fully exploit their transmit power permissions. The
resulting channel and transmit power assignment problem of the incumbent is
solved by means of Matlab’s Global Optimization Toolbox built on [4]. We use a
genetic algorithm (GA) to heuristically solve the mixed integer problem with a
nonlinear objective function and nonlinear constraints (MINLP). The algorithm
assigns a transmit channel index cm (integer) and a transmit power level ρm
(real positive number) to each link identified by the index m between a base
station and a mobile station. The number of all possible and allowed links is
given by the integer M . The solution vectors ρ and c contain the channel and
transmit power assignments of all links within the primary’s network, and hence
ρ = (ρ1, ..., ρM ) and c = (c1, ..., cM ). The assignment algorithm (see Fig. 2) uses
two consecutive Genetic Algorithms (GAs) to sequentially optimize the channel
assignment (GA1) and the transmit power allocation (GA2). Both GAs start
from an initial set of feasible but non-optimal allocations (initial population)
and iteratively valuate, select, recombine and alter individuals based on the
specified objective function to create new populations.

Fig. 2. Repeated application of a genetic algorithm.

3 Simulation and Results

The simulation pursues two major objectives: First, to determine the theoreti-
cal capacity cth and the effective1 capacity ceff of the modeled mobile scenario

1 The effective capacity considers that users are not served in excess of their demand.
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for a given spectrum allocation; and second, to assess the effects on the latter,
when the interference situation changes, e.g. due to secondary spectrum usage.
To quantify the effects of elevated interference levels, we refer to the average
throughput (data rate) per user (mobile station) that can be achieved under
certain interference conditions, which are varied in terms of noise power immis-
sions, that is the received interference power. In each scenario, we simulate four
base stations, serving the same total number of nu = 16 users, equally dis-
tributed over a rectangular scenario area. We consider an average demand of
500/100 kbit/s in Downlink/Uplink direction. The throughput per user device
refers to the sum of both rates, i.e. 600 kbit/s.

Spectrum Increase: First, we vary the average number of available 200
kHz channels from 0.5 to 1.75 per user per cell in increments of 0.25 chan-
nels per user. Interference from secondary spectrum usage is constant at
−123 dBm/Hz. Whereas the deviations between theoretical and effective system
capacity roughly coincide for a low number of channels (see Fig. 3, left), they dif-
fer increasingly with the amount of available spectrum. The linear increase in cth
is in accordance with Shannon’s channel capacity formula, and has been consis-
tently computed by the algorithm, whereas ceff reaches the demand limit at 1.25
channels (250 kHz) per user per cell. The individual users’ service ratios (Fig. 3,
right) are calculated from their achieved rates divided through their demand
rates. The boxplot indicates the respective statistics (minimum/maximum val-
ues, 25-, 50-, and 75-percentiles) of the service ratio. Whilst at 0.5 channels/user
the majority does not receive 50% of their demand, a number of 1.25 channels
per user permit a minimum service ratio of about 90%.
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Fig. 3. Increasing spectrum cannot be fully exploited (left), but improves service deliv-
ery ratio (right).
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Interference Increase: The variation of interference is conducted for several
external power densities from −123 to −33 dBm/Hz (see Fig. 4). We compare
the effective capacities (ceff ) of two alternative spectrum configurations with
one channel per user per cell (blue) and two channels per user (red). The results
indicate a significantly higher interference tolerance of the two-channel config-
uration, where the average throughput starts degrading at −100 dBm/Hz and
falls below 90% (540 kbit/s) at −83 dBm, marked by (b). The same threshold is
reached in the one-channel configuration already at −133 dBm/Hz, marked by
(a). Hence, the provision of additional spectrum allows to offset an increase in
interference by 50 dB (a–b). At point (b), the average rate of the one-channel
configuration is about one half the rate of the two-channel configuration, which
in both cases indicates a similar spectrum efficiency of 300 kbit/s per user per
channel, or 1.5 bit/s/Hz, respectively. Beyond (b), both configurations degrade
towards a throughput of zero, whereby the decrease of the two-channel configu-
ration is two times as sharp.
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Fig. 4. Compensation of interference increase (a− b).

4 Discussion and Conclusion

The presented model has been developed for academic purposes. Even though
many simplifications have been made to keep it manageable, it allows a bottom-
up estimate of the effective capacity of particular spectrum allocations under
the assumption of an efficient utilization by network operators. At its core, the
consecutive application of GA has proven a promising approach to determine
the effective capacity of spectrum allocations. We were able to reproduce capac-
ity changes due to changing spectrum and interference conditions. Our anal-
ysis of external interference was simplified by assuming to constant wideband
immissions, which is reasonable for studying the effect of interference masks that
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could be part of Pluralistic Licensing agreements. Indeed, PLCs could be useful
to exploit unused spectrum of primary licensees, who have acquired nation-
wide licenses scaled to serve densely populated areas. We showed that primary
licensees would effectively have the opportunity to (1) open their spectrum in
sparsely populated areas and most likely offset considerably increased noise lev-
els, or to (2) accept a lower network capacity in more dense regions, where spec-
trum is scarce. In both cases a more efficient use of the spectrum is achieved, as
either unused capacities are made available (1) or the primary service quality is
reduced to a minimum acceptable level (2). Detailed knowledge about degrading
effects (as indicated by our second simulation) when interference rises thus paves
the way for designing secondary usage contracts based on network externalities:
If network degradation is acceptable for the primary operator, it may be willing
to agree to a secondary usage, e.g. in return for a fee proportional to the effective
capacity reduction (and related monetary losses) from its initial capacity c0:

p(Next) = β(c0 − ceff (Next))

The payment scheme above represents a simple measure to set a price for sub-
licensing portions of acquired exclusive spectrum. More sophisticated schemes
could take into account the distribution of the degradation among users or user
groups (e.g. charge based on the degradation of users with the lowest service
quality), or contain temporal and/or geographic limitations.
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Abstract. Cloud TV will play an important role in future pay-TV services and
is quickly becoming the next arena for TV content providers. This emphasizes
the need for a technology roadmap to address several key issues that may affect
the deployment of future Cloud TV services. Taking into account an important
blend of social, economic and technological factors, three alternative tech-
nologies, Internet Protocol TV, Over the Top and Smart TV have been inves-
tigated and ranked using the Analytical Hierarchy Process. The results reveal
that OTT seems to take the precedence and security, privacy, accessibility, costs
saving and time-to-market are crucial aspects, need to be taken into account.

Keywords: Decision making � Cloud TV � Roadmap � OTT � IPTV �
Smart TV

1 Introduction

Industry 4.0 is expected to deliver significant gains in productivity by assimilating
several technological advancements including cloud computing, which will play a
crucial role in the era of the Internet-of-Things. The broadcasters and the communi-
cation operators who want to offer video services are faced with a daunting task:
ensuring the live and on-demand video on any device. The operators that want to
capitalize this change need a complete television platform based on cloud computing
(Cloud TV) that drastically reduces the time to market and increases the revenues.

Cloud TV offers an effective transition for pay-TV operators who want to invest
into the TV industry without much risk. The cloud based model allows companies to
test and develop the platform without much expense, ensuring high availability of
content and disaster recovery issues. The main objective of this paper is to investigate
the cloud based TV services for the case study of Greece, offered by cloud vendors, and
examine three alternative technological solutions for Cloud TV, IPTV, OTT and smart
TV in order to evaluate the most appropriate solution that a pay TV operator has to
follow [1]. This evaluation will help afterwards each operator to design its strategy.
Towards this end, the framework of the analytical hierarchy process (AHP) [2] is used
as a fundamental part of an effective technology roadmapping, [3]. The importance of
the various criteria involved is evaluated and discussed revealing an important blend of
economic, social and performance related aspects that may influence the deployment of
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Cloud TV platforms. The obtained results form a key part of future Cloud TV solutions
and implementations both for Greece and for other countries that have not yet deployed
Cloud TV solutions as well as a useful guide for Pay TV operators in order to invest on
Cloud TV services, which is the current trend for Pay-TV services. The evaluation
process is implemented as part of the validation of systems in HORSE Project: a five-
year research and innovation project aimed at making recent technological advance-
ments more accessible to small and medium manufacturing enterprises [4].

2 Methodology

The hierarchy levels of AHP are presented in Fig. 1. In order to rate the alternative
technologies, one must evaluate the weights of the criteria and the factors. Each expert
m 1 � m � Mð Þ compares all possible combinations of Ck by filling out the pairwise
comparison matrix (PWC) P(m) = [Pij

(m)], which signify the importance of Ci compared

to Cj based on nine level scale [1]. The weights w mð Þ
k of criterion Ck is calculated with

the most widely adopted approach of eigenvalue problem. Assuming that the eigen-
values are ordered so that k1 is the largest eigenvalue, then the weight of criterion Ci is

estimated by the principal eigenvector x1
(m) as wk mð Þ ¼ xðmÞ1k

PM
m¼1 x

ðmÞ
1k x11

h i�1
. After all

the comparisons have been completed, the average weight wk for each criterion Ck is
calculated. A similar procedure is followed for the estimation of the weights of the
factors fjk of each criterion. Finally, the alternatives are pairwise compared according to
each factor and for each alternative Ai one obtains the relative scores Sijk under factor
Fjk. The final ranking priorities Ai of each alternative are evaluated.

Ai ¼
XN

k¼1

XJk

j¼1

Sijkfijkwk

C1 C2 CN

F11 FJk1 F12 FJk2 F1k FJkN

Objective

Criteria  Ck
k={1,.., N}

Factors  Fjk
j={1, …, Jk}
k={1,.., N}

….. ….. …..

…..

Technology Evaluation

Alternatives  Ai
i={1,…,R} A1 AR…..

Fig. 1. AHP hierarchical model
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3 Results and Discussion

In this section, the results of PWCs for the evaluation of the importance of the criteria
and factors that may affect the deployment of Cloud TV are presented in Table 1.
Sixteen experts, a sufficient number of participants for PWC [5], working in the field of
Pay TV, with Computer Science and Electronics and/or Management background have
participated in pairwise comparison surveys. |Security seems to take the precedence
over the other criteria, emphasizing the need of end users for reliable products since
they want to request unceasing services from anywhere and anytime without any kind
of malfunction. Reliability criterion has the second highest weight, emphasizing the
need to provide reliable, uninterruptible services and also high availability to cus-
tomers. Reliability of cloud providers builds strong ties between the company and the
customer as the uninterruptible service delivery is crucial for the customer experience.

Table 1. Criteria and factors

Criteria-factors Description Weight

C1 Flexibility (11,83%)
F11 Interoperability Interoperability between the different platforms 53,70%
F12 Portability Portability of services to cover a wide range from different

mobile devices
21,06%

F13 Scalability Supports a wide range of TV channels 25,24%
C2 Usability (7,87%)
F21 Accessibility Supports highest degree of access to their clients 42,97%
F22 Content

control
Controls the TV content to the customer 25,52%

F23 TV software
app

The usability of the application that end-users experience 31,50%

C3 Economic Issues (10,01%)
F31 Pricing model The pricing model followed by each cloud TV provider 34,47%
F32 Costs saving Stated in the contract the resources and requirements from

client’s side (Capex/Opex)
36,45%

F33 Time-to-
market

The time-to-market plan that cloud vendors promise 29,08%

C4 Security (31,13%)
F41 Protection The security offered by the cloud TV vendors in relation to

their infrastructure
41,11%

F42 IT compliance Customer must consider the security policies of providers 17,85%
F43 Data security Applicant cloud providers should explicitly state the

encryption method used
41,03%

C5 Performance (15,98%)
F51 Latency Providers determine the latency to be present in broadcast of

live TV programs
50,91%

(continued)
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Regarding Flexibility, experts seem to be more concerned about the interoper-
ability. Concerning Usability, accessibility seems to take the precedence and as far as
economic are concerned, cost saving has the highest importance emphasizing its role as
a motivation for potential investment. Regarding Performance, the experts seem to be
more concerned about the latency rather than hardware or software factors. Software
has rated as more important than hardware, as this is a little more considerable
according to the performance of software tools that used to provide Transcoding,
Encoding/Decoding, Ingestion of TV assets and linear TV Channels. Considering
Reliability, availability is the most important factor since it is the great goal of vendors
to provide any kind of variable content anywhere and anytime.

Figure 2(a), (b) presents the relative scores of alternatives for each factor and the
final ranking, respectively. The scenario rating with highest importance is OTT highly
rated in almost all the factors. OTT devices support flexibility, portability, function-
ality, rapid upgrading and adaptability to new trends and applications. OTT technology
also offers low latency, content and personal data security, great usability and high
performance by having 4K Ultra High Definition players installed. In addition, OTT is
considered to be the most affordable solution by helping the pay-TV company to save
money and increase revenue by improving cash flows. IPTV is not expected to have
any more penetration to the market, assumed as a legacy technology. Although
Smart TV is ranked third, it is considered as a technology of the future, because the
factories of major television manufacturers have spent a lot of time to research and
development (R&D) for internet connectivity and optimization of TV processors to
provide as many applications as possible, including pay-TV software Apps.

Table 1. (continued)

Criteria-factors Description Weight

F52 Software Performance of software tools for Transcoding,
Encoding/Decoding, Ingestion

28,01%

F53 Hardware Technical characteristics of equipment 21,09%
C6 Reliability (23,18%)
F61 SLAs Indicate the availability of vendors, response time in the event

of problems occurs
36,21%

F62 Availability Availability of TV channels, VOD content, Smart TV
applications, extra features

41,77%

F63 Service
management

Providers should be trustworthy, supervise and control the
television services

22,02%
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4 Conclusion

In this paper the evaluation of the potential of three technological alternatives OTT,
Smart TV and IPTV for Cloud TV implementation for pay-TV business strategy, has
been carried out for the case study of Greece. The results focus on security, data
protection, accessibility, costs saving and time-to-market but are also indicative for the
rest of the factors. OTT takes the precedence, IPTV is ranked second, while Smart TV
is considered as a longer term alternative. The growing penetration of portable devices
in addition with the predictions and estimation of high video traffic through internet can
motivate the OTT application in pay-TV market. Furthermore, R&D are going to
improve all these functionalities and optimize new features and applications that can be
supported from OTT technology providing great customer experience. This paper
implements and verifies an open and transparent roadmapping model for Cloud TV
investment, emphasizing on crucial interdisciplinary aspects of cloud operation The
obtained results form a key part of future Cloud TV solutions and implementations both
for Greece and other countries that have not yet deployed Cloud TV solutions.

Acknowledgments. The research leading to these results has received funding from the
European H2020-FoF-2015 Project “Smart Integrated Robotics System for SMEs Controlled by
Internet of Things Based on Dynamic Manufacturing Processes (HORSE)”.
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Abstract. The digital world demands a network infrastructure to sup-
ply connectivity to any participant anywhere. Sustainable networks
require balanced value flows. Value is connectivity delivered at a material
and service cost to compensate, involving diverse participants, ranging
from consumers to providers, such as last mile access, regional trans-
port, Internet carriers, or content providers. We focus on the case of
wireless mesh networks that deliver connectivity through access points
and a mesh network that routes traffic to Internet gateways, provisioned
by several device owners and service operators [1–3].

The presented work is motivated by the need for balance and automa-
tion among services delivered, costs and incentives for participation in
these decentralised networks. This balance is key for achieving exten-
sible network infrastructures that can deliver widespread availability of
Internet connectivity with minimal barriers of entry.

Keywords: Blockchain · Mesh networks · Network sustainability

1 Problem Statement

We explore the technological feasibility to implement business and sustainability
models that combine retail pricing with wholesale cost, profit distribution and
return of investment. A technical enabler is a permissioned blockchain that pro-
vides desirable properties such as trusted data feeds (oracles) about traffic and
resource consumption, robust and irreversible transaction records (distributed
ledger), and inexorable outcomes (smart contracts).

2 Conceptual Architecture

A mesh network provides connectivity services such as Internet access, content
and local services. We need multiple network devices, such as access points (APs),
routers (R), servers (S), and Internet Gateways (GW). Consumers (users) can
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connect to network services and the Internet through AP devices in various loca-
tions, interconnected through several intermediate mesh routers. Servers deliver
local services, and one or several gateway nodes are needed to deliver enough
Internet connectivity.

Each device {AP,R,GW,S} in a mesh has a cost that corresponds to an ini-
tial investment on network devices, links, servers (CAPEX) and its maintenance
and operation (OPEX). This cost can fluctuate according to usage. Similarly to
the electricity market, there is need for a market maker, the mediator agent,
that finds the optimal retail service prices (e.g. the MBh equivalent to the kWh)
to balance the demand and supply of connectivity across the different network
infrastructure paths.

Such a system can accommodate participation, capacity, growth, variability
and sustainability. While the routing protocol tries to optimize the allocation
of capacity to traffic, the price optimization by the mediator agent can be used
by service providers to compute retail tariffs for traffic and services offered to
consumers (price plans). Examples are Internet access when including an Internet
GW, or other services when combined with the matching GW/server such as
voice calls, content (e.g. radio, TV, video). Each participating network device is
rewarded by payments from consumers (who mediates this for later). In addition,
these devices can provide connectivity and services to their owners, as both
providers and consumers (prosumers).

Services satisfy consumer demand through the effort done by the supply or
value chain. In the short term, there must be a balance between the charges in
the consumption and the supply side. In the long term, services and the infras-
tructure should be socially and economically viable, satisfactory to all parts.

The main stakeholders are:

– User: a client of the mesh network. The user has a user interface (web browser
or mobile app) and can have different roles (e.g., consumer, provider, network
admin).

– Consumer: a user that consumes connectivity in exchange of an economic
contribution according to a service contract: a customer of a retailer AP.

– Provider: a user that owns and provides devices {AP,R,GW,S} to the infras-
tructure, or resources to supply connectivity or content services in a given
local network expecting a compensation in economic or other terms.

The main components of the model are the following:

– Mesh Network Island: the network devices, the wireless physical connection
between them, and the stack of network protocols that enable their connec-
tivity. It is important to clarify that economic incentives are kept separate,
not affecting routing and forwarding decisions driven by link quality metrics.
Mixing economic with quality choices may lead to routing and forwarding
convergence issues.

– Node DB: contains information relevant to the mesh about all the network
devices.
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– Monitoring System: responsible for monitoring the resources being used (i.e.
traffic amounts) and providing the necessary data to the rest of the services.

– Mediator: the core agent of the model that, in every mesh island, is respon-
sible for matching the demand and the supply of the offered service as well
as maintaining the balances among the different participants. The Mediator
applies the logic to compute the distribution of economic value, the settlement
to providers in exchange of services, and determines a fair price for retail and
aggregate traffic for each usage cycle.

2.1 Economic Compensation System

The aim of an economic compensation mechanism is to fairly distribute the eco-
nomic value of the connectivity supplied by the network among providers: the
devices and services {AP,R,GW,S} which contributed to deliver that value.
The amount received from service provision (retail) to consumers has to be
distributed across the suppliers, an (approximately) zero-sum balance as in
Eq. 1. Retailers (service providers) get funds (monetary units Fi) in exchange to
amounts of service provision (Internet traffic or any other service or content) (as
byte units Bi):

Collected(t) =
∑

r=1..R

∑

c=1..C

(Br,c, Fr,c) = (B,F ) in period pt (1)

where : r is a retailer among the set R

c is a customer among the set C

The tuple (B,F ) has to (roughly) match the service provided by suppliers in
the value chain, considering that the provision of connectivity involves multiple
network hops and devices.

The accounting of traffic could be done in detailed retail form per client
connection in each device (each client payment is split across the network devices
involved in that provision), but we have selected an aggregate form where the
sum of all user payments is split among all forwarding reports across all network
devices involved in each period. That simplifies the accounting (routers only
count bytes forwarded, instead of bytes per each end-client) at the price of small
aggregation differences.

Owed(t) =
∑

0<f<F

Settlen(B(t, f), F (t, f)) in period pt (2)

where : f is a forwarder among the set F

n is a settlement event for period pt

The service fees collected in a given period can be allocated in settlements
proportional to weights in terms of aggregated service (forwarding) units and
fee/price units as in Eq. 2.

The goal of the mediator agent is to determine the settlement of owed pay-
ments in a mesh island, for each node and time, that optimize Eq. 3 for every
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user i as consumer (constr. 3b) or provider (device owner), where the settled
retribution to each node (Owed) satisfies its expressed Price (constr. 3d), and
where each device is useful, with positive utility (constr. 3c), such as by satis-
fying the expected rate of RoI (Return on Investment) combined with its social
and economic benefits.

Payments spread across the value/service chain of network devices can be
achieved according to the idea of fairness of settlements, such as proportional
share [4] or Shapley value in ISPs [5]. To ensure that payments are satisfied in
each cycle (constr. 3d) we use a reserve fund which allows us to keep a fund
margin across payment cycles. This margin comes from the difference between
the customer offered (spot) retail price and the internal aggregate network prices
or costs.

maximize
c, f, t

Ui (∀ consumer c,device f, time t) (3a)

subject to U(c, t) > 0, c = 1, . . . , C, (3b)
U(f, t) > 0, f = 1, . . . , F, (3c)

Owed(f, t) − Price(f, t) ≥ 0, t = 0, . . . , T (3d)

We argue that smart contracts in a blockchain can automatically facilitate,
verify and enforce the negotiation or performance of the aforementioned mech-
anism in a transparent and irreversible way. That can result in value trans-
fers in the form of payments of token units. In the next section we sketch
how a blockchain using smart contracts can implement the economic interac-
tion between the components mentioned in the architecture. We materialize our
design in the MeshDapp system.

3 Approach and Evaluation

We have implemented the models in a set of Solidity smart contracts under an
Ethereum PoA permissioned and local blockchain1, and evaluated its feasibility
and operation under a simulated mesh network, as well as integrated in an
experimental mesh network. We describe in the poster the overall idea and how
the contract architecture has been designed.

4 Conclusions

We find the system, smart contract architecture, and the oracle to feed them
with monitoring data, to be feasible and able to support the exchange of eco-
nomic value in exchange of connectivity, between consumers and providers.
The resulting decentralized and open model can support the sustainability of
1 http://dsg.ac.upc.edu/meshdapp.

http://dsg.ac.upc.edu/meshdapp
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the network infrastructure and the services it provides, as well as create oppor-
tunities for local participants to generate value, both from the economic and
networking perspectives.

Acknowledgements. This paper has been partially supported by the AmmbrTech
Group, the Spanish government TIN2016-77836-C2-2-R and the Catalan government
AGAUR SGR 990.
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Abstract. The simplification of resource management for container is
one of the most important services of Kubernetes. However, the simpli-
fication of distributed provisioning and scheduling decisions can impact
significantly in cost outcomes. From an economic point of view, the most
important factor to consider in container management is performance
interference among containers executing in the same node. We propose a
model driven approach to improve resource usage in overall deployment
of applications. Petri Net models, a Confirmatory Factor Analysis (CFA)-
based model and a regression model allows to predict performance degra-
dation of the execution of containers in applications. Time series indices
can provide an accurate enough characterisation of the performance vari-
ations in the execution lifetime of applications. These indices can be used
in new scheduling strategies to reduce the number of resources used in
shared cloud environments as Kubernetes.

Keywords: Modeling · Petri nets · Confirmatory Factor Analysis ·
Interference · Scheduling · Containers

1 Introduction

Faster start up times and fewer required resources are the main advantages
of containers compared to traditional virtual machine technologies. These have
result in a higher participation of container technology in private and public
clouds. Kubernetes has become the facto standard for distributed execution of
applications in containers. Deployment and scheduling of applications on shared
Kubernetes platforms remains activities that can be improved also in their eco-
nomic angle. However, it can require a substantial effort, due to the complexity
of the cloud distributed infrastructures. This paper aims to enhance a model-
ing path to improve these aspects of application execution to reduce resource
requirements and, therefore, cost.

Our approach is the use of formal models with a twofold goal: (1) a better
management of the growing complexity of current systems; (2) a high quality of
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the implementation reducing the time to market. This poster presents in a cohe-
sive way our works related with the modelling, characterisation of applications
and scheduling in Kubernetes.

2 Models and Methodology

In [3,5] we presented a High Level Petri Net (reference net) based performance
and management model for Kubernetes, identifying different operational states
that may be associated with a “pod” and container in this system. The model
is an executable specification that can be used for performance evaluation. A
quantitative analysis can be conducted by a performance-oriented interpretation
of the model such as throughput, utilisation rates, or queue lengths, from which
is possible compute rewards functions [6].

The Reference net formalism is a special class of high level Petri net (adhered
to the Nets-within-Nets paradigm). The hierarchical construction of the model
allows to follow a top-down approach incorporating more details in the lower
levels. However, the construction of a complete model with all the details can
be an impossible task when there are a big number of factors that can affect the
system’s behaviour, and there is not a clear relationship between them. In this
case, the usual solution for incorporating the observed behavior to the model
is to annotate the model with deterministic time, probability distributions, or
functions obtained from the monitoring data acquired from benchmarking. This
approach can capture the whole behavior of the computational resources, and,
therefore, a more precise performance analysis can be obtained. This is the case
of the modelling and characterisation of applications interferences in container
deployments.

Performance degradation of containers running in the same machine can
be observed when resources needed for one container are used by another one.
The performance loss produced by the simultaneous execution of two containers
on the same host is the measure of the interference between both containers.
Also, this interference is time dependent, as resource requirements vary during
execution of applications.

We consider several sources of interference rooted on physical resources host-
ing the container:

– Network usage: all containers on a node share network access, thus they can
disturb each other

– CPU usage: a reservation system to share the CPU proportionally is applied
in most container management systems if there is contention.

– I/O file system access: it has similar sharing behavior as the network.
– Cache Memory and Memory bandwidth: Containers can provoke cache misses

to others containers running in the same host, degrading memory bandwidth.

We propose a methodology to estimate the interferences and to obtain func-
tions to annotate our Petri net based performance model. It consists of different
steps to estimate the execution time of an application when it’s co-scheduled
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with another one. First, the interference profile of an application can be obtained
following a process where the timed interference indices are modeled using Con-
firmatory Factor Analysis (CFA) [1]. This model is based on the definition of
human-comprehensible indices to represent resource usage. These indices are
computed from data sets obtained from experiments on resource usage from
different benchmark applications and are expressed as time series to show the
evolution of resource usage over time.

To validate our approach we executed different applications inside a container
to generate a number of different jobs, each of which represents the application
executed with different input parameters. These applications represent different
profiles characterized by the intensive use of a certain type of resource. The
objective is to get a dataset which captures the variations of the metrics to
build meaningful indices. The high correlation between the observed variables
avoids using them as raw values to describe an application and to do further
analysis. We follow the approach of reducing all observed variables of resource
usage to four human-comprehensible indices to represent resource usage over
time: CPU usage, Memory page fault, Memory hierarchy usage and Intensity of
memory hierarchy usage, and characterising resource usage of applications over
time with these interference indices.

Afterwards, we measure execution time of this application in time inter-
vals while simultaneously running benchmark applications on the same machine.
Then a regression model can be defined from the first two steps for each applica-
tion to obtain a interference linear function that models the application. Finally,
these linear functions are used to estimate interference between two application
whose interference linear functions are known.

3 Interference-Aware Scheduling

When the number of tasks to schedule, at the same time, is greater than the
amount of available computers in a distributed infrastruture, interference-aware
scheduling is a policy that aims to minimize the performance degradation of these
tasks, as explained in the previous section. The goal is to schedule, in the same
machine, the tasks whose simultaneous execution produce the less performance
degradation to each other.

In [4], we showed how the default Kubernetes scheduler was not suited to
avoid performance degradation. Also, it was showed how a simple yet effective
policy could reduce resource contention. In this work, we proposed a simple
scheduling technique based on the characterisation of applications. The idea is
that clients, or developers, provide informal information about the resource most
intensively used by the application, and the scheduler uses that information
to allocate the applications using the same resource in different machines. In
our experiments, we achieved about a 20% improvement in the execution time
of a simple scenario compared with the default Kubernetes non-deterministic
scheduler. But it was a coarse grained approach that didn’t take into account
the variable requirements of resources during the execution of many applications,
particularly long running applications such as services.
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In Paragon [2], authors use a collaborative filtering algorithm to determine
the influence of several sources of interference and propose an interference-aware
scheduler. However, the main novelty of our approach compared with Paragon
is that they considers interference remains constant over time.

4 Conclusions and Future Work

This paper has presented a model driven approach to reduce costs linked to
resource management strategies with containers in Kubernetes, using Petri
Net Models, a Confirmatory Factor Analysis (CFA)-based model and a regres-
sion model. Different methodologies applied with these models allow to predict
resource usages of applications. Time series indices provide a characterisation of
performance variations of applications that can contribute to enhance scheduling
policies in containers platforms as Kubernetes.

As future work, in addition to the scheduler based on interference functions,
we will use the petri net model with these annotations to perform different
performance and cost analyzes.
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