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Preface

This volume contains the papers presented at GD 2019, the 27th International
Symposium on Graph Drawing and Network Visualization, held during
September 17–20, 2019, in Průhonice, near Prague. Graph drawing is concerned with
the geometric representation of graphs and constitutes the algorithmic core of network
visualization. Graph drawing and network visualization are motivated by applications
where it is crucial to visually analyze and interact with relational datasets. Information
about the conference series and past symposia is maintained at http://www.
graphdrawing.org. The 2019 edition of the conference was hosted by the Charles
University, with Jiří Fiala and Pavel Valtr as co-chairs of the Organizing Committee.
A total of 98 participants attended the conference.

Regular papers could be submitted to one of two distinct tracks: Track 1 for papers
on combinatorial and algorithmic aspects of graph drawing or Track 2 for papers on
experimental, applied, and network visualization aspects. Short papers were given a
separate category, which welcomed both theoretical and applied contributions. An
additional track was devoted to poster submissions. All tracks were handled by a single
Program Committee. In response to the call for papers, the Program Committee
received a total of 113 submissions, consisting of 100 papers (56 in Track 1, 25 in
Track 2, and 19 in the short paper category) and 13 posters. More than 350 single-blind
reviews were provided, more than a third of which were contributed by external
sub-reviewers. After extensive electronic discussions via EasyChair, the Program
Committee selected 42 papers and 12 posters for inclusion in the scientific program of
GD 2019. This resulted in an overall paper acceptance rate of 42% (45% in Track 1,
36% in Track 2, and 42% in the short paper category). Authors published an electronic
version of their accepted papers on the arXiv e-print repository; a conference index
with links to these contributions was made available before the conference.

There were three invited lectures at GD 2019, one on each day of the scientific
program. John T. Stasko, from the Georgia Institute of Technology, USA, presented
“Pushing the Boundaries of Interaction in Data Visualization,” Bartosz Walczak, from
the Jagiellonian University, Poland, talked about “Old and New Challenges in Coloring
Graphs with Geometric Representations,” and Giuseppe Di Battista, from the
Università Roma Tre, Italy, made the case that “This is Time in/for Graph Drawing.”
Abstracts of all three invited lectures are included in these proceedings.

The conference gave out best paper awards in Track 1 and Track 2, as well as a best
presentation award and a best poster award. As decided by a majority vote of the
Program Committee, the award for the best paper in Track 1 was assigned to “Exact
Crossing Number Parameterized by Vertex Cover” by Petr Hlinĕný and Abhisekh
Sankaran, and the award for the best paper in Track 2 was assigned to “Symmetry
Detection and Classification in Drawings of Graphs” by Felice De Luca, Md. Iqbal
Hossain, and Stephen Kobourov. Based on a majority vote of conference participants,
the best presentation award was given to Arthur van Goethem for his presentation

http://www.graphdrawing.org
http://www.graphdrawing.org


of the paper “Optimal Morphs of Planar Orthogonal Drawings II,” and the best poster
award was given to “Packing Trees into 1-planar Graphs” by Felice De Luca, Emilio Di
Giacomo, Seok-Hee Hong, Stephen Kobourov, William Lenhart, Giuseppe Liotta,
Henk Meijer, Alessandra Tappini, and Stephen Wismath. Congratulations to all the
award winners for their excellent contributions, and many thanks to Springer whose
sponsorship funded the prize money for these awards.

Following the tradition, the 26th Annual Graph Drawing Contest was held during
the conference. The contest was divided into two parts, creative topics and the live
challenge. The creative topics featured two graphs, the Marvel Cinematic Universe
graph and the Meal Ingredients graph. The live challenge focused on minimizing the
number of crossings in an upward drawing on a fixed grid, and had two categories:
manual and automatic. Awards were given in each of the four categories. We thank the
Contest Committee, chaired by Philipp Kindermann, for preparing interesting and
challenging contest problems. A report about the contest is included in these
proceedings.

Many people and organizations contributed to the success of GD 2019. We would
like to thank all members of the Program Committee and the external reviewers for
carefully reviewing and discussing the submitted papers and posters; this was crucial
for putting together a strong and interesting program. Thanks to all authors who chose
GD 2019 as the publication venue for their research. We are grateful for the support
of the “gold” sponsors Avast, RSJ, Tom Sawyer Software, Unicorn, and yWorks, the
“bronze” sponsor Springer, and contributor Znovín Znojmo. Their generosity helped
make this symposium a memorable event for all participants. Last but not least, we
would like to express our appreciation of the organizing team: all members of the
Organizing Committee, Martin Balko, Jiří Fiala, Anna Kotĕšovcová, and Pavel Valtr,
as well as all student volunteers, Jaroslav Hančl, Radek Hušek, Tomáš Masařík, Jana
Novotná, Michael Skotnica, Jana Syrovátková, Aneta Št’astná, and Peter Zeman.

The 28th International Symposium on Graph Drawing and Network Visualization
(GD 2020) will take place during September 16–18, 2020, in Vancouver, BC, Canada.
David Auber and Pavel Valtr will co-chair the Program Committee, and Will Evans
will chair the Organizing Committee.

October 2019 Daniel Archambault
Csaba D. Tóth
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Invited Lectures



Pushing the Boundaries of Interaction in Data
Visualization

John T. Stasko

Georgia Institute of Technology, Atlanta, GA, USA
stasko@cc.gatech.edu

Abstract. People use data visualization for two main purposes: communication
and analysis. On the analysis side, when the data being examined is of modest
size or larger, it is difficult to imagine an effective visualization system without
interaction. In this talk, I'll outline the value and uses of interaction for visu-
alization, focusing on recent challenges and opportunities that have arisen. For
example, what are good ways to interact with a visualization on a small screen
without a mouse and keyboard present? And how can multimodal input,
including speech and touch, assist people's interactions with visualizations? To
answer these questions, I'll show examples of recent visualization projects, with
a specific emphasis on graph and network visualizations.



Old and New Challenges in Coloring Graphs
with Geometric Representations

Bartosz Walczak

Jagiellonian University, Kraków, Poland
walczak@tcs.uj.edu.pl

Abstract. A central problem in graph theory is to compute or estimate the
chromatic number of a graph, i.e., the minimum number of colors to be put on
the vertices so that no two neighbors receive the same color. Being very hard in
general, it has been considered for various restricted classes of graphs, in which
the chromatic number remains in a tighter connection to the structure of the
graph. This includes, in particular, classes of graphs defined on families of
geometric objects: intersection graphs, disjointness graphs, visibility graphs,
etc., motivated by practical applications in resource allocation, map labeling,
and VLSI design. This area of research has seen remarkable progress in recent
years. In particular, we have already quite a good understanding of which
classes of graphs (with geometric representations) allow the chromatic number
to be bounded by a function of the maximum size of a clique and which do not.
Much less is known about the growth of these bounding functions, for instance,
whether the chromatic number can be bounded by a polynomial of the size of the
maximum clique.
The goal of this talk is to familiarize the audience with classical and new

problems in coloring graphs with geometric representations, and to present some
of the most recent developments, including a quadratic bound on the chromatic
number in terms of the maximum clique size for circle graphs (intersection
graphs of chords of a circle), due to Davies and McCarty.



This Is Time in/for Graph Drawing

Giuseppe Di Battista

Università Roma Tre, Rome, Italy
giuseppe.dibattista@uniroma3.it

Abstract. In all fields of science and technology graph-inspired models are used
to represent and understand reality, and the effectiveness of such models is often
related to their graphical representation. This motivates the birth and the
development of Graph Drawing as a self-standing scientific discipline.
During its evolution, lasting about half a century, Graph Drawing successfully

faced several challenges, in some cases originated by the requirements of the
reality to be represented, and in some cases, motivated by deep theoretical
questions. This happened at the meeting point of the fields whose combination is
the core of Graph Drawing, namely, Algorithmics, Computational Geometry,
Graph Theory and Combinatorics, and Information Visualization (in alphabet-
ical order).
One of the main challenges for Graph Drawing is the relationship between

drawings and time (i.e., the temporal evolution of the visualized graphs). This
relationship has been the subject of studies throughout the entire history of the
discipline, as it is witnessed by the presence of about 40 papers on this topic in
the Graph Drawing Conference Proceedings. On the other hand, this challenge
inspired an even larger body of literature in the Information Visualization field.
For several reasons, this literature has grown in a way that is largely independent
from the Graph Drawing one.
We will discuss the main methods and techniques that the Graph Drawing

community devised to deal with time, emphasizing their algorithmic, combi-
natorial, and geometric aspects, and considering their practical applicability to
Information Visualization. We will focus on dynamic algorithms, streaming,
animation, and morphing.

This research was supported in part by MIUR Project “AHeAD” under PRIN 20174LF3T8.
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Abstract. Stick graphs are intersection graphs of horizontal and ver-
tical line segments that all touch a line of slope −1 and lie above this
line. De Luca et al. [GD’18] considered the recognition problem of stick
graphs when no order is given (STICK), when the order of either one of
the two sets is given (STICKA), and when the order of both sets is given
(STICKAB). They showed how to solve STICKAB efficiently.

In this paper, we improve the running time of their algorithm, and we
solve STICKA efficiently. Further, we consider variants of these problems
where the lengths of the sticks are given as input. We show that these
variants of STICK, STICKA, and STICKAB are all NP-complete. On the
positive side, we give an efficient solution for STICKAB with fixed stick
lengths if there are no isolated vertices.

1 Introduction

For a given collection S of geometric objects, the intersection graph of S has
S as its vertex set and an edge whenever S ∩ S′ �= ∅, for S, S′ ∈ S. This paper
concerns recognition problems for classes of intersection graphs of restricted geo-
metric objects, i.e., determining whether a given graph is an intersection graph
of a family of restricted sets of geometric objects. A classic (general) class of
intersection graphs is that of segment graphs, the intersection graphs of line seg-
ments in the plane1. For example, segment graphs are known to include planar
graphs [4]. The recognition problem for segment graphs is ∃R-complete2 [18,22].
On the other hand, one of the simplest natural subclasses of segment graphs is
that of the permutation graphs, the intersection graphs of line segments where
there are two parallel lines such that each line segment has its two end points
on these parallel lines3, we say that the segments are grounded on these two

1 We follow the common convention that parallel segments do not intersect and each
point in the plane belongs to at most two segments.

2 Note that ∃R includes NP, see [22,24] for background on the complexity class ∃R.
3 i.e., we think of the sequence of end points on the “bottom” line as one permutation

π on the vertices and the sequence on the top line as another permutation π′, where
uv is an edge if and only if the order of u and v differs in π and π′.

The full version of this article is available at ArXiv [8]. S.C. and A.W. acknowledge
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D. Archambault and C. D. Tóth (Eds.): GD 2019, LNCS 11904, pp. 3–17, 2019.
https://doi.org/10.1007/978-3-030-35802-0_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35802-0_1&domain=pdf
http://orcid.org/0000-0003-3501-4608
http://orcid.org/0000-0001-5764-7719
http://orcid.org/0000-0001-5872-718X
http://orcid.org/0000-0002-7398-718X
https://doi.org/10.1007/978-3-030-35802-0_1


4 S. Chaplick et al.

lines. The recognition problem for permutation graphs can be solved in linear
time [19]. Bipartite permutation graphs have an even simpler intersection repre-
sentation [25]: they are the intersection graphs of unit-length vertical and hori-
zontal line segments which are again double-grounded (without loss of generality
both lines have a slope of −1). The simplicity of bipartite permutation graphs
leads to a simpler linear-time recognition algorithm [27] than that of permutation
graphs.

Several recent articles [1,2,6,7] compare and study the geometric intersection
graph classes occurring between the simple classes, such as bipartite permutation
graphs, and the general classes, such a segment graphs. Cabello and Jejčič [1]
mention that studying such classes with constraints on the sizes or lengths of the
objects is an interesting direction for future work (and such constraints are the
focus of our work). Note that similar length restrictions have been considered
for other geometric intersection graphs such as interval graphs [15,16,23].

When the segments are not grounded, but still are only horizontal and ver-
tical, the class is referred to as grid intersection graphs and it also has a rich
history, see, e.g., [6,7,13,17]. In particular, note that the recognition problem is
NP-complete for grid intersection graphs [17]. But, if both the permutation of
the vertical segments and the permutation of the horizontal segments are given,
then the problem becomes a trivial check on the bipartite adjacency matrix [17].
However, for the variant where only one such permutation, e.g., the order of the
horizontal segments, is given, the complexity remains open. A few special cases
of this problem have been solved efficiently [5,9,10], e.g., one such case [5] is
equivalent to the problem of level planarity testing which can be solved in linear
time [14].

In this paper we study recognition problems concerning so-called stick graphs,
the intersection graphs of grounded vertical and horizontal line segments (i.e.,
grounded grid intersection graphs). Classes closely related to stick graphs appear
in several application contexts, e.g., in nano PLA-design [26] and detecting
loss of heterozygosity events in the human genome [3,12]. Note that, similar
to the general case of segment graphs, it was recently shown that the recog-
nition problem for grounded segments (where arbitrary slopes are allowed) is
∃R-complete [2]. So, it seems likely that the recognition problem for stick graphs
is NP-complete (similar to grid intersection graphs), but thus far it remains open.
The primary prior work on recognizing stick graphs is due to De Luca et al. [9].
Similarly to Kratochv́ıl’s approach to grid intersection graphs [17], De Luca et al.
characterized stick graphs through their bipartite adjacency matrix and used this
result as a basis to develop polynomial-time algorithms to solve two constrained
cases of the stick graph recognition problem called STICKA and STICKAB, defined
next. However, their algorithm for STICKA is incorrect [21], leaving STICKA open.

Definition 1 (STICK). Let G be a bipartite graph with vertex set A∪̇B, and
let � be a line with slope −1. Decide whether G has an intersection representa-
tion where the vertices in A are vertical line segments4 whose bottom end-points

4 Note that De Luca et al. [9] regarded A as horizontal segments.
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Table 1. Previously known and new results for deciding whether a given bipartite graph
G = (A∪̇B, E) is a stick graph. In O(·), we dropped | · |. NPC means NP-complete.

Given
order

Variable length Fixed length

Old results New results Isolated vertices No isolated vertices

∅ Unknown Unknown NPC [Theorem 3] NPC [Theorem 3]

A Unknown O(AB) [Theorem 2] NPC [Theorem 4] NPC [Theorem 4]

A,B O(AB) [9] O(E) [Theorem 1] NPC [Corollary 2] O((A+B)2) [Corollary 3]

lie on � and the vertices in B are horizontal line segments whose left end-points
lie on �. Such a representation is a stick representation of G, the line � is the
ground line, the segments are called sticks, and the point where a stick meets �
is its foot point.

Definition 2 (STICKA/STICKAB). In the problem STICKA (STICKAB) we
are given an instance of the STICK problem and additionally an order σA

(orders σA, σB) of the vertices in A (in A and B). The task is to decide whether
there is a stick representation that respects σA (σA and σB).

Our Contribution. We first revisit the problems STICKA and STICKAB defined by
De Luca et al. [9]. We provide the first efficient algorithm for STICKA and a faster
algorithm for STICKAB; see Sect. 2. Then we investigate the direction suggested
by Cabello and Jejčič [1] where specific lengths are given for the segments of
each vertex. In particular, this can be thought of as generalizing from unit stick
graphs (i.e., bipartite permutation graphs), where every segment has the same
length. While bipartite permutation graphs can be recognized in linear time [27],
it turns out that all of the new problem variants (which we call STICKfix, STICKfix

A ,
and STICKfix

AB) are NP-complete; see Sect. 3. Finally, we give an efficient solution
for STICKfix

AB (that is, STICKAB with fixed stick lengths) for the special case that
there are no isolated vertices (see Sect. 3.3). We conclude and state some open
problems in Sect. 4. Our results are summarized in Table 1.

2 Sticks of Variable Lengths

In this section, we provide algorithms for the STICKA problem in O(|A||B|) time
(Theorem 2) and the STICKAB problem in O(|A| + |B| + |E|) time (Theorem 1).
Both algorithms apply a sweep-line approach (with a vertical sweep-line moving
rightwards) where each vertical stick ai ∈ A corresponds to two events: the enter
event of ai (abbreviated by i) and the exit event of ai (abbreviated by i ).

Theorem 1. STICKAB can be solved in O(|A| + |B| + |E|) time.

Proof. Let σA = (a1, . . . , a|A|) and σB = (b1, . . . , b|B|). Let βi denote the largest
index such that bβi

has a neighbor in a1, . . . , ai. Let B̂i be the elements of
(b1, . . . , bβi

) that have a neighbor in ai, . . . , a|A| ordered by σB , and let B̂i be
the elements of (b1, . . . , bβi

) that have a neighbor in ai+1, . . . , a|A|. At every event
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p ∈ {i, i }, we maintain the invariants that (i) we have a valid representation
of the subgraph of G induced by b1, . . . , bβi

, a1, . . . , ai; (ii) for all these vertices,
their foot points are set as consecutive integers from 1 to βi + i; and (iii) for
those not in B̂p, their lengths are set.

Consider the enter event of ai. We place ai at position βi + i. We place
the vertices bβi−1+1, . . . bβi

(if they exist) between ai−1 and ai in this order and
create B̂i by appending them to B̂(i−1) in this order. All neighbors of ai have
to be before ai, and they have to be a suffix of B̂i. This is easily checked in
deg(ai) time. The end point of ai is placed directly above the foot point of its
first neighbor in this suffix. As such, the invariants (i)–(iii) are maintained.

Consider the exit event of ai and each neighbor bj of ai. If ai is the last
neighbor of bj in σA, then we end bj and set its endpoint at βi + i + 1/2. We
create B̂i by removing each such bj from B̂i. This again maintains invariants
(i)–(iii). Hence, if we complete the exit event of a|A|, we obtain a STICKAB

representation of G. Otherwise, G has no such representation. Clearly, the whole
algorithm works in O(|A| + |B| + |E|) time. Note that, even though we have not
explicitly discussed isolated vertices, these are easily handled with length 0. �	

Theorem 2. STICKA can be solved in O(|A| · |B|) time.

Proof. We assume that G is connected and discuss otherwise in the full ver-
sion [8].
Overview. For each event p ∈ {i, i }, we maintain a data structure T p that com-
pactly encodes all realizable permutations of certain horizontal sticks Bp ⊆ B.
Namely, each Bi (resp. Bi ) consists of all sticks of B with a neighbor in a1, . . . , ai

and a neighbor in ai, . . . , a|A| (resp. ai+1, . . . , a|A|). We denote by Gp the induced
subgraph of G containing a1, . . . , ai and their neighbors. A permutation π of Bp

is realizable if there is a stick representation of the graph obtained from Gp by
adding a vertical stick to the right of ai neighboring all horizontal sticks in Bp

where Bp is drawn top-to-bottom in order π. In the enter event of ai, we add to
the data structure all the vertices of B that neighbor ai and aren’t in the data
structure yet (we call these entering vertices), and constrain the data structure
so that all the neighbors of ai must occur after (below) the non-neighbors of ai.
In the exit event of ai, we remove all sticks of B that do not have any neighbor
aj with j > i, i.e., they have ai as their last neighbor (we call these leaving
vertices).
Data Structure. See Fig. 1 for an example. Consider any event p. Observe
that Gp may consist of several connected components Gp

1, . . . , G
p
kp

. Since G is
connected, the components are naturally ordered from left to right by σA. Let
Bp

j denote the vertices of Bp in Gp
j . In this case, in every realizable permutation

of Bp, the vertices of Bp
j must come before the vertices of Bp

j+1. Furthermore,
the vertices that will be introduced any time later can only be placed at the
beginning, end, or between the components. Hence, to compactly encode the
realizable permutations, it suffices to do so for each component Gp

j individually
via a data structure T p

i . Namely, our data structure will be T p = (T p
1 , . . . , T p

kp
).
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Fig. 1. An example for the data structure. In (b), the dotted stick has left the data
structure and the leaves are permuted among the children to match the representation.

Each data structure T p
j is a rooted tree. At each node, its children consist

of two types: the leaves (which correspond to the vertices of Bp
j ) and the non-

leaves. The non-leaves are ordered, while the leaves are unordered and can be
placed anywhere before, after, or between the non-leaves with the same parent.
A valid traversal of T p

j is a pre-order traversal where, for each node, the non-leaf
children are visited in the specified order and the leaves are permuted among
the non-leaf children. Each permutation expressed by T p

j corresponds to a valid
traversal. Note that the non-leaves are visited in the same order in every valid
traversal.
Correctness and Event Processing. We will argue that this data structure
is sufficient to express the realizable permutations of Bp by induction. In the
base case, consider the enter event of a1. Our data structure consists of a single
component G1

1 and clearly a single node with a leaf-child for every neighbor of a1

captures all possible permutations.
Consider the exit event of ai and assume that we have the data structure T i =(

T i
1, . . . , T

i
ki

)
. If there are no leaving vertices, we just keep the data structures

and are done. Otherwise, Bi is a strict subset of Bi. We delete all leaves from
T i corresponding to leaving vertices. If this results in any non-leaf node having
only one child and that child is not a leaf, we merge it with its parent. If all
children of an internal node get removed, we also remove the node. Obviously,
this procedure maintains all realizable permutations of Bi due to Gi .

Now consider the enter event of ai and assume that we have the data structure
T (i−1) = (T (i−1)

1 , . . . , T
(i−1)
ki−1

). The essential observation is that the neighbors
of ai must form a suffix of B(i−1) in every realizable permutation after the enter
event, which we will enforce in the following. Namely, either

– all vertices in B(i−1) are adjacent to ai,
– none of them are adjacent to ai, or
– there is an s such that (i) B

(i−1)
s contains at least one neighbor of ai; (ii)

all vertices in B
(i−1)
s+1 , . . . , B

(i−1)
ki−1

are neighbors of ai; and (iii) no vertices in

B
(i−1)
1 , . . . , B

(i−1)
s−1 are adjacent to ai; see Fig. 2a.



8 S. Chaplick et al.

Fig. 2. Construction of T i. The leaves at the new node x are the entering vertices.

Otherwise, there is no realizable permutation for this event and consequently
for G. The first two cases can be seen as degenerate cases (with s = 0 or s =
ki−1 + 1) of the general case below.

We first show how to process T
(i−1)
s ; see Fig. 2b. After that we will create

the data structure T i. We create a tree T whose realizable permutations are
precisely the subset of those of T

(i−1)
s where all leaves that are neighbors of ai

occur as a suffix. We initialize T = T
(i−1)
s . If all vertices in B

(i−1)
s are neighbors

of ai, then we are already done.
Otherwise, we define a marked node as one where all leaves in its subtree are

neighbors of ai; an unmarked node as one where no leaf in its induced subtree
is a neighbor of ai; and a node is half-marked otherwise. Note that the root is
half-marked. Since the neighbors of ai must form a suffix, the marked non-leaf
children of a half-marked node form a suffix, the unmarked non-leaf children
form a prefix, and there is at most one half-mark child. Hence, the half-marked
nodes form a path in T that starts in the root; otherwise, there are no realizable
permutations for this event and subsequently for G.

We traverse the path leaf-to-root. Let a be a half-marked node, and let b be
its half-marked child (if it exists). We have to enforce that in any valid traversal
of T the unmarked children of a are visited before b and the marked children
of a are visited after b. We create a new (marked) vertex a′ and move all marked
children of a to a′, preserving the order among the non-leaf children. Then we
create a new (half-marked) node a′′ and we hang a, b, and a′ from a′′ in this
order. Finally, we put a′′ into the former position of a in T . If this results in
any internal node z with no leaf-children and only one child, we merge z with
its parent. This ensures that all permutations realized by T have the neighbors
of ai as a suffix. Further, observe that the non-leaves of T

(i−1)
s are visited in

the same order in any valid traversal of T as in a valid traversal of T
(i−1)
s . The

marked (unmarked) leaf-children of any half-marked node a of T
(i−1)
s can be

placed anywhere before, between, or after its marked (unmarked) children, but
not before (after) b, since b has both marked and unmarked children. Hence, the
permutations realized by T are exactly those realized by T

(i−1)
s that have the

neighbors of ai as a suffix.
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(a) frame providing the pockets (b) number gadget for the number si

Fig. 3. Gadgets of our reduction from 3-PARTITION to STICKfix. (Color figure online)

Now, we create the data structure T i; see Fig. 2c. We set T i
1 =

T
(i−1)
1 , . . . , T i

s−1 = T
(i−1)
s−1 . We additionally create T i

s as follows. We hang
T

(i−1)
s+1 , . . . , T

(i−1)
ki−1

from a new node x in this order. We further insert the
entering vertices as leaf-children of x (note that this allows them to mix freely
before, after, or between the components G

(i−1)
s+1 , . . . , G

(i−1)
ki−1

. Then, we hang T

followed by x off another node r, and make r the root of T i
s . Finally, we set

T i = (T i
1, . . . , T

i
s). This way, the order of the components G

(i−1)
1 , . . . , G

(i−1)
ki−1

of
G(i−1) is maintained in the data structures for Gi. Furthermore, we ensure that
the entering vertices can be placed exactly before, after, or between the compo-
nents of G(i−1) that are completely adjacent to ai. Hence, this data structure
captures all realizable permutations of Bi due to Gi.

The decision problem of STICKA can easily be solved by this algorithm. To
find a stick representation, however, one has to backtrack through the data
structures to find a valid permutation for the input problem. In the full ver-
sion [8], we show how to do the backtracking and that the whole algorithm takes
O(|A||B|) time. �	

3 Sticks of Fixed Lengths

In this section, we consider the case that, for each vertex of the input graph,
its stick length is part of the input and fixed. We denote the variants of this
problem by STICKfix, by STICKfix

A if additionally σA is given, and by STICKfix
AB if

σA and σB given. Unlike the case with variable stick length, all three variants are
NP-hard; see Sects. 3.1 and 3.2. Surprisingly, STICKfix

AB can be solved efficiently
by a simple linear program if the input graph contains no isolated vertices (i.e.,
vertices of degree 0); see Sect. 3.3. With our linear program, we can check the
feasibility of any instance of STICKfix if we are given a total order of the sticks on
the ground line. With our NP-hardness results, this implies NP-completeness.

3.1 STICKfix

We show that STICKfix is NP-hard by reduction from 3-PARTITION, which is
strongly NP-complete [11]. In 3-PARTITION, one is given a multiset S of 3m



10 S. Chaplick et al.

integers s1, . . . , s3m such that, for i ∈ {1, . . . , 3m}, C/4 < si < C/2, where
C = (

∑3m
i=1 si)/m, and the task is to decide whether S can be split into m sets

of three integers, each summing up to C.

Theorem 3. STICKfix is NP-complete.

Proof. We describe a polynomial-time reduction from 3-PARTITION. Given a
3-PARTITION instance I = (S,C,m), we construct a fixed cage-like frame struc-
ture and introduce a number gadget for each number of S. A sketch of the frame
is given in Fig. 3a. The purpose of the frame is to provide pockets, which will host
our number gadgets (defined below). We add two long vertical (green) sticks y
and z of length mC +1+2ε and a shorter vertical (green) stick x of length 1 that
are all kept together by a short horizontal (violet) stick w of some length ε � 1.
We use m + 1 horizontal (black) sticks p1, p2, . . . , pm+1 to separate the pockets.
Each of them intersects y but not z and has a specific length such that the dis-
tance between two of these sticks is C ±ε. Additionally, p1 intersects x and pm+1

intersects a vertical (orange) stick o of length 2C. We use x and o to prevent
the number gadgets from being placed below the bottommost and above the
topmost pocket, respectively. It does not matter on which side of y the stick x
ends up since each bi of a number gadget intersects y but neither x nor z.

For each number si in S, we construct a number gadget; see Fig. 3b. We
introduce a vertical (red) stick ri of length si. Intersecting ri, we add a horizontal
(blue) stick bi of length at least mC+2. The stick bi intersects y and z, but neither
x nor o. Due to these adjacencies, every number gadget can only be placed in
one of the m pockets defined by p1, . . . , pm+1. It cannot span multiple pockets.
We require that ri and bi intersect each other close to their foot points, so we
introduce two short (violet) sticks hi and vi—one horizontal, the other vertical—
of lengths ε; they intersect each other, hi intersects ri, and vi intersects bi.

Given a yes-instance I = (S,C,m) and a valid 3-partition P of S, the graph
obtained by our reduction is realizable. Construct the frame as described before
and place the number gadgets into the pockets according to P . Since the lengths
of the three number gadgets’ ri sum up to C±3ε, all three can be placed into one
pocket. After distributing all number gadgets, we have a stick representation.

Given a stick representation of a graph G obtained from our reduction, we can
obtain a valid solution of the corresponding 3-PARTITION instance I = (S,C,m)
as follows. Clearly, the shape of the frame is fixed, creating m pockets. Since the
sticks b1, . . . , b3m are incident to y and z but neither to x nor to o, they can
end up inside any of the pockets. In the y-dimension, each two number gadgets
of numbers sk and s� overlap at most on a section of length ε; otherwise rk

and b� or r� and bk would intersect. Each pocket hosts precisely three number
gadgets: we have 3m number gadgets, m pockets, and no pocket can contain
four (or more) number gadgets; otherwise, there would be a number gadget of
height at most (C + ε)/4 + 2ε, contradicting the fact that si is an integer with
si > C/4. In each pocket, the height of the number gadgets would be too large
if the three corresponding numbers of S would sum up to C + 1 or more. Thus,
the assignment of number gadgets to pockets defines a valid 3-partition of S. �	
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(a) variable gadget set to false (b) variable gadget set to true

Fig. 4. Variable gadget in our reduction from MONOTONE-3-SAT to STICKfix
A . (Color

figure online)

fff fft ftf ftt tft ttf ttttff

Fig. 5. Positive clause gadget (empty sub-stripe at the bottom). Here, a clause gadget
for each of the eight possible truth assignments of a MONOTONE-3-SAT clause is
depicted. E.g., tft means that the first variable is set to true, the second to false, and
the third to true. Similarly, a negative clause gadget has an empty sub-stripe at the
top.

The sticks of lengths s1, . . . , s3m can be simulated by paths of sticks with
length ε each. Exploiting this, we can modify our reduction to use only three
distinct stick lengths. We prove the following corollary in the full version [8].

Corollary 1. STICKfix with only three different stick lengths is NP-complete.

3.2 STICKfix
A and STICKfix

AB

We show that STICKfix
A and STICKfix

AB are NP-hard by reduction from
MONOTONE-3-SAT, which is NP-complete [20]. In MONOTONE-3-SAT, one is
given a Boolean formula Φ in conjunctive normal form where each clause con-
tains three distinct literals that are all positive or all negative. The task is to
decide if Φ is satisfiable.

Theorem 4. STICKfix
A is NP-complete.

Proof. We describe a polynomial-time reduction from MONOTONE-3-SAT. A
schematization of our reduction is depicted in Figs. 4, 5 and 6. Given a
MONOTONE-3-SAT instance Φ over variables x1, . . . , xn, we construct for each
variable xi (with i ∈ {1, . . . , n}) a variable gadget as depicted in Fig. 4. Inside
a (black) cage, there is a vertical (red) stick ri with length 1 and from inside, a
long horizontal (green) stick gi leaves this cage. We can enforce the structure to
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look like in Fig. 4 as follows. We prescribe the order σA of the vertical sticks as
in Fig. 4. Since ai+1 has length ε � 1, the horizontal (black) stick hi intersects
the two vertical (black) sticks vi+1 and ai+1 close to its foot point. We have
σA(ai+1) < σA(ri) < σA(vi), so ri is inside the cage bounded by hi and vi and
fixed its height—as it does not intersect hi— making sticks hi and vi intersect
close to their end points (both have length 1+2ε). Moreover, ri cannot be below
hi−1 because ai is shorter than ri and intersects hi−1 to the right of ri. The
stick wi intersects ri close to ri’s foot point because wi has length ε. This leaves
the freedom of placing gi above or below ri (as gi does not intersect ri) but still
with its foot point inside the cage formed by hi and vi because it intersects vi,
but neither vi−1 nor vi+1.

We say that the variable xi is set to false if the foot point of gi is below the
foot point of ri, and true otherwise. For each xi, we add two long vertical (green)
sticks yi and zi that we keep close together by a short horizontal (violet) stick
of length ε (see Fig. 6 on the bottom right). We make gi intersect yi but not zi.
The three sticks gi, yi, and zi get the same length �i. Hence, yi and gi intersect
each other close to their end points as otherwise gi would intersect zi. We choose
�1 sufficiently large such that the foot point of y1 is to the right of the clause
gadgets (see Fig. 6) and for each �i with i ≥ 2, we set �i = �i−1 + 1 + 3ε. Now
compare the end points of gi when xi is set to false and when xi is set to true
relative to the (black) cage structure. When xi is set to true, the end point of
gi is 1 ± 2ε above and 1 ± 2ε to the left compared to the case when xi is set to
false. Observe that, since gi and yi intersect each other close to their end points,
this offset is also pushed to yi and zi and their foot points. Consequently, the
position of the foot point of yi (and zi) differs by 1 ± 2ε relative to the (black)
frame structure depending on whether xi is set to true or false. Our choice of �i

allows this movement. In other words, no matter which truth value we assign to
each xi, there is a stick representation of the variable gadgets respecting σA.

For each clause, we add a clause gadget (see Fig. 5) as shown in Fig. 6. It is a
stripe that is bounded by horizontal (black) sticks on its top and bottom. To
fix the height of each stripe, we introduce two vertical (black) sticks that we
keep close together by a short horizontal (black) stick of length ε. We make each
horizontal (black) stick intersect only the first of these vertical (black) sticks to
obtain clause gadgets of height of 4+2ε±ε. Moreover, we make the topmost hor-
izontal (black) stick intersect a1 and v1 to keep them connected to the variable
gadgets. We (virtually) divide each clause gadget into four horizontal sub-stripes
of height ≥1. For positive clause gadgets corresponding to all-positive clauses, we
leave the bottommost sub-stripe empty; for negative clause gadgets correspond-
ing to all-negative clauses, we leave the topmost sub-stripe empty. We add three
horizontal (orange) sticks—one per remaining horizontal sub-stripe—and assign
them bijectively to the variables of the clause. We make each horizontal (orange)
stick o that is assigned to xi intersect yi and all yj and zj for j < i, but not zi or
yk or zk for any k > i. Thus, o intersects yi close to oi’s end points. We choose
the length of each such o so that its foot point is at the bottom of its sub-stripe
if xi is set to false or is at the top of its sub-stripe if xi is set to true. Within the
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Fig. 6. Illustration of our reduction from MONOTONE-3-SAT to STICKfix
A (Color figure

online)

positive and the negative clause gadgets, this gives us two times eight possible
configurations of the orange sticks depending on the truth assignment of the
three variables of the clause (see Fig. 5). Within each clause gadget, we have a
vertical (blue) stick b of length 2. Each horizontal (black) stick that bounds a
clause gadget intersects a short vertical (black) stick of length ε to force b into
its designated clause gadget. Moreover, b is not isolated because it intersects a
short (violet) stick of length ε.

Clearly, if Φ is satisfiable, there is a stick representation of the STICKfix
A

instance obtained from Φ by our reduction by placing the sticks as described
before (see also Fig. 6). In particular, the blue sticks can be placed as depicted
in Fig. 5.

On the other hand, if there is a stick representation of the STICKfix
A instance

obtained by our reduction, Φ is satisfiable. As argued before, the shape of the
(black) frame structure of all gadgets is fixed by the choice of the adjacencies
and lengths in the graph and σA. The only flexibility is, for each i ∈ {1, . . . n},
whether gi has its foot point above or below ri. This enforces one of eight distinct
configurations per clause gadget. As depicted in Fig. 5, precisely the configura-
tions that correspond to satisfying truth assignments are realizable. Thus, we
can read a satisfying truth assignment of Φ from the variable gadgets. �	
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We enforce an order of the horizontal sticks except for a set W of sticks, which
are the short (violet) sticks of length ε that are adjacent to the red and the blue
sticks in the variable and clause gadgets. For STICKAB we can prescribe σB if we
remove the sticks W and use the same reduction to obtain Corollary 2. Observe
that we now have isolated vertices (the red and blue vertical sticks).

Corollary 2. STICKfix
AB with isolated vertices in A or B is NP-complete.

3.3 STICKfix
AB Without Isolated Vertices

In this section, we constructively show that STICKfix is efficiently solvable if we
are given a total order of the vertices in A ∪ B on the ground line. Note that
if there is a stick representation for an instance of STICKAB (and consequently
also STICKfix

AB), the combinatorial order of the sticks on the ground line is always
the same except for isolated vertices, which we formalize in the following lemma.
The proof follows implicitly from the proof of Theorem 1. An explicit proof is
given in the full version [8].

Lemma 1. In all stick representations of an instance of STICKAB, the order of
the vertices A ∪ B on the ground line is the same after removing all isolated
vertices. This order can be found in time O(|E|).

We are given an instance of STICKfix and a total order v1, . . . , vn of the
vertices (n = |A| + |B|) with stick lengths �1, . . . , �n. We create a system of
difference constraints, that is, a linear program Ax ≤ b where each constraint
is a simple linear inequality of the form xj − xi ≤ bk, with n variables and
m ≤ 3n−1 constraints. Such a system can be modeled as a weighted graph with
a vertex per variable xi and a directed edge (xi, xj) with weight bk per constraint.
The system is solvable if and only if there is no directed cycle of negative weights,
and a solution can be found in O(nm) time with the Bellman–Ford algorithm.

For each stick vi, we create a variable xi that corresponds to the x-coordinate
of vi’s foot point on the ground line, with x1 = 0. To ensure the unique order, we
add n−1 constraints xi+1−xi ≤ −ε for some suitably small ε and i = 1, . . . , n−1.

Let vi ∈ A and vj ∈ B. If (vi, vj) ∈ E, then the corresponding sticks have to
intersect, which they do if and only if xj −xi ≤ min{�i, �j}. If i < j and (vi, vj) /∈
E, then the corresponding sticks must not intersect, so we require xj − xi >
min{�i, �j} ≥ min{�i, �j}+ ε. This easily gives a system of difference constraints
with O(n2) constraints. We argue that a linear number suffices.

Let vi ∈ A. Let j be the largest j such that (vi, vj) ∈ E and �j ≥ �i. We add
a constraint xj − xi ≤ �i. Further, let k be the smallest k such that (vi, vk) /∈ E
and �k ≥ �i. We add a constraint xk−xi > �i ⇔ xi−xk ≤ −�i−ε. Symmetrically,
let vi ∈ B. Let j be the smallest j such that (vj , vi) ∈ E and �j > �i. We add
a constraint xi − xj ≤ �i. Further, let k be the largest k such that (vk, vi) /∈ E
and �k > �i. We add a constraint xi − xk > �i ⇔ xk − xi ≤ −�i − ε.

We now argue that these constraints are sufficient to ensure that G is rep-
resented by a solution of the system. Let vi ∈ A and vj ∈ B. If i > j, then
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the corresponding sticks cannot intersect, which is ensured by the fixed order.
So assume that i < j. If �j ≥ �i and (vi, vj) ∈ E, then we either have the con-
straint xj −xi ≤ �i, or we have a constraint xk −xi ≤ �i with i < j < k; together
with the order constraints, this ensure that xj − xi ≤ xk − xi ≤ �i. If �j ≥ �i

and (vi, vj) /∈ E, then we either have the constraint xi −xj ≤ −�i −ε, or we have
a constraint xi−xk ≤ −�i−ε with i < k < j; together with the order constraints,
this ensure that xi − xj ≤ xi − xk ≤ −�i − ε. Symmetrically, the constraints are
also sufficient for �j < �i. We obtain a system of difference constraints with n
variables and at most 3n−1 constraints proving Theorem 5. By Lemma 1, there
is at most one realizable order of vertices for a STICKfix

AB instance without isolated
vertices, which can be found in linear time and proves Corollary 3.

Theorem 5. STICKfix can be solved in O((|A| + |B|)2) time if we are given a
total order of the vertices.

Corollary 3. STICKfix
AB without isolated vertices is solvable in O((|A| +

|B|)2) time.

4 Open Problems

We have shown that STICKfix is NP-complete even if the sticks have only three
different lengths, while STICKfix for unit-length sticks is solvable in linear time.
But what is the computational complexity of STICKfix for sticks with one of two
lengths? Also, the three different lengths in our proof depend on the number
of sticks. Is STICKfix still NP-complete if the fixed lengths are bounded? Beside
this, the complexity of the original problem STICK is still open.
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Abstract. Contact representations of graphs have a long history. Most
research has focused on problems in 2d, but 3d contact representations
have also been investigated, mostly concerning fully-dimensional geomet-
ric objects such as spheres or cubes. In this paper we study contact repre-
sentations with convex polygons in 3d. We show that every graph admits
such a representation. Since our representations use super-polynomial
coordinates, we also construct representations on grids of polynomial
size for specific graph classes (bipartite, subcubic). For hypergraphs, we
represent their duals, that is, each vertex is represented by a point and
each edge by a polygon. We show that even regular and quite small
hypergraphs do not admit such representations. On the other hand, the
two smallest Steiner triple systems can be represented.

1 Introduction

Representing graphs as the contact of geometric objects has been an area of
active research for many years (see Hliněný and Kratochv́ıl’s survey [15] and
Alam’s thesis [1]). Most of this work concerns representation in two dimen-
sions, though there has been some interest in three-dimensional representation
as well [2,3,5,13,25]. Representations in 3d typically use 3d geometric objects
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that touch properly i.e., their intersection is a positive area 2d face. In con-
trast, our main focus is on contact representation of graphs and hypergraphs
using non-intersecting (open, “filled”) planar polygons in 3d. Two polygons are
in contact if they share a corner vertex. Note that two triangles that share two
corner vertices do not intersect and a triangle and rectangle that share two cor-
ners, even diagonally opposite ones, also do not intersect. However, no polygon
contains a corner of another except at its own corner. A contact representation
of a graph in 3d is a set of non-intersecting polygons in 3d that represent ver-
tices. Two polygons share a corner point if and only if they represent adjacent
vertices and each corner point corresponds to a distinct edge. We can see a
contact representation of a graph G = (V,E) as a certain drawing of its dual
hypergraph HG = (E, {E(v) | v ∈ V }) which has a vertex for every edge of G,
and a hyperedge for every vertex v of G, namely the set E(v) of edges incident
to v. We extend this idea to arbitrary hypergraphs: A non-crossing drawing of
a hypergraph in 3d is a set of non-intersecting polygons in 3d that represent
edges. Two polygons share a corner point if and only if they represent edges that
contain the same vertex and each corner point corresponds to a distinct vertex.
It is straightforward to observe that the set of contact representations of a graph
G is the same as the set of non-crossing drawings of HG.

Many people have studied ways to represent hypergraphs geometrically [4,
6,16], perhaps starting with Zykov [29]. A natural motivation of this line of
research was to find a nice way to represent combinatorial configurations [14]
such as Steiner systems (for an example, see Fig. 7). The main focus in repre-
senting hypergraphs, however, was on drawings in the plane. By using polygons
to represent hyperedges in 3d, we gain some additional flexibility though still not
all hypergraphs can be realized. Our work is related to Carmensin’s work [8] on
a Kuratowski-type characterization of 2d simplicial complexes (sets composed
of points, line segments, and triangles) that have an embedding in 3-space. Our
representations are sets of planar polygons (not just triangles) that arise from
hypergraphs. Thus they are less expressive than Carmensin’s topological 2d sim-
plicial complexes and are more restricted. In particular, if two hyperedges share
three vertices, the hyperedges must be coplanar in our representation.

Our work is also related to that of Ossona de Mendez [21]. He showed that a
hypergraph whose vertex–hyperedge inclusion order has poset dimension d can
be embedded into R

d−1 such that every vertex corresponds to a unique point
in R

d−1 and every hyperedge corresponds to the convex hull of its vertices. The
embedding ensures that the image of a hyperedge does not contain the image of
a vertex and, for any two hyperedges e and e′, the convex hulls of e \ e′ and of
e′ \e don’t intersect. In particular, the images of disjoint hyperedges are disjoint.
Note that both Ossona de Mendez and we use triangles to represent hyperedges
of size 3, but for larger hyperedges, he uses higher-dimensional convex subspaces.

Our Contribution. All of our representations in this paper use convex polygons
while our proofs of non-representability hold even permitting non-convex poly-
gons. We first show that recognizing segment graphs in 3d is ∃R-complete.
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We show that every graph on n vertices with minimum vertex-degree 3 has
a contact representation by convex polygons in 3d, though the volume of the
drawing using integer coordinates is at least exponential in n; see Sect. 2.

Table 1. Required volume and running times of our algorithms for drawing n-vertex
graphs of certain graph classes in 3d

Graph class General Bipartite 1-plane cubic 2-edge-conn.
cubic

Subcubic

Grid volume super-poly O(n4) O(n2) O(n2) O(n3)

Running time O(n2) linear linear O(n log2 n) O(n log2 n)

Reference Theorem 2 Theorem 3 Theorem 4 Lemma 2 Theorem 5

For some graph classes, we give 3d drawing algorithms which require poly-
nomial volume. Table 1 summarizes our results. When we specify the volume of
the drawing, we take the product of the number of grid lines in each dimension
(rather than the volume of a bounding box), so that a drawing in the xy-plane
has non-zero volume. Some graphs, such as the squares of even cycles, have par-
ticularly nice representations using only unit squares; see the full version of this
paper [12].

For hypergraphs our results are more preliminary. There are examples as
simple as the hypergraph on six vertices with all triples of vertices as hyperedges
that cannot be drawn using non-intersecting triangles; see Sect. 3. Similarly,
hypergraphs with too many edges of cardinality 4 such as Steiner quadruple
systems do not admit 3d drawings using convex quadrilaterals. On the other
hand, we show that the two smallest Steiner triple systems can be drawn using
triangles. (We define these two classes of hypergraphs in Sect. 3.)

2 Graphs

It is easy to draw graphs in 3d using points as vertices and non-crossing line
segments as edges – any set of points in general position (no three colinear and
no four coplanar) will support any set of edge segments without crossings. A
more difficult problem is to represent a graph in 3d using polygons as vertices
where two polygons intersect to indicate an edge (note that here we do not insist
on a contact representation, i.e., polygons are allowed to intersect arbitrarily).
Intersection graphs of convex polygons in 2d have been studied extensively [19].
Recognition is ∃R-complete [23] (and thus in PSPACE since ∃R ⊆ PSPACE [7])
even for segments (polygons with only two vertices).

Every complete graph trivially admits an intersection representation by line
segments in 2d. Not every graph, however, can be represented in this way, see e.g.,
Kratochv́ıl and Matoušek [18]. Moreover, they show that recognizing intersection
graphs of line segments in the plane, called segment graphs, is ∃R-complete.
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It turns out that a similar hardness result holds for recognizing intersection
graphs of straight-line segments in 3d (and actually in any dimension). The proof
modifies the corresponding proof for 2d by Schaefer [23]. See also the excellent
exposition of the proof by Matoušek [20]. For the proof, as well as the proofs of
other theorems marked with ♠, see the full version of this paper [12].

Theorem 1 (♠). Recognizing segment graphs in 3d is ∃R-complete.

We consider contact representation of graphs in 3d where no polygons are
allowed to intersect except at their corners, and two polygons share a corner
if and only if they represent adjacent vertices. We start by describing how to
construct a contact representation for any graph using convex polygons, which
requires at least exponential volume, and then describe contructions for graph
families that use only polynomial volume.

2.1 General Graphs

Lemma 1. For every positive integer n ≥ 3, there exists an arrangement of n
lines �1, �2, . . . , �n with the following two properties:

(A1) line �i intersects lines �1, �2, . . . , �i−1, �i+1, . . . �n in this order, and
(A2) distances between the intersection points on line �i decrease exponentially,

i.e., for every i it holds that

di(j + 2, j + 1) ≤ di(j + 1, j)/2 for j ∈ {1, . . . , i − 3} (1)
di(i + 1, i − 1) ≤ di(i − 1, i − 2)/2 (2)
di(i + 2, i + 1) ≤ di(i + 1, i − 1)/2 (3)
di(j + 2, j + 1) ≤ di(j + 1, j)/2 for j ∈ {i + 1, . . . , n − 2}, (4)

where di(j, k) is the xy-plane distance between pi,j and pi,k and pi,j = pj,i

is the intersection point of �i and �j.

Proof. We construct the grid incrementally. We start with the x-axis as �1, the
y-axis as �2, and the line through (1, 0) and (0,−1) as �3; see Fig. 1. Now suppose
that i > 3, we have constructed lines �1, �2, . . . , �i−1, and we want to construct �i.
We fix pi−1,i to satisfy di−1(i, i − 2) = di−1(i − 2, i − 3)/2 then rotate a copy of
line �i−1 clockwise around pi−1,i until it (as �i) satisfies another of the inequalities
in (1) with equality. Note that during this rotation, all inequalities in (A2) are
satisfied and we do not move any previously constructed lines, so the claim of
the lemma follows. �	

Theorem 2. For every n ≥ 3, the complete graph Kn admits a contact rep-
resentation by non-degenerate convex polygons in 3d, each with at most n − 1
vertices. Such a representation can be computed in O(n2) time (assuming unit
cost for arithmetic operations on coordinates).
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Fig. 1. Construction of �4 in the proof of
Lemma 1.
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Fig. 2. The polygon Pi that represents
vertex i of Kn.

Proof. Take a grid according to Lemma 1. Set the z-coordinate of point pi,j to
min{i, j} and represent vertex i by the polygon Pi, which we define to be the
convex hull of {pi,1, pi,2, . . . , pi,i−1, pi,i+1, . . . pi,n}. Note that Pi is contained in
the vertical plane that contains line �i; see Fig. 2. To avoid that P1 is degenerate,
we reduce the z-coordinate of p1,2 slightly.

Note that, for i = 2, . . . , n − 1, the counterclockwise order of the vertices
around Pi is

pi,1, pi,2, . . . , pi,i−1, pi,n, pi,n−1, . . . , pi,i+1, pi,1.

We show that all these points are on the boundary of Pi by ensuring that the
angles formed by three consecutive points are bounded by π. Clearly the angles
∠pi,i+1pi,1pi,2 and ∠pi,i−1pi,npi,n−1 are at most π. For j = 2, . . . , i − 2, we
have that ∠pi,j−1pi,jpi,j+1 < π, which is due to the fact that the z-coordinates
increase in each step by 1, while the distances decrease (property (A2)). Note
that ∠pi,i+1, pi,i+2, pi,i+3 = · · · = ∠pi,n−2, pi,n−1, pi,n = π. Finally, we claim that
∠pi,i−2, pi,i−1, pi,n < π. Clearly, z(pi,i−1) − z(pi,i−2) = 1 = z(pi,n) − z(pi,i−1).
The claim follows by observing that, due to property (A2) and the geometric
series formed by the distances,

di(i−1, n) = di(i−1, i+1)+
n−1∑

k=i+1

di(k, k+1) < 2di(i−1, i+1) ≤ di(i−2, i−1).

It remains to show that, for 1 ≤ i < j ≤ n, polygons Pi and Pj do not intersect
other than in pi,j . This is simply due to the fact that Pj is above Pi in pi,j , and
lines �i and �j only intersect in (the projection of) this point. �	
Corollary 1. Every graph with minimum vertex-degree 3 admits a contact rep-
resentation by convex polygons in 3d.

Proof. Let n be the number of vertices of the given graph G = (V,E). We use the
contact representation of Kn and modify it as follows. For every pair {i, j} 
∈ E,
just remove the point pi,j before defining the convex hulls. �	
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We can make the convex polygons of our construction strictly convex if we
slightly change the z-coordinates. For example, decrease the z-coordinate of pi,j

by δ/dmin{i,j}(1,max{i, j}), where δ is such that moving every point by at most
δ doesn’t change the orientation of any four non-coplanar points.

Let us point out that Erickson and Kim [11] describe a construction of pair-
wise face-touching 3-polytopes in 3d that may provide the basis for a different
representation in our model of a complete graph.

While we have shown that all graphs admit a 3d contact representation, these
representations may be very non-symmetric and can have very large coordinates.
This motivates the following question and specialized 3d drawing algorithms for
certain classes of (non-planar) graphs; see the following subsections.

Open Problem 1. Is there a polynomial p such that any n-vertex graph has a
3d contact representation with convex polygons on a grid of size p(n)?

Fig. 3. A 3d contact representation of a bipartite graph.

2.2 Bipartite Graphs

Theorem 3. Every bipartite graph G = (A∪B,E) admits a contact representa-
tion by convex polygons whose vertices are restricted to a cylindrical grid of size
|A|×2|B| or to a 3d integer grid of size |A|×2|B|×4|B|2. Such a representation
can be computed in O(|E|) time.

Proof. Let G be the given bipartite graph with bipartition (A,B). We place the
vertices of the A-polygons vertically above the corners of a regular 2|B|-gon in
the xy-plane. Each A-polygon goes to its own horizontal plane; the planes are
one unit apart. For an example, see Fig. 3. For each v ∈ B, the polygon pv

that represents v has a vertical edge above a unique even corner of the 2|B|-
gon. This vertical edge connects the bottommost A-polygon incident to pv to
the topmost A-polygon incident to pv. All the intermediate vertices of pv are
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placed on the vertical line through the clockwise next corner of the 2|B|-gon.
This makes sure that all vertices of pv lie in one plane, and pv does not intersect
any other B-polygon.

Due to convexity, the interiors of the A-polygons project to the interior of
the 2|B|-gon. Each B-polygon projects to an edge of the 2|B|-gon. Hence, the
A- and B-polygons are interior-disjoint.

Note that the polygons constructed by the argument above are not strictly
convex. We can obtain a representation with strictly convex polygons by using
a finer grid (|A| × |E|/2) on the cylinder. If we insist on representations on
the integer grid, we can replace the regular 2|B|-gonal base of the cylinder by
a strictly convex drawing of the 2|B|-cycle. Using grid points on the 2d unit
parabola, we obtain a 3d representation of size |A| × 2|B| × 4|B|2. �	

If we apply Theorem 3 to K3,3, we obtain a representation with three hori-
zontal equilateral triangles and three vertical isosceles triangles, but with a small
twist we can make all triangles equilateral. For the proof, see the full version.

Proposition 1 (♠). The graph K3,3 admits a contact representation in 3d using
unit equilateral triangles.

2.3 1-Planar Cubic Graphs

A simple consequence of the circle-packing theorem [17] is that every planar
graph (of minimum degree 3) is the contact graph of convex polygons in the
plane. In this section, we consider a generalization of planar graphs called 1-
planar graphs that have a drawing in 2d in which every edge (Jordan curve) is
crossed at most once.

Our approach to realizing these graphs will use the medial graph Gmed asso-
ciated with a plane graph G (or, to be more general, with any graph that has an
edge ordering). The vertices of Gmed are the edges of G, and two vertices of Gmed

are adjacent if the corresponding edges of G are incident to the same vertex of G
and consecutive in the circular ordering around that vertex. The medial graph
is always 4-regular. If G has no degree-1 vertices, Gmed has no loops. If G has
minimum degree 3, Gmed is simple. Also note that Gmed is connected if and only
if G is connected.

Theorem 4. Every 1-plane cubic graph with n vertices can be realized as a
contact graph of triangles with vertices on a grid of size (3n/2−1)×(3n/2−1)×3.
Given a 1-planar embedding of the graph, it takes linear time to construct such
a realization.

Proof. Let G be the given 1-plane graph. Let G′
med be the medial graph of G

with the slight modification that, for each pair {e, f} of crossing edges, G′
med

has only one vertex vef , which is incident to all (up to eight) edges that imme-
diately precede or succeed e and f in the circular order around their endpoints;
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Fig. 4. 1-plane cubic graphs admit compact triangle contact representations.
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Fig. 5. left: graphs G (here a B-configuration, gray) and G′
med; center: straight-line

drawing of G′
med; right: resulting 3d representation of G (numbers are z-coordinates).

see Fig. 4a. The order of the edges around vef is the obvious one. Using Schny-
der’s linear-time algorithm [24] for drawing 3-connected graphs1 straight-line,
we draw G′

med on a planar grid of size (3n/2 − 1) × (3n/2 − 1). Note that this is
nearly a contact representation of G except that, in each crossing point, all tri-
angles of the respective four vertices touch. Figure 4b is a sketch of the resulting
drawing (without using Schnyder’s algorithm) for the graph in Fig. 4a.

We add, for each crossing {e, f}, a copy v′
ef of the crossing point vef one unit

above. Then we select an arbitrary one of the two edges, say e = uv. Finally
we make the two triangles corresponding to u and v incident to v′

ef without
modifying the coordinates of their other vertices. The labels in Fig. 4b are the
resulting z-coordinates for our example; all unlabeled triangle vertices lie in the
xy-plane.

If a crossing is on the outer face of G, it can happen that a vertex of G incident
to the crossing becomes the outer face of G′

med; see Fig. 5 where this vertex is
called a and the crossing edges are ac and bd. Consider the triangle Δa that
represents a in G′

med. It covers the whole drawing of G′
med. To avoid intersections

1 If G′
med is not 3-connected, we add dummy edges to fully triangulate it and then

remove these edges to obtain a drawing of G′
med.



26 W. Evans et al.

with triangles that participate in other crossings, we put the vertex of Δa that
represents the crossing to z = −1, together with the vertex of the triangle Δc

that represents c.
Our 3d drawing projects vertically back to the planar drawing, so all triangles

are interior disjoint (with the possible exception of a triangle that represents the
outer face of G′

med). Triangles that share an edge in the projection are incident
to the same crossing – but this means that at least one of the endpoints of the
shared edge has a different z-coordinate. Hence, all triangle contacts are vertex–
vertex contacts. Note that some triangles may touch each other at z = 1/2 (as
the two central triangles in Fig. 4b), but our contact model tolerates this. �	

Fig. 6. Representing a 2-edge-connected cubic graph G by touching triangles in 3d:
(a) partition of the edge set into disjoint cycles and a perfect matching (the numbers
denote a permutation of the matching edges); (b) the graph H; (c) 3d contact represen-
tation of G; the numbers inside the triangles indicate the z-coordinates of the triangle
apexes (above h), the small numbers denote the non-zero z-coordinates of the vertices.

2.4 Cubic Graphs

We first solve a restricted case and then show how this helps us to solve the
general case of cubic graphs.

Lemma 2. Every 2-edge-connected cubic graph with n vertices can be realized
as a contact graph of triangles with vertices on a grid of size 3 × n/2 × n/2. It
takes O(n log2 n) time to construct such a realization.

Proof. By Petersen’s theorem [22], any given 2-edge-connected cubic graph G
has a perfect matching. Note that removing this matching leaves a 2-regular
graph, i.e., a set of vertex-disjoint cycles C1, . . . , Ck; see Fig. 6(a). Such a
partition can be computed in O(n log2 n) time [10]. Let n = |V (G)| and
n1 = |V (C1)|, . . . , nk = |V (Ck)|. Note that n = n1 + · · · + nk. We now con-
struct a planar graph H = (V,E) with n+1 vertices that will be the “floorplan”
for our drawing of G. The graph H consists of an n-wheel with outer cycle
v1,1, . . . , v1,n1 , . . . , vk,1, . . . , vk,nk

, n spokes and a hub h, with additional chords
v1,1v1,n1 , v2,1v2,n2 , . . . , vk,1vk,nk

. We call the edges v1,n1v2,1, . . . , vk,nk
v1,1 dummy
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edges (thin gray in Fig. 6(b) and (c)) and the other edges on the outer face of
the wheel cycle edges.

The chords and cycle edges form triangles with apex h. More precisely, for
every i ∈ {1, . . . , k}, the chord-based triangle Δvi,1vi,ni

h and the ni − 1 cycle-
based triangles Δvi,1vi,2h, . . . ,Δvi,ni−1vi,ni

h together represent the ni vertices
in the cycle Ci of G. For each Ci, we still have the freedom to choose which vertex
of G will be mapped to the chord-based triangle of H. This will depend on the
perfect matching in G. The cycle edges will be drawn in the xy-plane (except
for those incident to a chord edge); their apexes will be placed at various grid
points above h such that matching triangles touch each other. The chord-based
triangles will be drawn horizontally, but not in the xy-plane.

In order to determine the height of the triangle apexes, we go through the
edges of the perfect matching in an arbitrary order; see the numbers in Fig. 6(a).
Whenever an endpoint v of the current edge e is the last vertex of a cycle,
we represent v by a triangle with chord base. We place the apexes of the two
triangles that represent e at the lowest free grid point above h; see the numbers
in Fig. 6(c). Our placement ensures that, in every cycle (except possibly one,
to be determined later), the chord-based triangle is the topmost triangle. This
guarantees that the interiors of no two triangles intersect (and the triangles of
adjacent vertices touch).

Now we remove the chords from H. The resulting graph is a wheel; we can
simply draw the outer cycle using grid points on the boundary of a (3 × n/2)-
rectangle and the hub on any grid point in the interior. (For the smallest cubic
graph, K4, we would actually need a (3 × 3)-rectangle, counting grid lines, in
order to have a grid point in the interior, but it’s not hard to see that K4 can
be realized on a grid of size 3 × 2 × 2.) If one of the k cycles encloses h in the
drawing (as C1 in Fig. 6(c)), we move its chord-based triangle from z = z� > 0
to the plane z = −1, that is, below all other triangles. Let i� be the index of
this cycle (if it exists). Note that this also moves the apex of the triangle that
is matched to the chord-based triangle from z = z� to z = −1. In order to keep
the drawing compact, we move each apex with z-coordinate z′ > z� to z′ − 1.
Then the height of our drawing equals exactly the number of edges in the perfect
matching, that is, n/2.

The correctness of our representation follows from the fact that, in the orthog-
onal projection onto the xy-plane, the only pairs of triangles that overlap are the
pairs formed by a chord-based triangle with each of the triangles in its cycle and,
if it exists, the chord-based triangle of Ci� with all triangles of the other cycles.
Also note that two triangles Δvi,j−1vi,jh and Δvi,jvi,j+1h (the second indices
are modulo ni) that represent consecutive vertices in Ci (for some i ∈ {1, . . . , k}
and j ∈ {1, . . . , ni}) touch only in a single point, namely in the image of vi,j .
This is due to the fact that vertices of G that are adjacent on Ci are not adjacent
in the matching, and for each matched pair its two triangle apexes receive the
same, unique z-coordinate.

We do not use all edges of H for our 3d contact representation of G. The
spokes of the wheel are the projections of the triangle edges incident to h. The
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k dummy edges don’t appear in the representation (but play a role in the proof
of Theorem 5 ahead). �	

In order to generalize Lemma 2 to any cubic graph G, we use the bridge-block
tree of G. This tree has a vertex for each 2-edge-connected component and an
edge for each bridge of G. The bridge-block tree of a graph can be computed
in time linear in the size of the graph [28]. The general idea of the construc-
tion is the following. First, remove all bridges from G and, using some local
replacements, transform each connected component of the obtained graph into
a 2-edge-connected cubic graph. Then, use Lemma 2 to construct a represen-
tation of each of these graphs. Finally, modify the obtained representations to
undo the local replacements and use the bridge-block tree structure to connect
the constructed subgraphs, restoring the bridges of G. The proof is in the full
version.

Theorem 5 (♠). Every cubic graph with n vertices can be realized as a contact
graph of triangles with vertices on a grid of size 3n/2 × 3n/2 × n/2. It takes
O(n log2 n) time to construct such a realization.

Corollary 2. Every graph with n vertices and maximum degree 3 can be realized
as a contact graph of triangles, line segments, and points whose vertices lie on a
grid of size 3�n/2× 3�n/2×�n/2. It takes O(n log2 n) time to construct such
a realization.

Proof. If n is odd, add a dummy vertex to the given graph. Then add dummy
edges until the graph is cubic. Apply Theorem5. From the resulting representa-
tion, remove the triangle that corresponds to the dummy vertex, if any. Discon-
nect the pairs of triangles that correspond to dummy edges. �	

3 Hypergraphs

We start with a negative result. Hypergraphs that give rise to simplicial 2-
complexes that are not embeddable in 3-space also do not have a realization
using touching polygons. Carmesin’s example of the cone over the complete
graph K5 is such a 2-complex2, which arises from the 3-uniform hypergraph on
six vertices whose edges are {{i, j, 6} : {i, j} ∈ [5]2}. Recall that d-uniform means
that all hyperedges have cardinality d. Any 3-uniform hypergraph that contains
these edges also cannot be drawn. For example, Kd

n, the complete d-uniform
hypergraph on n ≥ 6 vertices for d = 3 does not have a non-crossing drawing in
3d. For an elementary proof of this fact, see the full version.

Note that many pairs of hyperedges share two vertices in these graphs. This
motivates us to consider 3-uniform linear hypergraphs, i.e., hypergraphs where
pairs of edges intersect in at most one vertex. Very symmetric examples of such
2 Carmesin [8] credits John Pardon with the observation that the link graph at a

vertex v, which contains a node for every edge at v and an arc connecting two such
nodes if they share a face at v, must be planar for the 2-complex to be embeddable.
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hypergraphs are Steiner systems. Recall that a Steiner system S(t, k, n) is an n-
element set S together with a set of k-element subsets of S (called blocks) such
that each t-element subset of S is contained in exactly one block. In particular,
examples of 3-uniform hypergraphs are Steiner triple systems S(2, 3, n) [27].
They exist for any vertex number in {6k+1, 6k+3: k ∈ N}. For n = 7, 9, 13, . . . ,
the corresponding 3-uniform hypergraph has n(n−1)/6 hyperedges and is ((n−
1)/2)-regular.

First we show that the two smallest triple systems, i.e., S(2, 3, 7) (also called
the Fano plane) and S(2, 3, 9), admit non-crossing drawings in 3d. See Fig. 7 for
the picture of the representation of the Fano plane. The proofs of the results
stated in this section can be found in the full version. Actually, the existence of
such representations follows from Ossona de Mendez’ work [21] (see introduc-
tion) since both hypergraphs have incidence orders of dimension 4 (which can
be checked by using an integer linear program). His approach, however, yields
coordinates that are exponential in the number of vertices.

Fig. 7. The Fano plane and a drawing using touching triangles in 3d

Proposition 2 (♠). The Fano plane S(2, 3, 7) and the Steiner triple system
S(2, 3, 9) admit non-crossing drawings using triangles in 3d.

Now we turn to a special class of 4-uniform hypergraphs; Steiner quadruple
systems S(3, 4, n) [26]. They exist for any vertex number in {6k + 2, 6k + 4: k ∈
N}. For n = 8, 10, 14, . . . , the corresponding 4-uniform hypergraph has m =(
n
3

)
/4 hyperedges and is 4m/n = (n−1)(n−2)/6-regular. We now show that no

Steiner quadruple system admits a drawing using convex quadrilaterals in 3d.

Observation 1. In a non-crossing drawing of a Steiner quadruple system using
quadrilaterals in 3d, every plane contains at most four vertices.

Proof. Suppose that there is a drawing R and a plane Π that contains at least
five vertices. Let ab be a maximum length edge of the convex hull of the points in
the plane Π. No four, say wxyz in that order, can be collinear or the quadrilateral
containing wyz is either wxyz, which is degenerate (a line segment), or it contains
x on its perimeter but x is not a corner, a contradiction. Thus the set S of
vertices on Π that are not on the edge ab has size at least two. If there exist
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u, v ∈ S such that abu and abv form3 two distinct quadrilaterals with ab then
these quadrilaterals intersect in the plane (they are both on the same side of ab),
a contradiction. If no such pair exists then S contains exactly two points and
they form one quadrilateral with ab, which must contain the other vertex in Π
(on the edge ab) that is not a corner, a contradiction. �	

Observation 1 is the starting point for the following result.

Proposition 3 (♠). The Steiner quadruple system S(3, 4, 8) does not admit a
non-crossing drawing using (convex or non-convex) quadrilaterals in 3d.

Theorem 6. No Steiner quadruple system admits a non-crossing drawing using
convex quadrilaterals in 3d.

Proof. Day and Edelsbrunner [9, Lemma 2.3] used an approach similiar to that
of Carmesin (mentioned in footnote 2) to show that the number of triangles
spanned by n points in 3d is less than n2 if no two triangles have a non-trivial
intersection. (A trivial intersection is a common point or edge.) We need to
redo their proof taking lower-order terms into account. If a Steiner quadruple
system S(3, 4, n) can be drawn using quadrilaterals in 3d, the intersection of these
quadrilaterals with a small sphere around a vertex is a planar graph. Recall that
any S(3, 4, n) has n vertices and m =

(
n
3

)
/4 quadruples. Let v be any vertex.

Then v is incident to 4m/n = (n − 1)(n − 2)/6 quadrilaterals. Breaking these
(convex) quadrilaterals into (n − 1)(n − 2)/3 triangles yields a graph on n − 1
vertices (that is, on all but v) with (n− 1)(n− 2)/3 edges. For n > 9, this graph
cannot be planar. The only Steiner quadruple system with at most nine vertices
is S(3, 4, 8), hence Proposition 3 yields our claim. �	

4 Conclusion and Open Problems

In Sect. 3 we discussed the Fano plane and other Steiner systems. The Fano
plane is the smallest projective plane. Can the second smallest projective plane,
PG(3), which is the Steiner quadruple system S(2, 4, 13), be drawn in 3d, such
that each edge is a (convex) quadrilateral? To this end, we make the following
observation (proved in the full version): If there is a drawing of PG(3) in which
every edge is a convex quadrilateral, then no two quadrilaterals are coplanar.

Acknowledgments. We are grateful to the organizers of the workshop Homonolo
2017, where the project originates. We thank Günter Rote for advice regarding strictly
convex drawings of polygons on the grid, and we thank Torsten Ueckerdt for bringing
Ossona de Mendez’ work [21] to our attention. We are indebted to Arnaud de Mesmay
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3 In a Steiner quadruple system, every triple of vertices appears in a unique quadruple.
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15. Hliněný, P., Kratochv́ıl, J.: Representing graphs by disks and balls (a survey of
recognition-complexity results). Discret. Math. 229(1–3), 101–124 (2001). https://
doi.org/10.1016/S0012-365X(00)00204-1

16. Johnson, D.S., Pollak, H.O.: Hypergraph planarity and the complexity of drawing
Venn diagrams. J. Graph Theory 11(3), 309–325 (1987). https://doi.org/10.1002/
jgt.3190110306

17. Koebe, P.: Kontaktprobleme der konformen Abbildung. Berichte über die Ver-
handlungen der Sächsischen Akad. der Wissen. zu Leipzig. Math.-Phys. Klasse 88,
141–164 (1936). https://doi.org/10.1007/BF02418546
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Abstract. Van Goethem and Verbeek [12] recently showed how to
morph between two planar orthogonal drawings ΓI and ΓO of a connected
graph G while preserving planarity, orthogonality, and the complexity of
the drawing during the morph. Necessarily drawings ΓI and ΓO must be
equivalent, that is, there exists a homeomorphism of the plane that trans-
forms ΓI into ΓO. Van Goethem and Verbeek use O(n) linear morphs,
where n is the maximum complexity of the input drawings. However, if
the graph is disconnected their method requires O(n1.5) linear morphs.
In this paper we present a refined version of their approach that allows us
to also morph between two planar orthogonal drawings of a disconnected
graph with O(n) linear morphs while preserving planarity, orthogonality,
and linear complexity of the intermediate drawings.

Van Goethem and Verbeek measure the structural difference between
the two drawings in terms of the so-called spirality s = O(n) of ΓI relative
to ΓO and describe a morph from ΓI to ΓO using O(s) linear morphs. We
prove that s+1 linear morphs are always sufficient to morph between two
planar orthogonal drawings, even for disconnected graphs. The resulting
morphs are quite natural and visually pleasing.

1 Introduction

Continuous morphs of planar drawings have been studied for many years, start-
ing as early as 1944, when Cairns [7] showed that there exists a planarity-
preserving continuous morph between any two (compatible) triangulations that
have the same outer triangle. These results were extended by Thomassen [10]
in 1983, who gave a constructive proof of the fact that two compatible straight-
line drawings can be morphed into each other while maintaining planarity. The
resulting algorithm to compute such a morph takes exponential time (just as
Cairns’ result). Thomassen also considered the orthogonal setting and showed
how to morph between two rectilinear polygons with the same turn sequence.
For planar straight-line drawings the question was settled by Alamdari et al. [1],
following work by Angelini et al. [3]. They showed that O(n) uni-directional
linear morphs are sufficient to morph between any compatible pair of planar
straight-line drawings of a graph with n vertices while preserving planarity. The
corresponding morph can be computed in O(n3) time.
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In this paper we consider the orthogonal setting, that is, we study planarity-
preserving morphs between two planar orthogonal drawings ΓI and ΓO with
maximum complexity n, of a graph G. Here the complexity of an orthogonal
drawing is defined as the number of vertices and bends. All intermediate draw-
ings must remain orthogonal, as to not disrupt the mental map of the reader.
This immediately implies that the results of Alamdari et al. [1] do not apply,
since they do not preserve orthogonality. Biedl et al. [5] described the first results
in this setting, for so-called parallel drawings, where every edge has the same
orientation in both drawings. They showed how to morph between two parallel
drawings using O(n) linear morphs while maintaining parallelity and planarity.
More recently, Biedl et al. [4] showed how to morph between two planar orthogo-
nal drawings using O(n2) linear morphs, while preserving planarity, orthogonal-
ity, and linear complexity. Van Goethem and Verbeek [12] improved this bound
further to O(n) linear morphs for a connected graph G. This bound is tight,
based on the lower bound for straight-line graphs proven by Alamdari et al. [1].

If the graph G is disconnected, then Aloupis et al. [2] show how to connect G
in a way that is compatible with both ΓI and ΓO while increasing the complexity
of the drawings to at most O(n1.5). They also prove a matching lower bound if G
has at most n

4 connected components. This directly implies that Van Goethem
and Verbeek require O(n1.5) linear morphs for a disconnected graph G.

Paper Outline. We show how to refine the approach by Van Goethem and
Verbeek [12] to also morph between two planar orthogonal drawings of a discon-
nected graph G using O(n) linear morphs while preserving planarity, orthogo-
nality, and linear complexity. In Sect. 2 we describe the necessary background.
In particular, we discuss wires: equivalent sets of horizontal and vertical poly-
lines that capture the x- and y-order of the vertices in ΓI and ΓO. The spirality
of these wires guides the morph. In Sect. 3 we show how to find sets of wires
with linear spirality for equivalent orthogonal planar drawings ΓI and ΓO of a
disconnected planar graph G. Van Goethem and Verbeek are agnostic of the
connectivity of the graph once they create the wires. Hence, using the wires con-
structed in Sect. 3, we can directly apply their approach to disconnected graphs.

In the remainder of the paper we show how to “batch” intermediate morphs.
We argue solely based on sets of wires, hence the results apply to both connected
and disconnected graphs. In particular, in Sect. 4 we show how to combine all
intermediate morphs that act on segments of spirality s into one single linear
morph. Hence we need only s linear morphs to morph from ΓI to ΓO. However,
the rerouting and simplification operations introduced by van Goethem and Ver-
beek to lower the intermediate complexity are not compatible with batched linear
morphs and hence intermediate drawings have complexity of O(n3). In Sect. 5
we present refined versions of both operations which allow us to maintain linear
complexity through the s linear morphs. The initial setup for these operations
costs one additional morph, for a total of s + 1 linear morphs that preserve pla-
narity, orthogonality, and linear complexity. We implemented our algorithm and
believe that the resulting morphs are natural and visually pleasing1. We restrict
1 See https://youtu.be/n0ZaPtfg9TM for a short movie.
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our arguments to proof sketches, all omitted details can be found in the full
version [11].

2 Preliminaries

Orthogonal Drawings. A drawing Γ of a graph G = (V,E) is a mapping from
every vertex v ∈ V to a unique point Γ (v) in the Euclidean plane and from
each edge (u, v) to a simple curve in the plane starting at Γ (u) and ending at
Γ (v). A drawing is planar if no two curves intersect in an internal point, and no
vertices intersect a curve in an internal point. A drawing is orthogonal if each
edge is mapped to an orthogonal polyline consisting of horizontal and vertical
segments meeting at bends. In a straight-line drawing every edge is represented
by a single line-segment. Two planar drawings Γ and Γ ′ are equivalent if there
exists a homeomorphism of the plane that transforms Γ into Γ ′.

We consider morphs between two equivalent drawings of a graph G. To sim-
plify the presentation, we assume that both drawings are straight-line drawings
with n vertices. If this is not the case then we first unify Γ and Γ ′. We sub-
divide segments, creating additional virtual bends, to ensure that every edge is
represented by the same number of segments in Γ and Γ ′. Next, we replace all
bends with vertices. All edges of the resulting graph G∗ are now represented by
straight segments (horizontal or vertical) in both Γ and Γ ′.

A linear morph of two drawings Γ and Γ ′ can be described by a continuous
linear interpolation of all vertices and bends, which are connected by straight
segments. For each 0 ≤ t ≤ 1 there exists an intermediate drawing Γt where
each vertex v is drawn at Γt(v) = (1 − t)Γv + tΓ ′

v (Γ0 = Γ and Γ1 = Γ ′).
A linear morph maintains planarity (orthogonality, linear complexity, resp.), if
every intermediate drawing Γt is planar (orthogonal, of linear complexity, resp.).

Wires. Following van Goethem and Verbeek [12] we use orthogonal polylines
called wires as the main tool to determine the morph. Wires consist of horizontal
or vertical segments called links. We use two sets of wires to capture the hori-
zontal and vertical order of the vertices in ΓI and ΓO. The lr-wires W→ traverse
the drawings from left to right, and the tb-wires W↓ traverse the drawings from
top to bottom. Since the horizontal and vertical order of the vertices in ΓO are

Fig. 1. Two unified drawings ΓI and ΓO of G (black) plus equivalent wires (red/blue).
(Color figure online)
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guiding our morph, the wires W→ and W↓ are simply horizontal and vertical
lines in ΓO separating consecutive vertices in the x- and y-order (only if their x-
or y-coordinates are distinct). ΓO and ΓI are equivalent, hence there exist wires
in ΓI that are equivalent to the wires in ΓO: there is a one-to-one matching
between the wires of ΓO and ΓI such that matching wires partition the vertices
identically, and cross both the segments of the drawings and the links of the
other wires in the same order (see Fig. 1). Any such two wires in ΓI do not cross
if they are from the same set and cross exactly once otherwise.

Van Goethem and Verbeek use the spirality of wires as a measure for the
distance to ΓO (where all wires are straight lines of spirality zero). Spirality is a
well-established measure in the context of orthogonal drawings and is frequently
used for bend-minimization [6,8,9]. Specifically, let w ∈ W→ be a lr-wire, and
�1, . . . , �k be the links ordered along w. Let bi be the orientation of the bend
from �i to �i+1, where bi = 1 for a left turn, bi = −1 for a right turn, and bi = 0
otherwise. The spirality of a link �i is defined as s(�i) =

∑i−1
j=1 bi. A maximum-

spirality link is any link with the largest absolute spirality. The spirality of a
wire is the maximum absolute spirality of any link in the wire, the spirality of a
set of wires is the maximum spirality of any wire in the set.

The spirality of a drawing Γ is not well defined: it is always relative to another
drawing Γ ′ and the straight-line wires induced by Γ ′. Furthermore, there are
possibly multiple sets of matching wires in Γ for the straight-line wires in Γ ′.
Still, whenever the drawing Γ ′ and the matching set of wires in Γ are clear from
the context, then by abuse of notation we will speak of the spirality of Γ . Unless
stated otherwise, we always consider spirality relative to ΓO.

Slides. Biedl et al. [4] introduced slides as a particular type of linear morph
that operates on the segments of the drawing. Van Goethem and Verbeek [12]
extended this concept to wires. Slides on wires may be accompanied by the
insertion or deletion of bends in the drawing. In the following we exclusively
consider slides on wires. A zigzag consists of three consecutive links of a wire
and two bends β and γ that form a left turn followed by a right turn or vice
versa. Consider the horizontal zigzag with bends β and γ in Fig. 2(a). Let V be
the set of vertices and bends of both the drawing and the wires that are (1) above
or at the same height as β and strictly to the left of β, (2) that are strictly above
γ, and (3) β. The corresponding region is shaded in Fig. 2. A zigzag-eliminating

Fig. 2. A drawing (black) with vertices (open marks) and bends (closed marks). (a)
A zigzag-eliminating slide with center link βγ. (b) Introducing two additional bends
in a crossing segment ensures orthogonality. (c) A bend-introducing slide.
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slide is a linear morph that straightens a zigzag on a wire by moving all vertices
and bends in V up by the initial distance between β and γ.

By definition, wires do not contain any vertices or bends of the drawing or
other wires. However, the center link βγ might be crossed by a segment of the
drawing or a link of a wire in the other set (see Fig. 2(b) for a crossing with
a segment of the drawing). In this case we introduce two virtual bends in the
segment or the link on the crossing and symbolically offset one to the right
and one to the left. The left bend is thus included in V while the right bend
is not. We can prevent that multiple segments or links cross βγ using so-called
bend-introducing slides as discussed in [12] (see Fig. 2(c)).

3 Linear Morphs for Disconnected Graphs

Let ΓI and ΓO be two equivalent planar orthogonal drawings of a disconnected
graph G. For a connected graph there is a unique homotopy class in ΓI that
contains all possible wires that match a given wire w from ΓO. This statement
does not hold for disconnected graphs: there might be more than one homotopy
class in ΓI that matches w (see Fig. 3(a)). If we choose homotopy classes inde-
pendently for the wires in ΓI then their union might not be equivalent to the set
of wires in ΓO, for example, wires might cross more than once (see Fig. 3(c)).

Below we show that we can choose homotopy classes for the wires in ΓI

incrementally, first for the lr-wires and then for the tb-wires, while maintaining
the correct intersection pattern and hence equivalence with ΓO. For each of the
resulting equivalence classes we add the shortest wire to the set of wires. It
remains to argue that the resulting set of wires has spirality O(n) despite the
interdependence of the homotopy classes and the fact that the arrangement of
drawing and wires can have super-linear complexity (which invalidates the proofs
from [12]). Below we consider only W→, analogous results hold for W↓.

Lemma 1. For each right-oriented link �→ of a wire w ∈ W→ with positive
(negative) spirality s there exists a vertical line L and a subsequence of Ω(|s|)
links of w crossing L, such that the absolute spiralities of the links in sequence
are [0, 2, 4, . . . , |s|−2, |s|], and when ordered top-to-bottom (bottom-to-top) along
L form the sequence [2, 6, 10, . . . , |s| − 2, |s|, |s| − 4, . . . , 4, 0].

Fig. 3. (a) A (straight-line) wire w in ΓO (red) and two possible wires in ΓI from
different homotopy classes that both match w. (b) A graph with three connected
components. (c) Wires in ΓI that cross three times. (d) Set of wires equivalent to ΓO.
(Color figure online)
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Fig. 4. (a) Lemma 1 for a link �→ and sequence S = (�3, �5, �13, �15, �→). (b) The
i-core of a spiral for a link �i ∈ S (gray). (c) The i-layer of the spiral (gray). (d) A
layer cannot only contain wires as then we can shorten all wires.

Figure 4(a) illustrates Lemma 1. Let �→ be a right-oriented link on a wire w
and w.l.o.g. let s > 0 be the spirality of w. Further, let L be a vertical line through
�→ and S a subsequence from w with the properties guaranteed by Lemma 1.
Finally, let �i ∈ S be the unique link with spirality 0 ≤ i ≤ s in S. We define
the i-core for S (for 4 ≤ i ≤ s and i (mod 4) = 0) as the region enclosed by the
wire w from the intersection between �i−4 and L to the intersection between �i

and L and the straight line segment along L connecting them (see Fig. 4(b)). We
define the i-layer for S (for 4 ≤ i ≤ s − 4 and i (mod 4) = 0) as the difference
of the i-core and the (i + 4)-core (see Fig. 4(c)).

Lemma 2. An equivalent set of lr-wires with spirality O(n) exists.

Proof (Sketch). We prove by induction that we can add a new lr-wire with
spirality O(n). If a wire w has ω(n) layers, then we can argue via shortcuts (see
Fig. 4(d)) that w was not shortest with respect to previously inserted wires. ��
Lemma 3. An equivalent set of wires with spirality O(n) exists.

Proof (Sketch). By Lemma 2 we can insert all lr-wires with spirality O(n). By
Lemma 2 from [12] the spirality of intersecting links is the same. Apply Lemma 2
for the tb-wires in the regions between the intersections with lr-wires. ��
Theorem 1. Let ΓI and ΓO be two unified planar orthogonal drawings of a
(disconnected) graph G. We can morph ΓI into ΓO using Θ(n) linear morphs
while maintaining planarity and orthogonality.

Proof. By Lemma 3 an equivalent set of wires with spirality s = O(n) exists.
By Theorem 8 from [12] we can thus morph the drawings into each other using
O(s) = O(n) linear morphs. The lower bound of Ω(n) follows from [1]. ��

4 Combining Intermediate Linear Morphs

The proof of Theorem 1 implies a morph between two unified planar orthogonal
drawings ΓI and ΓO exists using O(s) linear morphs, where s is the spirality of
ΓI . In this section we show how to combine consecutive linear morphs into a total
number of only s linear morphs, while maintaining planarity and orthogonality.
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The morphs we describe can be encoded by a sequence of drawings, start-
ing with ΓI and ending with ΓO, such that every consecutive pair of drawings
can be linearly interpolated while maintaining planarity and orthogonality. For
notational convenience let Γi −−� Γj indicate that Γi occurs before Γj during the
morph and Γi =� Γj that Γi −−� Γj or Γi = Γj .

Let an iteration of the original morph consist of all linear slides that jointly
reduce spirality by one. Let the first drawing of iteration s be the first drawing
in the original morph with spirality s and the last drawing be the first drawing
with spirality s−1. Consecutive iterations overlap in exactly one drawing. These
drawings in the overlap of iterations are the intermediate steps of the final morph.
Within this section let ΓI =� Γa −−� Γb =� ΓO, where Γa is the first drawing with
spirality s and Γb is the first drawing with spirality s − 1.

4.1 Staircases

Consider two distinct vertices v and w of the drawing. Define an x-inversion
(y-inversion) of v and w between Γa and Γb when the sign (+,−,0) of v.x − w.x
(v.y − x.y) differs in Γa and Γb. We say two vertices are x-inverted (y-inverted),
or simply inverted. Two vertices v and w are separated in a drawing by a link �
when they are both in the vertical (horizontal) strip spanned by �, and v and w
are on opposite sides of �.

Lemma 4. Two vertices v and w can be inverted by a zigzag-removing slide
along link �, if and only if v and w are separated by �.

w

vvA downward staircase is a sequence of horizontal links where:
(1) the left-endpoints are x-monotone increasing and y-monotone
decreasing, (2) the projection on the x-axis is overlapping or
touching for a pair if and only if they are consecutive in the
sequence, and (3) all links have positive spirality. Two vertices v
and w are separated by a downward staircase if v is in the ver-
tical strip spanned by the first link of the staircase and above it and w is in
the vertical strip spanned by the last link and below it. Similar concepts can be
defined for upwards staircases and for vertical links.

Fig. 5. Regions surrounding �s in Γi−1

and the matching regions in Γi.
Fig. 6. Sets SL and SR in Γa and Γb.
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Lemma 5. Two vertices v and w that are x-inverted (y-inverted) first during
a morph from Γa to Γb, are separated by a horizontal (vertical) staircase of
maximum spirality links in Γa.

Proof (Sketch). Assume w.l.o.g. that only one inversion occurs and it occurs
from Γb−1 to Γb. By Lemma 4, v and w are separated by a link � in Γb−1. Link
� must have maximum absolute spirality as it was selected for the morph. We
now prove inductively that a staircase exists in all drawings from Γa to Γb−1 by
“moving backwards” through the morph. To this end we define four rectangular
regions A,B,C,D surrounding �s in Γi−1 (see Fig. 5). During the linear slide
from Γi−1 to Γi two new regions F and G are created, which cannot contain
vertices. Using these rectangular regions and a case distinction on the type of
linear slide, we can argue inductively that a staircase separating v and w must
also exist in Γi−1. ��

4.2 Inversions

We show that every pair of vertices is inverted along at most one axis during the
morph from Γa to Γb. We then prove that Γa has spirality one relative to Γb.

Lemma 6. Two vertices v and w can be inverted along only one axis during the
morph from Γa to Γb.

Lemma 7. Each vertical (horizontal) line in Γb not crossing a vertex, can be
matched to a y- (x-)monotone wire in Γa.

Proof (Sketch). Consider a vertical line L↓ in Γb not intersecting any vertex. Line
L↓ partitions the set of vertices and vertical edges in Γb into two subsets SL and
SR. Consider a horizontal line L→ in Γa and consider the maximal intervals
formed along it by elements from the same set SL or SR (see Fig. 6). Set SL

and SR form exactly two maximal intervals along L→. Thus a y-monotone line
exists correctly splitting SL and SR. We can show that this y-monotone line
must intersect horizontal edges in the correct order as well. ��
Lemma 8. Drawing Γa has spirality one relative to Γb.

4.3 Single Linear Morph

We now show that any two planar orthogonal drawings Γi and Γj , where Γi

has spirality one relative to Γj , can be morphed into each other using a single
linear morph while maintaining planarity. Two drawings are shape-equivalent if
for each edge the sequence of left and right turns is identical and the orientation
of the initial segment is identical in both drawings. We say two drawings are
degenerate shape-equivalent if edges may contain zero-length segments but an
assignment of orientations to the segments exists that is consistent with both
drawings. Two (degenerate) shape-equivalent drawings are per definition also
unified. We can make Γa degenerate shape-equivalent to Γb by adding zero-
length edges whenever maximum absolute spirality links in Γa cross an edge.
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Fig. 7. (a) Two points p and q on vertical segments of the drawing that are inverted
along both axes imply wires in ΓI that are not equivalent to ΓO. (b) Points p and q
on a horizontal and vertical segment. (c) Points p and q on horizontal segments.

We say two points p and q on the drawing are split by a wire when p and q lie
on different sides of the wire.

Lemma 9. Let ΓI and ΓO be two degenerate shape-equivalent drawings, where
ΓI has spirality one. There exists a single linear morph from ΓI to ΓO that
maintains planarity and orthogonality.

Proof (Sketch). The partition of the drawing by all wires defines cells: regions
of the plane not split by any wire. For each cell containing at least one bend
or vertex, we can linearly interpolate all vertices and bends in ΓI to the unique
vertex or bend location in ΓO. This directly defines a linear morph between ΓI

and ΓO. To argue planarity of this morph, we assume for contradiction that
there exist two points p and q on an edge or vertex of the drawing that coincide
during the morph (excluding ΓI and ΓO). Then p and q must be x- and y-
inverted in ΓO compared to ΓI and there must be two vertices r and s that
are x- and y-inverted and split by at least a tb-wire and a lr-wire. As the lr-
wire and the tb-wire are monotone they cross at least three times (see Fig. 7).
Contradiction. ��

Theorem 2. Let ΓI and ΓO be two unified planar orthogonal drawings of a
(disconnected) graph G, where ΓI has spirality s. We can morph ΓI into ΓO

using exactly s linear morphs while maintaining planarity and orthogonality.

5 Linear Complexity of Intermediate Drawings

Van Goethem and Verbeek [12] describe rerouting and a simplification operations
that reduce the complexity of intermediate drawings to O(n). These operations
are not compatible with the batched linear morphs we described in Sect. 4. Below
we show how to adapt these operations to the batched setting. These adaptations
come at the cost of a single additional linear morph.
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Fig. 8. (a) An ε-band adjacent to the edge. (b) Inserting an s-windmill. (c–d) Reroute
wires after linear slide without introducing new crossings.

5.1 Rerouting

To avoid that the linear morphs introduce too many bends in a single iteration
of the morph, we show how to route the wires such that only O(n) complexity is
added to the drawing in each iteration. The initial rerouting of the wires in ΓI

increases the maximum spirality by one, but it prevents any increase of spirality
during the morph. Thus, using Theorem 2, s + 1 morphs are sufficient to morph
two equivalent drawings into each other while maintaining planarity and keeping
complexity of the intermediate drawings to O(n2).

We reroute the wires in W↓ and W→ as follows. Consider an edge e that is
crossed by at least two wires in ΓI . By Lemma 9 from [12] all crossing links
have the same spirality. Assume w.l.o.g. that this spirality is positive, otherwise
mirror the rotations and replace right by left. Let ε be a small distance such that
the ε-band above e is empty except for the links crossing e and that there is more
than a 2ε distance between the right-most crossing link and the right-endpoint
of e (see Fig. 8(a)).

We insert an s-windmill of all crossing wires within the ε-band above e by
rerouting the wires as follows. First disconnect all crossing links within the ε-
band above e. Then reroute all wires in a parallel bundle to the right, beyond
the right-most wire wr crossing e. Now we spiral the bundle using right turns
until the spirality of the links reaches zero. Next we unwind the bundle again
within the spiral. Finally we reconnect the wires by routing back parallel to e
to maintain the original crossing points (see Fig. 8(b)). This rerouting can be
executed without introducing crossings between the wires. It does increase the
spirality of the drawing by one.

We now change each iteration as follows. Consider a horizontal edge e crossed
by k > 1 links of maximum absolute spirality s (assuming s > 0) at the start of
the iteration. Instead of performing a linear slide on all crossing links, we perform
a single linear slide only on the rightmost crossing link. This slide creates a new
vertical segment (see Fig. 8(c)). Thanks to the introduction of the s-windmill,
we can easily reroute the other crossing wires to intersect the new vertical seg-
ment instead of the horizontal segment without introducing other crossings (see
Fig. 8(d)). The newly created crossing links must have spirality s − 1 as all links
crossing the same segment have the same spirality (Lemma 9 from [12]). We can
reduce all remaining spirality s links without introducing additional complexity
in the drawing.
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Lemma 10. At the start of iteration i of the morph, all wires crossing an edge
e with links of spirality i form an i-windmill in an empty ε-band next to e.

Lemma 11. Let Γs be the first drawing of an iteration and Γ r
s−1 the rerouted

last drawing. The spirality of Γs relative to Γ r
s−1 is one.

Proof (Sketch). We can argue that rerouting wires does not eliminate staircases.
A link that is rerouted may have been part of a staircase, but the new links
replacing it do not break any staircase properties. As rerouting links maintains
staircases, Lemmata 5–8 still apply. ��

Drawing Γ r
s−1 compared to Γs contains two additional bends in each edge

crossed by maximum absolute spirality links in Γs. We can make Γs and Γ r
s−1

degenerate shape-equivalent by inserting an additional zero-length segment at
the right-most (left-most for negative spirality) crossing link for each edge crossed
by maximum absolute spirality links. By Lemmata 9 and 11 we can morph the
resulting Γs into Γ r

s−1 in a single linear morph while maintaining planarity.
As, independently of how many wires are crossing it, each edge only intro-

duces two new bends, complexity increases by O(n) during each iteration. Thus
the overall complexity is O(s ·n). We conclude that we can morph two drawings
ΓI and ΓO, where ΓI has spirality s, into each other using s + 1 linear morphs
while maintaining planarity and O(s · n) complexity of the drawing.

5.2 Simplification

By using rerouting we can ensure that the complexity of the drawing increases
by at most O(n) in every iteration, but its complexity may still grow to O(n2)
over O(n) iterations. In this section we show how to simplify the intermediate
drawings to ensure that the complexity after each iteration is O(n).

We again consider a single iteration starting with Γs and ending with Γs−1.
Using rerouting we can find an alternative final drawing Γ r

s−1 that also maintains
planarity. We now introduce a redraw step that further simplifies Γ r

s−1 into
a straight-line drawing Γ ′

s−1 such that a linear morph from Γs to Γ ′
s−1 still

maintains planarity. The redraw step works as follows.
For each vertex v in Γ r

s−1, consider a 6ε-sized square box surrounding v that
contains only v and a 3ε-part of each outgoing edge from v. If an incident edge
e is crossed by a maximum absolute spirality link in Γs, then we reroute e inside
the 6ε-box around v. Specifically, for an edge e leaving v rightwards, we reroute e
within the 6ε-box using the coordinates (v, v+(0,−ε), v+(2ε,−ε), v+(2ε, 0), v+
(3ε, 0)) (see Fig. 9(a)). Analogous rerouting can be done for edges leaving v in
other directions. For an edge crossed by a negative spirality link invert the left
and right turns.

Lemma 12. We can redraw all edges in Γs−1 that were crossed by a maximum-
spirality link in Γs within 6ε-boxes while maintaining planarity of the drawing.
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Fig. 9. (a) A 6ε-box surrounding a vertex v (dashed) with four redrawn edges. (b)
Original drawing, rerouted drawing, and straightening the drawing.

Proof (Sketch). We can establish a relation between the spiralities of two seg-
ments incident at the same vertex. Using this relation we can argue that, after
redrawing, no two edges leave a vertex in the same direction. As a result, there
are no planarity violations within the 6ε-boxes around vertices. ��
Lemma 13. If Γs is a straight-line drawing with spirality s > 0 then there exists
a straight-line drawing Γ ′

s−1 with spirality s − 1.

Proof (Sketch). Let Γ r
s−1 be the drawing obtained by applying rerouting to the

last drawing of iteration s. Consider an edge e crossed by maximum absolute
spirality links in Γs. Edge e has three segments in Γ r

s−1 due to the two introduced
bends. The first and last segment do not cross any wires. We can apply the redraw
step to e, resulting in three more segments at the start and end of e. Finally we
eliminate all additional segments of e by performing zigzag-eliminating slides on
these segments (see Fig. 9(b)). ��
Lemma 14. The spirality of Γ ′

s−1 relative to Γs is one.

Proof (Sketch). Let the main wire set be the set of wires used to compute the
morph including rerouting from Γs to Γ r

s−1. Consider a reference wire grid that
is a straight-line wire grid in Γs. Using Lemmata 7, 8, and 11 but swapping the
roles of Γa and Γb, we obtain the result that there is an equivalent monotone
set of wires in Γ r

s−1 matching the reference grid in Γs. Thus the spirality of Γs

relative to Γ r
s−1 is one.

When straightening Γ r
s−1 to Γ ′

s−1 only zigzag-removing slides are performed
on segments not crossed by a wire from the main wire set. As such a segment
was not crossed by a wire from the main wire set, the orientation of the segment
is unchanged in Γ r

s−1. Specifically, any link of a wire from the reference wire grid
that crosses such a segment must have spirality zero. When straightening Γ r

s−1

to Γ ′
s−1 the zigzag-removing slides may insert additional bends in these reference

wires, but the wires will remain monotone. ��
We can make Γs degenerate shape-equivalent to Γ ′

s−1 as follows. For each edge
e crossed by maximum absolute spirality links, we split e at the crossing with
the right-most (or left-most if the links have negative spirality) crossing link and
insert a zero-length segment. Furthermore, we add three zero-length segments
at the endpoint of each such edge e coincident with the respective endpoint.
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Theorem 3. Let ΓI and ΓO be two equivalent drawings of a (disconnected)
graph G, where ΓI has spirality s. We can morph ΓI into ΓO using s + 1 linear
morphs while maintaining planarity, orthogonality, and linear complexity of the
drawing during the morph.
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Abstract. Cartograms are popular for visualizing numerical data for
map regions. Maintaining correct adjacencies is a primary quality crite-
rion for cartograms. When there are multiple data values per region (over
time or different datasets) shown as animated or juxtaposed cartograms,
preserving the viewer’s mental map in terms of stability between car-
tograms is another important criterion. We present a method to com-
pute stable Demers cartograms, where each region is shown as a square
and similar data yield similar cartograms. We enforce orthogonal separa-
tion constraints with linear programming, and measure quality in terms
of keeping adjacent regions close (cartogram quality) and using similar
positions for a region between the different data values (stability). Our
method guarantees ability to connect most lost adjacencies with minimal
leaders. Experiments show our method yields good quality and stability.

Keywords: Time-varying data · Cartograms · Mental-map
preservation

1 Introduction

Myriad datasets are georeferenced and relate to specific places or regions. A
natural way to visualize such data in their spatial context is by cartographic
maps. A choropleth map is a prominent tool, which colors each region in a map
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by its data value. Such maps have several drawbacks: data may not be correlated
to region size and hence the visual salience of large vs small regions is not equal.
Moreover, colors are difficult to compare and not the most effective encoding for
numeric data [23], requiring a legend to facilitate relative assessment.

Cartograms, also called value-by-area maps, overcome the drawbacks by
reducing spatial precision in favor of clearer encoding of data values: the map
is deformed such that each region’s visual size is proportional to its data value.
Attention is then drawn to items with large data values and comparison of rel-
ative magnitudes becomes a task of estimating sizes – which relies on more
accurate visual variables for numeric data [23]. This also frees up color as a
visual variable. Cartogram quality is assessed by criteria [25] including 1. Spa-
tial deformation: regions should be placed close to their geographic position;
2. Shape deformation: each region should resemble its geographic shape;
3. Preservation of relative directions: spatial relations such as north-south
and east-west should be maintained. 4. Topological accuracy: geographically
adjacent regions should be adjacent in the cartogram, and vice versa. 5. Carto-
graphic error: relative region sizes should be close to the data values. Criteria
1–4 describe geographical accuracy of the region arrangement. Maintaining rela-
tive directions also helps preserve a viewer’s spatial mental model [30] Criterion
5 (also called statistical error) captures how well data values are represented.
Often techniques aim at zero cartographic error sacrificing other criteria.

Cartograms can also be effective for showing different datasets of the same
regions, arising from time-varying data such as yearly censuses yielding tempo-
rally ordered values for each region, or from available measurements of different
demographic variables that we want to explore, compare and relate, yielding a
vector or set of values for each region. Visualizations for multiple cartograms
include animations (especially for time series), small multiples showing a matrix
of cartograms, or letting a user interactively switch the mapped value in one
cartogram. See for example the interactive Demers cartogram accompanying an
article from the New York Times1. In such methods, cartograms should be as
similar as the data values allow: we thus want cartograms to be stable by using
similar layouts. This helps retain the viewer’s mental map [22], supporting link-
ing and tracking across cartograms. Thus, we obtain an important criterion with
multivariate or time-varying data. Stability: for high stability, cartograms for
the same regions using different data values should have similar layouts. The
relative importance of the criteria depends on the tasks to be facilitated. Nusrat
and Kobourov’s taxonomy of ten tasks [25] can also be considered with multiple
cartograms. Many tasks focus on the data values. As such, a representation of a
region of low complexity allows for easier estimation and size comparison.

Contribution. We focus on Demers cartograms (DC; [3]) which represent each
region by a suitably sized square, similar to Dorling cartograms [9] which use
circles. Their simplicity allows easy comparison of data values, since aspect
ratio is no longer a factor, unlike, e.g., for rectangular cartograms [19]. How-
1 https://archive.nytimes.com/www.nytimes.com/interactive/2008/09/04/business/

20080907-metrics-graphic.html, accessed June 2019.

https://archive.nytimes.com/www.nytimes.com/interactive/2008/09/04/business/20080907-metrics-graphic.html
https://archive.nytimes.com/www.nytimes.com/interactive/2008/09/04/business/20080907-metrics-graphic.html
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ever, as abstract squares incur shape deformation, in spatial recognition tasks
the cartogram embedding as a whole must be informative, so the layout must
optimize as much as possible the other geographic criteria: spatial deformation,
preservation of relative directions and topological accuracy. We contribute an
efficient linear programming algorithm to compute high-quality stable DCs. Our
DCs have no cartographic error, satisfy given constraints on spatial relations,
and allow trade-off between topological error and stability. Linear interpolation
between different DCs yields no overlap during transformation. Lost adjacencies–
satisfying a mild assumption–can be shown as minimal-length planar orthogonal
lines. Figure 1 shows examples. Experiments compare settings of our linear pro-
gram to each other and to a force-directed layout we introduce (also novel for
DCs); results show that our linear program efficiently computes stable DCs.
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Fig. 1. Cartograms displaying drug poisoning mortality, total GDP and population
of the contiguous states of the US in 2016. The layout minimizes distance between
adjacent regions. Lost adjacencies are indicated with red leaders. Color is used only to
facilitate correspondences between the cartograms. (Color figure online)

Related Work. Cartogram-like representations date to the 1800s. In the 1900s
most standard cartogram types were defined, including rectangular value-by-area
cartograms [26] and more recent ones [13,19]. The first automatically gener-
ated cartograms are continuous deformation ones [29] followed by others [12,15].
Dorling cartograms [9] and DCs [3] exemplify the non-contiguous type repre-
senting regions by circles and squares respectively. Layouts representing regions
by rectangles and rectilinear polygons have received much attention in algorith-
mic literature, see e.g. [1,7,11], and typically focus on aspect ratio, topological
error and region complexity. Compared to DCs, rectilinear variants have higher
visual complexity and added difficulty to assessing areas. No cartogram type can
guarantee a both statistically and geographically accurate representation; see a
recent survey [25]. Measures exist to evaluate quality of cartogram types and
algorithms, see e.g. [2,17].

There is little work on evaluating or computing stable cartograms for time-
varying or multivariate data. Yet they are used in such manner, e.g., as a
sequence of contiguous cartograms showing the evolution of the Internet [16].

DCs relate to contact representations, encoding adjacencies between neigh-
boring regions as touching squares. The focus in graph theory and graph drawing



Computing Stable Demers Cartograms 49

literature lies on recognizing which graphs can be perfectly represented. Even
the unit-disk case is NP-hard [5], though efficient algorithms exist for some
restricted graph classes [8]. Klemz et al. [18] consider a vertex-weighted variant
using disks, that is, with varying disk sizes. Various other techniques are similar
to DCs, using squares or rectangles for geospatial information. Examples include
grid maps, see, e.g., [10] for algorithms and [21] for computational experiments.
Recently, Meulemans [20] introduced a constraint program to compute optimal
solutions under orthogonal order constraints for diamond-shaped symbols. We
use similar techniques, but refer to Sect. 2 for a discussion of the differences.

2 Computing a Single DC

First, we consider a DC for a single weight vector. We are given a set of weighted
regions with their adjacencies, and a set of directional relations. We compute a
layout realizing the weights with disjoint squares that may touch only if adjacent,
so that directional relations are “roughly” maintained. We quantify the quality
of the layout by considering the distances between any two squares represent-
ing adjacent regions. We show that the problem, under appropriate distance
measures, can be solved via linear programming in polynomial time.

Formal Setting. We are given an input graph G = (R, T ). For each region r ∈ R
we are given its centroid in R

2 and its weight w(r), the side length of the square
that represents it in output. The graph has an edge in T if and only if the
original regions are adjacent, thus their respective squares in the output should
be adjacent as well. We are also given two sets H, V of ordered region pairs.
A pair (r, r′) is in H, if r should be horizontally separated from r′ such that
there exists a vertical line � with the square of r being left of � and r′ to its
right. Analogously, V encodes vertical separation requirements. If r and r′ are
adjacent, then (r, r′) is either in H or in V (but not in H ∩ V ) and they should
touch �, otherwise we require a strict separation to avoid false adjacencies; we
are given a minimum gap ε to ensure that this non-adjacency can be visually
recognized.2 The sets H and V model the relative directions criterion for DCs
and any two regions are paired in at least one of those sets. To ensure a DC
exists satisfying the separation constraints, the directed graph D = (R,H ∪ V )
must be a directed acyclic graph (DAG). We consider these relations transitive:
if (r, r′) ∈ H and (r′, r′′) ∈ H, then this enforces that there exists a vertical line
separating (r, r′′) in any DCs and thus (r, r′′) is in H.

The output—a placement of a square for each region—can be stored as a
point P : R → R

2 for each region, encoding the center of its square. A placement
P is valid, if it satisfies the separation constraints of H and V . This implies all
squares are pairwise interior disjoint (or fully disjoint for nonadjacent regions).
We look for a valid placement where distances between non-touching squares of
originally adjacent regions are minimized; this will be made more precise below.

2 In the implementation, ε is the minimum of the side length of the smallest region
and 5% of the diagonal of the bounding box of the input regions R.
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Deriving Separation Constraints. The regions’ weights are given and their adja-
cencies and centroids easily derived, but separation constraints H and V are not.
Various models can determine good directions or separation constraints [6]. We
use the following model; it is symmetric and ensures constraints form a DAG.

For two regions (r, r′) represented by centroids, we check whether their hor-
izontal or vertical distance is larger. In the former case, we add (r, r′) to H if r
is left of r′ and (r′, r) to H otherwise. In the latter case, we add the pair to V in
the appropriate order. We call this the weak setting. We call constraints added
in this setting primary separation constraints.

In the strong setting, we may add an extra constraint for nonadjacent region
pairs whose bounding boxes admit both horizontal and vertical separating lines:
if a pair has a primary separation constraint in H or V , we add a secondary
separation constraint to V or H respectively.

Linear Program. We model optimal solutions to the problem via a polynomially-
sized linear program (LP), which lets us solve the problem in polynomial time.
For each r ∈ R, we introduce variables xr and yr for the center P (r) = (xr, yr) of
the square. For any originally adjacent regions {r, r′} ∈ T we introduce variables
hr,r′ and vr,r′ for the (non-negative) distance between two squares. For any two
regions r, r′, we define shorthands: let wr,r′ := (w(r)+w(r′))

2 and let gapr,r′ = ε if
{r, r′} �∈ T , and 0 otherwise.

min
∑

{r,r′}∈T

hr,r′ + vr,r′ (1)

xr′ − xr ≥ wr,r′ + gapr,r′ ∀(r, r′) ∈ H (2)

yr′ − yr ≥ wr,r′ + gapr,r′ ∀(r, r′) ∈ V (3)

hr,r′ ≥ max{(xr − xr′) − wr,r′ , (xr′ − xr) − wr,r′} ∀{r, r′} ∈ T (4)
vr,r′ ≥ max{(yr − yr′) − wr,r′ , (yr′ − yr) − wr,r′} ∀{r, r′} ∈ T (5)
hr,r′ , vr,r′ ≥ 0 ∀{r, r′} ∈ T (6)

The objective (1) minimizes a sum of the distances between regions with
broken adjacencies in the L1 metric. Constraints (2) and (3) ensure separa-
tion requirements by forcing square centers far enough apart. For nonadjacent
regions, the gap function assures a recognizable gap of width ε between resulting
squares. Constraints (4)–(6) bind distance variables h, v with positional variables
x, y. Here (4) and (5) encode two linear constraints per line, one for each term
in the ‘max’ function. As (1) minimizes the distances, it suffices to enforce lower
bounds, hence the ‘≥’ in the constraints. In an optimal solution, either one of the
two versions, or the non-negativity constraint (6) will be satisfied with equality.

Improving the Gaps. The above model has two minor flaws. First, two squares
‘touch’ even if they only do so at corners; we resolve this by adding ε to the right-
hand side of (4) (or (5)) for vertically (or horizontally, respectively) separated
region pairs in T . This allows hr,r′ = 0 (vr,r′ = 0), when squares share a segment
at least ε long. Second, in the strong setting the LP asks for a minimum gap ε
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along both axes. This is not not needed for visual separation, so we remove the
gap requirement from the secondary separation constraint.

Fine-Tuning the Optimization Criteria. The LP minimizes a sum of distances
between adjacent regions. Cartogram literature emphasizes counting lost adja-
cencies between regions, not the distance between them. We prefer our mea-
sure since (1) there is a big difference if two neighboring countries are set
apart by a small or large gap; (2) while the LP can be turned to an inte-
ger linear program to count lost adjacencies, it greatly increases computational
complexity—optimizing for adjacencies is typically NP-hard, e.g., for disks [4,5]
or segments [14].

Our linear program typically admits several optimal solutions, due to trans-
lation invariance and since touching squares may slide freely along each other as
long as they touch. We introduce a secondary term to the objective to nuance
selection of better layouts, multiplied by a small constant to not interfere with
the original (primary) objective. The secondary term optimizes preservation of
relative directions between squares within the freedom of the optimal solution.

Consider regions r and r′. W.l.o.g., assume their original centroids are hor-
izontally farther apart than vertically, and r is left of r′, so (r, r′) ∈ H. We
compute a directional deviation drr′ = |(yr + α(xr′ − xr)) − yr′ |, where α is
the (finite) slope of the ray from r to r′ in the input graph G. Similar to (4),
the objective function will minimize drr′ ; we weigh this term more heavily for
adjacent regions. We thus turn the above formula into two linear inequalities.

Alternatives exist for the secondary criterion: displacement from the original
location helps find layouts maintaining many adjacencies for grid maps of equal-
size squares [10,21]. For each region we measure L1 displacement from its origin
(centroid of the original region in the geographic map) to the square center P (r).

Comparison to Overlap Removal. A technique placing disjoint squares exists to
remove overlap of diamond (45 degree rotated square) glyphs for spatial point
data [20], asking to minimally displace varying-size diamonds to remove all over-
lap, constrained to keep orthogonal order of their centers. Rotating the scenario
to yield squares does not yield axis-parallel order constraints but “diagonal”
ones, different from our strong setting. A “weak order constraints” variant is
mentioned, related to our LP in the weak setting, if we change our objective to
one only optimizing displacement relative to original locations. Figure 2 shows
similarities and differences considering the feasibility area between two regions.
Extensions in [20] can be applied in our scenario, e.g., reducing actively con-
sidered separation constraints by removing transitive relations (“dominance”
in [20]). Time-varying data is briefly considered in [20], only conceptualizing a
trade-off between origin-displacement and stability for artificial data; we discuss
several optimization criteria, also focusing on adjacencies which are not consid-
ered in [20], use real-world data experiments, and compare to a baseline DC
implementation to move beyond the limits of linear programming.

The lemma below matches an observation from [20] that carries over to our
setting. It implies that cartograms for different weight functions but with the
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(a) (b) (c)

r r r
r′

r′

r′

Fig. 2. Feasibility area where r′ may be placed w.r.t r, when r′ is primarily to the
right of r. (a) In terms of feasibility, our weak setting and weak order constraints in
[20] coincide. (b) Feasibility using a rotated orthogonal order [20]. (c) Feasibility in the
strong setting.

same constraints have a smooth and simple transition between any such DCs
helping to retain the user’s mental map.

Lemma 1. Let R be a set of regions with separation constraints H and V . Let A
and B be two DCs for R, both satisfying H and V . Then, any linear interpolation
between A to B also satisfies H and V and is thus overlap-free.

3 Computing Stable DCs for Multiple Weights

The method can be extended for regions having multiple weights. We are given
a set of weight functions W = {w1, . . . , wk}. We aim to compute a DC for
each wi ∈ W , i.e., positions Pi(r) for each r ∈ R and wi ∈ W . If each weight
function represents the same data semantic, say population size, at different
times, we consider W = {w1, . . . , wk} ordered by the k time steps; we call this
setting time series. If each weight function represents measurements of different
data semantics (possibly at the same time), say population and gross domestic
product, we treat W as an unordered set; we call this setting weight vectors.

As we focus on cartogram stability over multiple datasets, we combine the
weight functions into one LP that computes the set of DCs, with potentially
different centers Pi(r) for each region r and weight function wi. This lets us add
constraints and optimization objectives for stability. We change objective (1) and
add constraints to minimize displacement between centers of the same region
for different weight functions. We re-use notation in Sect. 2 with superscript i
denoting respective variables for weight function wi ∈ W .

min
k∑

i=1

∑

{r,r′}∈T

(hi
r,r′ + vi

r,r′) +
∑

{i,j}∈I

∑

r∈R

(ci,jr + di,jr ) (7)

ci,jr ≥ max{(xi
r − xj

r), (x
j
r − xi

r)} ∀r ∈ R, {i, j} ∈ I (8)

di,jr ≥ max{(yi
r − yj

r), (y
j
r − yi

r)} ∀r ∈ R, {i, j} ∈ I (9)
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Here set I contains index pairs of weight functions {wi, wj} for which displace-
ment should be minimized. For each r ∈ R, variables ci,jr and di,jr measure the
horizontal and vertical displacement between Pi(r) and Pj(r) due to (8) and (9).

For which weight functions to relate in I, we consider two options: (1) relate
all pairs of functions so I =

(
W
2

)
, which is natural for weight vectors where

an analyst may want to compare the DCs for any two weight functions; and (2)
relating consecutive pairs in a predefined order of the functions so I = {(i, i+1) |
1 ≤ i ≤ k−1}, which is natural for time series. An alternative (3) for time series
initially computes a DC for w1 (e.g., minimizing displacement to region centroids
in the initial map) and then iteratively solves the LP for one DC and weight
function wi (i ≥ 2), where we minimize the displacement only with respect to
the previously solved DC for weight function wi−1. Due to its restricted solution
space (3) is expected to be faster to solve than (2) but with lower stability.
In some scenarios another option (4) may be worthwhile: one weight function,
say w1, may be considered central to the dataset and displacements are only
considered relative to it, so I contains pairs {1, i} for all 2 ≤ i ≤ k.

Not all planar graphs can be represented using touching squares of any size.
A real-world example is Luxembourg having three pairwise neighbors; the input
graph G is a K4. Thus any DC may need to break some adjacencies. To show lost
adjacencies we use leaders – orthogonal polylines connecting the two squares. We
want leaders to have minimal length and low complexity which we can guarantee
under mild assumptions: (1) leaders can coincide with square boundaries; (2)
regions to be connected are realisable, i.e., a valid DC (with possibly different
weights) exists for each pair of regions such that they are adjacent. Let LB

1 (r1, r2)
denote the minimal L1 distance between squares of regions r1 and r2 in DC B.
The following lemmas are proven in Appendix A in the full version [24] – the
proof of the first is constructive and gives a simple O(n2) algorithm to compute
all leaders.

Lemma 2. Consider DCs with separation constraints H, V and two regions
{r1, r2} ∈ T . Let (r1, r2) be a minimal pair in H or V . Then, in any DC B,
there is a monotone leader � between r1 and r2 with length LB

1 (r1, r2).

Lemma 3. Let {r1, r2} ∈ T and assume a DC A exists with r1 and r2 adjacent,
from which H and V are derived in the strong setting. Then, for any DC B
satisfying H and V , a leader � exists between r1 and r2 with at most two bends.

4 Experimental Setup

We compare 18 variants of our linear programs with each other and to 4 variants
of a baseline force-directed DC layout implementation, as described below.

Linear Programs. We categorize our method according to three criteria: (A)
optimization term, (B) method of deriving constraints, and (C) how we deal
with different time steps. For (A) our linear program admits three primary
optimization terms: TOP – distance between topologically adjacent regions;
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CNT – number of lost adjacencies; ORG – distance to the origin (region’s cen-
troid in the geographic map). We use the indicated primary optimization term,
complemented by the secondary constraint of maintaining relative directions.
For (B), separation constraints are deduced from the input map in one of two
ways, S and W, matching the strong and weak case respectively. For (C), we deal
with different weight values (time series/weight vectors) in three ways called sta-
bility implementations: CO – we add an optimization term to minimize distance
between layouts of all (complete) weight value pairs; (2) SU – we add an opti-
mization term to minimize distance between layouts of successive weight values;
(3) IT – we iteratively solve a linear program including an optimization term
to minimize distance to previously calculated layouts. We specify our methods
by concatenating the three aspects in order, for example, TOP-S-SU indicates
the linear program optimized for distances of topologically adjacent regions with
strong separation constraints and with successive weight values linked.

Force-Directed Method. DCs are hard to track down in literature, especially
regarding computation. To our knowledge, there is no common baseline for com-
puting a DC; we introduce a simple one. As Dorling cartograms and DCs are
similar [3] and Dorling cartograms use a force-directed method, we implement
one here, too: FRC. For each pair of regions we define a disjointness force based
on Chebyshev distance between their centers, which grows quadratically to push
squares apart. We use the same desired distance as in Sect. 2 at which this force
becomes zero. We also add a force for cartogram quality, either towards their
original locations (FRC-O) or between adjacent regions (FRC-T). We initialize
the process with map locations (U; unstable) or the result for previous weights
(S; stable). See Appendix B in the full version [24] for more details.

Metrics: Cartogram Quality. Our algorithms inherently yield zero cartographic
error, and shape deformation is constant over all possible DCs. To evaluate car-
togram quality we use three metrics, each normalized between 0 and 1; smaller
values are better. We measure topological accuracy as the number of lost adja-
cencies (MADJ) in each of the k computed layouts, normalized by the number
of adjacencies k|T |. To measure preservation of relative directions (MREL) with
respect to the input map, we use the Relative Position Change Metric [28] which
captures the preservation of the spatial mental model (orthogonal order) in a
fine-grained way. Each rectangle defines eight zones by extending its sides to
infinite lines. Between a pair of input map regions (r, r′) we consider fractions
of the bounding box that fall into each zone; if bounding boxes overlap, we scale
values so they sum to 1. We do the same between the corresponding squares in
the cartogram layouts. The measure between two regions is half the sum over all
absolute differences between fractions per zone; the value is in [0, 1] but is not
symmetric. Finally, we take the average over all pairs. For spatial deformation
we measure distance to map origins (MDIS), average L1 distance of each region
r in the DC to its origin (centroid of r in the geographic map), normalized by
dividing with the L1 distance of the diagonal of the map.
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Metrics: Stability. We also want to assess stability, or layout similarity, between
the DCs by two quality metrics, based on treemap stability metrics [28], inter-
preting DCs as special treemaps with added whitespace. The first is based on
geometric distances between the layouts: the layout distance (SDIS) focuses
on the change in position of the squares. The layout distance change function
as presented by Shneiderman and Wattenberg [27] is the most common one. It
measures Euclidean distance between rectangles r and r′. We take the average
over all pairs, and normalize by dividing with the L1 distance of the largest
diagonal of the two DCs. The result is related to our optimization term for qual-
ity when dealing with multiple weights (see Sect. 3). The second metric, relative
directions between layouts (SREL), focuses on changes in relative directions; it
is analogous to MREL, but compares two layouts instead.

Datasets. We run experiments on real-world datasets. For time-series data, we
expect a gradual change and strong correlation between the different values.
For weight-vectors data, we expect more erratic changes and less correlation.
We use two maps with rather different geographic structures: the first (World)
is a map of world countries, having mixed region (country) sizes in a rather
unstructured manner; the second (US) is a map of the 48 contiguous US states,
having relatively high structure in sizes of its states, with large states in the
middle and along the west coast and many smaller states along the east coast.
We collected five time series for the World and four for the US map of which the
details are given in Appendix C in the full version [24]. We transformed these
into a weight-vectors dataset by taking the values of 2016 for each of these time
series, resulting in five weight vectors for the World map, and four for the US
map.

The various datasets have different scales, and need be projected into a rea-
sonable square size to compute a DC. We compute the diagonal Δ of the bound-
ing box of the map. For a time-series dataset, we find the region r with maximal
wi(r) for any i and scale values such that wi(r) = Δ/4. For a weight-vectors
dataset, we do the same, but scale the values for each DC separately.

Running Times. We ran the experiments using IBM ILOG CPLEX 12.8 to solve
the (I)LP. We observe the following running times on a normal laptop: *-*-IT and
FRC-O-* finished within seconds (USA) or a minute (World); *-*-{SU,CO} took
around a minute (USA) or below 5 min (World); FRC-T-* was completed in min-
utes (USA) or hours (World). CNT-*-* is an integer linear program rather than a
regular linear program (or force-directed method); its computational complexity
is significantly higher, and intractable in many cases. Only CNT-*-IT variants
were successfully solved, and only on the US map; for all other cases it ran out
of memory (48 GB allocated).

5 Experimental Results

We discuss results and four questions: (1) How much does the strong versus
weak setting affect quality? (2) How much does stability implementation matter?
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(3) Which optimization criteria perform best? (4) What is the effect of separation
constraints in our LP, compared to a force-directed method for DCs? Figure 3
shows the result of two algorithms for the US. Appendix D and the supplemen-
tary video in the full version [24] show more DCs for different settings.

Fig. 3. US election turnout data DC in 2016, by TOP-W-CO and CNT-W-IT.

Strong Versus Weak Setting. Figure 4 shows the average metric values for the
iterative variants, over all datasets and linear programs. We find that the strong
case (additional separation constraints) reduces the error in relative direction
for both cartogram quality and stability: the average score for MREL, includ-
ing CNT variants where possible, reduces from 0.21 to 0.16; similarly, stability
(SREL) decreases from 0.059 to 0.045 due to decreased movement freedom of the
squares. This is at the expense of topological error (MADJ increases from 0.58
to 0.61) and origin displacement (MDIS increases from 0.16 to 0.17). The effect
is present independent of optimization criterion and stability implementation
though its strength varies. Effects remain noticeable but of varying strength
when we control for type of dataset, except MDIS slightly decreases for US
datasets (0.116 to 0.107) in the strong setting. We also see a clear difference
between optimization terms (CNT, TOP, ORG), discussed later.

Stability Implementation. In time-series datasets there is little difference in sta-
bility over the three settings: time series data change gradually over time so
choosing which pairs to optimize does not have much influence. In weight-vectors
datasets, even with only few weights per region (five for the World, four for the
US), an effect becomes noticeable in the IT setting. CO and SU behave nearly
identical, but this might be an artifact of only having a few weights per region.
Compared to CO (and SU) setting, the iterative version scores better on MDIS
(0.31 versus 0.26) but worse on the stability metric SDIS (0.084 versus 0.10). For
weight-vectors datasets it is thus better to use the SU variant as this achieves
better stability and is only slightly more expensive to compute compared to IT
variants. The added complexity of CO does not seem to pay off.

Optimization Criteria. We use three metrics for cartogram quality: MADJ and
MDIS are optimized explicitly with the CNT and ORG objectives respectively,
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Fig. 4. Bar chart of average metric scores, for IT settings of all linear programs and
the FRC directed variants. We see similar effects when switching from the weak version
to the strong version of the IT setting for all three optimization settings. We also see
a strong effect when choosing different optimization settings for the IT setting. FRC
is generally outperformed by the {TOP,ORG}-W-IT variants.

the third metric MREL corresponds to a secondary objective term. To compare
the TOP/CNT/ORG objective terms, we consider the IT variant (see Fig. 4),
as other stability implementations could not solve the CNT objective; still, we
found similar patterns for the SU and CO cases.

For MADJ, CNT finds the optimal value (0.31) under the given constraints.
TOP (0.57) does clearly better than ORG (0.70), somewhat in contrast to obser-
vations of [10,21]: for grid maps, the MDIS metric that ORG optimizes is a good
proxy for maintaining topology; our results suggest this is not so for DCs.

For MDIS and MREL metrics ORG performs best; for MDIS, CNT performs
slightly better compared to TOP and vice versa for MREL. Thus, in terms of
spatial quality, ORG seems a good objective, except for topological error – which
is typically of primary concern for cartograms.

For stability metrics SDIS and SREL, ORG outperforms TOP which outper-
forms CNT. We explain it by inherent stability of the map which is the same for
all DCs. CNT does poorly; it is fairly unconstrained for lost adjacencies whereas
TOP aims to keep such pairs close.

ORG scores best on all metrics except MADJ; its MADJ score is high, losing
70% of adjacencies on average. In contrast, CNT optimizes the number of adja-
cencies, but is clearly worse on other metrics and is computationally expensive.
There is thus a trade-off present between topological error and other quality
aspects. TOP makes this trade-off, scoring reasonably on most metrics.

Comparison to FRC. Our linear programs enforce separation constraints which
help maintain spatial relations and the spatial mental model; they are required
for the linear program but not in general. To study their effect, we compare
to FRC which does not enforce separation constraints; results are shown in
Fig. 4. Comparing FRC-T and FRC-O variants, we see the same behavior as in
the TOP versus ORG linear programs: FRC-O performs worse than FRC-T on
ADJ, and better on the other metrics. Layout initialization trades off stability
versus cartogram quality: FRC-*-S variants have better stability scores and worse
quality scores compared to FRC-*-U.
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As it has the fewest constraints, we compare ORG-W-IT to FRC methods:
FRC-O-* are slightly worse or equal to ORG-W-IT on all metrics; FRC-T-* are
worse than ORG-W-IT on all metrics except ADJ where it is a lightly better,
but the number of adjacencies lost is still clearly higher compared to TOP-W-IT.

To conclude, in general we outperform FRC for the various metrics by an
appropriate setting in our linear program. No single setting outperforms all FRC
variants. The large difference with TOP-variants in terms of MADJ suggests
TOP variants are a good choice for high-quality stable DCs.

6 Discussion and Future Work

We described a linear program to compute stable Demers cartograms, based
on separation constraints and minimizing distance between adjacent regions.
It allows overlap-free transitions between weight functions and connecting lost
adjacencies with short, low-complexity leaders. Experiments show it offers a good
trade-off between topological error and other criteria. It outperforms basic force-
directed layouts, though there is not a unique variant that does so, suggesting
an interplay between separation constraints, optimization and quality metrics.

In future work we may consider stability in other cartogram styles, and
perform human-centered comparisons in addition to computational ones, with
methods implemented in interactive systems; such systems can, e.g., emphasize
adjacent regions by drawing leaders (at all or more clearly) or link regions back
to the geographic map. We focused on Demers cartograms, but there are many
different styles of cartograms. Future work may also investigate stable variants
of such other cartogram styles and quantitatively or qualitatively compare them.
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Abstract. An effective way to reduce clutter in a graph drawing that
has (many) crossings is to group edges that travel in parallel into bundles.
Each edge can participate in many such bundles. Any crossing in this
bundled graph occurs between two bundles, i.e., as a bundled crossing.
We consider the problem of bundled crossing minimization: A graph is
given and the goal is to find a bundled drawing with at most k bundled
crossings. We show that the problem is NP-hard when we require a simple
drawing. Our main result is an FPT algorithm (in k) when we require a
simple circular layout. These results make use of the connection between
bundled crossings and graph genus.

1 Introduction

In traditional node–link diagrams, vertices are mapped to points in the plane
and edges are usually drawn as straight-line segments connecting the vertices.
For large and dense graphs, however, such layouts tend to be so cluttered that it
is hard to see any structure in the data. For this reason, Holten [16] introduced
bundled drawings, where edges that are close together and roughly go into the
same direction are drawn using Bézier curves such that the grouping becomes
visible. Due to the practical effectiveness of this approach, it has quickly been
adopted by the InfoVis community [9,15,17,18,24]. However, bundled drawings
have only recently attracted study from a theoretical point of view [1,11,13,14].

Crossing minimization is a fundamental problem in graph drawing [25]. Its
natural generalization in bundled drawings is bundled crossing minimization,
see Definition 1 for the formalization of a bundled crossing. In his survey on
crossing minimization, Schaefer lists the bundled crossing number as a variant
of the crossing number and suggests to study it [25, page 35].

Related Work. Fink et al. [14] considered bundled crossings (which they called
block crossings) in the context of drawing metro maps. A metro network is a

The full version of this article is available at ArXiv [5]. M.K. was supported by DAAD;
S.C. was supported by DFG grant WO 758/11-1.

c© Springer Nature Switzerland AG 2019
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planar graph where vertices are stations and metro lines are simple paths in
this graph. These paths representing metro lines can share edges. They enter
an edge at one endpoint in some linear order, follow the edge as x-monotone
curves (considering the edge as horizontal), and then leave the edge at the other
endpoint in some linear order. In order to improve the readability of metro
maps, the authors suggested to bundle crossings. The authors then studied the
problem of minimizing bundled crossings in such metro maps. Fink et al. also
introduced monotone bundled crossing minimization where each pair of lines
can intersect at most once. Later, Fink et al. [11] applied the concept of bundled
crossings to drawing storyline visualizations. A storyline visualization is a set
of x-monotone curves where the x-axis represents time in a story. Given a set
of meetings (subsets of the curves that must be consecutive at given points in
time), the task is to find a drawing that realizes the meetings and minimizes the
number of bundled crossings. Fink et al. showed that, in this setting, minimizing
bundled crossings is fixed-parameter tractable (FPT) and can be approximated
in a restricted case. Our research builds on recent works of Fink et al. [13] and
Alam et al. [1], who extended the notion of bundled crossings from sets of x-
monotone curves to general drawings of graphs – details below.

Notation and Definitions. In graph drawing, it is common to define a drawing
of a graph as a function that maps vertices to points in the plane and edges
to Jordan arcs that connect the corresponding points. In this paper, we are
less restrictive in that we sometimes allow edges to self-intersect. We will often
identify vertices with their points and edges with their curves. Moreover, we
assume that each pair of edges shares at most a finite number of points, that
edges can touch (that is, be tangent to) each other only at endpoints, and that
any point of the plane that is not a vertex is contained in at most two edges.
A drawing is simple if any two edges intersect at most once and no edge self-
intersects. We consider both simple and non-simple drawings; look ahead at
Fig. 2 for a simple and a non-simple drawing of K3,3.

Definition 1 (Bundled Crossing). Let D be a drawing, not necessarily sim-
ple, and let I(D) be the set of intersection points among the edges (not including
the vertices) in D. We say that a bundling of D is a partition of I(D) into
bundled crossings, where a set B ⊆ I(D) is a bundled crossing if the following
holds (see Fig. 1).

– B is contained in a closed Jordan region R(B) whose boundary consists of
four Jordan arcs ẽ1, ẽ2, ẽ3, and ẽ4 that are pieces of edges e1, e2, e3, and e4
in D (a piece of an edge e is D[e]

⋂
R(B)); when the edge pieces are not

distinct, we define R(B) not as a Jordan region but as an arc or a point.
– The pieces of the edges cut out by the region R(B) can be partitioned into

two sets Ẽ1 and Ẽ2 such that ẽ1, ẽ3 ∈ Ẽ1, ẽ2, ẽ4 ∈ Ẽ2, and each pair of edge
pieces in Ẽ1 × Ẽ2 has exactly one intersection point in R(B), whereas no two
edge pieces in Ẽ1 (respectively Ẽ2) have a common point in R(B).

Our definition is similar to that of Alam et al. [1] but defines the Jordan
region R(B) more precisely. We call the sets Ẽ1 and Ẽ2 of edge pieces bundles
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ẽ3

ẽ1

ẽ2 ẽ4

(a)

R(B)

ẽ3
ẽ1ẽ2

ẽ4

(b)

Fig. 1. (a) A non-degenerate bundled crossing B and (b) a degenerate bundled cross-
ing B′; crossings belonging to a bundled crossing are marked with crosses

and the Jordan arcs ẽ1, ẽ3 ∈ Ẽ1 and ẽ2, ẽ4 ∈ Ẽ2 frame arcs of the bundles
Ẽ1 and Ẽ2, respectively. For simple drawings, we accordingly call the edges that
bound the two bundles of a bundled crossing frame edges. We say that a bundled
crossing is degenerate if at least one of the bundles consists of only one edge piece;
see Fig. 1(b). In this case, the region of the plane associated with the crossing
coincides with that edge piece. In particular, any point in I(D) by itself is a
degenerate bundled crossing. Hence, every drawing admits a trivial bundling.

We use bc(G) to denote the bundled crossing number of a graph G, i.e., the
smallest number of bundled crossings over all bundlings of all simple drawings
of G. When we do not insist on simple drawings, we denote the corresponding
number by bc′(G). In the circular setting, where vertices are required to lie on
the boundary of a disk and edges inside this disk, we consider the analogous
circular bundled crossing numbers bc◦(G) and bc◦′(G) of a graph G.

Fink et al. [13] showed that it is NP-hard to compute the minimum number
of bundled crossings that a given drawing of a graph can be partitioned into.
They also showed that this problem generalizes the problem of partitioning a
rectilinear polygon with holes into the minimum number of rectangles, and they
exploited this connection to construct a 10-approximation for computing the
number of bundled crossings in the case of a fixed circular drawing. They left open
the computational complexity of the general and the circular bundled crossing
number for the case that the drawing is not fixed.

Alam et al. [1] showed that bc′(G) equals the orientable genus of G, which in
general is NP-hard to compute [26]. They also showed that there is a graph G
with bc′(G) �= bc(G) by proving that bc′(K6) = 1 < bc(K6). As it turns out,
the two problem variants differ in the circular setting, too (see Fig. 2 and Obser-
vation 2). For computing bc(G) and bc◦(G), Alam et al. [1] gave an algorithm
whose approximation factor depends on the density of the graph. They posed
the existence of an FPT algorithm for bc◦(G) as an open question.

Our Contribution. As some graphs G have bc′(G) �= bc(G) (see Fig. 2), Fink et
al. [13] posed the complexity of computing the bundled crossing number bc(G)
of a given graph G as an open problem. We settle this in Sect. 2 as follows:
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Theorem 1. Given a graph G, it is NP-hard to compute bc(G).

Our main result, which we prove in Sect. 3, resolves an open question of Alam
et al. [1] concerning the fixed-parameter tractability of bundled crossing mini-
mization in circular layouts as follows:

Theorem 2. There is a computable function f such that, for any n-vertex
graph G and integer k, we can check, in O(f(k)n) time, whether bc◦(G) ≤ k,
i.e., whether G admits a circular layout with k bundled crossings. Within the
same time bound, such a layout can be computed.

To prove this, we use an approach similar to that of Bannister and Eppstein [3]
for 1-page crossing minimization (that is, edge crossing minimization in a cir-
cular layout). Bannister and Eppstein observe that the set of crossing edges of
a circular layout with k edge crossings of a graph G forms an arrangement of
curves that partition the drawing into O(k) subgraphs, each of which occurs in
a distinct face of this arrangement. The subgraphs are obviously outerplanar.
This means that G has bounded treewidth (see the full version [5]). So, by enu-
merating all ways to draw the crossing edges of a circular layout with k edge
crossings, and, for each such way, expressing the edge partition problem (into
crossing edges and outerplanar components) in extended monadic second order
logic (MSO2), Courcelle’s Theorem [7] (stated as Theorem 5 in Sect. 3) can be
applied (leading to fixed-parameter tractability).

The difficulty in using this approach for bundled crossing minimization is
in showing how to partition the graph into a set of O(k) “crossing edges” (our
analogy will be the frame edges) and a collection of O(k) outerplanar graphs.
This is where we exploit the connection to genus. Moreover, constructing an
MSO2 formula is somewhat more difficult in our case due to the more complex
way our regions interact with our special set of edges.

2 Computing bc(G) Is NP-Hard

For a given graph G, finding a drawing with the fewest bundled crossings resem-
bles computing the orientable genus1 g(G) of G. In fact, Alam et al. [1] showed
that bc′(G) = g(G). Thus, deciding bc′(G) = k for some k is NP-hard and that
it is FPT in k, since the same holds for deciding g(G) = k [19,23,26].

Theorem 3 [1]. For every graph G with genus k, it holds that bc′(G) = k.

To show this, Alam et al. [1] first showed that a drawing with k bundled crossings
can be lifted onto a surface of genus k, and thus bc′(G) ≥ g(G):

Observation 1 [1]. A drawing D with k bundled crossings can be lifted onto
a surface of genus k via a one-to-one correspondence between bundled crossings
and handles, i.e., at each bundled crossing, we attach a handle for one of the
two edge bundles, thus providing a crossing-free lifted drawing; see Fig. 7.
1 I.e., computing the fewest handles to attach to the sphere so that G can be drawn

on the resulting surface without any crossings.
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Then, to see that bc′(G) ≤ g(G), Alam et al. [1] used the fundamental poly-
gon representation (or polygonal schema) [10] of a drawing on a genus-g sur-
face. More precisely, the sides of the polygon are numbered in circular order
a1, b1, a

′
1, b

′
1, . . . , ag, bg, a

′
g, b

′
g; for 1 ≤ k ≤ g, the pairs (ak, a′

k) and (bk, b′
k) of

sides are identified in opposite direction, meaning that an edge leaving side ak

appears on the corresponding position of side a′
k; see Fig. 3 for an example show-

ing K6 drawn in a fundamental square, which models a drawing on the torus.
In such a representation, all vertices lie in the interior of the fundamental poly-
gon and all edges leave the polygon avoiding vertices of the polygon. Alam et
al. [1] showed that such a representation can be transformed into a non-simple
bundled drawing with g many bundled crossings. It is not clear, however, when
such a representation can be transformed into a simple bundled drawing with g
bundled crossings, as this transformation can produce drawings with self-loops
and pairs of edges crossing multiple times, e.g., Alam et al. [1, Lemma 1] showed
that bc(K6) = 2 while bc′(K6) = g(K6) = 1.

We show that the problem remains NP-hard for simple drawings.

Proof (of Theorem 1). Let G′ be the graph obtained from G by subdividing
each edge O(|E(G)|2) times. We reduce from the NP-hardness of computing the
genus g(G) of G by showing that bc(G′) = g(G), with Observation 1 in mind.

Consider the embedding of G onto the genus-g(G) surface. By a result of
Lazarus et al. [21, Theorem 1], we can construct a fundamental polygon repre-
sentation of the embedding so that its boundary intersects with edges of the
graph O(g(G)|E(G)|) times. Note that each edge piece outside the polygon
intersects each other edge piece at most once; see Fig. 3. We then subdivide
the edges by adding a vertex to each intersection of an edge with the bound-
ary of the fundamental polygon. This subdividing of edges ensures that no edge
intersects itself or intersects another edge more than once in the correspond-
ing drawing of the graph on the plane; hence, the drawing is simple. Since
g(G) ≤ |E(G)|, by subdividing edges further whenever necessary, we obtain
a drawing of G′. Our subdivisions keep the integrity of all bundled crossings, so
bc(G′) ≤ g(G). On the other hand, since subdividing edges does not affect the
genus, g(G) = g(G′) = bc′(G′) ≤ bc(G′). ��

3 FPT Algorithms for Computing bc◦′(G) and bc◦(G)

We now consider circular layouts, where vertices are placed on a circle and edges
are routed inside the circle. We note that bc◦(G) and bc◦′(G) can be different.

Observation 2. bc◦′(K3,3) = 1 but bc◦(K3,3) > 1.

Proof. Let V (K3,3) = {a, b, c} ∪ {a′, b′, c′}. A drawing with bc◦′(K3,3) = 1 is
obtained by placing the vertices a, a′, b, b′, c, c′ in clockwise order around a circle;
see Fig. 2(b). If a graph G has bc◦(G) = 1 then G is planar because we can embed
edges for one bundle outside the circle. Hence, bc◦(K3,3) > 1.

Similarly to computing bc′(G), we use compute bc◦′(G) via computing genus.
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a′ b

cc′

(a)

a b′ a
a′ b

b′

cc′

(b)

Fig. 2. bc◦(K3,3) �= bc◦′(K3,3);
see Observation 2

Fig. 3. K6 drawn in a fundamental square;
the self-intersecting edge is bold [1, Fig. 2].

Theorem 4. Testing whether bc◦′(G) = k can be done in 2kO(1)
n time.

Proof (Sketch). This follows from the fact that bc◦′(G) = g(G�) where G� is a
graph with a vertex v� adjacent to every vertex of G (see the full version [5] and
the 2gO(1)

n time algorithm for genus [19]. ��
To prove our main result (Theorem 2) we develop an algorithm that tests

whether bc◦(G) = k in FPT time with respect to k. Our algorithm is inspired
by recent works on circular layouts with at most k crossings [3] and circular
layouts where each edge is crossed at most k times [6]. In both of these prior
works, it is first observed that the graphs admitting such circular layouts have
treewidth O(k), and then algorithms are developed using Courcelle’s theorem,
which establishes that expressions in MSO2 logic can be evaluated efficiently.
(For basic definitions of both treewidth and MSO2 logic, see the appendix of the
full version.)

Theorem 5 (Courcelle [7,8]). For any integer t ≥ 0 and any MSO2 for-
mula ψ of length �, an algorithm can be constructed which takes a graph G with
n vertices, m edges, and treewidth at most t and decides in O(f(t, �) · (n + m))
time whether G |= ψ where the function f from this time bound is a computable
function of t and �.

We proceed along the lines of Bannister and Eppstein [3], who used a similar
approach to show that edge crossing minimization in a circular layout is in
FPT (as mentioned in the introduction). We start by very carefully describing a
surface (in the spirit of Observation 1) onto which we will lift our drawing. We
will then examine the structure of this surface (and our algorithm) for the case
of one bundled crossing and finally for k bundled crossings.

3.1 Constructing the Surface Determined by a Bundled Drawing

Consider a bundled circular drawing D. Note that adding parallel edges to the
drawing (i.e., making our graph a multi-graph) allows us to assume that every
bundled crossing has four distinct frame edges and can be done without modify-
ing the number of bundled crossings; see Fig. 7. Each bundled crossing B defines
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a Jordan curve made up of the four Jordan arcs ẽ1, ẽ2, ẽ3, ẽ4 in clockwise order
taken from its four frame edges e1, . . . , e4 respectively (here (e1, e3) and (e2, e4)
frame the two bundles and ei = uivi). Similarly to Observation 1, we can con-
struct a surface S by creating a flat handle (note that this differs from the usual
definition of a handle since our flat handles have a boundary) on top of D which
connects ẽ2 to ẽ4 and doing so for each bundled crossing. We then lift the draw-
ing D onto S by rerouting the edges of one of the bundles over its corresponding
handle for each bundled crossing B obtaining the lifted drawing DS . To avoid
the crossings in DS of the frame edges that can occur at the foot of the handle
of B we can make the handle a bit wider and add corner-cuts (as illustrated in
Fig. 4) to preserve the topology of the surface. Thus, DS is crossing-free.

We now cut S into components (maximal connected subsets) along the frame
edges and corner-cuts of each bundled crossing, resulting in a subdivision Ω of S.

We use DΩ to denote the sub-drawing of DS on Ω, i.e., DΩ is missing the
frame edges since these have been cut out. We now consider the components
of Ω. Notice that every edge of DΩ is contained in one component of Ω. In order
for a component s of Ω to contain an edge e of DΩ , s must have both endpoints
of e on its boundary. With this in mind we focus on the components of Ω where
each one has a vertex of G on its boundary and call such components regions.
Observe that a crossing in D which does not involve a frame edge corresponds,
in DΩ , to a pair of edges where one goes over a handle and the other goes
underneath.

3.2 Recognizing a Graph with One Bundled Crossing

We now discuss how to recognize if an n-vertex graph G = (V,E) can be drawn
in a circular layout with one bundled crossing. Consider a bundled circular draw-
ing D of G consisting of one bundled crossing. The bundled crossing consists of
two bundles, and so a set F of four frame edges. By V (F ) we denote the set
of vertices incident to frame edges. Via the construction above, we obtain the
subdivided surface Ω; see Fig. 4. Let r1 and r2 be the regions that are each
bounded by a pair of frame edges corresponding to one of the bundles, and let
r3, . . . , r6 be the regions each bounded by one edge from one pair and one from
the other pair; see Fig. 4. These are all the regions of Ω. Since, as mentioned
before, each of the non-frame edges of G (i.e., each e ∈ E(G) \ F ) along with its
two endpoints is contained in exactly one of these regions, each component of
G\V (F ) including the edges connecting it to vertices of V (F ) is drawn in DΩ in
some region of Ω. In this sense, for each region r of Ω, we use Gr to denote the
subgraph of G induced by the components of G\V (F ) contained in r, including
the edges connecting them to vertices in V (F ). Additionally, each vertex of G is
either incident to an edge in F (in which case it is on the boundary of at least
two regions) or it is on the boundary of exactly one region.

Note that there are two types of regions: {r1, r2} and {r3, r4, r5, r6}. Consider
a region of the first type, say r1; see Fig. 4. Observe that r1 is a topological
disk, i.e., Gr1 is outerplanar. Moreover, Gr1 has a special outerplanar drawing
where on the boundary of r1 (in clockwise order) we see the frame edge e1,
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Fig. 4. (a) Bundled crossing; (b) regions, corner-cuts in blue; (c),(d) augmented graphs
G∗

r1 and G∗
r3 consist of the edges of Gr1 and Gr3 (blue), augmentation vertices and

edges (black) (Color figure online)

the vertices mapped to the (u1, u3)-arc, the frame edge e3, then the vertices
mapped to the (v3, v1)-arc. We now describe how to augment Gr1 to a planar
graph G∗

r1
where in every planar embedding of G∗

r1
the sub-embedding of Gr1

has this special outerplanar form2. The vertex set of G∗
r1

is V (Gr1) ∪ {h, b1, b2}
where we call h hub vertex and b1 and b2 boundary vertices (one for each arc
of the boundary of r1 to which vertices can be mapped); see Fig. 4. The graph
G∗

r1
has four types of edges; the edges in E(Gr1), edges that make h the hub

of a wheel whose cycle is C = (v1, b2, v3, u3, b1, u1, v1), edges from b1 to the
vertices on the (u1, u3)-arc, and edges from b2 to the vertices on the (v3, v1)-arc
(both including the end points). Clearly, we can obtain a planar embedding of
G∗

r1
by drawing the elements of G∗

r1
\ Gr1 “outside” of the outerplanar drawing

of Gr1 described before. Moreover, every planar embedding of G∗
r1

contains an
outerplanar embedding of Gr1 that can be drawn in the special form needed to
“fit” into r1, in the sense that all of Gr1 lies (or can be put) inside the simple
cycle C. (For example, if, say, b1 is a cut vertex, the component hanging off b1
can be embedded in the face (h, b1, u3, h). But then it can easily be moved into C.
Similarly, a component that is incident only to u3 and v3 can end up in the face
(h, u3, v3, h), but again, the component can be moved inside C.)

Similarly, for a region of the second type, say r3, the graph Gr3 is outerplanar
with a special drawing where all the vertices must be on the (u3, u2)-arc of the
disk subtended by the two frame edges e3 and e2 bounding the region r3. We
augment similarly as for r1; see Fig. 4. For the augmented graph G∗

r3
, we add to

Gr3 a boundary vertex b neighboring all vertices on the (u3, u2)-arc and a hub
vertex h adjacent to u2, b, and u3. Again, G∗

r3
is planar since Gr3 is outerplanar

due to r3 being a topological disk. Moreover, as b is adjacent to all vertices
of Gr3 , in every planar embedding of G∗

r3
, Gr3 is embedded outerplanarly and,

since b occurs on one side of the triangle u3u2h, the edge u3u2 occurs on the
boundary of this outerplanar embedding of Gr3 . Thus, each planar embedding
of G∗

r3
provides an outerplanar embedding of Gr3 that fits into r3.

2 This augmentation may sound overly complicated, but is written as to easily gener-
alize to more bundled crossings.
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Note that each Gri
fits into ri because its augmented graph G∗

ri
is planar (�).

Moreover, as outerplanar graphs have treewidth at most two [22], each graph Gr

is outerplanar, and adding the (up to) eight frame vertices raises the treewidth
by at most 8, we see that the treewidth of G is at most 10. Namely, in order
for G to have bc◦(G) = 1, it must have treewidth at most 10 (and this can be
checked in linear time using an algorithm of Bodlaender [4]).

To sum up, G has a circular drawing D with at most one bundled cross-
ing because it has treewidth at most 10 and there exist (i) β ≤ 4 frame edges
e1, e2, . . . , eβ (this set is denoted F ) and v1, . . . , vξ frame vertices (this set is
denoted VF ), (ii) a particular circular drawing DF of frame edges, (iii) the draw-
ing of the one bundled crossing B, and (iv) γ ≤ 6 corresponding regions r1, . . . , rγ

of the subdivided surface Ω so that the following properties hold (note that the
frame vertices partition the boundary of the disk underlying Ω into η ≤ 8 (pos-
sibly degenerate) arcs p1, . . . , pη where each such pj is contained in a unique
region rij of Ω):

1. E(G) is partitioned into E0, E1, . . . , Eγ , where E0={f1, . . . , fβ}.
2. V (G) is partitioned into V0, V1, . . . , Vη, where V0={u1, . . . , uξ}.
3. The mapping ui ↔ vi and fi ↔ ei defines an isomorphism between the

subgraph of G formed by (V0, E0) and graph (VF , F ).
4. No vertex in V (G) \ V0 has incident edges e ∈ Ei, e′ ∈ Ej for i �= j.
5. For each v ∈ V0, and each edge e incident to v, exactly one of the following

is true: (i) e ∈ E0 or (ii) e ∈ Ei and v is on the boundary of ri.
6. For each v ∈ Vj , all edges incident to v belong to Eij .
7. For each region ri, let Gi be the graph (V0∪⋃

j : ij=i Vj , Ei) (i.e., the subgraph
that is to be drawn in ri), and let G∗

i be the corresponding augmented graph
(i.e., as in � above). Each G∗

i is planar.

We now describe the algorithm to test for a simple circular drawing with one
bundled crossing. First we check that treewidth of G is at most 10. We then
enumerate drawings of up to four edges in the circle. For the drawing DF that is
valid for the set F of frame edges of one bundled crossing, we define our surface
and its regions (which makes the augmentation well-defined). We have intention-
ally phrased these properties so that it is clear that they are expressible in MSO2

(see the full version [5]). The only property that is not obviously expressible is
the planarity of G∗

i . To this end, recall that planarity is characterized by two
forbidden minors (i.e., K5 and K3,3) and that, for every fixed graph H, there is
an MSO formula minorH so that for all graphs G, it holds that G |= minorH

if and only if G contains H as a minor [8, Corollary 1.14]. Additionally, each G∗
i

can be expressed as an MSO-transduction3 of G and our variables (our trans-
duction can be thought of as a kind of 2-copying transduction). Thus, by [8,
Theorem 7.10] using the transduction and the MSO formula testing planarity,
we can construct an MSO2 formula ι so that when G |= ι, G∗

i is planar for every
i. Therefore, Properties 1–7 can be expressed as an MSO2 formula ψ and, by
3 For the formalities of transductions, see the book of Courcelle and Engelfriet [8,

Section 1.7.1, and Definitions 7.6 and 7.25].
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(a) (b) (c)

Fig. 5. Configurations for p = 6: (a) DA(p), (b) DB(p), and (c) induced by a hole

Courcelle’s theorem, there is a computable function f such that we can test (in
O(f(ψ, t)n) time) whether G |= ψ for an input graph G of treewidth at most t.
Thus, since our graph has treewidth at most 10, applying Courcelle’s theorem
completes our algorithm.

3.3 Recognizing a Graph with k Bundled Crossings

We now generalize the above approach to k bundled crossings. In a drawing D of
G together with a solution consisting of k bundled crossings, there are 2k bundles
making (up to) 4k frame edges F . As described above, these bundled crossings
provide a surface S, its subdivision Ω, and the corresponding set of regions. The
key ingredient above was that every region was a topological disk. However, that
is now non-trivial as our regions can go over and under many handles. To show
this property, we first consider the following two partial drawings DA(p) and
DB(p) of a matching with p + 1 edges f0, f1 . . . , fp (see, e.g., Fig. 5) such that

– edge fi crosses only fi−1 mod p+1 and fi+1 mod p+1 for i = 0, . . . , p;
– the endpoints of each edge fi, i = 1, . . . , p − 2, are inside the cycle C formed

by the crossing points and the edge-pieces between these crossing points;
– both endpoints of fp−1, only one endpoint of f0, and only one endpoint of fp

are contained in C in the drawing DA(p);
– only one endpoint of fp−1, only one endpoint of f0, and no endpoints of fp

are contained in C in the drawing DB(p).

Note that the partial drawings DA(p) and DB(p) differ only in how the last
edge is drawn with respect to the previous edge. Arroyo et al. [2, Theorem 1.2]
showed that such partial drawings are obstructions for pseudolinearity, that is,
they cannot be part of any pseudoline arrangement. Therefore, neither of these
partial drawings can be completed to a simple circular drawing, that is, the
endpoints of the edges cannot be extended so that they lie on a circle which
contains the drawing. We highlight this fact in the following lemma.

Lemma 1. For a matching with p + 1 edges f0, f1, . . . , fp, neither the partial
drawing DA(p) nor DB(p) can be completed to a simple circular drawing.

Using this lemma we can now prove the following statement.

Lemma 2. Each region r of Ω is a topological disk4.

4 We slightly abuse this notion to also mean a simply connected set.
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r′

(a)

e2 e4

e1

e3
γ′

(b)

e2 e4

e3

e1
γ′

(c)

Fig. 6. (a) Projection r′ of the region r and its boundary (green, the corner-cuts are
in blue) onto the disk of the drawing D (b) projection γ′ of a Jordan arc γ that goes
over and under the same handle; (c) profile of edges of the projected boundary of r
enclosed by the loop made by γ′ form a partial drawing DA(p). (Color figure online)

Proof. First, we show that no region of Ω includes part of both a handle and
its undertunnel, that is, the part of the surface over which the handle was built.
Then we will show that a region also does not include holes.

Let r be a region of the surface subdivision Ω. The boundary of this region
is formed by pieces of frame edges that were lifted on the surface S as described
above and the additional corner-cuts as illustrated in Fig. 4 in red. Consider the
projection r′ of r and its boundary on the drawing D in the plane. Note that
the projected boundary either follows an edge in D or switches to some another
edge via a corner-cut at an intersection point; see Fig. 6(a).

Suppose now, for a contradiction, that r contains both a handle and its
undertunnel corresponding to the same bundled crossing B = ((e1, e3), (e2, e4)).

Then there is a Jordan arc γ ⊂ r going over and under this handle making
a loop; see Fig. 6(b). Note that the orthogonal projection γ′ of γ on the disk of
the drawing D self-intersects. The profile of edges along the projected boundary
of r that is enclosed by γ′ then inevitably contains a partial drawing DA(p);
see Fig. 6(c). And according to Lemma 1, such a partial drawing cannot be
completed to a valid simple circular drawing; contradiction.

As for holes, it is easy to see that if r had a hole, the profile of the boundary
edges around this hole would give a partial drawing of edges as illustrated in
Fig. 5(c). Therefore, the region r is a proper topological disk. ��

The next lemma concerning treewidth is a direct consequence of Lemma 2.

Lemma 3. If a graph G admits a circular layout with k bundled crossings then
its treewidth is at most 8k + 2.

Proof. If the graph G can be drawn in a circular layout with k bundled crossings
then there exist at most 4k frame edges. According to Lemma 2, the removal of
their endpoints breaks up the graph into outerplanar components. The treewidth
of an outerplanar graph is at most two [22]. Moreover, adding a vertex to a graph
raises its treewidth by at most one. Thus, since deleting at most 8k frame vertices
leaves behind an outerplanar graph, G has treewidth at most 8k + 2. ��
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(a)

c1 c2

c3

r

c4

(b)

p1

p2

p3

p4

u1

u′
1

u′
2u2

u′
4 u4

u3

u′
3

Fig. 7. (a) A bundled drawing D with six bundled crossings (pink); parallel (blue)
edges can be inserted to avoid degenerate bundled crossings; (b) the corresponding
surface of genus 6; the components of the surface that are not regions are marked in
green; the region r (light blue) has a boundary consisting of the arcs of the disk (red)
and the arcs c1, c2, c3, and c4 (traced in orange). (Color figure online)

We now prove Theorem 2, that deciding whether bc◦(G) ≤ k is FPT in k.

Proof (of Theorem 2). We use Lemma 2 and extend the algorithm of Sect. 3.2.
Suppose G has a circular drawing D with at most k bundled crossings. In D

we see the set F of (up to) 4k frame edges of these bundled crossings. As before,
F together with D defines a subdivided topological surface Ω containing a set of
regions R. As in the one bundled crossing case, each edge of G is in exactly one
such region, and each vertex of G either is incident to an edge in F (in which
case it belongs to at least two regions) or belongs to exactly one region.

Throughout the proof we will refer to Fig. 7 for an example. By Lemma 2,
each region r is a topological disk and as such its graph Gr is outerplanar with
a quite special drawing Dr described as follows. In particular, if we trace the
boundary of r in clockwise order, we see that it is made up of arcs p1, . . . , pα

of S, marked in red in Fig. 7(b) (such arcs can degenerate to single points), and
Jordan arcs c1, . . . , cα, traced in orange in Fig. 7(b), each of which connects two
such arcs of the disk. For i ∈ {1, . . . , α}, let ui and u′

i be the end points of pi, in
clockwise order. So u′

i and ui+1 are the endpoints of ci. No vertex of Gr lies in
the interior of ci.

We now describe G∗
r . First, we add a hub vertex h. Then, for each i ∈

{1, . . . , α}, if u′
i and ui+1 (where uα+1 is u1) are not adjacent, we add an edge

between them. If pi is non-degenerate, we add a boundary vertex bi adjacent to
all vertices on pi (including ui and u′

i) and make h adjacent to ui, bi, and u′
i.

Otherwise, we make h adjacent to ui = u′
i and, for technical reasons (see the full

version), we identify bi with ui and u′
i.
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Observe that the resulting graph G∗
r is planar due to the special outerplanar

drawing of Gr in r. Moreover, in every planar embedding of G∗
r , there is an

outerplanar embedding of Gr where the cyclic order of the arcs ci and the sets
of vertices mapped to the pi’s match their cyclic order in r, implying that Gr

fits into r. This is due to the fact that the simple cycle C ′ around h must
be embedded planarly, with all of Gr inside (with the possible and easy-to-
fix exceptions described in Sect. 3.2 concerning the cycle C there). Then the
order of the vertices in an outerplanar embedding of Gr is the order of the
vertices incident to b1, . . . , bα in a planar embedding of G∗

r . So the planarity
of G∗

r guarantees that Gr fits into r as needed.
The reason why G has a circular drawing D with at most k bundled crossings

is that there is a β-edge k-bundled crossing drawing DF (of the graph formed
by F ), whose corresponding surface S consists of regions r1, . . . , rγ (note: γ ≤
2β ≤ 8k) so that Properties 1–7 hold.

Our algorithm first checks that the treewidth of G is at most 8k + 2. Recall
that this can be done in linear time (FPT in k) [4]. It then enumerates all possible
simple drawings of at most 4k edges in the circle5. For each drawing, it further
enumerates the possible ways to form k bundled crossings so that every edge is a
frame edge of at least one bundled crossing. Then, for each such bundled drawing
DF , we build an MSO2 formula ϕ (see the full version) to express Properties 1–7.
Finally, since G has treewidth at most 8k +2, we can apply Courcelle’s theorem
on (G,ϕ). ��

4 Open Problems

Given our new FPT algorithm for simple circular layouts, it would be interesting
to improve its runtime and to investigate whether a similar result can be obtained
for general simple layouts. A starting point could be the FPT algorithm of
Kawarabayashi et al. [20] for computing the usual crossing number of a graph.

Acknowledgements. We thank Bruno Courcelle for clarifying discussions on the
tools available when working with his meta-theorem and in particular MSO2.
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Abstract. We study the 1-planar, quasi-planar, and fan-planar crossing
number in comparison to the (unrestricted) crossing number of graphs.
We prove that there are n-vertex 1-planar (quasi-planar, fan-planar)
graphs such that any 1-planar (quasi-planar, fan-planar) drawing has
Ω(n) crossings, while O(1) crossings suffice in a crossing-minimal draw-
ing without restrictions on local edge crossing patterns.

1 Introduction

The crossing number of a graph G, denoted by cr(G), is the smallest number
of pairwise edge crossings over all possible drawings of G. Many papers are
devoted to the study of this parameter, refer to [22,25] for surveys. In particu-
lar, minimizing the number of crossings is one of the seminal problems in graph
drawing (see, e.g., [2,3,23]), whose importance has been further witnessed by
user studies showing how edge crossings may deteriorate the readability of a dia-
gram [20,21,26]. On the other hand, determining the crossing number of a graph
is NP-hard [5] and can be solved exactly only on small/medium instances [7]. On
the positive side, the crossing number is fixed-parameter tractable in the num-
ber of crossings [15] and can be approximated by a constant factor for graphs of
bounded degree and genus [10].

A recent research stream studies graph drawings where, rather than mini-
mizing the number of crossings, some edge crossing patters are forbidden; refer
to [4,9,11,12] for surveys and reports. A key motivation for the study of so-called
beyond-planar graphs are recent cognitive experiments showing that already the
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Table 1. Lower and upper bounds the crossing ratio of beyond-planar graphs.

Graph class Lower bound Upper bound

1-planar n/2 − 1 n/2 − 1

quasi-planar Ω(n) O(n2)

k-quasi-planar Ω(n/k3) f(k) · n2 log2 n

fan-planar Ω(n) O(n2)

absence of specific kinds of edge crossing configurations has a positive impact on
the human understanding of a graph drawing [13,18]. Of particular interest for
us are three families of beyond-planar graphs that have been extensively stud-
ied, namely the k-planar, fan-planar, and k-quasi-planar graphs; refer to [9] for
additional families. A k-planar drawing is such that each edge is crossed at most
k ≥ 1 times [19] (see also [16] for a survey on 1-planarity). A k-quasi planar
drawing does not have k ≥ 3 mutually crossing edges [1]. A fan-planar drawing
does not contain two independent edges that cross a third one or two adjacent
edges that cross another edge from different “sides” [14]. A graph is k-planar
(k-quasi-planar, fan-planar) if it admits a k-planar (k-quasi-planar, fan-planar)
drawing; a 3-quasi-planar graph is simply called quasi-planar.

In this context, an intriguing question is to what extent edge crossings can
be minimized while forbidding such local crossing patterns. In particular, we ask
whether avoiding local crossing patterns in a drawing of a graph may enforce
an overall large number of crossings, whereas only a few crossings would suffice
in a crossing-minimal drawing of the graph. We answer this question in the
affirmative for the above-mentioned three families of beyond-planar graphs. Our
contribution are summarized in Table 1.

1. In Sect. 2, we prove that there exist n-vertex 1-planar graphs such that the
ratio between the minimum number of crossings in a 1-planar drawing of
one such graph and its crossing number is n/2 − 1. This result can be easily
extended to k-planar graphs if we allow parallel edges.

2. In Sect. 3, we prove that there exist n-vertex quasi-planar graphs such that the
ratio between the minimum number of crossings in a quasi-planar drawing of
one such graph and its crossing number is Ω(n). Similarly, a Ω(n/k3) bound
can be proved for k-quasi-planar graphs.

3. In Sect. 4, we prove that there exist n-vertex fan-planar graphs such that the
ratio between the minimum number of crossings in a fan-planar drawing of
one such graph and its crossing number is Ω(n).

The lower bound in Result 1 is tight. Since fan-planar and quasi-planar graphs
have O(n) edges, the lower bounds in Results 2 and 3 are a linear factor from the
trivial upper bound O(n2), and it remains open whether such an upper bound
can be achieved (see Sect. 5). All results are based on nontrivial constructions
that exhibit interesting structural properties of the investigated graphs.
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Notation and Definitions. We assume familiarity with standard definitions about
graph drawings and embeddings of planar and nonplanar graphs (see, e.g., [8,9]).
In a drawing of a graph, we assume that an edge does not contain a vertex other
than its endpoints, no two edges meet tangentially, and no three edges share
a crossing. It suffices to only consider simple drawings where any two edges
intersect in at most one point, which is either a common endpoint or an interior
point where the two edges properly cross. Thus, in a simple drawing, any two
adjacent edges do not cross and any two non-adjacent edges cross at most once.

We define the k-planar crossing number of a k-planar graph G, denoted by
crk-pl(G), as the minimum number of crossings over all k-planar drawings of G.
The k-planar crossing ratio �k-pl is the supremum of crk-pl(G)/cr(G) over all
k-planar graphs G. Analogously, we define the quasi-planar and the fan-planar
crossing number of a graph G, denoted by crquasi(G) and crfan(G), as well as the
quasi-planar and the fan-planar crossing ratio, denoted by �quasi and �fan.

2 The 1-planar Crossing Ratio

An n-vertex 1-planar graph has at most 4n − 8 edges and a 1-planar drawing
has at most n − 2 crossings, that is cr1-pl(G) ≤ n − 2 [16]. Observe that for
cr(G) < cr1-pl(G) it has to hold that cr(G) ≥ 2. It follows that the 1-planar
crossing ratio is �1-pl ≤ n/2 − 1. We show that this bound can be achieved.

Theorem 1. For every � ≥ 7, there exists a 1-planar graph G� with n = 11�+2
vertices such that cr1-pl(G�) = n − 2 and cr(G�) = 2, which yields the largest
possible 1-planar crossing ratio.

The construction of G� consists of three parts: a rigid graph P that has to be
drawn planar in any 1-planar drawing; its dual P ∗; a set of binding edges and
one special edge that force P and P ∗ to be intertwined in any 1-planar drawing.

To obtain P , we utilize a construction introduced by Korzhik and Mohar [17].
They construct graphs H� that are the medial extension of the Cartesian prod-
uct of the path of length 2 and the cycle of length �; see Fig. 1a. They prove
that H� has exactly one 1-planar embedding on the sphere, and that embedding
is crossing-free. We choose P = H� as our rigid graph and fix its (1−) planar
embedding (when we will refer to P , we will usually mean this embedding).

Let P ∗ be the dual of P , obtained by placing a dual vertex h∗ into each
face h of P and connecting two dual vertices if their corresponding faces share
an edge; see Fig. 1b. Since P has 5� vertices and 11� edges, by Euler’s polyhedra
formula it has 6� + 2 faces; thus, P ∗ has 6� + 2 vertices and 11� edges.

Obviously, P ∪ P ∗ can be drawn planar, as both P and P ∗ are planar and
disjoint. All faces of P have size 3 or 4, except two large (called polar) faces f
and g of size �. We create a graph G′ by adding � binding edges to P ∪ P ∗

between f∗ (the vertex of P ∗ corresponding to face f) and the vertices of P that
are incident to f . This forces f∗ to be drawn in face f in any 1-planar drawing.
In the full version [6] we prove the following lemma, cf. Fig. 1c and d.
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(a) The graph P

g∗

f∗

(b) The graph P ∪ P ∗

g∗

y∗

f∗

x

z

(c) cr1-pl(G�) ≤ n − 2

y∗

x

(d) cr(G�) ≤ 2

Fig. 1. Construction of the graph G� in the proof of Theorem 1. Blue circles and edges
are P ; red squares and bold edges are P ∗; green dashed edges are the binding edges;
and the orange very bold edge is the special edge. (Color figure online)

Lemma 2. G′ has only two types of 1-planar embeddings (up to the choice of
the outer face): a planar one where P ∗ lies completely inside face f of P ; and a
1-planar embedding where f∗ lies inside f , g∗ lies inside g, and each edge of P
crosses an edge of P ∗ and vice versa.

Let z be a vertex of P on the boundary of f . Let y be the face of size 4 that
has z on its boundary. Let x be the degree-6 vertex on the boundary of y. We
obtain G� from G′ by adding the special edge (x, y∗). In the planar embedding
of Lemma 2, P ∗ and thus y∗ lies inside face f of P , so (x, y∗) has to cross at
least two edges of P ; see Fig. 1d. Choosing the face that corresponds to z as the
outer face of P ∗ gives a non-1-planar drawing of G� with 2 crossings.

Hence, G′ has to be drawn in the second way of Lemma 2; see Fig. 1c. Here,
the edge (x, y∗) can be added without further crossings. Graph G� consists of
n = 11�+2 vertices in total. Both P and P ∗ have 11� edges, and each of them is
crossed, so there are n−2 crossings in total, which is the maximum possible in a
1-planar drawing. Hence, cr1-pl(G�) = n − 2 and cr(G�) = 2, so �1-pl ≤ n/2 − 1.

The construction used in the proof of Theorem 1 can be generalized to k-
planar multigraphs. It suffices to replace each edge of G�, except the special
edge, by a bundle of k parallel edges:



82 M. Chimani et al.

(a) cr(G�) ≤ 3 (b) crquasi(G�)≤2�+1 (c) C is not crossed (d) C is crossed

Fig. 2. Illustration for the proof of Theorem 4.

Corollary 3. For every � ≥ 6, there exists a k-planar multigraph G�,k with
n = 11� + 2 vertices and maximum edge multiplicity k such that crk-pl(G�,k) =
k2 (n − 2) and cr(G�,k) = 2k, thus �k-pl ≥ k (n − 2)/2.

3 The Quasi-planar Crossing Ratio

An n-vertex quasi-planar graph G has at most 6.5n−20 edges, thus crquasi(G) ∈
O(n2) [9]. For cr(G) < crquasi it has to hold that cr(G) ≥ 2, and hence
�quasi ∈ O(n2). We show that the quasi-planar crossing ratio is unbounded,
even for cr(G) ≤ 3:

Theorem 4. For every � ≥ 2, there exists a quasi-planar graph G� with n =
12� − 5 vertices such that crquasi(G�) ≥ � and cr(G�) ≤ 3, thus �quasi ∈ Ω(n).

In order to prove Theorem 4, we begin with a technical lemma.

Lemma 5. Let G be a graph containing two independent edges (u, v) and (w, z).
Suppose that u and v (w and z, resp.) are connected by a set Πuv (Πwz, resp.)
of � − 1 paths of length two. Let Γ be a drawing of G. If (u, v) and (w, z) cross
in Γ , then Γ contains at least � crossings.

Proof. Suppose that (u, v) and (w, z) cross. If each of the � − 1 paths in Πwz

crosses (u, v), then the claim follows. Assume otherwise that at least one of these
paths does not cross (u, v). This path forms a 3-cycle t with (w, z); the � − 1
paths of Πuv all cross at least one edge of t, which proves the claim. ��

Proof (of Theorem 4). Let G� be the graph constructed as follows; cf. Fig. 2a.
Start with a 6-cycle C = 〈u0, u1, . . . , u5〉, and a vertex x connected to each of C,
yielding graph G′. Extend each edge of G′ by adding �−1 disjoint paths of length
two between its endpoints. Finally, add special edges (ui, ui+3), i = 0, 1, 2.

The resulting graph G� has n = 12(� − 1) + 7 = 12� − 5 vertices and admits
a drawing with 3 crossings, so cr(G�) ≤ 3; see Fig. 2a. Note that G� admits a
quasi-planar drawing with 2� + 1 crossings as shown in Fig. 2b. We prove that
crquasi(G�) ≥ �. Let Γ be a quasi-planar drawing of G�. If there are two edges
of G′ that cross each other, then the claim follows by Lemma 5.
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(a) cr(G�) ≤ 2. (b) crfan(G�) ≤ �.

Fig. 3. Illustration for the proof of Theorem 7.

If no special edge would cross G′, they would all be drawn within the unique
face of size 6 in G′. They would mutually cross, contradicting quasi-planarity.

Thus, at least one special edge, say s = (u0, u3), crosses an edge (a, b) of G′.
Consider the closed (possibly self-intersecting) curve L composed of s plus the
subpath of C connecting u0 to u3 and containing none of the vertices a and b.
This curve partitions the plane into two or more regions, and a and b lie in
different regions; see Fig. 2c and d for an illustration. Thus (a, b) and the � − 1
paths connecting a and b cross L, yielding � crossings in Γ , as desired. ��

The above proof can be straight-forwardly extended to k-quasi-planar graphs
by using exactly the same construction in which the cycle C has length 2k. Note
that any k-quasi-planar graph has at most ckn log n edges, where ck depends
only on k [24], so �quasi ≤ f(k) · n2 log2 n.

Corollary 6. For every � ≥ 2 and k ≥ 3, there exists a k-quasi-planar
graph G�,k with n = 2k(� + 1) + 1 vertices such that crquasi(G�,k) ≥ � and
cr(G�,k) ≤ k(k − 1)/2, thus �quasi ∈ Ω(n/k3).

4 The Fan-Planar Crossing Ratio

An n-vertex fan-planar graph G has at most 5n − 10 edges, thus crfan(G) ∈
O(n2) [9]. For cr(G) < crfan(G) it has to hold that cr(G) ≥ 2, and hence
�fan ∈ O(n2). We show that the fan-planar crossing ratio is unbounded, even for
cr(G) = 3.

Theorem 7. For every � ≥ 2, there exists a fan-planar graph G� with n = 9�+1
vertices such that crfan(G�) = � and cr(G�) = 3, thus �fan ∈ Ω(n).

Proof. Let G� be the graph constructed as follows; cf. Fig. 3a. Start with a K3,3.
Extend each edge of the K3,3 by adding �−1 disjoint paths of length two between
its endpoints, except for two independent edges (u, v) and (w, z). Add vertices
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w′ and z′, edges w̄ = (w,w′) and z̄ = (z, z′), � disjoint paths of length two
connecting w′ and z, and � disjoint paths of length two connecting z′ and w.

Graph G� has n = 6+7(�−1)+2+2� = 9�+1 vertices and admits a drawing
with three crossings, see Fig. 3a. Recall that we obtain a subdivision of a graph
G by subdividing (even multiple times) any subset of its edges. G� contains three
subdivisions of K3,3 sharing only edge (u, v), and thus each subdivision requires
at least one distinct crossing in any drawing. It follows that cr(G�) = 3. Note
that G� admits a fan-planar drawing with � crossings, cf. Fig. 3b. We prove that
crfan(G�) = �. Let Γ be a fan-planar drawing of G�. If any two extended edges
cross each other, then the claim follows by Lemma 5. Assume they do not:

G� contains � subdivions of K3,3 that share only (u, v) and w̄. Since each
K3,3 subdivision requires at least one crossing, there are either � crossings in Γ
(proving the claim), or (u, v) crosses w̄. Similarly, G� contains � K3,3 subdivisions
that share only (u, v) and z̄, and we can assume that (u, v) crosses z̄. But fan-
planarity forbids (u, v) to cross both w̄ and z̄. ��

5 Open Problems

The main open question is whether there exist fan-planar and quasi-planar
graphs whose crossing ratio is Ω(n2). In fact, we conjecture that this bound
can be reached, but proving our suspected constructions turns out to be elusive.
Another natural research direction is to extend our results to further families of
beyond-planar graphs, such as k-gap planar graphs or fan-crossing-free graphs
(refer to [9] for definitions). Finally, we may ask whether similar lower bounds can
be proved in the geometric setting (i.e., when the edges are drawn as straight-line
segments).
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Abstract. Let D be a straight-line drawing of a graph. The rectilinear
2-colored crossing number of D is the minimum number of crossings
between edges of the same color, taken over all possible 2-colorings of
the edges of D. First, we show lower and upper bounds on the rectilinear
2-colored crossing number for the complete graph Kn. To obtain this
result, we prove that asymptotic bounds can be derived from optimal
and near-optimal instances with few vertices. We obtain such instances
using a combination of heuristics and integer programming. Second, for
any fixed drawing of Kn, we improve the bound on the ratio between its
rectilinear 2-colored crossing number and its rectilinear crossing number.

Keywords: Complete graph · Rectilinear crossing number · k-colored
crossing number

1 Introduction

For a drawing of a non-planar graph G in the plane it is of interest from both
a theoretical and practical point of view, to minimize the number of crossings.
The minimum such number is known as the crossing number cr(G) of G. There
are many variants on crossing numbers, see the comprehensive dynamic survey
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of Schaefer [25]. In this paper we focus on a version combining two of them: the
k-planar crossing number and the rectilinear crossing number.

The k-planar crossing number crk(G) of a graph G is the minimum of
cr(G1) + · · · + cr(Gk) over all sets of k graphs {G1, . . . , Gk} whose union is
G. For k = 2, it was introduced by Owens [22] who called it the biplanar cross-
ing number ; see [13,14] for a survey on biplanar crossing numbers. Shahrokhi et
al. [26] introduced the generalization to k ≥ 2.

A straight-line drawing of G is a drawing D of G in the plane in which
the vertices are drawn as points in general position, that is, no three points
on a line, and the edges are drawn as straight line segments. We identify the
vertices and edges of the underlying abstract graph with the corresponding ones
in the straight-line drawing. The rectilinear crossing number of G, cr(G), is the
minimum number of pairs of edges that cross in any straight-line drawing of G. Of
special relevance is cr(Kn), the rectilinear crossing number of the complete graph
on n vertices. The current best published bounds on cr(Kn) are 0.379972

(
n
4

)
<

cr(Kn) < 0.380473
(
n
4

)
+ Θ(n3) [3,16]. The upper bound was achieved using a

duplication process and has been improved in an upcoming paper [6] to cr(Kn) <
0.38044921

(
n
4

)
+ Θ(n3).

A k-edge-coloring of a drawing D of a graph is an assignment of one of k
possible colors to every edge of D. The rectilinear k-colored crossing number of
a graph G, crk(G), is the minimum number of monochromatic crossings (pairs
of edges of the same color that cross) in any k-edge-colored straight-line drawing
of G. This parameter was introduced before and called the geometric k-planar
crossing number [23]. In the same paper, as well as in [26], also the rectilin-
ear k-planar crossing number was considered, which asks for the minimum of
cr(G1) + . . . + cr(Gk) over all sets of k graphs {G1, . . . , Gk} whose union is G.
We prefer our terminology because the terms geometric and rectilinear are very
often used interchangeably and because the term k-planar is extensively used in
graph drawing with a different meaning; see for example [15,20]. We remark that
in graph drawing, rectilinear sometimes also refers to orthogonal grid drawings
(which is not the case here).

In this paper we focus on the case where G is the complete graph Kn, and
we prove the following lower and upper bounds on cr2(Kn):

0.03
(

n

4

)
+ Θ(n3) < cr2(Kn) < 0.11798016

(
n

4

)
+ Θ(n3).

Our approach is based on theoretical results that guarantee asymptotic bounds
from the information of small point sets. Thus, it implies computationally deal-
ing with small sets, both to guarantee a minimum amount of monochromatic
crossings (for the lower bound) and to find examples with few monochromatic
crossings and some other desired properties (for the upper bound).

From an algorithmic point of view, the decision variant of the crossing num-
ber problem was shown to be NP-complete for general graphs already in the
1980s by Garey and Johnson [18]. The version for straight-line drawings is also
known to be NP-hard, and actually, computing the rectilinear crossing number is
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∃R-complete [19]. So whenever considering crossing numbers, it is rather likely
that one faces computationally difficult problems.

In our case the challenge is twofold. On the one hand, we need to optimize the
point configuration (order type) to obtain a small number of crossings, which is
the original question about the rectilinear crossing number of Kn. On the other
hand, we need to determine a coloring of the edges of Kn that minimizes the
colored crossing number for a fixed point set.

For the first problem there is not even a conjecture of point configurations
that minimize the rectilinear crossing number of Kn for any n. The latter prob-
lem corresponds to finding a maximum cut in a segment intersection graph,
which in general is NP-complete [9]. Moreover, these two problems are not inde-
pendent. There exist examples where a point set with a non-minimal number of
uncolored crossings allows for a coloring of the edges so that the resulting colored
crossing number is smaller than the best colored crossing number obtained from
a set minimizing the uncolored crossing number. Thus, the two optimization pro-
cesses need to interleave if we want to guarantee optimality. But, as we will see
in Sect. 2, even this combined optimization does not guarantee to yield the best
asymptotic result. There are sets of fixed cardinality and with larger 2-colored
crossing number which—due to an involved duplication process—give a better
asymptotic constant than the best minimizing sets. This is in contrast to the
uncolored setting [2,3], where for any fixed cardinality, sets with a smaller cross-
ing number always give better asymptotic constants. Also, it clearly indicates
that our extended duplication process for 2-colored crossings differs essentially
from the original version.

As mentioned, drawings with few crossings do not necessarily admit a color-
ing with few monochromatic crossings. This observation motivates the following
question: given a fixed straight-line drawing D of Kn, what is the ratio between
the number of monochromatic crossings for the best 2-edge-coloring of D and the
number of (uncolored) crossings in D? A simple probabilistic argument shows
that this ratio is less than 1/2. In Sect. 4, we improve that bound, showing that
for sufficiently large n, it is less than 1/2 − c for some positive constant c.

In a slight abuse of notation, we denote with cr(D) the number of pairs
of edges in D that cross and call it the rectilinear crossing number of D. The
(rectilinear) 2-colored crossing number of a straight-line drawing D, cr2(D), is
then the minimum of cr(D1) + cr(D2), over all pairs of straight-line drawings
{D1,D2} whose union is D. For a given 2-edge-coloring χ of D, we denote with
cr2(D,χ) the number of monochromatic crossings in D. Thus, cr2(D) is the
minimum of cr2(D,χ) over all 2-edge-colorings χ of D.

Outline. In Sect. 2 we prove that, given a 2-colored straight-line drawing D of
Kn, there is a duplication process that allows us to obtain a 2-colored straight-
line drawing Dk of K2kn for any k ≥ 1 whose 2-colored crossing number cr2(Dk)
can be easily calculated. Moreover, we can obtain the asymptotic value when
k → ∞. By finding good sets of constant size as a seed for the duplication
process, we obtain an asymptotic upper bound for cr2(Kn). In Sect. 3 we obtain
a lower bound for cr2(Kn) using the crossing lemma, and we improve it with an
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approach again using small drawings. For sufficiently large n, we show in Sect. 4
that for any straight-line drawing D of Kn, cr2(D)/cr(D) < 1/2−c for a positive
constant c, that is, using two colors saves more than half of the crossings. Finally,
in Sect. 5 we present some open problems.

2 Upper Bounds on cr2(Kn)

For the rectilinear crossing number cr(Kn), the best upper bound [6] comes from
finding examples of straight-line drawings of Kn (for a small value of n) with
few crossings which are then used as a seed for the duplication process in [2,3].
To be able to apply this duplication process, the starting set P with m points
has to contain a halving matching. If m is even (odd), a halving line of P is
a line that passes exactly through two (one) points of P and leaves the same
number of points of P to each side. If it is possible to match each point p of P
with a halving line of P through this point in such a way that no two points
are matched with the same line, P is said to have a halving matching. It is then
shown in [2] that every point of P can be substituted by a pair of points in its
close neighborhood such that the resulting set Q with 2m points contains again
a halving matching. Iterating this process leads to the mentioned upper bound
for cr(Kn), where this bound depends only on m and the number of crossings of
the starting set P .

In this section, we prove that a significantly more involved but similar app-
roach can be adopted for the 2-colored case. Unlike the original approach, we
cannot always get a matching which simultaneously halves both color classes.
Moreover, even for sets where such a halving matching exists, it cannot be guar-
anteed that this property is maintained after the duplication step. We will see
below that we need a more involved approach, where the matchings are related
to the distribution of the colored edges around a vertex. Consequently, the num-
ber of crossings which are obtained in the duplication, and thus, the asymptotic
bound we get, not only depends on the 2-colored crossing number of the start-
ing set, but also on the specific distribution of the colors of the edges. In that
sense, both the heuristics for small drawings and the duplication process for the
2-colored crossing number differ significantly from the uncolored case.

Throughout this section, P is a set of m points in general position in the
plane, where m is even. Let p be a point in P . By slight abuse of notation, in the
following we do not distinguish between a point set and the straight-line drawing
of Kn it induces. Given a 2-coloring χ of the edges induced by P , we denote by
L(p) and S(p) the edges incident to p ∈ P of the larger and smaller color class
at p, respectively. An edge e = (p, q) incident to p is called a χ-halving edge of
p if the number of edges of L(p) to the right of the line �e spanned by e (and
directed from q to p) and the number of edges of L(p) to the left of �e differ by
at most one. A matching between the points of P and their χ-halving edges is
called a χ-halving matching for P .
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Theorem 1. Let P be a set of m points in general position and let χ be a 2-
coloring of the edges induced by P . If P has a χ-halving matching, then the
2-colored rectilinear crossing number of Kn can be bounded by

cr2(Kn) ≤ 24A

m4

(
n

4

)
+ Θ(n3)

where A is a rational number that depends on P , χ, and the χ-halving matching
for P .

Proof. First we describe a process to obtain from P a set Q of 2m points, a
2-edge-coloring χ′ of the edges that Q induces, and a χ′-halving matching for
Q. The set Q is constructed as follows. Let p be a point in P and e = (p, q) its
χ-halving edge in the matching. We add to Q two points p1, p2 placed along the
line spanned by e and in a small neighborhood of p such that:

(i) if f is an edge different from e that is incident to p, then p1 and p2 lie on
different sides of the line spanned by f ;

(ii) if f is an edge different from e that is not incident to p, then p1 and p2 lie
on the same side of the line spanned by f as p; and

(iii) the point p1 is further away from q than p2.

The set Q has 2m points and the above conditions ensure that they are in general
position.

Next, we define a coloring χ′ and a χ′-halving matching for Q. For every
edge (p, q) of P , we color the four edges (pi, qj), i, j ∈ {1, 2} with the same color
as (p, q). Hence, the only edges remaining to be colored are the edges (p1, p2)
between the duplicates of a point p ∈ P . Let �e be the line spanned by e and
directed from q to p. Further, let q1 and q2 be the points that originated from
duplicating q, such that q1 lies to the left of �e and q2 lies to the right of �e.
Denote by Ll(p) and Lr(p) the number of edges in L(p) to the left and right of e,
respectively. Analogously, denote by Sl(p) and Sr(p) the number edges in S(p)
to the left and right of e. For the following case distinction, we assume that the
colors are red and blue and that the larger color class at p is blue.

There are six cases in which p can fall, depending on the color of the edge e
and on the relation between the numbers Ll(p) and Lr(p) of blue edges incident
to p on the left and the right side of �e; see Fig. 1. The edge e of P has color red
in the first three cases and color blue in the last three cases. The edge (p1, p2)
receives color blue in Cases 1 and 3, and color red in the remaining cases. The
thick edges in Fig. 1 represent the matching edges for p1 and p2 in Q, where the
arrow points to the point it is matched with. For each of p1 and p2, the resulting
numbers of incident red and blue edges that are to the left and to the right of
the line spanned by the matching edge are written next to those lines in the
figure. They also show that the matching edges are indeed χ′-halving edges in
each case. A detailed case distinction can be found in the full version [7].

Having completed the coloring χ′ for the edges induced by Q, we next con-
sider the number of monochromatic crossings in the resulting drawing on Q. We
claim the following for cr2(Q,χ′):
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Fig. 1. The cases in the duplication process of Theorem 1 when the larger color class
at p is blue.The dotted lines represent the lines spanned by the χ-halving matching
edges for P . The numbers of blue (red) edges at p to the left and right of le, is denoted
with Ll and Lr (Sl and Sr), respectively. (Color figure online)

Claim 1. The pair (Q,χ′) satisfies

cr2(Q,χ′) = 16 cr2(P, χ) +
(

m

2

)
− m

+ 4
∑

p

((
Ll(p)

2

)
+

(
Lr(p)

2

)
+

(
Sl(p)

2

)
+

(
Sr(p)

2

))

+ 2
∑

p

(Hl(p) + Hr(p)).

The proof of this claim follows the same counting technique used in [2]. The
proof can be found in the full version [7].

We now apply the duplication process multiple times. To this end, consider
again the six different cases for a point p ∈ P when obtaining a coloring and a
matching for Q. Note that if one of the Cases 1, 2, 3, 4 and 6 applies for p, then
the same case applies for its duplicates p1, p2 ∈ Q (and will apply in all further
duplication iterations). If p falls in Case 5, then for p1 and p2 we have Case 2
and 4, respectively. As no point in Q falls in Case 5, from now on, we assume
that P is such that no point of P falls in Case 5 either.

Let k ≥ 1 be an integer and let (Qk, χk) be the pair obtained by iterating
the duplication process k times, with (Q0, χ0) = (P, χ). We claim the following
on cr2(Qk, χk), the number of monochromatic crossings in the 2-edge-colored
drawing of Kn induced by Qk and χk:

Claim 2. After k iterations of the duplication process, the following holds

cr2(Qk, χk) = A · 24k + B · 23k + C · 22k + D · 2k
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where A,B,C and D are rational numbers that depend on P and its χ-halving
matching.

The proof of this claim uses a careful analysis of the structure of (Qk, χk) in
dependence of (P, χ) and the χ-halving matching for P . This analysis, followed
by involved calculations to obtain the statement of Claim2, can be found in the
full version [7]. Applying Claim 2 to an initial drawing on m vertices and letting
n = 2km, we get:

cr2(Kn) ≤ cr2(Qk, χk) =
24A

m4

(
n

4

)
+ Θ(n3)

which completes the proof of Theorem1 when n is of the form 2km. The proof
for 2km < n < 2k+1m then follows from the fact that cr2(Kn) is an increasing
function. �	

We remark that the duplication process described in the proof of Theorem1
can also be applied if the initial set P has odd cardinality. However, then it might
happen that the resulting matching is not χ′-halving for the resulting set Q.
Moreover, a similar process can even be applied with any matching between the
points of P and the edges induced by P , where in that situation one needs to
specify how the colors for the edges between duplicates of points (and possibly
a matching for the resulting set) is chosen.

In the uncolored duplication process for obtaining bounds on cr(Kn), halving
matchings always yield the best asymptotic behavior, which only depends on |P |
and cr(P ). This is not the case for the 2-colored setting, where we ideally would
like to achieve simultaneously for every point p ∈ P that (i) both color classes
are of similar size, (ii) both color classes are evenly split by the matching edge,
and (iii) cr2(P ) is small. Yet, this is in general not possible. Starting with a χ-
halving matching for P we obtain (ii) at least for the larger color class at every
point of P . Moreover, this is hereditary by the design of our duplication process.

The results of this section imply that for large cardinality we can obtain
straight-line drawings of the complete graph with a reasonably small 2-colored
crossing number by starting from good sets of constant size. Similar as in [6] we
apply a heuristic combining different methods to obtain straight-line drawings
of the complete graph with low 2-colored crossing number. Our heuristic iterates
three steps of (1) locally improving a set, (2) generating larger good sets, and (3)
extracting good subsets, where also after steps (2) and (3) a local optimization
is done. The currently best (with respect to the crossing constant, see below)
straight-line drawing D with 2-edge coloring χ we found in this way1 has n = 135
vertices, a 2-colored crossing number of cr2(D,χ) = 1470756, and contains a χ-
halving matching.

Let cr2 be the rectilinear 2-colored crossing constant, that is, the constant
such that the best straight-line drawing of Kn for large values of n has at most
1 The interested reader can get a file with the coordinates of the points, the colors of the

edges, and a χ-halving matching from http://www.crossingnumbers.org/projects/
monochromatic/sets/n135.php.

http://www.crossingnumbers.org/projects/monochromatic/sets/n135.php
http://www.crossingnumbers.org/projects/monochromatic/sets/n135.php
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cr2
(
n
4

)
monochromatic crossings. Its existence follows from the fact that the limit

limn→∞ cr2(Kn)/
(
n
4

)
exits and is a positive number (the proof goes along the

same lines as for the uncolored case [24]). Using the above-mentioned currently
best straight-line 2-edge colored drawing and plugging it into the machinery
developed in the proof of Theorem1 we get

Theorem 2. The rectilinear 2-colored crossing constant satisfies

cr2 ≤ 182873519
1550036250

< 0.11798016.

In [3] a lower bound of cr ≥ 277
729 > 0.37997267 has been shown for the

rectilinear crossing constant. We can thus give an upper bound on the asymptotic
ratio between the best rectilinear 2-colored drawing of Kn and the best rectilinear
drawing of Kn of cr2/cr ≤ 0.31049652.

3 Lower Bounds on cr2(Kn)

In this section we consider lower bounds for the 2-colored crossing number and
the biplanar crossing number of Kn.

In related work [23], the authors present lower and upper bounds on the
sup crk(G)/cr(G) where the supremum is taken over all non-planar graphs. We
remark that this lower bound does not yield a lower bound for cr2(Kn) as
their bound is obtained for “midrange” graphs (graphs with a subquadratic
but superlinear number of edges). Czabarka et al. mention a lower bound on
the biplanar crossing number of general graphs depending on the number of
edges [14, Equation 3]. For the complete graph, this yields a lower bound of
cr2(Kn) ≥ 1/1944n4 − O(n3). A better bound of cr2 ≥ 24

29·32 = 3/116 > 1/39
can be obtained from (an improved version of) the crossing lemma [4,21], which
states that for an undirected simple graph with n vertices and e edges with
e > 7n, the crossing number of the graph is at least e3

29n2 .
Alternatively, the following result shows that from the 2-colored rectilinear

crossing number of small sets we can obtain lower bounds for larger sets.

Lemma 1. Let cr2(m) = ĉ for some m ≥ 4. Then for n > m we have cr2(Kn) ≥
24ĉ

m(m−1)(m−2)(m−3)

(
n
4

)
which implies cr2 ≥ 24ĉ

m(m−1)(m−2)(m−3) .

Proof. Every subset of m points of Kn induces a drawing with at least ĉ crossings,
and thus we have ĉ

(
n
m

)
crossings in total. In this way every crossing is counted(

n−4
m−4

)
times. This results in a total of 24ĉ

m(m−1)(m−2)(m−3)

(
n
4

)
crossings. �	

As K8 can be drawn such that cr2(K8) = 0 (see Fig. 2 left) we next determine
cr2(K9). We use the optimization heuristic mentioned from Sect. 2 to obtain good
colorings for all 158 817 order types of K9 (which are provided by the order type
data base [5]). In this way, it is guaranteed that all (crossing-wise) different
straight-line drawings of K9 (uncolored) are considered.
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Fig. 2. Left: a 2-colored rectilinear drawing of K8 without monochromatic cross-
ings.Right: a 2-colored drawing of K9 with only one monochromatic (red) crossing.
(Color figure online)

To prove that the heuristics indeed found the best colorings we consider the
intersection graph for each drawing D. In the intersection graph every edge in
D is a vertex, and two vertices are connected if their edges in D cross. Note
that each odd cycle in the intersection graph of D gives rise to a monochromatic
crossing in D. On the other hand, several odd cycles might share a crossing and
only one monochromatic crossing is forced by them. We thus set up an integer
linear program, where for every crossing of D we have a non-negative variable
and for each odd cycle the sum of the variables corresponding to the crossings
of the cycle has to be at least 1. The objective function aims to minimize the
sum of all variables, which by construction is a lower bound for the number of
monochromatic crossings in D.

With that program and some additional methods for speedup (see [17] for
details), we have been able to obtain matching lower bounds and hence determine
the 2-colored crossing numbers for all order types of K9 within a few hours. The
best drawings we found have 2 monochromatic crossings, and thus cr2(K9) = 2.
Using Lemma 1 for m = 9 and ĉ = 2 we get a bound of cr2 ≥ 1/63, which is
worse than what we obtained from the crossing lemma. Repeating the process of
computing lower bounds for sets of small cardinality, we checked all order types
of size up to 11 [8] and obtained cr2(K10) = 5 and cr2(K11) = 10. By Lemma 1,
the latter gives the improved lower bound of cr2 ≥ 1/33.

3.1 Straight-Line Versus General Drawings

The best straight-line drawings of Kn with n ≤ 8 have no monochromatic cross-
ing, see again Fig. 2 left. In [23, Section 3], the authors state that no graph is
known were the k-planar crossing number is strictly smaller than the rectilin-
ear k-planar crossing number for any k ≥ 2. Moreover, according to personal
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communication [27], the similar question whether a graph exists where the
k-planar crossing number is strictly smaller than the rectilinear k-colored cross-
ing number was open. We next argue that K9 is such an example. From the
previous section we know that cr2(K9) = 2. Inspecting rotation systems for
n = 9 [1] which have the minimum number of 36 crossings, we have been able to
construct a drawing of K9 which has only one monochromatic crossing, see Fig. 2
right. As the graph thickness of K9 is 3 [12,28], we cannot draw K9 with just
two colors without monochromatic crossings. Thus, we get the following result.

Observation 1. The biplanar crossing number for K9 is 1 and is thus strictly
smaller than the rectilinear 2-colored crossing number cr2(K9) = 2.

4 Upper Bounds on the Ratio cr2(D)/cr(D)

In this section we study the extreme values that cr2(D)/cr(D) can attain for
straight-line drawings D of Kn. Using a simple probabilistic argument as in [23],
2-coloring the edges uniformly at random, it can be shown that cr2(D)/cr(D) <
1/2 for every straight-line drawing D, even if the underlying graph is not Kn.

In the following, we show that for Kn this upper bound on cr2(D)/cr(D)
can be improved. To obtain our improved bound, we find subdrawings of D and
colorings such that many of the crossings in these drawings are between edges of
different colors. To this end, we need to find large subsets of vertices of D with
identical geometric properties. We use the following definition and theorem. Let
(Y1, ..., Yk) be a tuple of finite subsets of points in the plane. A transversal of
(Y1, ..., Yk) is a tuple of points (y1, . . . , yk) such that yi ∈ Yi for all i.

Theorem 3 (Positive fraction Erdős-Szekeres theorem). For every inte-
ger k ≥ 4 there is a constant ck > 0 such that every sufficiently large finite point
set X ⊂ R

2 in general position contains k disjoint subsets Y1, . . . , Yk, of size at
least ck|X| each, such that each transversal of (Y1, . . . , Yk) is in convex position.

The Positive Fraction Erdős-Szekeres theorem was proved by Bárány and
Valtr [11], see also Matoušek’s book [21]. Although it is not stated in the theorem,
every transversal of the Yi has the same (labelled) order type. Making use of that
result we obtained the following theorem.

Theorem 4. There exists an integer n0 > 0 and a constant c > 0 such that for
any straight-line drawing D of Kn on n ≥ n0 vertices, cr2(D)/cr(D) < 1

2 − c.

Proof. Let c4 be as in Theorem 3 and let n0 be such that Theorem 3 holds for
k = 4 and for point sets with at least n0 points. Let D be a straight-line drawing
of Kn, where n ≥ n0.

Our general strategy is as follows. We first find subsets of edges of D that can
be 2-colored such that many of the crossings between these edges are between
pairs of edges of different colors. We remove these edges and search for a subset
of edges with the same property. We repeat this process as long as possible. We
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2-color the remaining edges so that at most half of the crossings are monochro-
matic. Afterwards, we put back the edges we removed while 2-coloring them in
a convenient way.

We define a sequence of subsets V = X0 ⊃ X1 ⊃ · · · ⊃ Xm of vertices of D,
where V = X0 is the set of vertices of D, and tuples (F1, F

′
1), . . . , (Fm, F ′

m) of
sets of edges of D as follows. Suppose that Xi has been defined. If |Xi| < n0,
we stop the process. Otherwise we apply Theorem 3 to Xi, to obtain a tuple
(Y1, Y2, Y3, Y4) of disjoint subsets of points Xi, each with exactly �c4|Xi| ver-
tices, such that every transversal (y1, y2, y3, y4) of (Y1, Y2, Y3, Y4) is a convex
quadrilateral. Without loss of generality we assume that (y1, y2, y3, y4) appear
in clockwise order around this quadrilateral. This implies that the edge (y1, y3)
crosses the edge (y2, y4). Let Fi be the set of edges with an endpoint in Y1 and
an endpoint in Y3; let F ′

i be the set of edges with an endpoint in Y2 and an
endpoint in Y4; and finally, let Xi+1 = Xi \ (Y1 ∪ Y2). Note that every edge in
Fi crosses every edge in F ′

i .
We now consider the remaining edges. Let F be the set of edges of D that

are not contained in any Fi nor in any F ′
i for 1 ≤ i ≤ m. Let H be the straight-

line drawing with the same vertices as D and with edge set equal to F . By
a probabilistic argument 2-coloring the edges uniformly at random, there is a
coloring χ′ of the edges of H so that cr(H)/cr2(H,χ′) ≥ 2.

We now 2-color the edges in Fi and F ′
i . We define a sequence of straight-line

drawings H = Dm+1,⊂ Dm ⊂ · · · ⊂ D0 = D and a corresponding sequence of
2-edge-colorings χ′ = χm+1, χm, . . . , χ0 = χ that satisfies the following. Each χi

is a 2-edge-coloring of Di. Also χi−1 when restricted to Di equals χi. Suppose
that Di and χi have been defined and that 0 < i ≤ m + 1. Let Di−1 be the
straight-line drawing with the same vertices as D and with edge set Ei−1 equal
to Ei ∪ Fi−1 ∪ Fi′−1 (where Ei is the edge set of Di). Since χi−1 coincides with
χi in the edges of Ei, we only need to specify the colors of Fi−1 and F ′

i−1. We
color the edges of Fi with the same color and the edges of F ′

i−1 with the other
color. There are two options for doing this, and one of them guarantees that at
most half of the crossings between an edge of Fi−1 ∪ F ′

i−1 and an edge of Di are
monochromatic. We choose this option to define χi−1.

In what follows we assume that D has been colored by χ. Let C be the set of
pairs of edges of D that cross. Of these, let C1 be the subset of pairs of edges such
that both of them are contained in Fi ∪F ′

i for some 1 ≤ i ≤ m. Let C2 := C \C1.
Note that, by construction of χ, at most half of the pairs of edges in C2 are of
edges of the same color. For a given i, let E′

i be the subset of pairs of edges in C1

such that both edges are in Fi ∪ F ′
i . Let (Y1, Y2, Y3, Y4) be the tuple of disjoint

subsets of points Xi used to define Fi and F ′
i . Recall that each Yi consists of

�c4|Xi| points. Every pair of crossing edges defines a convex quadrilateral and,
conversely, every convex quadrilateral defines a unique pair of crossing edges.
Therefore, by construction there at most c4

4�|Xi|4/2 pairs of edges in E′
i such

that both edges are of the same color; and there are exactly �c4|Xi|4 pairs of
edges in E′

i such that the edges are of different color. Thus, at most 1
3 of the

pairs of edges in E′
i are edges of the same color.
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Therefore, cr2(D,χ)
cr(D) ≤ 1

2 |C1|+ 1
3 |C2|

|C1|+|C2| . This is maximized when C1 is as large as
possible. Since there are in total at most

(
n
4

)
pairs of edges that cross, we have

|C1| ≤ (
n
4

) − |C2|. Thus,

cr2(D,χ)
cr(D)

≤
1
2

(
n
4

) − 1
6 |C2|(

n
4

) .

We now obtain a lower bound for the size of C2. Note that |X0| = n and
|Xi| ≥ (1 − 4c4)|Xi−1|. This implies that |Xi| ≥ (1 − 4c4)in and that |Ei| ≥
c4

4(1 − 4c4)4in4. Therefore,

|C2| =
m∑

i=1

|Ei| ≥
m∑

i=1

c4
4(1−4c4)4in4 = 24c4

4

(
1

1 − (1 − 4c4)4
− 1 − o(1)

) (
n

4

)
,

which completes the proof. �	
In the full version [7] we explore the ratio cr2(D)/cr(D) for certain classes of

straight-line drawings of Kn.

5 Conclusion and Open Problems

In this paper we have shown lower and upper bounds on the rectilinear 2-colored
crossing number for Kn as well as its relation to the rectilinear crossing num-
ber for fixed drawings of Kn. Besides improving the given bounds, some open
problems arise from our work.

(1) How fast can the best edge-coloring of a given straight-line drawing of Kn

be computed? This problem is related to the max-cut problem of segment
intersection graphs, which has been shown to be NP-complete for general
graphs [9]. But for the intersection graph of Kn the algorithmic complexity
is still unknown.

(2) What can we say about the structure of 2-colored crossing minimal sets?
For the rectilinear crossing number it is known that optimal sets have a
triangular convex hull [10]. For n = 8, 9 we have optimal sets with 3 and
4 extreme points, but so far all minimal sets for n ≥ 10 have a triangular
convex hull.

(3) We have seen that for convex sets asymptotically, the ratio cr2(D)/cr(D)
approaches 3/8 from below when n → ∞. It can be observed that among all
point sets (order types) of size 10, the convex drawing D of K10 is the only
one that provides the largest ratio of cr2(D)/cr(D) = 2/7, while the best
factor 5/76 is reached by sets minimizing cr2(D). Is it true that the convex
set has the worst (i.e., largest) factor? And is the best (smallest) factor
always achieved by optimizing sets, that is, sets with cr2(D) = cr2(Kn)?
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Abstract. In order to have a compact visualization of the order type of
a given point set S, we are interested in geometric graphs on S with few
edges that unequivocally display the order type of S. We introduce the
concept of exit edges, which prevent the order type from changing under
continuous motion of vertices. Exit edges have a natural dual character-
ization, which allows us to efficiently compute them and to bound their
number.
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1 Introduction

Let S, T ⊂ R2 be two sets of n labeled points in general position (no three
collinear). We say that S and T have the same order type if there is a bijection
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Fig. 1. Left: representatives of the three order types of five points in general position.
Right: representatives of two order types of six points. Exit edges are drawn in black.

ϕ : S → T such that any triple (p, q, r) ∈ S3 of three distinct points has the same
orientation (clockwise or counterclockwise) as the image (ϕ(p), ϕ(q), ϕ(r)) ∈ T 3.
The resulting equivalence relation on planar n-point sets has a finite number
of equivalence classes, the order types [9]. Representatives of several distinct
order types of five or six points are illustrated in Fig. 1. Among other things,
the order type determines which geometric graphs can be drawn on a point
set without crossings. Thus, order types appear ubiquitously in the study of
extremal problems on geometric graphs.

Now, suppose we have discovered an interesting order type, and we would
like to illustrate it in a publication. One solution is to give explicit coordinates
of a representative point set S; see Fig. 2 left. This is unlikely to satisfy most
readers. We could also present S as a set of dots in a figure. For some point sets
(particularly those with extremal properties), the reader may find it difficult
to discern the orientation of an almost collinear point triple. To mend this, we
could draw all lines spanned by two points in S. In fact, it suffices to present
only the segments between the point pairs (the complete geometric graph on S).
The orientation of a triple can then be obtained by inspecting the corresponding
triangle; see Fig. 2 middle. However, such a drawing is rather dense, and we may
have trouble following an edge from one endpoint to the other. Therefore, we
want to reduce the number of edges in the drawing as much as possible, but so
that the order type remains uniquely identifiable; see Fig. 2 right.

Results. We introduce the concept of exit edges to capture which edges are suf-
ficient to uniquely describe a given order type in a robust way under continuous
motion of vertices. More precisely, in a geometric drawing of a representative
point set with all exit edges, at least one vertex needs to move across an (exit)
edge in order to change the order type. We give an alternative characterization of
exit edges in terms of the dual line arrangement, where an exit edge corresponds
to one or two empty triangular cells. This allows us to efficiently compute the
set of exit edges for a given set of n points in O(n2) time and space.

Using the more general framework of abstract order types and their dual
pseudoline arrangements, we prove that every set of n ≥ 4 points has at least
(3n−7)/5 exit edges. We also describe a family of n points with n−3 exit edges,
showing that this bound is asymptotically tight. An upper bound of n(n − 1)/3
follows from known results on the number of triangular cells in line arrange-
ments [10]. Thus, compared to the complete geometric graph with n(n − 1)/2
edges, using only exit edges we save at least one third of the edges.
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(-1,1)

(1,1)

(-1,-1)

(1,-1)

(-0.6,0.4)

(-0.6,-0.4)

Fig. 2. Three different representations of an order type of six points.

Identification of Order Types. Let S be a set of n labeled points in the
plane. A geometric graph on S is a graph with vertex set S whose edges are
represented as line segments between their endpoints. A geometric graph is thus
a drawing of an abstract graph. Two geometric graphs G and H are isomorphic
if there is an orientation-preserving homeomorphism of the plane transforming G
into H. Each class of this equivalence relation may be described combinatorially
by the cyclic orders of the edge segments around vertices and crossings, and by
the incidences of vertices, crossings, edge segments, and faces. In the following,
we will consider topology-preserving deformations. An ambient isotopy of the
Euclidean plane is a continuous map f : R2 × [0, 1] → R2 such that f(·, t) is
a homeomorphism for every t ∈ [0, 1] and f(·, 0) = Id. Note that if there is an
ambient isotopy transforming a geometric graph G into another geometric graph
H, then G and H are isomorphic.

Definition 1. Let G be a geometric graph on a point set S. We say that G
is supporting for S if every ambient isotopy f of R2 that keeps the images of
the edges of G straight (thus, transforming G into another geometric graph) and
that allows at most three points of f(S, t) to be collinear for every t ∈ [0, 1], also
preserves the order type of the vertex set.

Related Work. The connection between order types and straight-line drawings
has been studied intensively, both for planar drawings and for drawings minimiz-
ing the number of crossings. For example, it is NP-complete to decide whether
a planar graph can be embedded on a given point set [5]. Continuous move-
ments of the vertices of plane geometric graphs have also been considered [2].
The continuous movement of points maintaining the order type was considered
by Mnëv [7,14]. He showed that there are point sets with the same order type
such that there is no ambient isotopy between them preserving the order type,
settling a conjecture by Ringel [15]. The orientations of triples that have to be
fixed to determine the order type are strongly related to the concept of minimal
reduced systems [4].

Outline. We introduce the concept of exit edges for a given point set. The
resulting exit graphs are always supporting, though they are not necessarily min-
imal. In Sect. 2 we show that some exit edges are rendered unnecessary by non-
stretchability of certain pseudoline arrangements. Despite being non-minimal in
general, we argue that exit graphs are good candidates for supporting graphs by
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Fig. 3. Characterizing exit edges. Left: If the gray region is empty of points, then the
edge ab is an exit edge. Right: An illustration of the proof of Proposition 3.

discussing their dual representation in pseudoline arrangements (Sect. 3). This
connection allows us to both compute exit edges efficiently and give bounds on
their number (Sect. 4). Supporting graphs in general need not be connected, and
two minimal geometric graphs that are supporting for point sets with different
order types can be drawings of the same abstract graph; see Fig. 1 right. Thus,
the structure of the drawing is crucial. In Sect. 5 we provide some further prop-
erties of the exit graphs. We conjecture that graphs based on exit edges are not
only supporting but also they encode the order type, as discussed in Sect. 6.

2 Exit Edges

Clearly, every complete geometric graph is supporting. To obtain a supporting
graph with fewer edges, we select edges so that no vertex of the resulting geomet-
ric graph can be moved to change the order type while preserving isomorphism.

Definition 2. Let S ⊂ R2 be finite and in general position. Let a, b, c ∈ S be
distinct. Then, ab is an exit edge with witness c if there is no p ∈ S such that
the line ap separates b from c or the line bp separates a from c. The geometric
graph on S whose edges are the exit edges is called the exit graph of S.

Equivalently, ab is an exit edge with witness c if and only if the double-wedge
through a between b and c and the double-wedge through b between a and c
contain no point of S in their interior; see Fig. 3 left.

An exit edge has at most two witnesses. If |S| ≥ 4 and ab is an exit edge
in S with witness c, neither ac nor bc can be an exit edge with witness b or a,
respectively. We illustrate the set of exit edges for sets of 5 points in Fig. 1 left.

Exit edges can be characterized via 4-holes. For an integer k ≥ 3, a (general)
k-hole in S is a simple polygon P spanned by k points of S whose interior
contains no point of S. If P is convex, we call P a convex k-hole. A point a ∈ S
or an edge ab with a, b ∈ S is extremal for S if it lies on the boundary of the
convex hull of S. A point or an edge in S that is not extremal in S is internal
to S.
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Proposition 3. Let S ⊂ R2 be a set of points in general position and let a, b ∈ S.
Then, ab is not an exit edge of S if and only if the following conditions hold:

1. If ab is extremal in S, then ab is an edge of at least one convex 4-hole in S.
2. If ab is internal in S, then there are two 4-holes abxy and bauv, in counter-

clockwise order, such that their reflex angles (if any) are incident to ab.

We remark that an internal exit edge either has a witness on both sides or is
incident to at least one general 4-hole on one side.

Proof. Let ab be an exit edge with a witness c that lies, without loss of generality,
to the left of

−→
ab. Suppose there is a general 4-hole abxy, traced counterclockwise,

such that the reflex angle of abxy (if it exists) is incident to ab. We can assume
that y lies to the left of

−→
ab, as in Fig. 3 right. First, suppose that abxy is convex

(this must hold if ab is extremal). Since ab is an exit edge with witness c, the line
ax does not separate c from b and the line by does not separate c from a. Thus, c
must be inside the 4-hole abxy, which is impossible. Second, suppose that abxy
is not convex (then, ab is internal), and x is to the right of ab. Since ab is an exit
edge with witness c, the line bx does not separate a from c and the line ay does
not separate b from c, so c lies inside the 4-hole abxy, again a contradiction.

Conversely, assume that ab is not an exit edge. First, let ab be extremal, and
let p be the closest point in S \ {a, b} to the line ab. The triangle abp is a 3-hole
in S. Since p is not a witness for ab, there is a point q ∈ S \ {a, b, p} such that,
without loss of generality, the line bq separates a from p. Since ab is extremal, q
lies on the same side of ab as p and, in particular, the polygon abpq is convex. If
we choose q so that it is the closest such point to the line ap, the triangles bpq
and abq are 3-holes in S. Altogether, we obtain a convex 4-hole abpq in S.

Second, let ab be internal. Let p be closest in S \ {a, b} to the line ab such
that p lies to the left of ab. The triangle abp is a 3-hole in S. Since p is not
a witness for ab, there is a point q ∈ S \ {a, b, p} such that either the line bq
separates a from p or the line aq separates b from p. If q lies to the left of ab, we
obtain a convex 4-hole as in the previous case. Thus, we can assume that all such
points q lie to the right of ab. We choose the point q so that it is (one of the)
closest to the line ab among all points that prevent ab from being an exit edge
with witness p. Without loss of generality, we assume that the line bq separates
a from p. The choice of q guarantees that bpq is a 3-hole in S. Thus, abqp is a
4-hole in S incident to ab from the left. An analogous argument with a point p′

from S \ {a, b} that is closest to ab such that p′ lies to the right of ab shows that
there is an appropriate 4-hole in S incident to ab from the right. ��
Proposition 4. Let S ⊂ R2 be finite and in general position and, for every
t ∈ [0, 1], let S(t) be a continuous deformation of S at time t. More formally,
let f : R2 × [0, 1] → R2 be an ambient isotopy and S(t) = {f(s, t) | s ∈ S},
for t ∈ [0, 1]. Let Sc ⊆ S be the first subset of at least three points to become
collinear. Let (a, b, c) be the first triple to become collinear, at time t0 > 0. If c
lies on the segment ab in S(t0), then ab is an exit edge of S(0) with witness c.
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a
b

c

c

a b

c

a b

Fig. 4. Left: moving c over ab to orient (a, b, c) clockwise, without changing the orien-
tation of other triples, would contradict Pappus’s theorem [15]. Right: it is not always
possible to move a witness c continuously to the corresponding exit edge ab.

Proof. For t ∈ [0, t0), the triple orientations in S(t) remain unchanged, and
in S(t0), the point c lies on ab. Thus, for t ∈ [0, t0), there is no line through
two points of S(t) that strictly separates the relative interior of ab from c. In
particular, there is no such separating line through a or b in S(0). Hence, ab is
an exit edge with witness c. ��
Corollary 5. The exit graph of every point set is supporting.

The proof of Proposition 4 also shows that if a line separates c from the
relative interior of ab, then there is such a line through a or b. This may suggest
that the exit edges are necessary for a supporting graph. However, this is not true
in general. For example, in Fig. 4 left, we see a construction by Ringel [15]: ab is
an exit edge with witness c, but c cannot move over ab without violating Pappus’
theorem. We note that in this situation, we might consider the abstract order
type for the triple orientations we would obtain after moving c over ab. Since
there is no planar point set with this set of triple orientations, this abstract order
type is not realizable. Deciding realizability is (polynomial-time-)equivalent to
the existential theory of the reals [14]. We will revisit these concepts in Sect. 4.

We note that there are point sets where two or more other exit edges prevent
a witness c from crossing its corresponding exit edge ab; see, for example, Fig. 4
bottom right. Since the two geometric graphs in Fig. 4 right are not isomorphic,
they cannot be transformed into each other by a continuous deformation as the
one used in Definition 1. However, in this example, while c cannot move to ab
without changing the order type in Fig. 4 bottom right, if ab were not present,
we could first change the point set to the one in Fig. 4 top right and then move
c over ab. Thus, ab indeed has to be in a supporting graph.

3 Exit Edges and Empty Triangular Cells

The (real) projective plane P2 is a non-orientable surface obtained by augmenting
the Euclidean plane R2 by a line at infinity. This line has one point at infinity



Minimal Representations of Order Types by Geometric Graphs 107

for each direction, where all parallel lines with this direction intersect. Thus, in
P2, each pair of parallel lines intersects in a unique point.

For a point set S in the Euclidean plane, add a line �∞ to obtain the projective
plane. We use a duality transformation that maps a point s of P2 to a line s∗

in P2. In this way, we get a set of lines S∗ dual to S, giving a projective line
arrangement A. The removal of a line from A does not disconnect P2. Since P2

has non-orientable genus 1, removing any two lines �1 and �2 from P2 disconnects
it into two components. We call the closure of each of the two components a
halfplane determined by �1 and �2. The marked cell c∞ is the cell of A that
contains the point �∗

∞ dual to the line �∞. By appropriately choosing the duality
transformation, we can assume that �∗

∞ lies at vertical infinity.
The combinatorial structure of A, together with the marked cell, determines

the order type of S. We show how to identify exit edges and their witnesses in
dual line arrangements.

We use the marked cell c∞ to orient the lines from S∗: first, we orient the
lines on the boundary of c∞ in one direction. Then, we iteratively remove lines
that have already been oriented, and we define the orientation for the remaining
lines from S∗ by considering the new lines on the boundary of c∞. Then, c∞ is
the only cell whose boundary is oriented consistently, that is, it can be traversed
completely along the resulting orientation. In particular, for an unmarked trian-
gular cell 	 in A, the directed edges of 	 form a transitive order on its vertices,
with a unique vertex of 	 in the middle. We call this vertex the exit vertex of 	
and the line through the other two vertices of 	 the witness line of 	.

Note that if we consider the duality mapping a point p = (px, py) from
the real plane to the (non-vertical) line p∗ : y = pxx − py, then the described
orientation procedure corresponds to orienting these dual lines from left to right.

Theorem 6. Let S ⊂ R2 be in general position, and let a, b, c ∈ S. Then, ab
is an exit edge with witness c if and only if the lines a∗, b∗, and c∗ bound an
unmarked triangular cell 	 in the arrangement A of lines from S∗ so that c∗ is
the witness line of 	 and the point ab

∗
= a∗ ∩ b∗ is the exit vertex of 	.

Proof. For two points p, q ∈ S and their dual lines p∗, q∗ ∈ S∗, we denote by
w(p∗, q∗) the halfplane determined by p∗ and q∗ that does not contain the marked
cell. Thus, the boundary of w(p∗, q∗) is not oriented consistently. Since projective
duality preserves incidences, the condition that no line spanned by two points
of S intersects the edge pq is equivalent in S∗ to w(p∗, q∗) not containing any
vertex of A.

Let 	 be the triangular region determined by the intersection of the two
halfplanes w(a∗, c∗) and w(b∗, c∗). By the projective duality, ab is an exit edge
with witness c in S if and only if no line of S∗ intersects a∗ inside w(b∗, c∗) or
b∗ inside w(a∗, c∗). In other words, if and only if two sides of 	, lying on a∗ and
b∗, contain no intersection with lines from S∗. This is equivalent to 	 being a
cell of the arrangement A. Moreover, a∗ and b∗ share the exit vertex of 	; see
Fig. 5. Consequently, the exit vertex a∗ ∩ b∗ is the dual of the line containing the
exit edge ab. ��
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c∗

a∗ b∗

w(b∗, c∗)w(a∗, c∗)

�

Fig. 5. An illustration of the proof of Theorem 6. If ab is an exit edge with witness
c in S, then the two bold drawn segments of the corresponding triangular cell are
unintersected, and thus, bound an unmarked triangular cell in S∗. The exit vertex is
represented with a black disk.

Corollary 7. Let S be a set of n points in general position. Then the exit edges
of S can be enumerated in O(n2) time by constructing the dual line arrangement
of S and checking which cells are unmarked triangular cells.

4 On the Number of Exit Edges

Line arrangements can be generalized to so-called pseudoline arrangements. A
pseudoline is a closed curve in the projective plane P2 whose removal does not
disconnect P2. A set of pseudolines in P2, where any two pseudolines cross
exactly once, determines a (projective) pseudoline arrangement. If no three pseu-
dolines intersect in a common point, the pseudoline arrangement is simple. All
notions that we have introduced for line arrangements, such as consistent orien-
tations, exit vertices, or witness lines, naturally extend to pseudolines.

A pseudoline arrangement is stretchable if it is isomorphic to a line arrange-
ment, that is, the corresponding cell complexes into which the two arrange-
ments partition P2 are isomorphic. The combinatorial dual analogues of line
arrangements and pseudoline arrangements are order types and abstract order
types, respectively. Thus, deciding if a pseudoline arrangement is stretchable is
(polynomial-time-)equivalent to the existential theory of the reals [7,14].

As discussed in Sect. 3, the maximum number of triangular cells in a simple
projective pseudoline arrangement gives an upper bound on the number of exit
edges of a point set. However, one triangular cell could be c∞, and there could
be pairs of triangular cells with the same exit vertex. We call a configuration of
the latter type an hourglass; see Fig. 6. We say that the two pseudolines p and q
that define the exit vertex of the two triangular cells of an hourglass H slice H
and that H is sliced by p and by q.

Observation 8. A triangular cell can be a part of at most one hourglass.

Observation 9. An exit edge ab with two witness points is dual to an hourglass
with exit vertex ab

∗
.

Any projective arrangement of n ≥ 4 lines has at least n triangular cells, as
each line is incident to at least three triangular cells [12]. This is known to be
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�1

�2

v1

v2

�1

�2

v

Fig. 6. Left: the two triangular cells �1 and �2 do not form an hourglass, because
they share a vertex that is not an exit vertex. Right: the two triangular cells �1 and
�2 form an hourglass because they share an exit vertex.

tight. Therefore, taking into account the marked cell c∞ and possible hourglasses,
any set of n ≥ 4 points has at least �n−1

2 � exit edges. We improve this lower
bound by bounding from below the difference between the number of triangular
cells and the number of hourglasses.

Proposition 10. Any set of n ≥ 4 points in the plane has at least (3n − 7)/5
exit edges.

For the proof of Proposition 10 we use the following two lemmas. The first is a
theorem by Grünbaum [10, Theorem 3.7 on p. 50], and the second can be derived
from the proof of that theorem.

Lemma 11 (Grünbaum [10]). In a simple pseudoline arrangement L every
pseudoline from L is incident to at least three triangular cells.

Lemma 12 (Grünbaum [10]). Let L be a simple arrangement of pseudolines,
and let H be a closed halfplane determined by two pseudolines �1, �2 ∈ L. If two
other pseudolines of L cross in the interior of H, then there is a triangular cell
in H that is incident to �1 but not to �2.

Proof (of Proposition 10). Let L be a simple projective line arrangement of n ≥ 4
pseudolines �1, �2, . . . , �n. For each pseudoline �i ∈ L, let ti be the number of
triangular cells incident to �i and hi the number of hourglasses sliced by �i. Set
xi = ti − hi/2. For each pseudoline �i ∈ L, there are three possible cases.

Case (i): there is no hourglass sliced by �i. By Lemma 11, every pseudoline is
incident to at least three triangular cells. Thus, we have xi = ti ≥ 3.

Case (ii): the pseudoline �i slices an hourglass together with some pseudoline �j
and the interior of each of the two halfplanes determined by �i and �j contains at
least one crossing of some other pair of pseudolines. By Lemma 12, �i is incident
to the two triangular cells of the hourglass plus at least two other triangular
cells, one in each closed halfplane. (We ignore here that a cell might be the
marked one.) Thus, ti ≥ 4. Observation 8 implies hi ≤ ti/2. Overall we get
xi = ti − hi/2 ≥ ti − ti/4 ≥ (3/4) · 4 = 3.
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�i

�j

�i

�j

H1

Fig. 7. In case (iii), both �1 and �2 must bound the marked cell, shown striped on the
right picture. Moreover, that cell is bounded by four pseudolines.

Case (iii): the pseudoline �i slices an hourglass together with some pseudoline
�j , and one of the two closed halfplanes H1 and H2 determined by �i and �j
contains no crossing of any other pair of pseudolines in its interior. Suppose the
closed halfplane that contains no further crossing is H1. Then, the hourglass
sliced by �i and �j is in H1, as the other two lines defining the hourglass do
not cross in that halfplane; see Fig. 7 (left). Since H1 contains no crossing in its
interior, it is divided by the other pseudolines into 4-gons and the two triangular
cells of the hourglass. In particular, the marked cell is bounded by only four
pseudolines, two of them being �i and �j ; see Fig. 7, right. Thus, there can be
at most four pseudolines for which case (iii) applies. Notice that in this case
hi = 1, since any other hourglass sliced by �i would have one triangular cell in
each of the two halfplanes H1 and H2 and the two triangular cells in H1 form the
already-counted hourglass (and by Observation 8 they cannot be part of another
hourglass). Thus, we can only guarantee that xi ≥ 3 − 1/2 = 5/2. However, as
we showed, this case can happen at most for two pairs of pseudolines.

Let T be the total number of triangular cells in L and let H be the total
number of hourglasses. Summing the contributions of cases (i)–(iii), we have

3T − H =
n∑

i=1

ti − 1
2

n∑

i=1

hi =
n∑

i=1

xi ≥ 3 · (n − 4) + 4 ·
(

5
2

)
= 3n − 2.

By Observation 8, we have T ≥ 2H. Combining these inequalities, we get

T − H =
3T − H + 2(T − 2H)

5
≥ 3T − H

5
≥ 3n − 2

5
.

By Theorem 6, the number of exit edges in a point set is equal to the number of
exit vertices in its dual line arrangement. In general, the number of exit vertices
in a pseudoline arrangement is bounded from below by T − H − 1. Therefore,
there are at least 3

5n − 7
5 exit edges. ��

We do not know if the lower bound in Proposition 10 is tight. The smallest
number of exit edges we could achieve is n − 3 for n ≥ 9; see Fig. 8.

The number of triangular cells in a simple arrangement of n lines in the pro-
jective plane P2 is at most n(n−1)/3 [10], so there are at most n2/3+O(n) exit
edges. This means that representing an order type with the exit graph instead
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Fig. 8. Construction with n − 3 exit edges.

of the complete geometric graph saves at least one third of the edges. Palásti
and Füredi [17] showed that for every value of n there are simple arrangement
of n lines in P2 with n(n − 3)/3 triangular cells. Moreover, Roudneff [16] and
Harborth [11] proved that the upper bound n(n−1)/3 is tight for infinitely many
values of n (see also [3]). The point sets that are dual to the currently-known
arrangements that maximize the number of triangular cells have n2/6+O(n) exit
edges, since most of their exit edges have two witnesses. This gives a quadratic
lower bound in the worst case, but the leading coefficient remains unknown. It
is worth noting that there are line arrangements with no pair of adjacent trian-
gular cells [13], which implies the existence of point sets where every exit edge
has precisely one witness.

5 Properties of Exit Graphs

We present some further results on supporting graphs and exit graphs.

Theorem 13. Any geometric graph supporting a point set S, with |S| ≥ 9,
contains a crossing.

Proof. Let G be a geometric graph with vertex set S without crossings. There
is a point set S′ with a different order type that also admits G: Dujmović [6]
showed that every plane graph admits a plane straight-line embedding with at
least

√
n/2 points on a line; as we have a point set with a collinear triple that

admits G, there are at least two point sets in general position with a different
order type that admit G. Moreover, one can continuously morph S to S′ while
keeping the corresponding geometric graph planar and isomorphic to G (see, for
example, [2]). Therefore, G does not support S. ��
Proposition 14. Let S be a point set in general position in R2 and let G be its
exit graph. Every vertex in the unbounded face of G is extremal, that is, it lies
on the boundary of the convex hull of S.

Note that, as shown in Fig. 4 left, an analogous statement does not hold for
general supporting graphs. The proof can be found in the full version [1].
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Fig. 9. Top: two arrangements of 14 pseudolines with the same set of triangular cells
(extending [8, Figure 3]). No triangular cell crossed by the line at infinity. Bottom:
corresponding dual point sets. The order types are not the same (see for example the
number of extremal points).

6 Concluding Remarks

We conjecture that the geometric graph G of exit edges not only is support-
ing for S, but also that any point set S′ that is the vertex set of a geometric
graph isomorphic to G has the same order type as S. One might conjecture that
already knowing all exit edges and their witnesses (in the dual line arrangement,
all triangular cells and their orientations) is sufficient to determine the order
type. Surprisingly, this turns out to be wrong. A counterexample is sketched in
Fig. 9 as a dual (stretchable) pseudoline arrangement of 14 lines in the projective
plane, based on an example by Felsner and Weil [8]. It consists of two arrange-
ments of six lines in the Euclidean plane that are combinatorially different, but
share the set of triangular cells and their orientations. While the exit edges are
the same for the two different order types, the corresponding exit graphs are
not isomorphic. In the dual of that example the order of the triangular cells
along each pseudoline differs, but that extra information is not enough to dis-
tinguish the two order types: We can modify the pseudoline arrangements in
Fig. 9 by, essentially, duplicating pseudolines 1–6 and making a pseudoline and
its duplication cross between the crossings with two green pseudolines (7–14).
An illustration is presented in the full version [1].
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Abstract. In this work we consider balanced Schnyder woods for planar
graphs, which are Schnyder woods where the number of incoming edges
of each color at each vertex is balanced as much as possible. We provide
a simple linear-time heuristic leading to obtain well balanced Schnyder
woods in practice. As test applications we consider two important algo-
rithmic problems: the computation of Schnyder drawings and of small
cycle separators. While not being able to provide theoretical guarantees,
our experimental results (on a wide collection of planar graphs) suggest
that the use of balanced Schnyder woods leads to an improvement of the
quality of the layout of Schnyder drawings, and provides an efficient tool
for computing short and balanced cycle separators.

1 Introduction

Schnyder woods [27] and its generalizations are a deep tool for dealing with
the combinatorics of planar [13] and surface maps [10,11,18]. They lead to effi-
cient algorithmic and combinatorial solutions for a broad collection of problems,
arising in several domains, from enumerative combinatorics to graph drawing
and computational geometry. For instance, the use of Schnyder woods has led
to linear-time algorithms for grid drawing [3,18,27], to the optimal encoding
and uniform sampling of planar maps [26], to the design of compact data struc-
tures [9] and to deal with geometric spanners [5]. Schnyder woods lead to fast
implementations (also integrated in open source libraries [25]) and provide strong
tools for establishing rigorous theoretical guarantees that hold in the worst case,
even for irregular, random or pathological cases. The main idea motivating this
work is that, in practice, most real-word graphs exhibit strong regularities which
make them far from the random and pathological cases. Based on this remark,
many geometry processing algorithms try to exploit this regularity in order to
obtain better results in practice. For instance, when applied to regular graphs,
many mesh compression schemes [19] achieve good compression rates, well below
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Fig. 1. (a) A planar triangulation endowed with a Schnyder wood. (b) a separator
(A, B, S) obtained from the Schnyder wood. (c) three Schnyder woods of the same
portion of a spherical grid: our heuristic leads to a majority of balanced vertices (white
circles), while the minimal Schnyder wood is strongly unbalanced. (Right chart) Eval-
uation of the balance of Schnyder woods (tests are repeated with 500 random seeds)
(Color figure online).

the worst-case optimal bound guaranteed by [26]. As far as we know, the prob-
lem of providing an adaptive analysis of Schnyder woods taking into account the
graph regularity has not been investigated so far. This work provides empirical
evidence about the fact that balanced Schnyder woods can lead to fast solu-
tions achieving good results in practice, especially for real-world graphs. As test
applications, we evaluate the layout quality of a Schnyder drawing depending
on the balance of the underlying Schnyder wood, and we consider the problem
of computing small separators for planar graphs, which has been extensively
investigated [22–24,28], due to its relevance for many graph algorithms.

Preliminaries and Related Works. In this work we deal with planar triangula-
tions, which are genus 0 simple maps where every face is triangulated (we will
denote by n the number of vertices and by m the number of edges). Given a pla-
nar triangulation with a distinguished root (outer) face (v0, v1, v2), a Schnyder
wood [27] is defined as a coloring (with colors 0, 1 or 2) and orientation of the
inner edges such that each inner vertex has exactly one outgoing incident edge
for each color, and the remaining incident edges must satisfy the local Schny-
der rule (see Fig. 1(a)). A given rooted triangulation may admit many Schnyder
woods [1,2,14]: among them, the minimal one (without ccw oriented triangles)
plays a fundamental role [9,26]. Here we focus on balanced Schnyder woods, for
which the ingoing edges are evenly distributed around inner vertices. A related
problem concerns the computation of egalitarian orientations: unfortunately the
results in [6] only apply to unconstrained orientations. Schnyder woods have
led to a linear-time algorithm providing an elegant solution to the grid drawing
problem (solved independently also in [17]): in its pioneristic work [27] Schnyder
showed that a planar graph with n vertices admits a straight-line drawing on a
grid of size O(n) × O(n). Schnyder drawings have a number of nice properties
that make them useful for addressing problems [4,5,12] involving planar graphs
in several distinct domains. While recent works [21] provide a probabilistic study
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of the converge for uniformly sampled triangulations endowed with a Schnyder
wood, as far as we know there are no theoretical or empirical evaluations of
the quality of Schnyder drawings for regular graphs. Given a graph G we con-
sider small separators which are defined by a partition (A,B, S) of all vertices
such that S is a separating vertex set of small size (usually |S| = O(

√
m)), and

the remaining vertices in G \ S belong to a balanced partition (A,B) satisfying
|A| ≤ αn, |B| ≤ αn (usually, for planar graphs, the balance ratio is α = 2

3 ). Here
we focus on simple cycle separators [24], for which fast implementations [16,20]
have been recently proposed (some of them [16] are provided with a worst-case
bound of

√
8m on the cycle size).

2 Contribution

2.1 Balanced Schnyder Woods

Our first step is to measure the balance of a Schnyder wood: given an inner vertex
v of degree deg(v) having indegi(v) incoming edges of color i (for i ∈ {0, 1, 2}), we
define its defect as δ(v) = maxi indegi(v)−mini indegi(v) if deg(v) is a multiple
of 3, and δ(v) = maxi indegi(v) − mini indegi(v) − 1 otherwise. We say that a
vertex is balanced if δ(v) = 0 and a Schnyder wood is well balanced if a majority
of vertices have a small defect. For regular graphs is possible, in principle, to get
a Schnyder wood that is perfectly balanced (δ(v) = 0 everywhere) as shown in
Fig. 1(c). In practice many Schnyder woods are unbalanced and we are not aware
of existing theoretical or empirical results on the balance of Schnyder woods.

An Heuristic for Well Balanced Schnyder Woods. We make use of the well known
incremental vertex shelling procedure [7] that computes a Schnyder wood with
a sequence of vertex removals. This procedure has many degrees of freedom: at
each step the choice of the vertex to be removed can possibly lead to a different
Schnyder wood. In order to get as much as possible balanced vertices, we retard
the removal of some vertices according to a balance priority, defined as the total
number of ingoing edges incident to a vertex during the shelling procedure. The
balance can be further improved by performing the reversal of oriented triangles
in a post-processing1 step. We refer to [8] for more details.

2.2 From Schnyder Drawings to Small Simple Cycle Separators

Schnyder woods provides a very fast procedure for partitioning, given an arbi-
trary inner vertex v, the set of inner faces of a triangulation into three sets R0(v),
R1(v) and R2(v) (respectively blue, red and gray triangles in Fig. 1(b)), whose
boundaries consist of the three disjoint paths P0(v), P1(v) and P2(v) emanat-
ing from v. The computation of simple cycle separators can be done as follows:
for each vertex v check whether the two sets A = Int(Ri(v) ∪ Ri+1(v)) and
B = Int(Ri+2(v)) satisfy the prescribed balance ratio for at least one index

1 The results presented in Sect. 2.3 are obtained without post-processing step.
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Fig. 2. Evaluation of timing costs over 100 executions (allocating 1 GB of RAM for
the JVM): timings are expressed as a function of the size (millions of vertices).

i ∈ {0, 1, 2} (indices are modulo 3, and Int(R) denotes the set of inner vertices
of a region R): then select the vertex for which the corresponding cycle length
|Pi(v)|+|Pi+1(v)|+1 is minimal. All this steps can be performed almost instanta-
neously, since all the quantities above are encoded in the Schnyder drawing itself
(see [27] for more details). As far as we know there are no theoretical guarantees
on both the partition balance and boundary size: as observed in practice, most
vertices lead to unbalanced partitions whose boundary size can be very large.

2.3 Experimental Results

Datasets and Experimental Setting. We run our experimental evaluations2 on a
broad variety of graphs3, including real-world meshes used in geometry process-
ing (made available by the aim@shape and Thingi10k repositories), synthetic
regular graphs with different shapes (sphere, cylinder, ...), random planar tri-
angulations (generated with uniform random sampling [26]), and Delaunay tri-
angulations of random points. As done in geometric modeling, we use the pro-
portion of degree 6 vertices, denoted by d6, to measure the regularity of a graph:
d6 is close to 1 for regular meshes, while is usually below 0.3 for irregular and
random graphs. To evaluate the balance of a Schnyder woods we use the pro-
portion of balanced vertices, denoted by δ0, and the average defect computed on
all vertices, denoted by δavg. As for previous works [16,20], the results (e.g. the
size of the separator) can depend on the choice of the initial seed (the root face
in our case). We perform tests with hundreds of random seeds: for each choice
of the seed, we adopt whisker plots to show the entire range of computed values,
while each box represents the middle 50% of values (as in Figs. 1 and 4).

Balance of Schnyder Woods. To evaluate the balance quality of the Schnyder
woods we plot the value δ0 as a function of d6: our balanced Schnyder woods
are compared to minimal ones in Fig. 1. Experimental results strongly suggests
that our heuristic leads to well balanced Schnyder woods. Our heuristic performs

2 Our datasets and code can be found at http://www.lix.polytechnique.fr/∼amturing/
software.html.

3 Previous works [16,20] triangulate the input graph in a preprocessing phase.

http://www.lix.polytechnique.fr/~amturing/software.html
http://www.lix.polytechnique.fr/~amturing/software.html
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Fig. 3. For a fixed initial seed, we generate a sequence of Schnyder woods by starting
from a well balanced Schnyder wood (computed with our heuristic) and by randomly
reversing ccw oriented triangles. In the charts we plot the layout and separator quality
as functions of the average defect δavg of the corresponding Schnyder wood.

particularly well for regular graphs, for which a large majority of vertices are
balanced (79% in average for the sphere graph). The results are good also
for irregular graphs (egea), where about 45% of vertices are balanced. Also
observe that the choice of the initial seed has a limited effect on the balance
of the resulting Schnyder wood. Minimal Schnyder woods represent a bad case,
especially for regular graphs: most vertices have a large defect and the resulting
paths P0(v), P1(v) and P2(v) resemble very long spirals.

Runtime Performances. The algorithmic solutions relying on Schnyder woods
are simple to implement and extremely fast. As observed in practice (see Fig. 2),
our Java implementation allows processing between 1.43M and 1.92M vertices
per second: we run our tests on an EliteBook with a core i7-5600U 2.60 GHz (with
Ubuntu 16.04 and 1 GB of RAM allocated for the JVM). This has to be compared
to the C implementations of previous results on cycle separators [16,20], running
on an Intel Xeon X5650 2.67 GHz (with 48.4 GB of RAM): the fastest variant
of the procedures tested in [16] allows processing between 0.54M and 0.62M
vertices per second for the case of square grids. Our timing costs are little
affected by the choice of the initial seed and the structural properties of the
graph. Observe that once the Schnyder drawing is given, the extraction of the
cycle separator is instantaneous (0.01 s for a 1M vertices graph).

Layout Quality. A qualitative evaluation of the graph layouts based on the
balance Schnyder woods is provided by the pictures in Fig. 3(a) showing two
portions of the Schnyder drawings of a regular sphere graph. When starting
from a our well balanced Schnyder woods the shape of triangles is much more
balanced, and the resulting drawing partially captures the regularity of the grid.
When starting from an unbalanced Schnyder wood the drawing exhibits many
long edges and flat triangles, a typical drawback of Schnyder drawings. In order
to provide a quantitative measure of the layout quality we consider the edge
lengths aesthetic metric defined by el = 1 − del, where del is the average percent
deviation of edge lengths: values close to 1 mean that most edges have the
same length (see [15] for more details). For a fixed initial seed, we start from a
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Fig. 4. We evaluate the quality of our simple cycle separators obtained from our bal-
anced Schnyder woods (tests are repeated using 200 random seeds). The left charts
report the boundary sizes, while the right charts show the plots of the separator bal-
ance (the normalized size of the smallest of the two sets A and B). The graphs are
listed from left to right according to the increasing values of their relative diameter.

balanced Schnyder wood obtained with our heuristic and we randomly reverse
ccw oriented triangles, obtaining a sequence of Schnyder woods which are more
and more unbalanced. The middle chart in Fig. 3 reports the values of el as a
function of the average defect: the layout quality tends to deteriorate as soon as
Schnyder woods get more unbalanced (high values of δavg).

Length and Balance of Separators. We look for separators with a balance ratio
α = 2

3 that are short : the boundary size is at most |S| ≤ √
8m, as required

in [16]. We plot in the charts of Fig. 4 the boundary sizes and partition balances
of the separators obtained from a Schnyder drawing as described in Sect. 2.1. Our
tests, repeated over several tens of graphs, confirm our intuition that balanced
Schnyder woods lead to good separators for a large majority of classes of graphs.
As for the layout quality, the separator size and balance strongly depend on the
balance of the underlying Schnyder wood (right chart in Fig. 3). The boundary
size of the separator is affected by the choice of the seed for graphs with large
diameter: a good choice of the seed would prevent from getting too long cycles.
For graphs with small diameter (e.g. random triangulations) Schnyder woods
lead to very short separators, while the size is closed to

√
m for most real-world

graphs. Our separators are often longer when compared with the results obtained
in [16], but well below the prescribed bound of

√
8m.
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Abstract. Traditionally, graph quality metrics focus on readability, but
recent studies show the need for metrics which are more specific to the
discovery of patterns in graphs. Cluster analysis is a popular task within
graph analysis, yet there is no metric yet explicitly quantifying how well
a drawing of a graph represents its cluster structure.

We define a clustering quality metric measuring how well a node-link
drawing of a graph represents the clusters contained in the graph. Exper-
iments with deforming graph drawings verify that our metric effectively
captures variations in the visual cluster quality of graph drawings. We
then use our metric to examine how well different graph drawing algo-
rithms visualize cluster structures in various graphs; the results confirm
that some algorithms which have been specifically designed to show clus-
ter structures perform better than other algorithms.

1 Introduction

Clustering is an important task in graph analysis. Visualization can be a useful
tool in this task, where a good drawing of a network should be able to highlight
important group structures within the network and allow a user to accurately
answer group-level analytical tasks. To this end, a number of graph layout algo-
rithms specifically focused on faithfully depicting clusters within a graph have
been introduced.

The quality of a drawing of a graph is often measured using aesthetic crite-
ria which rate the readability of the visualization, such as the number of edge
crossings or symmetry. However, these measures become less significant when
working with large graphs (e.g. [19]). More recent work considers quality met-
rics more extensible to large graphs, such as shape-based metrics which compare
the original topology of a graph to one derived from the positioning of ver-
tices in its drawing [9]. Newly introduced is also the concept of more specific
quality metrics concerned with the discovery of specific patterns with visualiza-
tions [5]. Although general quality metrics are still necessary, these more specific
metrics are useful when developing visualizations geared for a more specific
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purpose - for example, clustered graph visualizations which can be used to sup-
port various classes of group-level tasks [34].

Despite a longstanding recognition of cluster discovery as one important goal
in graph visualization and the definition of quality metrics that regard the depic-
tion or discovery of specific structures, there is yet to be defined a metric that
explicitly quantifies how well a visualization represents the underlying clustering
structure of the graph. We therefore introduce a clustering quality metric which
scores a drawing of a graph based on how well the clustering structure of the
graph is displayed within it. We present the following contributions:

1. We define the clustering quality metric, a new metric to measure the visual
cluster quality of node-link graph drawings. In our framework, we compare
the ground truth clustering provided for the vertices a graph to the geometric
clustering derived from the graph’s drawing, and the similarity of both clus-
terings denotes the quality of the visualization of clusters within the drawing.

2. We validate the metric through deformation experiments of graph drawings.
Results of the experiment confirm that as the graphs are distorted resulting in
the clusters to become visually less distinct from each other in the drawings,
the scores computed using our metric decrease.

3. We compare various graph drawing algorithms using our metric to discover
which methods perform better in visualizing cluster structures. We com-
pare drawing algorithms of different types, including layouts that have been
designed specifically to emphasize clusters. Our experiments confirm that
these layouts perform better than others not explicitly geared towards clus-
ter visualization, especially for real world graphs.

2 Related Work

2.1 Graph Drawing Quality Metrics

Aesthetics have been described as one criterion to be achieved by graph drawing
algorithms [3]. The concept of aesthetics is concerned with the readability of
graphs and include standards such as the minimization of edge crossing and
bends, and minimization of drawing area used. A number of studies have verified
the correlation of such aesthetic metrics with the ability of users to execute tasks
on the graph (e.g. [17,30,31]). However, these studies tend to focus on smaller
graphs, and newer studies (e.g. [19]) have discovered that the effects of these
aesthetic criteria are not as apparent in larger graphs.

Shape-based metrics [9] attempt to address this limitation by computing a
shape graph based on the drawing of a graph, where two vertices are connected
with an edge if they are “close” to each other, and comparing it to the topology
of the original graph - a good drawing is expected to have a shape graph similar
to its actual topology. For recent work on visualization quality metrics, Behrisch
et al. [5] provides a survey covering various visualization techniques, including
but not limited to node-link drawings, and notes that measuring the effectiveness
of node-link drawings in supporting analytical tasks is an open research question.
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2.2 Clustering Comparison Metrics

Clustering refers to the division of a set of items into clusters, where items in
the same cluster are more similar to each other than to items in a different
cluster [1]. Despite the seemingly simple definition, the notions of “similarity”
and what constitutes a “cluster” differ between contexts, leading to the birth of
various clustering algorithms and thus multiple ways to cluster the same set [11].
To compare two clusterings C and C ′ of the same set, a number of metrics exist:

– Rand Index (RI) measures the similarity of C and C ′ based on the number
of pairs of elements classified into the same group in both C and C ′ and the
number of pairs of elements classified into different groups in both C and
C ′ [32]. Adjusted Rand Index (ARI) [18] is a version corrected for chance.

– Mutual Information (MI), when applied to two random variables, measures
how much information of one can be gathered from the other, and is also
applicable to comparisons between two clusterings C and C ′ [7]. Normalized
Mutual Information (NMI) [36] is a normalized version, while Adjusted Mutual
Information (AMI) [38] is a version adjusted for chance.

– Fowlkes-Mallows Index (FMI) compares a clustering C ′ to a target clustering
C using the number of true positives, false positives, and false negatives [12].

– Homogeneity (HOM) and completeness (CMP) have been described as desir-
able outcomes of a cluster assignment C ′ compared to a target clustering C,
where homogeneity measures to what extent each cluster in C ′ only contains
members of the same cluster in C, and completeness refers to the extent that
all members of a cluster in C are assigned to the same cluster in C ′ [33].

2.3 Graph Drawing Algorithms

In this section, we briefly describe a number of types of algorithms used to
compute graph layouts:

– Force-directed layouts model a graph as a system where repulsive forces exist
between all pairs of vertices and neighboring vertices attract each other [13].

– Multi-level layouts improve the time efficiency of force-directed layouts
through steps of coarsening the graph into a smaller graph such as through
clustering, applying the layout on the smaller graph, and using it as an ini-
tial layout to draw the less coarse graph until a layout for the original is
computed [15].

– Multi-dimensional scaling (MDS) methods are based on dimension reduction
techniques that aim to display high-dimensional data in fewer dimensions
while preserving the distances between the data points [37].

– Stress-based layouts utilize the stress function found in the MDS literature.
These methods compute a layout by minimizing an adapted stress function
that considers the geometric and theoretical distances between vertices [14].

– Spectral methods computes the layout of a graph using the eigenvectors of
matrices related to the graph, such as adjacency or Laplacian matrices [20].



128 A. Meidiana et al.

3 Clustering Metric for Graph Visualization

We propose a new task-specific metric for graph visualization, the clustering
quality metric, for measuring how well a drawing of a graph represents its under-
lying clustering structure. We compute the similarity between a ground truth
clustering of a graph’s vertices to a geometric clustering derived from its drawing
and compute the clustering quality using the similarity of the two clusterings.
Figure 1 summarizes the framework used for our proposed metric.

Fig. 1. The framework for the clustering quality metric. The framework takes as input
a graph G with a predefined ground truth clustering C. A drawing D is produced by
applying a layout algorithm to G, from which a geometric clustering C′ of the vertices
is computed. Computing the similarity of C and C′ produces the clustering quality CQ
score, which can be done using a variety of clustering comparison metrics.

Let G = (V,E) be a graph and C = {Ci, i = 1...k} be the ground truth
clustering of V , the vertex set of G. Although in some applications a vertex may
belong to multiple clusters, in this study, we focus on non-overlapping clusters
as a starting point in developing the metric.

Step 1: We apply a layout algorithm to G to obtain a graph drawing D,
which provides geometric positions for each node in G. A node-link drawing
of a graph with no additional visual variables implicitly denotes groupings of
vertices through the proximity of vertices to each other and a user is more likely
to perceive two vertices drawn close together as belonging to the same group
rather than two vertices drawn further apart.

Step 2: We compute a geometric clustering C ′ = {C ′
i, i = 1...k} purely based

on the geometric positions of vertices in D. Any geometric clustering algorithm
can be used, but in this work, we use k-means clustering, which partitions a
set into k subsets that minimize the within-class variance [25]. We use k-means
clustering as it is a widely used method applicable to geometric clustering with
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existing fast and efficient heuristic approximations and because for our experi-
ments, we know the number of ground truth clusters.

Step 3: Using C ′, we compute the clustering quality of D by computing the
similarity of C with C ′ to produce a clustering quality score CQ. Any clustering
comparison metrics can be used with our framework, however we use the fol-
lowing metrics discussed in Sect. 2.2: Adjusted Rand Index (CQARI), Adjusted
Mutual Information (CQAMI), Fowlkes-Mallows Index (CQFMI), Homogeneity
(CQHOM ), and Completeness (CQCMP ). These metrics have been established
for measuring a clustering’s quality when a target ground truth is available. In
the cases of CQARI and CQAMI , they were taken over other variants of RI and
MI as they are adjusted for chance. All these metrics produce a score of 1 for
perfect clustering, while independent clusterings attain values close to 0.

4 Validation Experiments

4.1 Experiment Design

To validate our metric, we designed deformation experiments for graph drawings.
We start with a drawing of a graph that displays its clusters such that the number
of visible clusters and their respective sizes accurately represent the ground truth
clusters and the clusters are well-separated from each other with no overlap.

We then progressively deform the drawing. In each experiment, we performed
10 steps of deformation, where in each step, the coordinates of each vertex from
the previous step are perturbed by a small value in the range [0, δ], with δ being in
the range of 0.05-0.1 multiplied by the drawing area. We compute the clustering
quality score and compare the scores across all steps of the deformation.

Based on the clustering comparison metrics, we expect our approach to pro-
duce scores in the range of [0, 1] where a higher value denotes a closer similar-
ity between the geometrical clustering C ′ derived from the drawing D and the
ground truth clustering C. Therefore, we formulate the following hypothesis in
order to validate our metric:

Hypothesis 1: The clustering quality metric scores will decrease as the graph
drawings are deformed.

To create the initial layout, we used the Backbone layout from Visone [4]
as this layout produced drawings scoring 1 or nearly 1 on our metric for
our datasets. The exception is that we used sfdp from Graphviz [10] for
cv−many−verydense−mid and gnm−many−mid−verysparse, where sfdp
produces drawings with higher clustering quality metric scores than backbone.
We used cluster comparison metrics implementations from scikit-learn [29].

Each dataset for our validation experiment is created by first creating a small
graph. Each vertex is replaced with a larger graph of a specified internal density
- each will become a cluster of the dataset. Then, each edge is replaced with
inter-cluster edges with a specified external density. Table 1 shows the dataset
details. |c| stands for the number of clusters and avg(cd) denotes the average
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internal density of the clusters, as opposed to the global density denoted in the
previous column.

Each graph is named in the format [name] − [no.ofclusters] −
[internaldensity]− [externaldensity], where we vary the parameters to increase
generality. The prefixes denote the structure used to generate the clustered
graph - c stands for a complete graph, b denotes a bipartite graph, s denotes a
star graph, t denotes a tree, p denotes a path, rn denotes an r-regular graph, cv
is a complete graph with variable cluster sizes, and gnm denotes a Gn,m random
graph.

Table 1. Validation datasets

Name |V | |E| |c| Density avg(cd)

c− few − verydense−mid 439 9552 9 0.0497 0.399

s− few − verydense− dense 2051 256108 10 0.122 0.400

t− few − dense−mid 2082 164180 15 0.0379 0.400

c− few − dense−mid 898 31516 9 0.0391 0.349

p− few − verydense− verysparse 3002 230055 15 0.0511 0.759

c−mid− verydense−mid 815 18674 15 0.0563 0.797

r3 −mid− dense− verysparse 1773 53103 20 0.0338 0.670

cv −many − verydense−mid 2000 54749 30 0.0274 0.788

r3 −many − verydense− sparse 3045 124727 30 0.0269 0.801

gnm−many −mid− verysparse 2685 26098 30 0.00724 0.214

4.2 Results

Figure 2 displays one deformation experiment example, where vertices are col-
ored based on their combinatorial cluster membership. In step 0 (Fig. 2 (a)),
vertices of the same cluster are positioned close to each other, there is minimal
overlap between each cluster and the layout produces CQ scores of 1. As the

(a) Step 0 (b) Step 2 (c) Step 5 (d) Step 9

Fig. 2. Deformation experiment for r3−mid−dense−verysparse, drawn using Back-
bone layout, showing how each subsequent step further deforms the clusters in the
drawing.
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positions are perturbed, vertices of the same cluster grow further apart. The
clusters also continue mixing with each other, until vertices are no less likely to
be placed closer to members of other clusters than vertices in its own cluster.

Figure 3 shows the clustering metric scores for each deformation step, with
the scores averaged for all datasets in Table 1. We expect to see the CQ scores
decreasing after each deformation step, which is indeed what the figure shows,
confirming Hypothesis 1 for a wide variety of clustered graphs.

Fig. 3. Average of clustering quality scores for all validation experiments. The decreas-
ing trend for all clustering comparison metrics show that our metric successfully cap-
tures the deteriorating visual clustering quality and validates Hypothesis 1. We also see
that CQAMI and CQFMI are more sensitive to changes in the visual cluster quality,
from the steeper curves. Also note that CQHOM and CQCMP produce highly similar
results such that their curves overlap.

4.3 Discussion and Summary

Figure 3 shows that the plots of the clustering quality metric scores produce a
downward slope. This validates our metric and the usage of all selected clustering
comparison metrics with our framework. It can also be seen that the scores of our
metric deteriorate at different rates when different clustering comparison metrics
are used: CQARI deteriorates at the fastest rate, followed closely by CQFMI .
CQHOM and CQCMP obtains very similar scores with their curves overlapping,
while CQAMI degrades at a slightly faster rate. Therefore, we conclude that
CQARI and CQFMI are more sensitive to changes in clustering visualisation
quality than the other metrics.

In summary, the validation experiments have shown that our metric reflects
the visual clustering quality of drawings of clustered graphs. Furthermore, from
the different rates of change of the clustering quality scores when different clus-
tering comparison metrics are used, we conclude that CQARI and CQFMI are
better at capturing changes in visual cluster quality and are recommended for
use with our framework.
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5 Layout Comparison Experiments

5.1 Experiment Design

After the validation experiments have shown that our metric effectively measures
visual cluster quality, we compare the performance of a number of graph drawing
algorithms against our metric. We selected layouts of different types:

– Force-directed: Fruchterman-Reingold (FR) [13] and Organic from yfiles [39].
– Multi-level: FM3 [15] and sfdp [10,16].
– MDS: Metric MDS based on classical scaling [37] and Pivot MDS [6].
– Stress-based: Stress Majorization [14] and Sparse Stress Minimization [28].
– Spectral: spectral layout with graph laplacian.

We also selected a few layouts which purport to focus on the discovery of
clusters or important community structures in a graph to test their claims:

– LinLog [26] modifies the force-directed model to emphasize clusters.
– Backbone [27] utilizes triadic or quadratic Simmelian backbones to extract

important community structures from “hairball” graphs.
– tsNET [22] is based on t-distributed Stochastic Neighbor Embedding (t-SNE),

a dimensionality reduction technique [24], and aims to preserve point neigh-
borhoods.

Based on the selection of algorithms, we formulate the following hypothesis:

Hypothesis 2: LinLog, backbone, and tsNET will score higher on our metric
than other selected layouts in visualizing clusters in graphs.

We used implementations provided from Tulip [8] (FR, FM3, Pivot MDS, Stress
Majorization, LinLog), visone [4] (Backbone, Metric MDS, Sparse Stress Min-
imization, Spectral), yEd [39] (Organic), Graphviz [10] (sfdp), and Kruiger’s
implementation of tsNET [21]. We re-used some datasets from the validation
experiments and created some new ones, listed in Table 2. We also selected real

Table 2. Additional layout comparison datasets

Name |V | |E| |c| Density avg(cd)

b−many − dense− sparse 1797 49210 30 0.0305 0.560

cv −mid− verydense−mid 939 21798 20 0.0495 0.162

s−mid−mid− sparse 2116 24175 20 0.0108 0.216

w −many −mid− verysparse 2485 68844 25 0.0223 0.554

r4 −many − verydense− verysparse 3045 124727 30 0.0269 0.801

revije− 90 124 1334 14 0.127 0.377

SS −Butterfly − 0 − 85 832 13009 10 0.0376 0.258

email − Eu− core− lcc 986 16687 34 0.0344 0.490
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world graph datasets with existing vertex categorization, which are listed under
the double line in Table 2. The datasets were taken from Pajek [2] and Stanford
Network Analysis Project’s (SNAP) repository [23,40].

5.2 Results

Tables 3 and 4 show layout comparison examples, with colours representing
ground truth clusters, with CQ scores displayed in Figs. 4 and 5 respectively.
LinLog, tsNET, and Backbone score higher than other layouts for both datasets,
supporting Hypothesis 2. In Table 3 and Fig. 4, where the number of clusters are
small, other layouts such as sfdp, FR, FM3, and spectral also score close to 1.
Meanwhile, in the example in Table 4 and Fig. 5 displaying a real world graph
with a larger number of clusters, LinLog, tsNET, and backbone’s performances
more clearly surpass the other layouts.

Table 3. Layout comparison for c− few − verydense−mid

FR Organic Stress Maj. Metric MDS Backbone FM3

Spectral S. Stress Min. tsNET Pivot MDS sfdp LinLog

Fig. 4. Clustering quality metrics for c − few − verydense − mid. LinLog, tsNET,
and Backbone produces scores of 1 on our metrics, in line with Hypothesis 2. For this
dataset, sfdp, FR, FM3, and spectral also score highly, close to 1.
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Table 4. Layout comparison for email − Eu− core− lcc

FR Organic Stress Maj. Metric MDS

Backbone FM3 Spectral S. Stress Min.

tsNET Pivot MDS sfdp LinLog

Fig. 5. Clustering quality metrics for email − Eu − core − lcc. LinLog, backbone,
and tsNET clearly outperform other layouts, as expected from Hypothesis 2. Among
non-cluster-focused layouts, sfdp produces the highest scores.
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(a) Average for all datasets

(b) Average for real world datasets

Fig. 6. Clustering quality metrics averaged per layout for all layout comparison
datasets (a) and for real world datasets only (b). In (a), we see that tsNET and LinLog
produce the highest scores, validating Hypothesis 2 for the two layouts. Meanwhile in
(b), we see that on real world datasets, LinLog, tsNET, and Backbone outperforms
other layout algorithms in accordance to Hypothesis 2.

Figure 6(a) shows the scores averaged across all layout comparison datasets
and Fig. 6(b) show the scores averaged across real world datasets. Averaged
across all datasets, LinLog scores the highest, with tsNET close behind, confirm-
ing Hypothesis 2 for these two layouts. Backbone scores well on many graphs, but
sometimes deteriorates in quality when the number of clusters becomes larger
compared to the total size of the graph, causing it to score lower than tsNET and
LinLog on average (see Fig. 6(a)). Even so, it still outperforms the other algo-
rithms on real world datasets as seen in Fig. 6(b), which supports Hypothesis 2
for Backbone on real world graphs.
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In the case of synthetic datasets, sfdp also tends to perform well, as seen in the
overall averaged clustering quality metric scores in Fig. 6(a). LinLog, backbone,
and tsNET still outperforms it with real world datasets as seen from Fig. 6(b),
however, in line with Hypothesis 2.

5.3 Discussion and Summary

Our experiments verify that LinLog and tsNET attains the highest average scores
on our metrics across all comparison datasets and Backbone attains equally high
average scores on real world datasets.

A point of note is that LinLog often has issues with excessive node overlaps,
especially when the internal cluster density is high - this can be seen in Table 3,
where the nodes of each cluster are positioned very close together such that they
almost appear as only one node, and to a lesser extent in Table 4 where the red
cluster is packed quite closely together. Backbone does not have this problem on
any tested graphs. Thus, we can conclude that Backbone also has its advantages
for practical applications of clustered graph visualization.

In summary, our experiments have confirmed Hypothesis 2 for LinLog and
tsNET, which consistently obtained the highest scores across all datasets, while
for Backbone it is more supported on real world structures.

6 Conclusion and Future Work

We have introduced a new graph drawing quality metric for the visualization of
clusters in graph. Deformation experiments has shown the effectiveness of the
metric in measuring how well a drawing of a graph depicts the clusters in the
graph. We have also compared graph drawings produced by layouts emphasizing
cluster structures to non-cluster-focused layouts and validated the claims of these
cluster-focused layouts especially on real world structures.

A direction for future work is to refine the metric by combining it with read-
ability metrics, such as to address node overlaps, and further validating it with
human evaluation. Other geometric clustering algorithms besides k-means can
also be tested, including fuzzy clustering algorithms that accomodate overlaps
between clusters, and concepts of visual cluster separations for scatterplots [35]
can also be considered.
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Abstract. Infomap clustering finds the community structures that min-
imize the expected description length of a random walk trajectory; algo-
rithms for infomap clustering run fast in practice for large graphs. In this
paper we leverage the effectiveness of Infomap clustering combined with
the multi-level graph drawing paradigm. Experiments show that our new
Infomap based multi-level algorithm produces good visualization of large
and complex networks, with significant improvement in quality metrics.

1 Introduction

The multi-level graph drawing is a popular approach to visualize large and com-
plex graphs to improve the quality of drawings. It recursively coarsens the graph
and then uncoarsens the drawing using layout refinement. There are a num-
ber of multi-level graph drawing algorithms available [7,9,11,14,17,18,20]. They
mainly differ in the coarsening method.

Clustering is a widely used analysis method for identifying groups with strong
similarity, or communities in the data. Graph clustering is to partition a graph
such that vertices in the same cluster are more interconnected. Infomap cluster-
ing computes clusters by translating a graph into a map, which decomposes the
myriad nodes and links into modules that represent the graph [19]. It maximizes
an objective function called the minimum description length of a random walk
trajectory, where the approximation to the optimal solution can be computed
quickly. Infomap performed the best in community finding experiments [15].

In this paper, we present a new multi-level graph drawing algorithm based
on Infomap clustering. More specifically, we leverage the effectiveness of Infomap
clustering, combined with the multi-level graph drawing paradigm. Experiments
with real-world large and complex networks such as protein-protein interaction
networks, Facebook graph, Autonomous Systems (AS) graphs as well as bench-
mark graphs show that our new multi-level algorithms produce good visual-
ization with significant improvement in quality metrics, including shape-based
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metrics [4], edge crossing and stress. It also requires a small number of coarsening
steps for medium to large graphs, which makes it fast to run.

2 Related Work

Hadany and Harel presented the multi-scale method using an edge contraction
based coarsening method and a force-directed layout preserving topological prop-
erties such as cluster size and vertex degree [10]. Koren and Harel presented
FMS, which used a k-center approximation based coarsening method and a force-
directed layout with a beautification [14].

Walshaw presented a multi-level algorithm using a matching, by repeatedly
collapsing maximal independent subsets of graph edges, and a grid variant of
Fruchterman-Reingold [6] layout [20]. Gajer et al. presented GRIP using a max-
imum independent set filtration based coarsening method, and an intelligent
initial placement of vertices based on both graph and Euclidean distances [7].

Quigley and Eades presented FADE using the quad tree, and Barnes-Hut n-
body method [1] for approximation of the repulsive force computation in a force-
directed layout [18]. Hachul and Junger presented FM3 using similar method
to compute the repulsive forces between vertices, where subgraphs with small
diameter, called solar system, are partitioned and collapsed to obtain a multi-
level representation [9]. Hu presented the sfdp layout, also using the Barnes-Hut
approximation method [11]. Frishman and Tal [5] presented a multi-level force
directed graph layout on the GPU, based on spectral partitioning and Kamada-
Kawai layout [12]. Bartel et al. presented an experimental study for extensive
comparison of various multi-level algorithms, using a combination of coarsening
methods, initial placement and graph layout methods [2].

More recently, Meyerhenke et al. presented a multi-level algorithm using a
label propagation method for the coarsening step, and Maxent stress optimisa-
tion layout [8] on shared memory parallelization [16]. Nguyen and Hong used
fast k-core coarsening method, which can be computed in linear time [17].

3 Infomap Based Multi-level Algorithm

The multi-level graph drawing algorithm is an iterative process consisting of the
following three steps: coarsening, initialization (or placement), and graph layout
(or refinement). Roughly speaking, the coarsening step is to cluster vertices to
define a smaller graph, recursively until the size of the graph falls below the
threshold, resulting in a coarse graph hierarchy, G0, G1, . . . , GL. The layout of
graph GL is then extended to the layout of graph GL−1 by placement (i.e., add
vertices back to the layout) and refinement step. Recursively, these steps extend
the layout of graph GL to G0 by repetitively interpolating from Gi to Gi−1. In
each iteration, the layout of Gi is used to compute an initial placement of Gi−1,
and then the layout algorithm is applied to refine the layout.
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3.1 Coarsening: Infomap Clustering

Let G = (V,E) be a graph with vertex set V and edge set E. The coarsening
step computes a graph level hierarchy by iteratively computing a sequence of
smaller graphs G0, G1, G2, . . . , GL, where the original graph G = G0. At each
level, a coarser graph (or clustered graph) is computed by combining a sets of
vertices belong to the same cluster in Gi and replacing into a single vertex in
Gi+1, recursively until the predefined stop criterion is satisfied.

Infomap clustering finds community structure that minimizes the expected
description length of a random walk trajectory [19]. It computes clusters by
translating a graph into a map, which decomposes the myriad nodes and links
into modules that represent the graph. The algorithm maximizes an objective
function called the Minimum Description Length.

We first compute the Infomap clustering of G, and partition the vertex set V
into Vi based on the clusters. More specifically, we define a clustered graph with
a weighted vertex set (i.e., the number of vertices belong to each cluster) and a
weighted edge set (i.e., the number of edges between the partitioned vertex set).
The vertices u1, u2, . . . , uk ∈ Vi are merged to form a new cluster vertex v ∈ Vi+1,
where the weight of v is computed as |v| = |u1| + |u2| + . . . + |uk|. Similarly,
the weight of the collapsed edges are computed as the sum of the weights of the
edges that it replaces. This coarsening phase stops when the resulting clustered
graph has a small size (say 50) or there is no reduction in terms of size.

3.2 Initialization: Placement

This step aims to compute a good initial layout of Gi−1 using the layout of Gi.
Let vi ∈ Vi of Gi corresponds to a cluster of vertices u1, u2, . . . , uk ∈ Vi−1 of
Gi−1. We add back vertices uj , j = 1, . . . , k to the layout of Gi by initializing
the positions of uj using the position of vi. Here we use the following three
variations.

– Circle placement: It places all uj , j = 1, . . . , k at the circle with a small radius,
where the center of the circle is the location of vi.

– Barycenter placement: It places each vertex at the barycenter of its neigh-
bors [7].

– Zero placement: It places all uj , j = 1, . . . , k at the same position as vi with
small perturbation [20].

3.3 Refinement: Force-Directed Layout

The initial layout of Gi−1 is recursively refined at each level using a force-directed
algorithm. We use layout algorithms, previously used in other multi-level graph
drawing algorithm experiments [2]:

– FR: Fruchterman and Reingold layout [6].
– FRG: grid variant of Fruchterman and Reingold layout, used in [20].
– FME (Fast-Multipole Embedder): an improvement of NME (New Multipole

Method) layout of FM3 [9], designed for a multi-level method in [2].
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4 Experiments

We implemented Infomap clustering based multi-level algorithm using OGDF [3],
which was used in the comparison experiments of multi-level algorithms [2]. We
used a standard Dell laptop with Intel Core i7, 16 GB RAM.

We first experimented with three different placement methods, and found
that there is no significant difference in terms of layout quality. We choose the
barycenter placement, which shows slightly better performance, with three lay-
outs FR, FRG and FME for comparison.

More specifically, we have the following variations for comparison:

– InfomapFR: Infomap multi-level algorithm with FR layout
– InfomapFRG: Infomap multi-level algorithm with FR grid variant layout
– InfomapFME: Infomap multi-level algorithm with FME layout.

The experiment was conducted with real-world benchmark data sets includ-
ing social networks such as facebook, biological networks such as protein-protein
interaction networks, and benchmark graphs used in previous work [2,17,20].

Table 1 shows the details of the data sets, the number of coarsening levels and
runtime (seconds), where D represents the density of a graph G and L represents
the number of levels. We can clearly see that the Infomap coarsening method

Table 1. Data sets, size, number of levels (L) and runtime.

Graph G |V0| |E0| D L Time |V1| |E1| |V2| |E2| |V3| |E3|
G 15 0 1785 20459 11.5 2 0.02 59 100 9 8

nasa1824 1824 18692 10.3 2 0.02 53 217 5 7

G 4 0 2075 4769 2.3 2 0.02 89 326 8 11

yeastppi 2361 7182 3.0 2 0.04 302 1923 101 0

soc h 2426 11630 4.8 2 0.02 301 1088 149 1

oflights 2939 15677 5.3 2 0.03 170 477 19 24

ecolippi 3796 78120 20.6 2 0.03 245 2453 53 1

facebook 4039 88234 21.9 2 0.02 93 272 7 11

3elt 4720 13722 2.9 2 0.05 189 489 17 35

USpowerGrid 4941 6594 1.3 2 0.18 489 963 44 104

as19990606 5188 10974 2.1 2 0.17 368 2034 12 38

commanche dual 7920 19800 2.5 2 0.24 503 1365 34 71

p2p-Gnutella05 8846 31839 3.6 2 0.20 830 18154 3 0

astroph2001 16046 121251 7.6 3 0.61 1219 9333 395 68 369 0

condmat2001 16264 47594 2.9 3 1.33 1720 4574 798 774 726 0

crack-dual 20141 30043 1.5 3 1.16 1357 3633 84 216 10 18

bcsstk31 35588 608502 17.1 2 0.36 453 2295 25 44

shock-9 36476 71290 2.0 3 1.17 1351 3852 74 191 8 14

del16 65536 196575 3.0 3 1.95 1981 5921 101 290 8 16
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(a) Shape-based (larger, bet-
ter)

(b) stress (smaller, better) (c) crossing (smaller, better)

(d) Shape-based (e) stress (f) crossing (g) Improvement (h) Infomap vs.
FM3

Fig. 1. Significant improvement in quality metrics: (a) (b) (c) Average of met-
rics per layout: InfomapFME (blue), FME (red), InfomapFR (yellow), FR (green),
InfomapFRG (brown), FRG (cyan); (d) (e) (f) Average of metrics: Infomap (blue) vs.
Original (red); (g) Average of improvement by Infomap over Original in Shape-based
metrics: InfomapFME (blue), InfomapFR (red), InfomapFRG (yellow); (h) Average
of shape-based metrics: InfomapFR (blue), InfomapFRG (red), FM3 (yellow). (Color
figure online)

produced small number of levels such as 2 or 3 for most of data sets. Overall,
Infomap clustering runs quite fast for medium size graphs.

Comparison of Quality Metrics: For large and complex graphs, edge cross-
ing may not a suitable metric to measure the quality of drawings [4,13]. We
used the shape-based metrics [4]; this is a new graph drawing quality measure
specially designed for large graphs. Roughly speaking, the shape-based metrics
measure the faithfulness of graph drawing, i.e., how well the shape of the drawing
represents the structure (or shape) of the graph.

Figures 1(a), (b) and (c) show the comparison of average metrics between
six layouts (i.e., Infomap multi-level vs. FME, FRG, FR original layouts) using
shape-based quality metrics (Q), stress and edge crossings. Clearly, we can see
that Infomap multi-level layouts perform significantly better than the orig-
inal layouts. In general, InfomapFR and InfomapFRG perform better than
InfomapFME. Figures 1(d), (e) and (f) show the average metrics between
Infomap multi-level and original layouts. Overall, we can see that Infomap multi-
level layouts outperform original layouts. Figure 1(g) shows the average improve-
ment by Infomap multi-level layouts over original layouts in shape-based metrics
(i.e., (QInfomap/QOriginal − 1)). Clearly, significant improvement was achieved
by InfomapFME and InfomapFRG.
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Visual Comparison: Overall, Infomap multi-level layouts perform significantly
better than original layouts. In general, InfomapFR and InfomapFRG perform
significantly better than other layouts, and InfomapFME achieved the most sig-
nificant improvement over FME. For example, Fig. 2 shows visual comparison
between layouts of 3elt.

Comparison with FM3: Figure 1(h) shows average shape-based metrics
between InfomapFR, InfomapFRG and FM3, excluding the outlier. Clearly, we
can see that InfomapFR and Infomap FRG perform similar to FM3 in shape-
based metrics. For layout comparison, see Fig. 3. We can see that InfomapFR
perform similar to FM3, and for some instances perform better than FM3.

(a) FME (b) FRG (c) FR

(d) Infomap FME (e) Infomap FRG (f) Infomap FR

Fig. 2. Visual comparison of 3elt.

(a) FM3 (b) Infomap FR (c) FM3 (d) Infomap FR

Fig. 3. Comparison with FM3: (a) (b) USpowerGrid; (c) (d) shock-9

Summary: Our experimental results provide strong evidence that our Infomap
based multi-level algorithm performs considerably well for real-world social net-
works, biological networks and benchmark graphs.

– Overall, Infomap multi-level layouts perform significantly better than original
layouts in terms of quality metrics and visualisation.
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– Metric wise, InfomapFR and InfomapFRG perform better than InfomapFME.
– InfomapFME achieved the most significant improvement.
– InfomapFR and InfomapFRG perform similar to FM3 in terms of shape-

based metrics and visual comparison.
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Abstract. A strict confluent (SC) graph drawing is a drawing of a graph
with vertices as points in the plane, where vertex adjacencies are rep-
resented not by individual curves but rather by unique smooth paths
through a planar system of junctions and arcs. If all vertices of the graph
lie in the outer face of the drawing, the drawing is called a strict outer-
confluent (SOC) drawing. SC and SOC graphs were first considered by
Eppstein et al. in Graph Drawing 2013. Here, we establish several new
relationships between the class of SC graphs and other graph classes,
in particular string graphs and unit-interval graphs. Further, we extend
earlier results about special bipartite graph classes to the notion of strict
outerconfluency, show that SOC graphs have cop number two, and estab-
lish that tree-like (Δ-)SOC graphs have bounded cliquewidth.

1 Introduction

Confluent drawings of graphs are geometric graph representations in the
Euclidean plane, in which vertices are mapped to points, but edges are not drawn
as individually distinguishable geometric objects. Instead, an edge between two
vertices u and v is represented by a smooth path between the points of u and v
through a crossing-free system of arcs and junctions. Since multiple edge repre-
sentations may share some arcs and junctions of the drawing, this allows dense
and non-planar graphs to be drawn in a plane way (e.g., see Fig. 2 for a confluent
drawing of K5). Hence confluent drawings can be seen as theoretical counter-
part of heuristic edge bundling techniques, which are frequently used in network
visualizations to reduce visual clutter in layouts of dense graphs [2,25].

More formally, a confluent drawing D of a graph G = (V,E) consists of a
set of points representing the vertices of G, a set of junction points, and a set
of smooth arcs, such that each arc starts and ends at either a vertex point or
a junction, no two arcs intersect (except at common endpoints), and all arcs
meeting in a junction share the same tangent line in the junction point. There
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D. Archambault and C. D. Tóth (Eds.): GD 2019, LNCS 11904, pp. 147–161, 2019.
https://doi.org/10.1007/978-3-030-35802-0_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35802-0_12&domain=pdf
http://orcid.org/0000-0002-1441-4189
http://orcid.org/0000-0002-7762-8045
http://orcid.org/0000-0002-7791-3604
http://orcid.org/0000-0003-0454-3937
https://doi.org/10.1007/978-3-030-35802-0_12


148 H. Förster et al.

alternation

strict-outerconfluent

bipartite permutation ∩ domino-free

bipartite permutation

strict bipartite outerconfluent

distance-hereditary

string

strict-confluent

circle-trapezoid

outer-string

subtree-filament

circular arc

trapezoid

series-parallel

pseudo-splitchordal

polygon-circle

Δ-confluent

comparability

circle [24]
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Thm 5
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〈1348〉 co-comparabilityinterval-filamentD D
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Thm 3

D
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[20]

Fig. 1. Inclusions among graph classes related to SOC graphs. Arrows point from sub-
to superclass, where edge label ‘D’ marks an inclusion by definition. Fat arrows are
inclusions shown in this paper and are labelled with the corresponding theorem. Green
boxes are confluent graph classes. Red, dashed boxes are classes that are incomparable
to SOC graphs. Orange boxes are classes that are potential superclasses of SOC graphs.
Blue boxes are potential subclasses of the SOC graphs. The numbers in 〈·〉 indicate
references of graphclasses.org. (Color figure online)

is an edge (u, v) ∈ E if and only if there is a smooth path from u to v in D not
passing through any other vertex.

Confluent drawings were introduced by Dickerson et al. [8], who identified
classes of graphs that admit or do not admit confluent drawings. Subsequently,
the notions of strong and tree confluency have been introduced [27], as well as
Δ-confluency [10]. Confluent drawings have further been used for drawings of
layered graphs [11] and Hasse diagrams [13].

Eppstein et al. [12] defined the class of strict confluent (SC) drawings, which
require that every edge of the graph must be represented by a unique smooth
path and that there are no self-loops. They showed that for general graphs it is
NP-complete to decide whether an SC drawing exists. An SC drawing is called
strict outerconfluent (SOC) if all vertices lie on the boundary of a (topologi-
cal) disk that contains the SC drawing. For graphs with a given cyclic vertex
order, Eppstein et al. [12] presented a constructive efficient algorithm for test-
ing the existence of an SOC drawing. Without a given vertex order, neither the
recognition complexity nor a characterization of such graphs is known.

We approach the characterization problem by comparing the SOC graph
class with a hierarchy of classes of intersection graphs. In general a geometric
intersection graph G = (V,E) is a graph with a bijection between the vertices V
and a set of geometric objects such that two objects intersect if and only if the
corresponding vertices are adjacent. Common examples include interval graphs,
string graphs [9] and circle graphs [15]. Since confluent drawings make heavy use

http://graphclasses.org/
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of intersecting curves to represent edges in a planar way, it seems natural to ask
what kind of geometric intersection models can represent a confluent graph.

Contributions. After introducing basic definitions and properties in Sect. 2,
we show in Sect. 3 that SC and SOC graphs are, respectively, string and out-
erstring graphs [28]. Section 4 shows that every unit interval graph [30,33] can
be drawn strict confluent. In Sect. 5, we consider the so-called strict bipartite-
outerconfluent drawings: by following up on an earlier result of Hui et al. [27],
we show that graphs which admit such a drawing are precisely the domino-free
bipartite permutation graphs. Inspired by earlier work of Gavenčiak et al. [16],
we examine in Sect. 6 the cop number of SOC graphs and show that it is at most
two. In [14], we show additionally that many natural subclasses of outer-string
graphs are incomparable to SOC graphs (see red, dashed boxes in Fig. 1). More
specifically, we show that circle [15], circular-arc [26], series-parallel [31], chordal
[17], co-chordal [4], and co-comparability [22] graphs are all incomparable to
SOC graphs. This list may help future research by excluding a series of natu-
ral candidates for sub- and super-classes of SOC graphs. Finally, in Sect. 7, we
show that the cliquewidth of so-called tree-like Δ-SOC graphs is bounded by a
constant, generalizing a previous result of Eppstein et al. [10].

Due to space constraints some proofs are omitted; we refer to [14] for full details.

2 Preliminaries

A confluent diagram D = (N, J, Γ ) in the plane R
2 consists of a set N of points

called nodes, a set J of points called junctions and a set Γ of simple smooth
curves called arcs whose endpoints are in J ∪ N . Further, two arcs may only
intersect at common endpoints. If they intersect in a junction they must share
the same tangent line, see Fig. 2.

u
v

w

x

y

j i

k
�

p

Fig. 2. A strict outercon-
fluent diagram representing
K5. Nodes are disks, junc-
tions are squares.

Let D = (N, J, Γ ) be a confluent diagram and let
u, v ∈ N be two nodes. A uv-path p = (γ0, . . . , γk)
in D is a sequence of arcs γ0 = (u, j1), γ1 =
(j1, j2), . . . , γk = (jk, v) ∈ Γ such that j1, . . . jk are
junctions and p is a smooth curve. In Fig. 2 the
unique uy-path passes through junctions i, j, k. If
there is at most one uv-path for each pair of nodes
u, v in N and if there are no self-loops, i.e., no uu-
path for any u ∈ N , we say that D is a strict conflu-
ent diagram. The uniqueness of uv-paths and the
absence of self-loops imply that every uv-path is
actually a path in the graph-theoretic sense, where
no vertex is visited twice. We further define P (D)
as the set of all smooth paths between all pairs of
nodes in N . Let p ∈ P (D) be a path and j ∈ J a junction in D, then we write
j ∈ p, if p passes through j.

As observed by Eppstein et al. [12], we may assume that every junction is
a binary junction, where exactly three arcs meet such that the three enclosed
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angles are 180◦, 180◦, 0◦. In other words two arcs from the same direction merge
into the third arc, or, conversely, one arc splits into two arcs. A (strict) con-
fluent diagram with higher-degree junctions can easily be transformed into an
equivalent (strict) one with only binary junctions.

Let j ∈ J be a binary junction with the three incident arcs γ1, γ2, γ3. Let the
angle enclosed by γ1 and γ2 be 0◦ and the angle enclosed by γ3 and γ1 (or γ2) be
180◦. Then we say that j is a merge-junction for γ1 and γ2 and a split-junction
for γ3. We also say that γ1 and γ2 merge at j and that γ3 splits at j. Given two
nodes u, v ∈ N and a junction j ∈ J we say that j is a merge-junction for u
and v if there is a third node w ∈ N , a uw-path p and a vw-path q such that
j ∈ p and j ∈ q, the respective incoming arcs γp = (jp, j) and γq = (jq, j) are
distinct and the suffix paths of p and q from j to w are equal. Conversely, we
say that a junction j ∈ J is a split-junction for a node u ∈ N if there are two
nodes v, w ∈ N , a uv-path p, and a uw-path q such that j ∈ p and j ∈ q, the
prefix paths of p and q from u to j are equal and the respective subsequent arcs
γp = (j, jp) and γq = (j, jq) are distinct. In Fig. 2, junction i is a merge-junction
for u and v, while it is a split junction for each of w, x, y. Two junctions i, j ∈ J
are called a merge-split pair if i and j are connected by an arc γ and both i and
j are split-junctions for γ; in Fig. 2, junctions i and j form a merge-split pair, as
well as junctions � and p.

We call an arc γ ∈ Γ essential if we cannot delete γ without changing
adjacencies in the represented graph. We call a confluent diagram D reduced, if
every arc is essential. Notice that this is a different notion than strictness, since
it is possible that in a confluent diagram we find two essential arcs between a
pair of nodes. Without loss of generality we can assume that the nodes of an
outerconfluent diagram are placed on a circle with all arcs and junctions inside
the circle. We can infer a cyclic order π from an outerconfluent diagram D by
walking clockwise around the boundary of the unbounded face and adding the
nodes to π in the order they are visited.

From a confluent diagram D = (N, J, Γ ) we derive a simple, undirected graph
GD = (VD, ED) with VD = N and ED = {(u, v) | ∃uv-path p ∈ P (D)}. We say
D is a confluent drawing of a graph G if G is isomorphic to GD and that G is a
(strict) (outer-)confluent graph if it admits a (strict) (outer-)confluent drawing.

3 Strict (Outer-)Confluent ⊂ (Outer-)String

The class of string graphs [28] contains all graphs G = (V,E) which can be
represented as the intersection graphs of open curves in the plane. We show that
they form a superclass of SC graphs and that every SOC graph is an outer-string
graph [28]. Outer-string graphs are string graphs that can be represented so that
strings lie inside a disk and intersect the boundary of the disk in one endpoint.
Note that strings are allowed to self-intersect and cross each more than once.

Let D = (N, J, Γ ) be a strict confluent diagram. For every node u ∈ N we
construct the junction tree Tu of u, with root u and a leaf for each neighbor v of u
in GD. The interior vertices of Tu are the junctions which lie on the (unique) uv-
paths. The strictness of D implies that Tu is a tree. Observe that every internal
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node of Tu has at most two children. Further, every merge-junction for u is a
vertex with one child in Tu, and every split-junction for u has two children. For
every junction j in Tu we can define the sub-tree Tu,j of Tu with root j.

Lemma 1. Let D = (N, J, Γ ) be a strict confluent diagram, let u, v ∈ N be two
nodes and let i, j be two distinct merge-junctions for u, v. Then i is neither an
ancestor nor a descendant of j in Tu (and, by symmetry, in Tv).

To create a string representation of an SC graph we trace the paths of a strict
confluent diagram D = (N, J, Γ ), starting from each node u ∈ N and combine
them into a string representation. Figure 3 shows an example. We traverse the
junction tree for each u ∈ N on the left-hand side of each arc (seen from its
root u) and create a string t(u), the trace of u, with respect to Tu as follows.

Start from u and traverse Tu in left-first DFS order. Upon reaching a leaf �
make a clockwise U-turn and backtrack to the previous split-junction of Tu.
When returning to a split-junction we have two cases. (a) coming from the left
subtree: cross the arc from the left subtree at the junction and descend into the
right subtree. (b) coming from the right subtree: cross the arc to the left subtree
again and backtrack upward in the tree along the existing trace to the previous
split-junction of Tu.

t(u)

t(v) t(u)

t(v)

i i

w

t(w)

w

t(w)

Fig. 3. Two possible configurations for
inserting a new trace t(u) that meets an
existing trace t(v) at a merge junction i; t(v)
is cut and re-routed.

Finally, at a merge-junction i
with at least one trace from the other
arc merging into i already drawn: Let
v ∈ N such that u and v merge
at i and t(v) is already tracing the
subtree Tu,i = Tv,i.In this case we
temporarily cut open the part of
trace t(v) closest to t(u), route t(u)
through the gap and let it follow t(v)
along Tu,i until it returns to junction
i, where t(u) passes through the gap
again. Since Tu,i = Tv,i this is pos-
sible without t(u) intersecting t(v).
Now it remains to reconnect the two open ends of t(v), but this can again be
done without any new intersections by winding t(v) along the “outside” of t(u).
See Fig. 3 for an illustration. If there are multiple traces with this property, they
can all be treated as a single “bundled” trace within Tu,i.

Theorem 1. Every SC graph is a string graph.

Proof. Given an SC graph G = (V,E) with a strict confluent drawing D =
(N, J, Γ ) we construct the traces as described above for every node u ∈ N . In
the following let u, v be two nodes of D. We distinguish three cases.

Case 1 (uv-path in P (D)): We draw t(u) and t(v) as described above. Since
there is a uv-path in P (D) we have to guarantee that t(u) and t(v) intersect at
least once. We introduce crossings at the leaves corresponding to u and v in Tu
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and Tv when t(u) and t(v) make a U-turn; see how the trace t(u) intersects t(w)
near the leaf w in Fig. 3.

Case 2 (No uv-path in P (D) and u, v share no merge-junction): In this case
Tu and Tv are disjoint trees. Traces can meet only at shared junctions and around
leaves, but since t(u) and t(v) trace disjoint trees intersections are impossible.

Case 3 (No uv-path in P (D) and u, v share a merge-junction): First assume u
and v share a single merge-junction i ∈ J and assume t(v) is already drawn when
creating trace t(u). We have to be careful that t(v) and t(u) do not intersect. If
we route the traces at the merge-junction i as depicted in Fig. 3, they visit the
shared subtree Tu,i = Tv,i without intersecting each other.

Now assume u and v share k > 1 merge-junctions j1, . . . , jk ∈ J and u
and v merge at each ji. Consequently we find k shared subtrees T 1, . . . , T k. By
Lemma 1, however, we know that the intersection of these subtrees is empty.
Hence we can treat every merge-junction and its subtree independently as in the
case of a single merge-junction.

These are all the cases how two junction trees can interact. Hence the traces
t(u) and t(v) for nodes u, v ∈ N intersect if and only if there is a uv-path in
P (D) and, equivalently, the edge (u, v) ∈ ED. Further, every trace is a continuous
curve, so this set of traces yields a string representation of G. ��

A construction following the same principle can in fact be used to show:

Theorem 2. Every SOC graph is an outer-string graph.

4 Unit Interval Graphs and SC

In this section we consider so-called unit interval graphs. Let G = (V,E) be a
graph, then G is a unit interval graph if there exists a unit-interval layout ΓUI

of G, i.e. a representation of G where each vertex v ∈ V is represented as an
interval of unit length and edges are given by the intersections of the intervals.

Theorem 3. Every unit-interval graph is an SC graph.

Proof (Sketch). Our proof technique is constructive and describes how to com-
pute a strict confluent diagram D for a given graph G based on its unit-interval
layout ΓUI . Based on the ordering of intervals in ΓUI , we first greedily compute
a set of cliques which are subgraphs of G. In particular, we ensure that the left-
to-right-ordered set of cliques has the property that vertices in a clique are only
incident to vertices in the same clique and to the two neighboring cliques; see
Fig. 4(a). We then create an SOC diagram for each clique; see the red, blue and
green layouts of the three cliques in Fig. 4(b).

In order to realize the remaining edges we first make the following useful
observation. Let (v1, . . . , vk) denote the vertices of some clique C ordered from
left to right according to ΓUI . Then since all vertices are represented by unit
intervals, if vi is incident to a vertex w in the subsequent clique, also vj must be
incident to w for i < j ≤ k. We use this observation to insert a split junction bi
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(a) (b)

C1

C3

v1
v4 w1
C2 w5x1x2

v1
v2 v3

v4 x1 x2

d2 d2

b2

Hd3 d3 d4

b3 b4
w1
w2 w3 w4

w5b4b3

br

Fig. 4. (a) A unit interval graph G with a decomposition of its vertices into a set of
cliques as described in the proof of Theorem 3; and (b) a strict confluent layout of G
computed by the algorithm described in the proof of Theorem 3. (Color figure online)

in the SOC diagram of C such that all vertices with index at least i can access
a smooth arc that connects them with w; see the black arcs in Fig. 4(b). We
route arcs between cliques Ci and Ci+1 first above clique Ci, then let it intersect
with a line H that passes through all the cliques (which intuitively inverts the
ordering of such arcs) and then finish the drawing below clique Ci+1; refer to
Fig. 4(b) for an illustration. By adopting this scheme for each pair of consecutive
cliques, intersections can be prevented. ��

5 Strict Bipartite-Outerconfluent Drawings

Let G be a bipartite graph with bipartition (X,Y ). An outerconfluent drawing
of G is bipartite-outerconfluent if the vertices in X (and hence also Y ) occur
consecutively on the boundary. Graphs admitting such a drawing are called
bipartite-outerconfluent. The bipartite permutation graphs are just the graphs
that are bipartite and permutation graphs, where a permutation graph is a graph
that has an intersection model of straight lines between two parallel lines [29].

Theorem 4 (Hui et al. [27]). The class of bipartite-permutation graphs is
equal to the class of bipartite-outerconfluent graphs, i.e., the class of bipartite
graphs admitting an intersection representation of straight-line segments between
two parallel lines.

It is natural to consider the idea of bipartite drawings also in the strict
outerconfluent setting. We call a strict outerconfluent drawing D of G bipartite if
it is bipartite-outerconfluent and strict. The graphs admitting such a drawing are
called strict bipartite-outerconfluent graphs. In this section we extend Theorem 4
to the notion of strictness. The next lemma and observation are required in the
proof of our theorem. The domino graph is the graph resulting from gluing two
4-cycles together at an edge.

Lemma 2. Suppose that a reduced confluent diagram D = (N, J, Γ ) contains
two distinct uv-paths. Then we can find in GD = (VD, ED) a set V ′ ⊆ VD such
that G[V ′] is isomorphic to C6 with at least one chord.

Observation 1. Let G = (V,E) be a graph and V ′ ⊆ V a subset of six vertices
such that G[V ′] is isomorphic to a domino graph and let X ∪ Y = V ′ be the
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corresponding bipartition. Now let π be a cyclic order of V ′ in which the vertices
in X and in Y are contiguous, respectively. Then there is no strict outerconfluent
diagram D = (N, J, Γ ) with order π and GD = G[V ′] or, consequently, GD = G.

Theorem 5. The (bipartite-permutation ∩ domino-free)-graphs are exactly the
strict bipartite-outerconfluent graphs.

Proof (Sketch). Let G = (V,E) be a (bipartite-permutation ∩ domino-free)
graph. By Theorem 4 we can find a bipartite-outerconfluent diagram D =
(N, J, Γ ) which has GD = G. Now assume that D is reduced but not strict.
In this case we find six nodes N ′ ⊆ N corresponding to a vertex set V ′ ⊆ VD

in GD such that GD[V ′] = (V ′, E′) is a C6 with at least one chord by Lemma 2.
In addition, since D (and hence also GD) is bipartite and domino-free, we know
there are two or three chords. Then GD[V ′] is a K3,3 minus one edge e ∈ E′ or
K3,3. In a bipartite diagram these can always be drawn in a strict way.

For the other direction, consider a strict bipartite-outerconfluent diagram
D = (N, J, Γ ). By Theorem 4, GD is a bipartite permutation graph, and by
Observation 1, it must be domino-free. Thus, GD must be as described. ��

6 Strict Outerconfluent Graphs Have Cop Number Two

The cops-and-robbers game [1] on a graph G = (V,E) is a two-player game with
perfect information. The cop-player controls k cop tokens, while the robber-player
has one robber token. In the first move the cop-player places the cop tokens on
vertices of the graph, and then the robber places his token on another vertex.
In the following the players alternate, in each turn moving their tokens to a
neighboring vertex or keeping them at the current location. The cop-player is
allowed to move all cops at once and multiple cops may be at the same vertex.
The goal of the cop-player is to catch the robber, i.e., place one of its tokens on
the same vertex as the robber.

The cop number cop(G) of a graph G is the smallest integer k such that
the cop-player has a winning strategy using k cop tokens. Gavenc̆iak et al. [16]
showed that the cop number of outer-string graphs is between three and four,
while the cop-number of many other interesting classes of intersection graphs,
such as circle graphs and interval filament graphs, is two. We show that the cop
number of SOC graphs is two as well.

Consider a SOC drawing D = (N, J, Γ ) of a graph G = (V,E), which we can
assume to be connected. For nodes u, v ∈ N , let the node interval N [u, v] ⊂ N be
the set of nodes in clockwise order between u and v on the outer face, excluding
u and v. Let the cops be located on nodes C ⊆ N and the robber be located
on r ∈ N . We say that the robber is locked to a set of nodes N ′ ⊂ N if r ∈ N ′

and every path from r to N \ N ′ contains at least one node that is either in C
or adjacent to a node in C; in other words, a robber is locked to N ′ if it can be
prevented from leaving N ′ by a cop player who simply remains stationary unless
the robber can be caught in a single move. The following lemma establishes that
a single cop can lock the robber to one of two “sides” of a SOC drawing.
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Fig. 5. Moves of the cops to confine the robber to a strictly smaller range.

Lemma 3. Let D = (N, J, Γ ) be a SOC diagram of a graph G. Let a cop be
placed on node u, the robber on node r �= u and not adjacent to u, and let v �= r
be an arbitrary neighbor of u. Then the robber is either locked to N [u, v] or locked
to N [v, u].

Let u, v ∈ N be two nodes of a SOC diagram D = (N, J, Γ ). We call a neigh-
bor w of u in N [u, v] cw-extremal (resp. ccw-extremal) for u, v (assuming such
a neighbor exists), if it is the last neighbor of u in the clockwise (resp. coun-
terclockwise) traversal of N [u, v]. Now let u, v be two neighboring nodes in N ,
w ∈ N [u, v] be the cw-extremal node for u and x ∈ N [u, v] be the ccw-extremal
node for v. If w appears before x in the clockwise traversal of N [u, v] we call
w, x the extremal pair of the uv-path, see Fig. 5(b) and (c). In the case where
only one node of u, v has an extremal neighbor w, say u, we define the extremal
pair as v, w. In the following we assume that for a given uv-path the extremal
pair exists.

Lemma 4. Let D = (N, J, Γ ) be a SOC diagram of a graph G, u, v ∈ N be two
nodes connected by a uv-path in P (D) and w, x ∈ N [u, v] the extremal pair of
the uv-path. If the cops are placed at u and v and the robber is at r ∈ N [u, v],
r �= w, r �= x, there is a move that locks the robber to N [u,w], N [w, x] or N [x, v].

Lemma 5. Let D = (N, J, Γ ) be a SOC diagram of a graph G, u, v ∈ N be two
nodes connected by a uv-path in P (D) and w, x ∈ N [u, v] be the extremal pair of
the uv-path such that there is no wx-path in P (D). If the robber is at r ∈ N [w, x]
and the cops are placed on w, x we can find y, z ∈ N [w, x] ∪ {w, x} such that the
yz-path exists in P (D) and the robber is locked to N [y, z].

Combining Lemmas 3, 4 and 5 yields the result.

Theorem 6. SOC graphs have cop number two.

Proof (Sketch). Let D = (N, J, Γ ) be a strict-outerconfluent diagram of a (con-
nected) graph G. Choose any uv-path in P (D) and place the cops on u and v as
the initial move. The robber must be placed on a node r that is either in N [u, v]
or in N [v, u]; by symmetry, let us assume the former. By Lemma 3, the robber
is now locked to N [u, v] �= ∅.
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In every move we will shrink the locked interval until eventually the robber
is caught. We distinguish three cases, based on the extremal neighbors w and
x of u and v in N [u, v] and their ordering along the outer face. If w, x form no
extremal pair, we can use Lemma 3, if they do form an extremal pair, we use
first Lemma 4 and then, depending on the configuration, again Lemma3 (see
Fig. 5(b)) or go into the case of Lemma 5 (see Fig. 5(c)). ��

Theorem 6 suggests a closer link between SOC graphs and interval-filament
graphs [18], another subclass of outer-string graphs with cop number two.

7 Clique-Width of Tree-Like Strict Outerconfluent
Graphs

In 2005, Eppstein et al. [10] showed that every strict confluent graph whose
arcs in a strict confluent drawing topologically form a tree is distance heredi-
tary and hence exhibits certain well-understood structural properties—in par-
ticular, every such graph has bounded clique-width [6]. These graphs are called
Δ-confluent graphs. In their tree like confluent drawings an additional type of
3-way junction is allowed, the Δ-junction, which smoothly links together all
three incident arcs. See Fig. 6, where the junctions j′ and k′ now form a single
Δ-junction instead of three separate merge or split junctions.

u
v

w

x

y

i

j′ k′

Fig. 6. A Δ-confluent diagram
representing K5 − (u, v). Nodes
are disks, junctions are squares.
Δ-junctions are marked with a
grey circle.

In this section, we lift the result of
Eppstein et al. [10] to the class of strict out-
erconfluent graphs: in particular, we show
that as long as the arcs incident to junctions
(including Δ-junctions) topologically form a
tree, strict outerconfluent graphs also have
bounded clique-width. Equivalently, we show
that “extending” any drawing covered by
Eppstein et al. [10] through the addition of
outerplanar drawings of subgraphs in order to
produce a strict outerconfluent drawing does
not substantially increase the clique-width of
the graph. Since the notion of clique-width
will be central to this section, we formally
introduce it below (see also the work of Cour-
celle et al. [6]). A k-graph is a graph whose
vertices are labeled by [k] = {1, 2, . . . , k}; formally, the graph is equipped with
a labeling function γ : V (G) → [k], and we also use γ−1(i) to denote the set of
vertices labeled i for i ∈ [k]. We consider an arbitrary graph as a k-graph with
all vertices labeled by 1. We call the k-graph consisting of exactly one vertex v
(say, labeled by i) an initial k-graph and denote it by i(v). The clique-width of
a graph G is the smallest integer k such that G can be constructed from initial
k-graphs by means of repeated application of the following three operations:
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1. Disjoint union (denoted by ⊕);
2. Relabeling: changing all labels i to j (denoted by pi→j);
3. Edge insertion: adding an edge between every vertex labeled by i and every

vertex labeled by j, where i �= j (denoted by ηi,j or ηj,i).

The construction sequence of a k-graph G using the above operations can be
represented by an algebraic term composed of i(v), ⊕, pi→j and ηi,j (where
v ∈ V (G), i �= j and i, j ∈ [k]). Such a term is called a k-expression defining G,
and the clique-width of G is the smallest integer k such that G can be defined
by a k-expression. Distance-hereditary graphs are known to have clique-width at
most 3 [23] and outerplanar graphs have clique-width at most 5 due to having
treewidth at most 2 [3,7].

Let (tree-like) Δ -SOC graphs be the class of all graphs which admit strict
outerconfluent drawings (including Δ-junctions) such that the union of all arcs
incident to at least one junction topologically forms a tree. Clearly, the edge
set E of every tree-like Δ-SOC graph G = (V,E) with confluent diagram DG

can be partitioned into sets Es and Ec, where Es (the set of simple edges)
contains all edges represented by single-arc paths in D not passing through any
junction and Ec (the set of confluent edges) contains all remaining edges in G.
Let Gc = G[Ec] = (Vc, Ec) be the subgraph of G induced by Ec, i.e., Vc is
obtained from V by removing all vertices without incident edges in Ec.

We note that even though Gc is known to be distance-hereditary [10] and
G−Ec is easily seen to be outerplanar, this does not imply that tree-like Δ-SOC
graphs have bounded clique-width—indeed, the union of two graphs of bounded
clique-width may have arbitrarily high clique-width (consider, e.g., the union of
two sets of disjoint paths that create a square grid). Furthermore, one cannot
easily adapt the proof of Eppstein et al. [10] to tree-like Δ-SOC graphs, as that
explicitly uses the structure of distance-hereditary graphs; note that there exist
outerplanar graphs which are not distance-hereditary, and hence tree-like Δ-
SOC graphs are a strict superclass of distance hereditary graphs. Before proving
the desired theorem, we introduce an observation which will later allow us to
construct parts of G in a modular manner.

Observation 2. Let H = (V,E) be a graph of clique-width k ≥ 2, let V1, V2 be
two disjoint subsets of V , and let s ∈ V \ (V1 ∪V2). Then there exists a (3k +1)-
expression defining H so that in the final labeling all vertices in V1 receive label
1, all vertices in V2 receive label 2, s receives label 3 and all remaining vertices
receive label 4.

Theorem 7. Every tree-like Δ-SOC graph has clique-width at most 16.

Proof (Sketch). We begin by partitioning the edge set of the considered Δ-
SOC graph into Ec and Es, as explained above, and by setting an arbitrary
arc incident to a junction as the root r. Given a tree-like Δ-SOC drawing of the
graph, our aim will be to pass through the confluent arcs of the drawing in a
leaves-to-root manner so that at each step we construct a 16-expression for a
certain circular segment of the outer face. This way, we will gradually build up
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the 16-expression for G from modular parts, and once we reach the root we will
have a complete 16-expression for G.

At its core, the proof partitions nodes in the drawing into regions, delimited
by arcs connecting nodes and junctions (such nodes are not part of any region).
Each region is an outerplanar graph (which has clique-width at most 5), and
furthermore the nodes in a region can only be adjacent to the nodes on the
boundary of that region. Hence, by Observation 2 using k = 5, each region can
be constructed by a 16-expression which also uses separate labels to capture the
neighborhood of that region to its border. See Fig. 7 for an illustration.

j

a1

a2

R1

R2

s
R3

j′
a

Fig. 7. Sketch of a tree-like Δ-SOC
graph G with its regions. (Color
figure online)

The second ingredient used in the proof
is tied to the tree-like structure of the draw-
ing. In particular, one cannot construct a 16-
expression (and even any k-expression for con-
stant k) by simply joining the regions together
in the order they appear along the outer face.
Instead, to handle the adjacencies imposed by
the paths in the drawing, one needs to pro-
cess regions (and their bordering vertices) in
an order which respects the structure of the
tree. To do so, we introduce a notion of depth:
nodes have a depth of 0, while junctions have
depth equal to the largest depth of its “chil-
dren” plus 1. Regions are then processed in
an order which matches the depth of the cor-
responding junctions: for instance, if in Fig. 7
one of the junctions a1 and a2 has depth d then junction j′ has depth d + 1,
and so the blue regions will be constructed by modular 16-expressions before
the yellow one. Afterwards, all three regions R1, R2, R3 will be merged together
into a blue region with a single 16-expression. By iterating this process, upon
reaching the root r we obtain a 16-expression that constructs the whole Δ-SOC
graph. ��

8 Conclusion

While this work provides the first in-depth study of SC and SOC graphs, a
number of interesting open questions remain. One such question is motivated by
our results on the cop-number of SOC graphs: we showed that SOC graphs are
incomparable to most classes identified to have cop number two by Gavenc̆iak
et al. [16], but we could not show such a result for the class of interval-filament
graphs [18]. It seems likely that SOC graphs are contained in this class. Sim-
ilarly, it is open whether SC graphs are contained in subtree-filament graphs.
Furthermore, it is conceivable that a similar construction for the inclusion in
string graphs, Sect. 3, could be used to show similar results for non-strict conflu-
ent graphs. Finally, investigating the curve complexity of our construction might
provide insight into the curve complexity of SC and SOC diagrams.
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On the algorithmic side, Sect. 7 raises the question of whether clique-width
might be used to recognize SOC graphs, and perhaps even for finding SOC
drawings. Another decomposition-based approach would be to use so-called split-
decompositions [19], which we did not consider here. It is also open whether
all bipartite permutation and trapezoid graphs [5,21] are SOC graphs. Since
bipartite permutation graphs are equivalent to bipartite trapezoid graphs [5,21],
the former represents a promising first step in this direction. It also remains open
if it is possible to drop the unit length condition on the intervals in Sect. 4. We
did not see an obvious way of adapting the construction for confluent drawings
of interval graphs [8].
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Abstract. The edge-length ratio of a straight-line drawing of a graph is
the ratio between the lengths of the longest and of the shortest edge in
the drawing. The planar edge-length ratio of a planar graph is the mini-
mum edge-length ratio of any planar straight-line drawing of the graph.

In this paper, we study the planar edge-length ratio of planar graphs.
We prove that there exist n-vertex planar graphs whose planar edge-
length ratio is in Ω(n); this bound is tight. We also prove upper bounds
on the planar edge-length ratio of several families of planar graphs,
including series-parallel graphs and bipartite planar graphs.

1 Introduction

The reference book for the graph drawing research field “Graph Drawing: Algo-
rithms for the Visualization of Graphs”, by Di Battista, Eades, Tamassia, and
Tollis [6], mentions that the minimization of the maximum edge length, provided
that the minimum edge length is a fixed value, is among the most important aes-
thetic criteria that one should aim to satisfy in order to guarantee the readability
of a graph drawing. A measure that naturally captures this concept is the edge-
length ratio of a drawing; this is defined as the ratio between the lengths of the
longest and shortest edge in the drawing.

In this paper we are interested in the construction of planar straight-line
drawings with small edge-length ratio. From an algorithmic point of view, it has
long been known that deciding whether a graph admits a planar straight-line
drawing with edge-length ratio equal to 1 is an NP-hard problem. This was first
proved by Eades and Wormald [7] for biconnected planar graphs and then by
Cabello et al. [3] for triconnected planar graphs. From a combinatorial point
of view, the study of planar straight-line drawings with small edge-length ratio
started only recently, when Lazard, Lenhart, and Liotta [11] proved that every
outerplanar graph admits a planar straight-line drawing with edge-length ratio
smaller than 2 and that, for every fixed ε > 0, there exist outerplanar graphs
whose every planar straight-line drawing has edge-length ratio larger than 2− ε.

Adopting the notation and the definitions from [10,11], we denote by ρ(Γ )
the edge-length ratio of a straight-line drawing Γ of a graph G, i.e., ρ(Γ ) =

max
e1,e2∈E(G)

�Γ (e1)
�Γ (e2)

, where �Γ (e) denotes the length of the segment representing an

c© Springer Nature Switzerland AG 2019
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Fig. 1. (a) A drawing with edge-length ratio less than 1 + ε of the nested-triangle
graph. (b) A drawing with edge-length ratio less than 3 of the plane 3-tree obtained as
the join of a path with an edge.

edge e in Γ . The planar edge-length ratio ρ(G) of G is the minimum edge-length
ratio of any planar straight-line drawing of G. We prove the following results.

First, we prove that there exist n-vertex planar graphs whose planar edge-
length ratio is in Ω(n). This bound is asymptotically tight, as every planar
graph admits a planar straight-line drawing on an O(n)×O(n) grid [5,13]; such
a drawing has edge-length ratio in O(n). While our lower bound is not surprising,
it was unexpectedly challenging to prove it. Some classes of graphs which are
often used in order to prove lower bounds for graph drawing problems turn out
to have constant planar edge-length ratio; see Fig. 1.

Second, we provide upper bounds for the planar edge-length ratio of several
families of planar graphs. Namely, we prove that plane 3-trees have planar edge-
length ratio bounded by their “depth” and that, for every fixed ε > 0, bipartite
planar graphs have planar edge-length ratio smaller than 1+ε. Most interestingly,
we prove that every n-vertex graph with treewidth at most two, including 2-trees
and series-parallel graphs, has sub-linear planar edge-length ratio; our upper
bound is O(nlog2 φ) ⊆ O(n0.695), where φ = 1+

√
5

2 is the golden ratio. Lazard
et al. [11] asked whether the planar edge-length ratio of 2-trees is bounded by
a constant; recently, at the 14th Bertinoro Workshop on Graph Drawing, Fiala
announced a negative answer to the above question. Thus, our upper bound
provides a significant counterpart to Fiala’s result; further, our result sharply
contrasts with the fact that there exist n-vertex 2-trees whose every planar
straight-line grid drawing requires an edge to have length in Ω(n) [9].

The paper is organized as follows. In Sect. 2, we introduce some definitions; in
Sect. 3, we prove a lower bound for the planar edge-length ratio of planar graphs;
in Sect. 4, we prove upper bounds for the planar edge-length ratio of families of
planar graphs; finally, in Sect. 5, we conclude and present some open problems.
The proofs marked (*) are deferred to the full version of the paper [1].

2 Definitions and Preliminaries

A drawing of a graph represents each vertex as a point in the plane and each
edge as an open curve between its end-vertices. A drawing is straight-line if each
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Fig. 2. (a) Construction of the graph Gk from the graph Gk−1. (b) Illustration for the
proofs of Lemmata 2 and 3.

edge is represented by a straight-line segment. A drawing is planar if no two
edges intersect, except at common end-vertices. A planar drawing of a graph
defines connected regions of the plane, called faces. The only unbounded face
is the outer face, while the other faces are internal. Two planar drawings of a
(connected) graph are equivalent if: (i) the clockwise order of the edges incident
to each vertex is the same in both drawings; and (ii) the clockwise order of the
edges along the boundary of the outer face is the same in both drawings. A
plane embedding is an equivalence class of planar drawings and a plane graph is
a graph with a prescribed plane embedding. Throughout the paper, whenever we
talk about a planar drawing of a plane graph G, we always assume, even when
not explicitly stated, that it respects the plane embedding associated to G.

For any two distinct points a and b in the plane, we denote by ab the straight-
line segment between a and b and by ||ab|| the Euclidean length of such a segment.
For any three distinct and non-collinear points a, b, and c in the plane, we denote
by abc the triangle whose vertices are a, b, and c. Further, for a triangle Δ, we
denote by p(Δ) its perimeter and by ∠a(Δ) the angle at a vertex a of Δ.

We will use the following lemma more than once.

Lemma 1 (*). For a planar graph G and a subgraph G′ of G, we have ρ(G′) ≤
ρ(G).

3 A Lower Bound for Planar Graphs

In this section we prove the following result.

Theorem 1. For every n = 3k with k ∈ N>0, there exists an n-vertex planar
graph whose planar edge-length ratio is in Ω(n).

We start by defining the class of planar graphs that we use in order to prove
the theorem. For a 3-cycle C in a plane graph G, we denote by abc the clockwise
order in which the vertices a, b, and c of C occur along C. For any integer
k ≥ 1, we define a 3k-vertex plane graph Gk as follows; refer to Fig. 2(a). Let G1

coincide with a 3-cycle C1 = a1b1c1. Now suppose that, for some integer k ≥ 2,
a plane graph Gk−1 has been defined so that its outer face is delimited by a
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3-cycle Ck−1 = ak−1bk−1ck−1. Let Gk consist of (i) a 3-cycle Ck = akbkck, (ii)
the plane graph Gk−1, embedded inside Ck, and (iii) the edges akak−1, akbk−1,
akck−1, bkbk−1, bkck−1, ckck−1. Note that Gk has 3k vertices.

We first prove a lower bound for the edge-length ratio ρ(Γ ) of any planar
straight-line drawing Γ of Gk in which the outer face is delimited by Ck. Assume,
without loss of generality up to a scaling of Γ , that the length of the shortest edge
is 1. We prove that, for i = 1, 2, . . . , k, the perimeter p(Δi) of the triangle Δi

representing Ci in Γ is at least γ · i, for a constant γ to be determined later. This
implies that p(Δk) ∈ Ω(k), hence the longest of the three segments composing
Δk has length in Ω(k), and the edge-length ratio ρ(Γ ) of Γ is in Ω(k).

The perimeter p(Δ1) of Δ1 is at least 3, given that each of the three segments
composing Δ1 has length greater than or equal to 1. Now assume that p(Δi−1) ≥
γ · (i − 1), for some integer i ≥ 2 and some constant γ ≤ 3. We prove that
p(Δi) ≥ p(Δi−1) + γ, which implies that p(Δi) ≥ γ · i.

We introduce two geometric lemmata; refer to Fig. 2(b). Let Δ = abc be a
triangle and let d be a point outside Δ such that a either lies inside the triangle
Δ′ = bcd, or it lies in the interior of bd, or it lies in the interior of cd.

Lemma 2 (*). p(Δ′) > p(Δ).

Lemma 3. If ||ad|| ≥ 1 and ∠a(Δ) ≤ 90◦, then p(Δ′) > p(Δ) + 1.

Proof: Suppose first that a lies in the interior of cd. Since ∠a(Δ) ≤ 90◦, we
have that ∠a(bad) ≥ 90◦, hence ||bd|| > ||ba||. It follows that p(Δ′) − p(Δ) =
||bd||+||ad||−||ba|| > 1. The case in which a lies in the interior of bd is analogous.

Suppose next that a lies inside Δ′. Let p (q) be the intersection point of
the straight line through a and b (through a and c) with cd (with bd). Since
∠a(Δ) ≤ 90◦, we have that ∠a(cap) = ∠a(baq) ≥ 90◦, hence ||cp|| > ||ca|| and
||bq|| > ||ba||. It follows that p(Δ′) − p(Δ) > ||dp|| + ||dq||.

We claim that ||dp|| > ||aq||. Let r be the intersection point between bd
and the line passing through p that is parallel to the line through a and c.
The triangles baq and bpr are similar, hence ∠p(bpr) = ∠a(baq) ≥ 90◦. Thus,
∠r(bpr) < 90◦ and ∠r(dpr) > 90◦. It follows that ||dp|| > ||pr||; further, ||pr|| >
||aq||, again by the similarity of the triangles baq and bpr. This proves the claim.
It can be analogously proved that ||dq|| > ||ap||.

By the triangular inequality, we have ||ap||+||dp|| > ||ad|| and ||aq||+||dq|| >
||ad||, hence ||ap|| + ||dp|| + ||aq|| + ||dq|| > 2||ad|| ≥ 2. Since ||dp|| > ||aq|| and
||dq|| > ||ap||, it follows that ||dp|| + ||dq|| > 1. ��

We now return the proof that p(Δi) ≥ p(Δi−1) + γ; refer to Fig. 3. Assume,
w.l.o.g. that bi−1ci−1 is horizontal, with bi−1 to the right of ci−1 and with ai−1

above them. Let Δ′
i−1 and Δ′′

i−1 be the triangles aibi−1ci−1 and aibici−1 in Γ ,
respectively. By Lemma 2, we have p(Δi) > p(Δ′′

i−1) > p(Δ′
i−1) > p(Δi−1). If

∠ai−1(Δi−1) ≤ 90◦, then by Lemma 3 we have p(Δ′
i−1) > p(Δi−1) + 1, thus

p(Δi) > p(Δi−1) + 1 and we are done, as long as γ ≤ 1. Assume hence that
∠ai−1(Δi−1) > 90◦; this implies that ai−1 is to the left of the vertical line
�b through bi−1. Further, if ∠bi−1(Δ

′
i−1) ≤ 90◦, then by Lemma 3 we have
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Fig. 3. Illustration for the proof that p(Δi) ≥ p(Δi−1) + γ.

p(Δ′′
i−1) > p(Δ′

i−1) + 1, thus p(Δi) > p(Δi−1) + 1 and we are done, as long
as γ ≤ 1. Assume hence that ∠bi−1(Δ

′
i−1) > 90◦; this implies that ai is to the

right of �b.
Let pi (qi) be the intersection point of the straight line through ai−1 and bi−1

(through ai−1 and ci−1) with ci−1ai (with bi−1ai).
Assume first that ||aiqi|| ≥ 0.4. By Lemma 2, we have that p(bi−1ci−1qi) >

p(Δi−1); further, since ∠qi
(ci−1qiai) > ∠bi−1(ci−1bi−1ai) > 90◦, we have that

||ci−1ai|| > ||ci−1qi||, hence p(Δ′
i−1) = p(bi−1ci−1qi) + ||ci−1ai|| + ||aiqi|| −

||ci−1qi|| > p(Δi−1) + 0.4 and we are done, as long as γ ≤ 0.4.
Assume next that ||aiqi|| < 0.4. We show that this implies that ||aipi|| ≥ 0.4.

Suppose, for a contradiction, that ||aipi|| < 0.4. Consider the intersection point ti
of bi−1ai with the line through ai−1 parallel to the line through ci−1 and ai. Since
∠qi

(ai−1qiti) = ∠qi
(ci−1qiai) > 90◦, we have ||ai−1qi|| < ||ai−1ti||. Further, by

the similarity of the triangles bi−1aipi and bi−1tiai−1, we have ||ai−1ti|| < ||aipi||.
Hence, ||ai−1qi|| < 0.4. Then the triangular inequality implies that ||ai−1ai|| <
||ai−1qi|| + ||aiqi|| < 0.8, while ||ai−1ai|| ≥ 1, given that ai−1ai is an edge of Gi,
a contradiction. We can hence assume that ||aipi|| ≥ 0.4. In order to conclude
our argument, we are going to use the following.

Lemma 4 (*). Let T be a triangle with vertices u, v, and w, where ∠uuvw <
90◦. Then ||vw|| <

√||uv||2 + ||uw||2.
Let x = ||bi−1ai||, y = ||aipi||, and z = ||bi−1pi||. By Lemma 2, we have

p(bi−1ci−1pi) > p(Δi−1), hence p(Δ′
i−1)− p(Δi−1) > x+ y − z. Note that x ≥ 1,

since bi−1ai is an edge of Gi, and y ≥ 0.4, by assumption. By Lemma 4, we
have that z <

√
x2 + y2, hence p(Δ′

i−1) − p(Δi−1) > x + y −
√

x2 + y2. The

derivative ∂(x+y−
√

x2+y2)

∂x =
√

x2+y2−x√
x2+y2

is positive for every value of x and y;

the same is true for the derivative ∂(x+y−
√

x2+y2)

∂y . Hence, the minimum value

of x + y −
√

x2 + y2 is achieved when x and y are minimum, that is, when
x = 1 and y = 0.4. With such values we get x + y −

√
x2 + y2 > 0.32. Hence,

p(Δ′
i−1) > p(Δi−1) + 0.32 and we are done, as long as γ ≤ 0.32.
By picking γ = 0.3, we conclude the proof that p(Δi) ≥ p(Δi−1) + γ, which

implies that p(Δk) ∈ Ω(k) and hence that ρ(Γ ) ∈ Ω(k).
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Finally, we remove the assumption that the outer face of Γ is delimited by
Ck. This is done as follows. Consider the complete graph K4 on four vertices,
say a, b, c, and d; further, consider two copies G′

k and G′′
k of Gk, where C′

k and
C′′

k denote the copies of the cycle Ck in G′
k and G′′

k , respectively. Glue G′
k and

G′′
k with K4 by identifying the 3-cycle abc with C′

k and the 3-cycle abd with C′′
k .

Denote by G the resulting n-vertex planar graph. In any planar drawing Γ of
G, the planar drawing of G′

k has its outer face delimited by C′
k or the planar

drawing of G′′
k has its outer face delimited by C′′

k , hence ρ(Γ ) ∈ Ω(k). The proof
of Theorem 1 is concluded by observing that k ∈ Ω(n).

4 Upper Bounds for Planar Graph Classes

In this section we prove upper bounds for the planar edge-length ratio of various
families of planar graphs.

4.1 Plane 3-Trees

A plane 3-tree is a maximal plane graph that can be constructed as follows.
The only plane 3-tree with 3 vertices is a plane 3-cycle. For n ≥ 4, an n-vertex
plane 3-tree G is obtained from an (n − 1)-vertex plane 3-tree G′ by inserting a
vertex v inside an internal face f of G′ and by connecting v to the three vertices
of G′ incident to f . An n-vertex plane 3-tree G is naturally associated with a
rooted ternary tree TG whose internal nodes represent the internal vertices of G
and whose leaves represent the internal faces of G (TG is called representative
tree of G in [12]). Formally, TG is defined as follows. If n = 3, then TG is a
single node, representing the unique internal face of G. If n > 3, then G can
be obtained by inserting a vertex v inside an internal face f of a plane 3-tree
G′ and by connecting v to the three vertices of G′ incident to f . Let tf be the
leaf representing f in TG′ . Then TG is obtained from TG′ by inserting three new
leaves as children of tf . In TG, tf represents v and its children represent the
faces of G incident to v. The depth of TG is the maximum number of nodes in
any root-to-leaf path in TG. The depth of G is the depth of TG. We have the
following.

Theorem 2. Every plane 3-tree with depth k has planar edge-length ratio in
O(k).

Proof: Let G be any plane 3-tree with depth k. Fix any constant ε > 0 and
represent the 3-cycle C delimiting the outer face of G as any triangle Δ whose
y-extension is ε and whose three sides have x-extension equal to 1, k, and k + 1.

Now assume that we have constructed a drawing Γ ′ of a plane 3-tree G′

which is a subgraph of G that includes C. Assume that Γ ′ satisfies the following
invariant: every internal face f of G′ is delimited by a triangle whose three sides
have x-extension equal to 1, greater than or equal to kf , and greater than or
equal to kf + 1, where kf is the depth of the subtree of TG rooted at the node
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Fig. 4. Inserting a vertex v of G in a face f of G′.

corresponding to f . Initially, this is the case with G′ = C and Γ ′ = Δ; note that
the only internal face of G′ corresponds to the root of TG, which has depth k.

Let tf be any leaf of TG′ which is not a leaf of TG. Let f be the internal
face of G′ represented by tf in TG′ , let Δf be the triangle representing f in Γ ′,
let abc be the 3-cycle delimiting f in G, and let v be the internal vertex of G
represented by tf in TG; see Fig. 4. By the invariant, we can assume that the
x-extensions of ab, ac, and bc are equal to 1, greater than or equal to kf , and
greater than or equal to kf + 1, respectively. Place v inside f in Γ ′ so that the
x-extension of vc is equal to 1 and draw the edges va, vb, and vc as straight-line
segments. This results in a planar straight-line drawing Γ ′′ of a plane 3-tree G′′

which is a subgraph of G and which has one more vertex than G′. The invariant
is satisfied by Γ ′′; in particular, av and bv have x-extension greater than or equal
to kf − 1 and greater than or equal to kf , respectively, hence each face f ′ of G′′

incident to v is delimited by a triangle whose sides have the desired x-extension,
since the subtree of TG rooted at the node corresponding to f ′ has depth kf −1.

Eventually, we get a planar straight-line drawing of G such that every edge
has length at least 1, given that it has x-extension greater than or equal to 1,
and at most k+1+ ε ∈ O(k), given that it has x-extension smaller than or equal
to k + 1 and y-extension smaller than or equal to ε. ��

The bound in Theorem2 is tight, as Theorem 1 shows that a plane 3-tree
with depth k might have planar edge-length ratio in Ω(k). Further, Theorem2
implies that any balanced n-vertex plane 3-tree, i.e., a plane 3-tree G such that
TG is a balanced tree, has planar edge-length ratio in O(log n).

4.2 2-Trees

For any integer n ≥ 2, an n-vertex 2-tree G is a graph whose vertex set has
an ordering v1, v2, . . . , vn such that v1v2 is an edge of G, called root of G,
and, for i = 3, . . . , n, the vertex vi has exactly two neighbors p(vi) and q(vi)
in {v1, v2, . . . , vi−1}, where p(vi) and q(vi) are adjacent in G. The vertices
v3, v4, . . . , vn, i.e., the vertices of G not in its root are called internal. For an
edge vivj of G, an apex of vivj is a vertex vk, with k > i and k > j, such that
p(vk) = vi and q(vk) = vj ; further, the side edges of vivj are all the edges vivk

and vjvk such that vk is an apex of vivj ; finally, an edge vivj is trivial if it has no
apex, otherwise it is non-trivial. In this section we prove the following theorem.
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Fig. 5. (a) A linear 2-tree H. The apexes and the side edges of the edge uv are gray;
the only non-trivial side edge of uv is thicker. The numbers show the classes of the
vertices. (b) The points b1, b2, . . . , bn, c1, c2, . . . , cn, d1, d2, . . . , dn inside a1a2a3 (for the
sake of readability, there are fewer points than there should be). (c) The drawing of H
constructed by the algorithm L2T-drawer.

Theorem 3. Every n-vertex 2-tree has planar edge-length ratio in O(nlog2 φ) ⊆
O(n0.695), where φ = 1+

√
5

2 is the golden ratio.

In the following, we first define a family of 2-trees, which we call linear 2-
trees, and show that they admit drawings with constant edge-length ratio. We
will later show how to find, in any 2-tree G, a subgraph which is a linear 2-
tree and whose removal splits G into “small” components. This decomposition,
together with the drawing algorithm for linear 2-trees, will be used in order to
construct a planar straight-line drawing of G with sub-linear edge-length ratio.

A linear 2-tree is a 2-tree such that every edge has at most one non-trivial side
edge; see Fig. 5(a). We now classify the vertices of a linear 2-tree H into vertices
of class 1, class 2, and class 3, so that every edge of H has its end-vertices in
different classes. First, v1 and v2 are vertices of class 1 and class 2, respectively,
where v1v2 is the root of H. Now we repeatedly consider an edge uv of H such
that u and v have been already classified and the apexes of uv have not been
classified yet. We let every apex be in the unique class different from the classes
of u and v. Based on the classification of the vertices of H, we also classify the
edges of H into edges of class 1-2, class 1-3, and class 2-3, where an edge is of
class a-b if its end-vertices are of classes a and b.

We now show an algorithm, called L2T-drawer, that constructs a planar
straight-line drawing ΓH of a linear 2-tree H. The algorithm L2T-drawer receives
in input a triangle a1a2a3 and three real values �1-2, �1-3, �2-3 ≥ 1 such that
�1-3 + �2-3 ≤ ||a1a2|| and �1-2 < ||a1a2||. The algorithm constructs a planar
straight-line drawing ΓH of H with the following properties: (L1) for i = 1, 2,
the vertex vi lies at ai; (L2) every internal vertex of H lies inside a1a2a3; and (L3)
the length of every edge of class x-y is at least �x-y, for each x-y ∈ {1-2, 1-3, 2-3}.

Refer to Fig. 5(b). Let a be a point inside a1a2a3 such that the line through
a orthogonal to a1a2 intersects a1a2 in a point p with ||a1p|| ≥ �1-3 and ||a2p|| ≥
�2-3; this exists since �1-3 + �2-3 ≤ ||a1a2||. Let ε = min{||aa1|| − �1-3, ||aa2|| −
�2-3, ||a1a2|| − �1-2} and note that ε > 0. Let b1, b2, . . . , bn be n points on ap, in
this order from a to p, with ||abn|| ≤ ε

3 . Further, let c1 = a1, c2, . . . , cn be n points
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on a1bn, in this order from a1 to bn, with ||a1cn|| ≤ ε
3 , and let d1 = a2, d2, . . . , dn

be n points on a2bn, in this order from a2 to bn, with ||a2dn|| ≤ ε
3 .

The algorithm L2T-drawer is as follows. Refer to Fig. 5(c). We initialize ΓH

by drawing the root v1v2 of H as the straight-line segment a1a2, where ai rep-
resents vi, for i = 1, 2. Now L2T-drawer proceeds in steps. During one step, all
the apexes and side edges of a single non-trivial edge of H are drawn. The algo-
rithm maintains the invariant that, before each step, ΓH is a planar straight-line
drawing of an m-vertex subgraph Hm of H such that the following properties
are satisfied for some integers j, k, l with m = j + k + l: (i) the vertices of Hm

of classes 1, 2, and 3 are drawn at the points c1, . . . , ck, at the points d1, . . . , dl,
and at the points b1, . . . , bj , respectively; further, if Hm does not coincide with
H, then (ii) there is exactly one edge em that is a non-trivial edge of H, that is
in Hm, and whose apexes are not in Hm, and (iii) the end-vertices of em lie at
bj and ck, or at ck and dl, or at bj and dl. The invariant is indeed satisfied after
the initialization of ΓH to a drawing of v1v2, with m = 2, k = l = 1, and j = 0.

We now perform one step. Assume that em is a 1-2 edge, hence its end-
vertices lie at ck and dl; the other cases are analogous. Draw the x ≥ 1 apexes
of em, which are vertices of class 3, at the points bj+1, . . . , bj+x, so that the
only non-trivial side edge em+x of em, if any, is incident to the apex drawn at
bj+x. Draw the side edges of em as straight-line segments. After this step, ΓH is a
planar straight-line drawing of an (m+x)-vertex subgraph Hm+x of H satisfying
the invariant; in particular, at most one side edge em+x of em is non-trivial in
H, given that H is a linear 2-tree; this implies property (ii).

Eventually, the algorithm constructs a planar straight-line drawing ΓH of H.
By construction, the vertices v1 and v2 are placed at a1 and a2, respectively,
hence ΓH satisfies property (L1). Further, the internal vertices of H are placed
at the points b1, b2, . . . , bn, c2, c3, . . . , cn, d2, d3, . . . , dn, which are inside a1a2a3,
by construction, hence ΓH satisfies property (L2). Finally, consider any edge of
class 1-3, which is represented by a straight-line segment ckbj . By the triangular
inequality we have ||ckbj || ≥ ||aa1|| − ||a1ck|| − ||abj || ≥ �1-3 + ε − 2ε

3 > �1-3.
Analogously, any edge of class 2-3 has length larger than �2-3 and any edge of
class 1-2 has length larger than �1-2 in ΓH ; hence ΓH satisfies property (L3).

We now deal with general 2-trees. Let G be a 2-tree with root v1v2. Let H be
any subgraph of G that is a linear 2-tree and that has v1v2 as its root. For any
edge uv of H we define an H-component Guv of G as follows. Remove from G the
vertices of H and their incident edges; this splits G into connected components
and we let Guv be the 2-tree which is the subgraph of G induced by u, by v, and
by the vertex sets of the connected components containing a vertex adjacent to
both u and v; see Fig. 6(a). The edge uv is the root of Guv. An H-component of
G is of class 1-2, 1-3, or 2-3 if its root is of class 1-2, 1-3, or 2-3, respectively.

For technical reasons, we let n be the number of vertices of G minus one.
The plan is: (1) to find a subgraph H of G that is a linear 2-tree with root v1v2
such that every H-component of G has “few” internal vertices; (2) to construct
a planar straight-line drawing ΓH of H by means of the algorithm L2T-drawer;
and (3) to recursively draw each H-component, plugging such drawings into ΓH ,
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Fig. 6. (a) A 2-tree G and a subgraph H of G which is a linear 2-tree; the vertices
and edges of H are represented by larger disks and thicker lines, respectively. The H-
components of G are shown within shaded regions. (b) The planar straight-line drawing
Γ of G constructed by the algorithm in the proof of Theorem3.

thus obtaining a drawing of G. We start with the following lemma, which draws
inspiration from a technique for decomposing binary trees proposed by Chan [4].

Lemma 5 (*). There exists a subgraph H of G that is a linear 2-tree, that has
v1v2 as its root, and that satisfies the following property. Let x, y, and z be the
maximum number of vertices of an H-component of G of class 1-3, 2-3, and 1-2,
respectively, minus one. Then z ≤ n

2 ; further (i) x ≤ n
2 and y ≤ n−x

2 , or (ii)
y ≤ n

2 and x ≤ n−y
2 , or (iii) x + y ≤ 2n

3 .

We now show an algorithm to construct a planar straight-line drawing Γ of G.
Let f(n) = nlog2 φ, where φ = 1+

√
5

2 . The algorithm receives in input a triangle
a1a2a3, whose hypotenuse a1a2 is such that ||a1a2|| ≥ f(n), and constructs a
planar straight-line drawing Γ of G satisfying the following properties: (T0) the
length of every edge is at least 1 and at most ||a1a2||; (T1) for i = 1, 2, the vertex
vi lies at ai; and (T2) every internal vertex of G lies inside a1a2a3.

If n = 1, that is, G coincides with the edge v1v2, then Γ is the straight-line
segment a1a2. Then property (T1) is trivially satisfied, property (T2) is vacuous,
and property (T0) is satisfied since ||a1a2|| ≥ nlog2 φ = 1.

Assume next that n > 1; refer to Fig. 6(b). Let H be a subgraph of G
satisfying the properties of Lemma 5; in particular (i) x ≤ n

2 and y ≤ n−x
2 , or

(ii) y ≤ n
2 and x ≤ n−y

2 , or (iii) x + y ≤ 2n
3 , where x and y are the maximum

number of vertices of an H-component of G of class 1-3 and 2-3, respectively,
minus one. We construct a planar straight-line drawing ΓH of H by applying
the algorithm L2T drawer with input the triangle a1a2a3 and the real values
�1-3 = f(x), �2-3 = f(y), and �1-2 = f(z); note that �1-2 = f(z) < f(n) ≤ ||a1a2||,
as z < n; we will prove later that f(n) ≥ f(x) + f(y), which implies that
||a1a2|| ≥ �1-3 + �2-3.

Let G1, . . . , Gk be the H-components of G; for i = 1, . . . , k, let uivi be the
root of Gi. Note that uivi is an edge of H, hence it is represented by a straight-
line segment uivi in ΓH . For i = 1, . . . , k, let wi be a point such that the triangle
Δi = uiviwi lies inside a1a2a3, does not intersect ΓH other than at uivi, and
does not intersect any distinct triangle Δj , except at common vertices. Since
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ΓH is planar, choosing wi sufficiently close to uivi suffices to accomplish these
objectives. For i = 1, . . . , k, we recursively draw Gi so that ui and vi lie at the
same points as in ΓH and so that every internal vertex of Gi lies inside Δi. This
concludes the construction of a planar straight-line drawing Γ of G.

We prove that Γ satisfies properties (T0)–(T2). Property (T1) is satisfied
since ΓH satisfies property (L1); further, property (T2) is satisfied since ΓH

satisfies property (L2), since the internal vertices of Gi lie inside the triangle
Δi, and since Δi lies inside a1a2a3, by construction. We now deal with prop-
erty (T0). The length of every edge of H in Γ is at least min{f(x), f(y), f(z)}
by property (L3) of ΓH ; further, f(x) = xlog2 φ ≥ 1, f(y) = ylog2 φ ≥ 1, and
f(z) = zlog2 φ ≥ 1, given that x, y, z ≥ 1. The length of every edge of H in Γ
is at most ||a1a2||, given that every vertex of H lies inside or on the bound-
ary of a1a2a3, by properties (L1) and (L2) of ΓH , and given that a1a2 is the
hypotenuse of a1a2a3. The length of every edge of G not in H is at least 1 and
at most ||a1a2|| by induction and since every triangle Δi lies inside a1a2a3.

We now prove that f(n) ≥ f(x) + f(y). In the case in which (i) x ≤ n
2 and

y ≤ n−x
2 , or (ii) y ≤ n

2 and x ≤ n−y
2 , the inequality f(n) ≥ f(x)+f(y) has been

already proved by Chan [4]. Assume hence that (iii) x + y ≤ 2n
3 .

We use Hölder’s inequality, that is,
∑k

i=1 risi ≤ (
∑k

i=1 rp
i )

1
p (

∑k
i=1 sq

i )
1
q , for

every real p, q > 1 with 1
p+ 1

q = 1 and every vectors (r1, . . . , rk), (s1, . . . , sk) ∈ R
k.

By employing the values 1
p = log2 φ, 1

q = 1− log2 φ, r1 = xlog2 φ, r2 = ylog2 φ,
and s1 = s2 = 1, we get f(x)+f(y) = xlog2 φ+ylog2 φ ≤ (x+y)log2 φ ·2(1−log2 φ) ≤
(2n

3 )log2 φ · 2
2log2 φ = 2

3log2 φ nlog2 φ < 0.933 · nlog2 φ < nlog2 φ = f(n).
Applying the described algorithm with a triangle a1a2a3 whose hypotenuse

has length ||a1a2|| = f(n) results in a planar straight-line drawing of G with
edge-length ratio at most f(n) = nlog2 φ. This concludes the proof of Theorem3.

We remark that f(n) = nlog2 φ is the smallest possible function when using
the decomposition of Lemma 5, as an example in which x = n

2 and y = n
4 shows.

We also remark that a graph has treewidth at most 2 if and only if it is a
subgraph of a 2-tree; hence, Lemma 1 and Theorem 3 imply the following.

Corollary 1. Every graph with treewidth at most 2 has planar edge-length ratio
in O(nlog2 φ) ⊆ O(n0.695), where φ = 1+

√
5

2 is the golden ratio.

The bound on the treewidth in the above result is the best possible, as the
proof of Theorem 1 shows that an n-vertex planar graph with treewidth 3 might
have planar edge-length ratio in Ω(n). Observe that graphs with treewidth 1,
i.e., trees, have planar edge-length ratio equal to 1.

4.3 Bipartite Planar Graphs

In this section we deal with bipartite planar graphs.

Theorem 4. For every ε > 0, every n-vertex bipartite planar graph has planar
edge-length ratio smaller than 1 + ε.
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Fig. 7. (a) The operation P0. (b) The operation P1. (c) and (d) show how to transform
Γ ′ into Γ by applying P0 or P1, respectively. The gray disk is D.

Proof: First, by Lemma 1 and since any bipartite planar graph can be aug-
mented to maximal by adding edges to it, it suffices to prove the statement for
maximal bipartite planar graphs. Second, Brinkmann et al. [2] proved that every
n-vertex maximal bipartite plane graph G is either a plane 4-cycle, or can be
obtained from an (n − 1)-vertex maximal bipartite plane graph G′ by applying
either the operation P0 shown in Fig. 7(a), in which a path uxw is inserted in a
face f of G′ delimited by a 4-cycle uvwz, or the operation P1 shown in Fig. 7(b),
in which a path uvw of G′ is transformed into a 4-cycle uvwx.

We now prove that, for every ε > 0, any n-vertex maximal bipartite plane
graph G admits a planar straight-line drawing Γ in which every edge has length
larger than 1 and smaller than 1 + ε. The proof is by induction on n. If n = 4,
then G is a 4-cycle embedded in the plane, and the desired drawing Γ of G is
any square with side length equal to 1 + δ, with 0 < δ < ε.

If n > 4, then let G′ be an (n − 1)-vertex maximal bipartite plane graph
such that G can be obtained from G′ by applying either the operation P0 or
the operation P1. Fix any δ such that 0 < δ < ε; inductively construct a planar
straight-line drawing Γ ′ of G′ in which every edge has length larger than 1 and
smaller than 1 + δ. Let �1 = mine{�Γ ′(e) − 1}, �2 = mine{1 + ε − �Γ ′(e)}, and
� = min{�1, �2}. Let D be a disk with radius � centered at v in Γ ′.

Both the operations P0 and P1 correspond to the expansion of a vertex v
into an edge vx, followed by the removal of vx. Hence, by standard continuity
arguments (see, e.g., the proof of Fáry’s theorem [8]), a planar straight-line
drawing Γ of G can be obtained from Γ ′ by suitably replacing the vertex v with
the edge vx, so that the position of v in Γ is the same as in Γ ′, and so that
x is arbitrarily close to v. Thus, both if P0 or if P1 transforms G′ into G, we
can obtain a planar straight-line drawing Γ of G in which every vertex other
than x is at the same position as in Γ ′, and in which x is inside the disk D; see
Figs. 7(c) and (d). Note that, for every edge e of G that is not incident to x, we
have 1 < �Γ (e) < 1+ ε, given that 1 < �Γ ′(e) < 1+δ. Further, consider any edge
e = tx of G and note that e′ = tv is an edge of G′. By the triangular inequality
we have ||tx|| < ||tv||+ ||vx|| < �Γ ′(e′)+� ≤ �Γ ′(e′)+(1+ε−�Γ ′(e′)) = 1+ε, and
||tx|| > ||tv|| − ||vx|| > �Γ ′(e′) − � ≥ �Γ ′(e′) − (�Γ ′(e′) − 1) = 1. This concludes
the induction and hence the proof of the theorem. ��
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Note that the bound in Theorem4 is the best possible, as there exist bipartite
planar graphs (for example any complete bipartite graph K2,m with m ≥ 3) that
admit no planar straight-line drawing with edge-length ratio equal to 1.

5 Conclusions and Open Problems

In this paper we have proved that there exist n-vertex planar graphs whose
planar edge-length ratio is in Ω(n); that is, in any planar straight-line drawing
of one of such graphs, the ratio between the length of the longest edge and the
length of the shortest edge is in Ω(n). Further, we have proved upper bounds for
the planar edge-length ratio of several graph classes, most notably an O(n0.695)
upper bound for the planar edge-length ratio of 2-trees.

Several problems remain open; we mention some of them. First, what is the
asymptotic behavior of the planar edge-length ratio of 2-trees? In particular, we
wonder whether our geometric construction can lead to a better upper bound if
coupled with a decomposition technique better than the one in Lemma5. Second,
is the planar edge-length ratio of cubic planar graphs sub-linear? The proof of
Theorem 1 shows that this question has a negative answer when extended to
all bounded-degree planar graphs. Finally, is the planar edge-length ratio of k-
outerplanar graphs bounded by some function of k? The results from [11] show
that this is indeed the case for k = 1.
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Abstract. Many algorithms have been designed to remove node over-
lapping, and many quality criteria and associated metrics have been pro-
posed to evaluate those algorithms. Unfortunately, a complete compari-
son of the algorithms based on some metrics that evaluate the quality has
never been provided and it is thus difficult for a visualization designer to
select the algorithm that best suits his needs. In this paper, we review 21
metrics available in the literature, classify them according to the qual-
ity criteria they try to capture, and select a representative one for each
class. Based on the selected metrics, we compare 8 node overlap removal
algorithms. Our experiment involves 854 synthetic and real-world graphs.

Keywords: Graph drawing · Layout adjustment · Node overlap
removal

1 Introduction

Graph drawing algorithms are good at creating rich expressive graph layouts but
often consider nodes as points with no dimensions. After changing the size of
nodes in the case of annotation or evolving graphs, it causes node overlap which
hides information. Post-process algorithms, named layout adjustment [15], have
been proposed to remove node overlap.

The objective of these algorithms is, given an initial positioning of the nodes
and a size for each one, to provide a new embedding so that there are no over-
lapping nodes any more. A classical zoom-in function maintaining the sizes of
the nodes (i.e. uniform scaling) provides such an embedding, but it expands
the visualisation, resulting in large areas without any objects. Therefore, a node
overlap removal algorithm must take into account the area of the drawing, and
try to minimise it. Positioning the nodes evenly on a grid meets this objective
but will result in the loss of the user’s mental picture of the original embedding.
Thus, it is also important to minimise the change on the layout.

Since a preliminary work in 1995 [15], many algorithms have been designed to
reach these purposes, and many quality criteria have been proposed to evaluate
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them. Unfortunately, a complete comparison of the algorithms based on the
different criteria has never been provided and it is thus difficult for a visualisation
designer to select the one that best suits his needs.

In this paper, our contribution comes in two forms: (1) We propose a clas-
sification of 21 quality metrics, grouping them according to the quality crite-
rion they try to capture. We also discuss their relevance and we select a rep-
resentative one for each class. (2) We compare state-of-the-art node overlap-
ping approaches in regards to the previously selected metrics. This experiment
involves 854 graphs, including synthetic ones (random, tree, scale-free, small-
world) and real world ones.

The paper is organised as follows: after a brief reminder in Sect. 2 of the
definitions and the notations used in this paper, we present and discuss the
quality criteria and the metrics in Sect. 3. Then we compare the algorithms in
Sect. 4. Finally we conclude in Sect. 5.

2 Preliminaries

In this paper, we use the following definitions and notations.
G = (V,E) denotes a graph where V is the set of nodes and E the set of

edges. The number of nodes |V | is denoted by n and the number of edges |E|
by m. We consider each node as a rectangle. Thus, for a node v ∈ V , its width
and its height are denoted by the couple (wv, hv) which is not impacted by the
layout adjustment.

The initial embedding is defined as an injection EG : V → R
2 such that

∀v ∈ V , EG(v) = (xv, yv) where (xv, yv) are the coordinates of the center of the
node v. The overlapping-free embedding is denoted by E ′

G. To simplify notations,
we denote v = (xv, yv) instead of EG(v), and v′ = (x′

v, y′
v) instead of E ′

G(v).
Remark that two nodes (u, v) ∈ V 2 are overlapping when :

|xv − xu| <
wv + wu

2
and |yv − yu| <

hv + hu

2

The bounding box Bb of an embedding EG is defined as the smallest rectangle
containing all the nodes of G; wbb (resp. hbb) denotes the width (resp. the height)
of the initial embedding, w′

bb (resp. h′
bb) denotes the width (resp. the height) of

the overlapping-free one. They are determined as follows:

wbb =
∣
∣
∣
∣
max
v∈V

(

xv +
wv

2

)

− min
u∈V

(

xu − wu

2

)
∣
∣
∣
∣

(1)

hbb =
∣
∣
∣
∣
max
v∈V

(

yv +
hv

2

)

− min
u∈V

(

yu − hu

2

)∣
∣
∣
∣

(2)

The position of the center of the bounding box is denoted by cbb = (xbb, ybb) in
the initial embedding, and c′

bb = (x′
bb, y

′
bb) in the overlapping-free embedding.

The convex hull of an embedding EG is defined as the smallest convex region
containing all the nodes of G. Note that it is computed by using the 4 corners of
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the nodes, and not only their center, in a way that the rectangles representing
the nodes are fully included into it. In the following, Ch denotes the convex hull
of the original embedding, Ch′ the convex hull of the free-overlapping one, cch

the center of mass of Ch, c′
ch the center of mass of Ch′.

3 Quality Criteria

Many criteria have been proposed in the literature to evaluate the quality of the
embeddings resulting from adjustment algorithms. Unfortunately, the experi-
ments provided by the authors of the different approaches are not always based
on the same metrics. With a view to provide a uniform protocol of experiment
and a complete comparison of the algorithms, we need to review the quality crite-
ria and the metrics used to evaluate them. We also need to select a representative
metric for each criterion.

We identified 5 classes of metrics (Orthogonal Ordering preservation, Spread
minimisation, Global Shape preservation, Node Movement minimisation and
Edge Length preservation), each of them depicting a quality criterion. Table 1
shows the metrics assigned into the classes. The formulas are given in the dis-
cussion below.

The following subsections contain the metrics of a specific class. In each of
them, we select one representative metric, based on the corresponding quality
criterion and the properties that the metrics aim at capturing. Our discussion
also sometimes involves the coefficient of correlation of two metrics run following
the protocol described in the comparison section, Sect. 4.

3.1 Orthogonal Ordering Preservation

The orthogonal ordering class groups the metrics which try to quantify how much
an adjustment algorithm preserves the initial orthogonal ordering. We recall
that the orthogonal ordering is respected when all nodes satisfy the following
conditions: ⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

xu < xv ⇔ x′
u < x′

v

yu < yv ⇔ y′
u < y′

v

xu = xv ⇔ x′
u = x′

v

yu = yv ⇔ y′
u = y′

v

The first metric of this class, oo_o [15], is equal to 1 if the overlapping-free
graph embedding preserves the initial orthogonal ordering, 0 otherwise. Also, if
only one couple of nodes does not satisfy those conditions, the value of oo_o is
the same as when many ones do not satisfy it.

To overcome this issue, Huang et al. [11] proposed a metric based on the
Kendall’s Tau distance. For each couple of nodes, they first compute an inver-
sion number inv(u, v) corresponding to 0 if the orthogonal ordering is preserved
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Table 1. List of metrics classified by the quality criteria they try to capture: metrics
selected for the comparison appear in bold italics. The Abbreviations are based on
some initials of the names. For example, sp_bb_a means that the metric is in the
class Spread minimisation, it uses the embedding Bounding Box to quantify the Area
spreading. The Range column contains the set of values that the metric can take. The
Target column refers to the target value to meet the corresponding criterion.

Abbreviation Name Range Target

Orthogonal Ordering preservation
oo_o Original [15] {0, 1} 1

oo_kt Kendall’s Tau Distance [11] [0, 1] 0

oo_ni Number of Inversions [17] [0, n(n − 1)] 0

oo_nni Normalised Number of Inversions [0, 1] 0

Spread minimisation
sp_bb_l1ml Bounding Box L1 Metric Length [12] [1,+∞[ 1

sp_bb_a Bounding Box Area [15] [1,+∞[ 1

sp_bb_na Bounding Box Normalised Area [11] [0, 1[ 0

sp_ch_a Convex Hull Area [17] [1,+∞[ 1

Global Shape preservation
gs_bb_ar Bounding Box Aspect Ratio [12] ]0,+∞[ 1

gs_bb_iar Bounding Box Improved Aspect Ratio [1,+∞[ 1

gs_ch_sd Convex Hull Standard Deviation [17] [0,+∞[ 0

Node Movement minimization
nm_mn Moved Nodes [11] [0, 1] 0

nm_dm_me Distance Moved Mean Euclidean [17] [0,+∞[ 0

nm_dm_ne Distance Moved Normalized Euclidean [13] [0, 1] 0

nm_dm_h Distance Moved Hamiltonian [10,11] [0,+∞[ 0

nm_dm_se Distance Moved Squared Euclidean [14] [0,+∞[ 0

nm_dm_imse Distance Moved Improved Mean
Squared Euclidean [0,+∞] 0

nm_d Displacement [5] ]0,+∞[ 0

nm_knn K-Nearest Neighbours [16] [0,+∞[ 0

Edge Length preservation
el_r Ratio [12] [1,+∞[ 1

el_rsdd Relative Standard Deviation Delaunay [5] [0,+∞] 0

between them, 1 otherwise. The metric is then defined as the normalised sum of
the inversion numbers:

oo_kt =

∑

u�=v

inv(u, v)

n(n − 1)
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Strobelt et al. [17] introduced the number of inversions:

oo_ni =
∑

(u,v)∈V 2
xu>xv

{

1 if x′
u < x′

v

0 otherwise

+
∑

(u,v)∈V 2
xu>xv

{

1 if y′
u < y′

v

0 otherwise

This metric has the drawback of providing non-normalized values. However,
it holds the benefit of penalizing inversions occurring on each axis independently
(x− and y −axis), instead of penalizing in the same manner an inversion occur-
ring in only one axis and an inversion occurring in the two axes. Thus, in our
study, we combine the two metrics by using a normalised version of the latter:

oo_nni =
oo_ni

n(n − 1)

3.2 Spread Minimisation

A classical zoom-in function maintaining the sizes of the nodes (i.e. uniform
scaling) provides an overlapping-free embedding, but it expands the visualisa-
tion, resulting in large areas without any objects. To avoid this issue, quality
metrics have been introduced to quantify embedding spreading. Their purpose
is to favour algorithms inducing low spreading.

The L1 metric length [12] is the ratio:

sp_bb_l1ml =
max(w′

bb, h
′
bb)

max(wbb, hbb)

The drawback of this technique is to consider only one dimension of the
embedding, width or height. For instance, considering an example where wbb = 4,
hbb = 2, w′

bb = 4, h′
bb = 4, the value of the L1 metric length is 1 (which is the

target value), whereas the area of the overlapping-free embedding is twice as
large as in the initial embedding. The ratio between the bounding box areas of
the two embeddings [15] overcomes this issue:

sp_bb_a =
w′

bb × h′
bb

wbb × hbb

While the result gives an unbounded value greater than 1, Huang et al. [11]
proposes a normalised version producing values in the interval [0, 1[:

sp_bb_na = 1 − wbb × hbb

w′
bb × h′

bb

Unfortunately, this criterion is poorly intuitive and it is hard to figure out
what the values represent.



184 F. Chen et al.

In our comparison, we selected another version of the ratio of areas involving
convex hulls [17], as it better captures the concrete area of the drawing:

sp_ch_a =
area(Ch′)
area(Ch)

3.3 Global Shape Preservation

This class contains metrics that try to capture the ability of the algorithms to
preserve the global shape of the initial embedding. The first one was proposed
by Li et al. [12]:

gs_bb_ar =

⎧

⎪⎪⎨

⎪⎪⎩

if w′
bb > h′

bb

w′
bb × hbb

h′
bb × wbb

otherwise
h′

bb × wbb

w′
bb × hbb

The underlying idea is to capture the variation of the aspect ratio (wbb/hbb)
between the initial and the overlapping-free embedding. For instance, let us
consider an example where wbb = 3, hbb = 2, w′

bb = 6, h′
bb = 4. In this case,

the overlapping-free embedding is twice as large as the initial one but the aspect
ratio remains the same 3/2. The gs_bb_ar is 1, which is the target value. Now
let us consider another example where wbb = 3, hbb = 2, w′

bb = 4, h′
bb = 6. In

this case, the initial aspect ratio is 3/2 whereas the overlapping-free one is 2/3.
The gs_bb_ar is now 2.25, which is not the target value; it reveals a distortion
of the initial embedding during the overlap removal process. The main drawback
of this metric is that it can reach values in the interval ]0,+∞[ while the target
value is 1. Thus, it is hard to decide, for instance, which algorithm is the best
between two of them if the first one obtains a score of 0.67 and the second one
a score of 4.56. To overcome this issue, we propose to refine it as follows:

gs_bb_iar = max
(

w′
bb × hbb

h′
bb × wbb

,
h′

bb × wbb

w′
bb × hbb

)

In this case, the target value is 1 and the metric cannot reach values below
it. This criterion is the one we selected for our study.

An alternative to this approach based on the convex hull has been proposed
by Strobelt et al. [17]. The idea is to evaluate the distortion of the convex hull
by comparing, between both embeddings, the distances of convex hull points to
their center. Let �θ (resp. �′

θ) be the euclidean distance between the center of
mass cch (resp. c′

ch) of the convex hull Ch (resp. Ch′) and the intersection of
the convex hull with the line going through cch (resp. c′

ch) and with an angle θ
(θ varying from 0◦ to 350◦ in 10◦ steps). Then, the difference is defined as the
ratio dθ = �′

θ/�θ. The metric is the standard deviation of the 36 measures of dθ:

gs_ch_sd =

√
√
√
√

1
36

∑

θ=10k
k=0,··· ,35

(dθ − d)2
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where d =
1
36

∑

θ=10k
k=0,··· ,35

dθ is the mean value

Based on the experiments presented below in Sect. 4, we observed that
gs_bb_iar and gs_ch_sd have a correlation coefficient of 0.77, showing that
they both tend to capture similar aspects of the adjustment process. We selected
the former for its simplicity and its ease of interpretation.

3.4 Node Movement Minimisation

This class contains the metrics quantifying the changes in node positions after
running an adjustment algorithm. The underlying intuition is that an algorithm
involving high node movements will provide an overlapping-free configuration
different from the original one, and thus may result in a substantial loss of the
mental model.

The simplest metric of this class was presented by Huang et al. [11]:

nm_mn =
nb

n

Here, nb represents the number of nodes which have moved between the initial
and the overlapping-free embedding. The main drawback of this approach is that
a node overlap removal algorithm may induce very small changes in most nodes,
which does not affect the mental model preservation, while inducing a very bad
result. To tackle this problem and add more granularity over the evaluation of
node movements, a series of metrics have been proposed, based on the same
underlying quality function:

nm_dm = f(n) ×
∑

v∈V

dist(v, v′)

where f is a normalising function of n = |V | and dist is a distance between v
and v′. Table 2 sums up the ones used in the literature.

Table 2. Functions used to tune the distances moved metric.

dist(v, v′) \ f(n) 1 1/n 1

k
√
2×n

‖v′ − v‖ nm_dm_me [17] nm_dm_ne [13]
‖v′ − v‖2

nm_dm_se [14] nm_dm_imse

|x′
v − xv| + |y′

v − yv| nm_dm_h [10]

The function f comes in three different forms. Marriott et al. [14] and Huang
et al. [10] do not include any f , which is similar to having f(n) = 1. The
drawback is that the resulting value highly depends on the number of nodes
in the graph. That is why Strobelt et al. [17] proposed to use the mean of the
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distances, which corresponds to f(n) = 1/n. Finally, Lyons et al. [13] proposed
f(n) = 1/(k

√
2×n), where k is the maximum between w′

bb and h′
bb. In this case,

k
√
2 is the diagonal of a square containing the embedding, thus a maximum

distance available for a node. Thus, this f function normalises the values of the
metric. Unfortunately, this normalisation induces very small values that are hard
to interpret. That is why we preferred using f(n) = 1/n for our study.

Three dist functions have been proposed in the literature. The most intuitive
one is the Euclidean distance ‖v′ − v‖ [13,17]. The squared Euclidean distance
‖v′ − v‖2 [14] avoids the square root computation and discriminates high changes
better. It is the one we selected for our study. The Manhattan distance |x′

v −
xv|+ |y′

v −yv| has also been used [10], but it is less intuitive and has close results
(nm_dm_se and nm_dm_h have a correlation coefficient of 0.9).

Let us consider an adjustment algorithm that pushes nodes on the x-axis.
The preservation of the global shape is not optimal but the preservation of
the configuration should reach a good score, as a node on right-top in the ini-
tial embedding would remain on right-top in the overlapping-free embedding.
In order to better capture the relative movement of a node between the two
embeddings, a shift function can be applied to align the center of the initial
bounding box with the center of the final one, and a scale function to align the
size of the initial bounding box to the size of the final one:

shift(v) = (xv + x′
bb − xbb, yv + y′

bb − ybb)

scale(v) =(xv × w′
bb

wbb
, yv × h′

bb

hbb
)

Considering this, we selected the following node movement metric:

nm_dm_imse =
1
n

×
∑

v∈V

‖v′ − scale(shift(v))‖2

nm_d [5] (the complete formula is available in the paper) is also based on
the idea that the metric should be based on modified initial positions to better
capture the relative movement of the nodes between the two embeddings. Besides
including the shift and the scale functions, it also rotates the initial embedding
with an angle θ that minimizes the distances between the nodes of the initial
embedding and the ones of the overlapping-free embedding:

rotation(v) = (xv cos θ − yv sin θ, xv sin θ + yv cos θ)

We have not included the rotation in our experiment as we consider that it
can induce a loss of the mental model (think about the recognition of a map
turned inside down).

An alternative to quantify how much an overlapping-free configuration may
result in a substantial loss of the mental model is to look at the neighbourhoods
at the nodes and compare them before and after the adjustment. Based on a
KNN approach, Nachmanson et al. [16] proposed the following metric:

nm_knn(k) =
∑

v∈V

(k − |Nk(v) ∩ Nk(v′)|)2
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where Nk(v) (resp. Nk(v′)) denotes the k nearest neighbours of v (resp. v′), in
terms of Euclidean distance, in the initial (resp. overlapping-free) embedding.
We did not select this metric because, unlike the other metrics of the class, it
requires to fix a parameter (k).

3.5 Edge Length Preservation

This class contains the two metrics based on edge lengths. The set of edges can
be E or can be another set derived from the graph.

Standard force-based layout algorithms tend to produce uniform lengths of
edges. Indeed, the first metric of this class captures whether the edge lengths of
a graph remain uniform or not after applying an adjustment algorithm [12]:

el_r =
max(u,v)∈E2 ‖u′ − v′‖
min(u,v)∈E2 ‖u′ − v′‖

While many layout algorithms are not designed to produce uniform edge lengths,
we did not select this approach, which is not related to the mental model preser-
vation for these algorithms. We preferred the next one, based on a Delaunay
triangulation.

Let Edt be the set of edges of a Delaunay triangulation performed on the
nodes of the initial embedding. The second metric of this class, el_rsdd, is based
on computing the coefficient of variation, also known as the relative standard
deviation, of the edge lengths ratio as follows [5]:

ruv =
||u′ − v′||
||u − v|| , (u, v) ∈ E2

dt

r =
1

|Edt|
∑

(u,v)∈E2
dt

ruv

el_rsdd =

√
1

|Edt|
∑

(u,v)∈E2
dt
(ruv − r)2

r

4 Algorithms Comparison

In this section, we compare 8 algorithms of the literature in terms of quality
and running time: uniform Scaling, PFS [15], PFS’ [8], FTA [11], VPSC [3],
PRISM [5], RWordle-L [17], and GTREE [16]. The quality of an overlapping-free
embedding is evaluated with the metrics identified in the last section, by follow-
ing a 3 steps procedure: Step 1: Datasets We generate 840 synthetic graphs
containing 10 to 1,000 nodes. These graphs are provided by 4 generation models
available on the OGDF library [2]: random graphs [4], random trees, small world
graphs [18], and scale-free graphs [1]. We also use 14 real-world graphs selected
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from the Graphviz test suite1 [6], previously used by the authors of PRISM [5]
and GTREE [16]. Step 2: Overlapping-free embedding computation Syn-
thetic graphs resulting from the first step are initially positioned by the FM3

layout algorithm [7]. Then, we apply the 8 node overlap removal algorithms,
thus providing a set of 6,720 overlapping-free graph embeddings. Graphviz test
suite graphs are initially positioned by the SFDP layout algorithm [9] to follow
the same baseline embedding as Gansner et al. [5]. We then apply the 8 node
overlap removal algorithms thus providing 112 overlapping-free graph embed-
dings. Step 3: Metrics computation We finally compute the values of the
5 selected metrics on the 6.832 overlapping-free synthetic and real-world graph
embeddings. We also measure the computation time of the algorithms.

4.1 Quality

Figure 1 and 2 show the aggregated metrics values on the synthetic and real-
world datasets. Unsurprisingly, Scaling, PFS and PFS’ obtain the best scores
at oo_nni as it is proved that they maintain the original orthogonal ordering.
Though, all the algorithms tested got good results for this criterion.

Fig. 1. Aggregated values of the selected metrics among the synthetic graphs: first
quartile, median and third quartile.

Scaling highly increases the size of the embedding, which induces a bad
score for sp_ch_a. PFS also obtains a bad score for this criterion. VPSC and
RWordle-L produce the most compact embeddings, while the other algorithms
give intermediary results.

1 https://gitlab.com/graphviz/graphviz/blob/master/rtest/graphs/ (accessed: 2019-
07).

https://gitlab.com/graphviz/graphviz/blob/master/rtest/graphs/
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Fig. 2. Mean values of the selected metrics among the real-world graphs.

Scaling preserves the initial global shape2 (gs_bb_iar score). PFS is the
worst algorithm on this criterion. The other algorithms obtained good median
scores on synthetic graphs, but the third quartile scores show that FTA and
VPSC can produce a certain amount of distorted embeddings. This is confirmed
by the tests on real-world graphs, where they obtain worse results.

Scaling obtains the best results for the node movement minimisation cri-
terion, followed by VPSC and RWordle-L. FTA also obtained a good median
score on synthetic graphs, but its third quartile value shows that it can generate
a certain amount of embeddings with high changes, as also illustrated by the
bad score obtained on the real-world graphs. PFS’ and PRISM obtained inter-
mediary results. Finally, GTREE had bad results on the synthetic graphs, while
it obtained pretty good ones on the real-world graphs.

Scaling preserves relative edge lengths. All the other criteria obtained com-
parable median score between 0.17 and 0.31. However, the third quartile on
the synthetic graphs shows that FTA, VPSC and RWordle-L generate a certain
amount of embeddings with high variations. This observation is confirmed by
the results on the real-world graphs for FTA and RWordle-L.

4.2 Computation Time

Figure 3 and 4 show the aggregated running time values on the synthetic and
real-world datasets. Scaling, PFS, PFS’ and VPSC require lower running time.
FTA and GTREE induce intermediate running time, but the third quartile shows
that FTA can induce a certain amount of time consuming embedding computa-
tions. Finally, PRISM is time consuming for small graphs, but have intermediate
results for larger graphs, while RWordle-L has good results for small graphs but
is very time-consuming for larger ones.

2 The global shape preservation score for Scaling is not 1 because of the size of the
nodes that remains the same between the initial and the overlapping-free embed-
dings.
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Fig. 3. Aggregated running times among the synthetic graphs, function of number of
nodes (10 to 1,000): first quartile, median and third quartile.

Fig. 4. Mean values of running times among the real-world graphs.

5 Conclusion

As a conclusion, even if Scaling optimises 4 out of 5 criteria and is very fast
to compute on the graphs of our datasets, it does not represent a satisfying
solution as it increases the size of the embedding too much. PFS is also not sat-
isfying as it got poor results on 3 criteria. FTA obtained intermediate results over
all the criteria, which is less good than all its remaining competitors. PFS’ and
PRISM obtained comparable results but the latter is more time-consuming. Both
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have intermediate results for shape preservation and node movement minimisa-
tion, which might be considered as two essential criteria. GTREE suffers from
inducing high node movements on our datasets. Overall, VPSC and RWordle-
L obtained the best quality results. While RWordle-L outperforms VPSC on
global shape preservation and is comparable on the other criteria, VPSC out-
performs RWordle-L in terms of running time. Finally, considering the different
types of graphs (random graphs, random trees, small world graphs, and scale-free
graphs), we did not observe any significant differences in terms of results.
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Abstract. The total angular resolution of a straight-line drawing is the
minimum angle between two edges of the drawing. It combines two prop-
erties contributing to the readability of a drawing: the angular resolution,
which is the minimum angle between incident edges, and the crossing
resolution, which is the minimum angle between crossing edges. We con-
sider the total angular resolution of a graph, which is the maximum total
angular resolution of a straight-line drawing of this graph. We prove that,
up to a finite number of well specified exceptions of constant size, the
number of edges of a graph with n vertices and a total angular resolution
greater than 60◦ is bounded by 2n− 6. This bound is tight. In addition,
we show that deciding whether a graph has total angular resolution at
least 60◦ is NP-hard.

Keywords: Graph drawing · Total angular resolution · Angular
resolution · Crossing resolution · NP-hardness

1 Introduction

The total angular resolution of a drawing D, or short TAR(D), is the smallest
angle occurring in D, either between two edges incident to the same vertex or
between two crossing edges. In other words, TAR(D) is the minimum of the
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angular resolution AR(D) and the crossing resolution CR(D) of the same draw-
ing. Furthermore, the total angular resolution of a graph G is defined as the
maximum of TAR(D) over all drawings D of G. Similarly, the angular resolu-
tion and the crossing resolution of G are the maximum of AR(D) and CR(D),
respectively, over all drawings D of G. The total angular resolution of a graph
is in general smaller than the minimum of its crossing resolution and its angular
resolution. Note that all drawings considered in this work are straight-line.

Formann et al. [8] were the first to introduce the angular resolution of graphs
and showed that finding a drawing of a graph with angular resolution at least
90◦ is NP-hard. Fifteen years later experiments by Huang et al. [9,11] showed
that the crossing resolution plays a major role in the readability of drawings.
Consequently research in that direction was intensified. In particular right angle
crossing drawings (or short RAC drawings) were studied [6,12], and NP-hardness
of the decision version for right angles was proven [3].

The upper bound for the number of edges of αAC drawings (drawings with
crossing resolution α) is 180◦

α (3n − 6) [7]. For the two special classes of RAC
drawings and 60◦AC drawings better upper bounds are known. More precisely,
RAC drawings have at most 4n − 10 edges [6] and αAC drawings with α > 60◦

have at most 6.5n − 20 edges [1].
Argyriou et al. [4] were the first to study the total angular resolution, calling it

just total resolution. They presented drawings of complete and complete bipartite
graphs with asymptotically optimal total angular resolution. Recently Bekos
et al. [5] presented a new algorithm for finding a drawing of a given graph with
high total angular resolution which was performing superior to earlier algorithms
like [4,10] on the considered test cases.

2 Upper Bound on the Number of Edges

We say a drawing D is planarized if we replace every crossing by a vertex so
that this new vertex splits both crossing edges into two edges. We denote this
planarized drawing by P (D). Furthermore, every edge in P (D) has two sides
and every side is incident to exactly one cell of D. Note that both sides of an
edge can be incident to the same cell. We define the size of a cell of a connected
drawing D as the number of sides in P (D) incident to this cell.

In this section we show that for almost all graphs with TAR(G) > 60◦ the
number of edges is bounded by 2n−6. We start by showing a bound for the num-
ber of edges in a connected drawing D depending on the size of the unbounded
cell of D.

Lemma 1. Let D be a connected drawing with n ≥ 1 vertices and m edges. If
the unbounded cell of D has size k and TAR(D) > 60◦, then m ≤ 2n−2−�k/2�.
Proof. If at least three edges cross each other in a single point, then there exists
an angle with at most 60◦ at this crossing point. Therefore every crossing is
incident to two edges. We planarize the drawing D and get n′ = n + cr(D) and
m′ = m+2 cr(D) where cr(D) is the number of crossings in D, n′ is the number
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of vertices of P (D), and m′ is the number of edges of P (D). Since we have a
planar graph, we can use Euler’s formula to compute the number f of faces in
P (D) as

f = −n + m + cr(D) + 2. (1)

Moreover, every bounded cell of D has at least size 4, as otherwise P (D) contains
a triangle which implies an angle of at most 60◦. By definition, the unbounded
cell of D has size k and we obtain the following inequality

2m′ ≥ 4(f − 1) + k. (2)

Combining Equation (1) and Inequality (2) gives m ≤ 2n − 2 − �k/2�. ��
From Lemma 1 it follows directly that a connected drawing D on n ≥ 3

vertices and with TAR(D) > 60◦ fulfills m ≤ 2n − 4.
Observation 1, which will be useful to prove Lemma 2, follows from the fact

that the sum of interior angles in a simple polygon is 180◦(p − 2).

Observation 1. Let D be a plane drawing where the boundary of the unbounded
cell is a simple polygon P with p > 3 vertices. Let the inner degree of a vertex vi

of P be the number d′
i of edges incident to vi that lie in the interior of P . If

TAR(D) > 60◦, then
∑

vi∈V (P ) d′
i ≤ 2p − 7 holds.

Lemma 2. Let D be a connected plane drawing on n ≥ 3 vertices, where D is
not a path on 3 vertices and not a 4-gon. If TAR(D) > 60◦, then m ≤ 2n − 5.

Proof. The unbounded cell of D cannot have size 3, as in this case the convex hull
of the drawing is a triangle and we have TAR(D) ≤ 60◦. If the drawing D has
an unbounded cell of size at least 5 and TAR(D) > 60◦, then m ≤ 2n−5 follows
directly from Lemma 1. Otherwise, the unbounded cell of D has size 4, which, as
D is not a path on 3 vertices, implies that the boundary of D is a 4-gon F . By
Observation 1 and the fact that D is not a 4-cycle, there is precisely one edge e
in the interior of and incident to F . Let D′ be the drawing we get by deleting all
vertices and edges of F and also the edge e. The drawing D′ is connected and
has n′ ≥ 1 vertices and m′ edges, where n = n′ +4 and m = m′ +5. By Lemma 1
we know that m′ ≤ 2n′ − 2 and we derive m = m′ + 5 ≤ 2n′ − 2 + 5 ≤ 2n − 5. ��

Two drawings are combinatorially equivalent if all cells are bounded by the
same edges, all crossing edge pairs are the same, and the order of crossings along
an edge are the same. We can extend Lemma 2 in the following way.

Lemma 3. Let D be a connected plane drawing on n ≥ 3 vertices with
TAR(D) > 60◦. If D is not combinatorially equivalent to one of the exceptions
E1–E9 as listed below and depicted in Appendix B of [2], then m ≤ 2n − 6.

E1 A tree on at most 4 vertices.
E2 An empty 4-gon.
E3 A 4-gon with one additional vertex connected to one vertex of the 4-gon.
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(a) (b)

Fig. 1. (a) The drawings of exception E9. (b) A drawing D of a graph with m=2n−6
and TAR(D) > 60◦.

E4 An empty 5-gon.
E5 A 5-gon with one inner vertex connected to two non-neighboring vertices of

the 5-gon.
E6 A 5-gon with an edge inside, connected with 3 edges to the 5-gon such that

the 5-gon is partitioned into two empty 4-gons and one empty 5-gon.
E7 A 6-gon with an additional diagonal between opposite vertices.
E8 A 6-gon with an additional vertex or edge inside, connected with 3 or 4,

respectively, edges to the 6-gon such that the 6-gon is partitioned into 3 or
4, respectively, empty 4-gons.

E9 A 6-gon with either a path on 3 vertices or a 4-cycle inside, connected as
depicted also in Fig. 1(a).

The proof of Lemma 3 is similar to the one of Lemma 2 and can be found
in Appendix A of [2]. Note that Lemma 3 considers plane drawings. If D has a
crossing, then P (D) has a vertex of degree 4. The only drawings in the exceptions
with a vertex with degree 4 are shown in Fig. 1(a). It can be shown that, when
replacing the vertices of degree 4 in any of them by a crossing, the resulting
drawings have TAR(D) ≤ 60◦. A detailed proof of this fact can be found in
Appendix C of [2] and will be useful for the proof of the next theorem.

Theorem 1. Let G be a graph with n ≥ 3 vertices, m edges and TAR(G) > 60◦.
Then m ≤ 2n − 6 except if G is either a graph of an exception for Lemma 3 or
only consists of three vertices and one edge.

Proof. Assume there exists a graph which is not in the list of exceptions for
Lemma 3 with TAR(G) > 60◦. Consider a drawing D of G with TAR(D) > 60◦

and its planarization P (D).
Applying Lemma 1 to every component gives m ≤ 2m − 6, with the only

exception consisting of three vertices and one edge (Exception E0). For details
see Appendix D of [2]. So for the rest of the proof only consider connected graphs.

If three edges cross in a single point, then in P (D) this point has degree 6
and therefore an angle with at most 60◦. Hence P (D) has mP = m + 2 cr(D)
edges and nP = n + cr(D) vertices. Let m = 2n − c. This is equivalent to
mP = 2nP − c. Since TAR(P (D)) ≥ TAR(D) > 60◦, by applying Lemma 3 we
get that mP ≤ 2nP −6 or P (D) is in the exceptions. If mP ≤ 2nP −6, then also
m ≤ 2n − 6. If P (D) is in the exceptions, then, as observed before, D is in the
exceptions. ��
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The bound of Theorem1 is the best possible in the sense that there are infinitely
many graphs with m = 2n − 6 and TAR(G) > 60◦. Consider for example the
layered 8-gon with two edges in the middle depicted in Fig. 1(b), which can be
generalized to any n = 8k with k ∈ N. In the full version of this work we present
examples for every n ≥ 9 and also discuss plane drawings of planar graphs.

3 NP-hardness

Formann et al. [8] showed that the problem of determining whether there exists
a drawing of a graph with angular resolution of 90◦ is NP-hard. Their proof,
which is by reduction from 3SAT with exactly three different literals per clause,
also implies NP-hardness of deciding whether a graph has a drawing with total
angular resolution of 90◦. We adapt their reduction to show NP-hardness of the
decision problem for TAR(G) ≥ 60◦. A full version of the proof of Theorem2
can be found in Appendix E of [2].

Theorem 2. It is NP-hard to decide whether a graph G has TAR(G) ≥ 60◦.

Proof (sketch). Given a 3SAT formula with variables x1, x2, . . . , xn and clauses
c1, c2, . . . , cm, where every clause contains exactly three different literals, we first
construct a graph G for it. The basic building blocks of G consist of triangles,
which must be equilateral in any drawing with total angular resolution 60◦.

We use three types of gadgets; see Fig. 2(a). The clause gadget has a desig-
nated clause vertex Cj and the variable gadget has two literal vertices Xi,j ,Xi,j

per clause cj . For each gadget, the embedding with total angular resolution 60◦

is unique up to rotation, scaling and reflection.

Xi,2

Xi,1

Xi,2

Xi,1

Xi,mXi,m

Ai,1

Ai,2

Cj

Ai,4

Ai,3

Connector
gadget

Clause
gadget

Ai,1

Variable gadget
(a) All used gadgets

C2

C1

Cm

B1

B2X ′
1 X ′

2 X ′
n

X1 X2 Xn

l2

l1

(b) Frame with clause gadgets

Fig. 2. Gadgets and frame of the NP-hardness proof.

For connecting the gadgets, we build a 3-sided frame; see Fig. 2(b). It consists
of a straight bottom path of 2n + 2m − 1 triangles alternatingly facing up and
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Cj

Xi,jXi,j

Cj

Xi,j
Xi,j

(a) True connection, two versions

CjXi,j
Xi,j

(b) False connection

Fig. 3. Connections between clause and literal vertices in the NP-hardness proof.

down, a sequence of m clause gadgets stacked on top of each other to the right
(one for each clause, with the clause vertices C1, . . . , Cm facing to the right),
and a top path of 2n + 2m − 1 triangles alternatingly facing down and up.
The leftmost n vertices of degree three on the upper side of the bottom path
and the lower side of the top path (X1, . . . , Xn and X ′

1, . . . , X
′
n) are used for

the variables: For each variable xi, we add a variable gadget and a connector
gadget by identifying Ai,1 with Xi, Ai,2 with Ai,3, and Ai,4 with X ′

i, respectively.
Finally, a clause-literal path consisting of three consecutive edges between Xi,j

(Xi,j) and Cj is added whenever xi (xi) is a literal of clause cj .
The following holds for any drawing D of the graph G with TAR(D) ≥ 60◦.

(1) The embedding of the frame is unique up to rotation, scaling, and reflection.
Hence we can assume that it is embedded as in Fig. 2(b). (2) Each variable
gadget together with its connector gadget must be drawn vertically between its
Xi and X ′

i, either with all Xi,j to the right of the Xi,j or the other way around.
(3) All clause-literal paths leave from their clause vertices to the right, and one
path per clause leaves horizontally to the right.

We claim that TAR(G) ≥ 60◦ if and only if the initial 3SAT formula is
satisfiable. For the one direction, consider a satisfying truth assignment of the
formula. We draw the variable gadgets with all true literal sides to the right and
scaled (via the connector gadgets) such that different gadgets have their vertices
at different heights, and we draw the clause-literal paths as indicated in Fig. 3.
For the other direction, consider a drawing of C with TAR(D) = 60◦. Using the
straight lines �1 and �2 sketched in Fig. 2(b), one can show that every clause-
literal path that leaves the clause vertex horizontally must end at a literal vertex
facing to the right. Setting the according literals to true gives a non-contradicting
variable assignment that in turn fulfills all clauses. ��

4 Conclusion

In this work we have shown that, up to a finite number of well specified excep-
tions of constant size, any graph G with TAR(G) > 60◦ has at most 2n − 6
edges. In addition we have been able to obtain similar bounds for graphs with
TAR(G) ≥ 90◦ and TAR(G) > 120◦: For graphs with TAR(G) ≥ 90◦ we have
m ≤ 2n − 2

√
n and for TAR(G) > 120◦ we have m ≤ n for n ≥ 7, which is best

possible. We conjecture that almost all graphs with TAR(G) > k−2
k 90◦ have at

most 2n − 2 − 
k
2 � edges.
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From a computational point of view, we have proven that finding a drawing
of a given graph with total angular resolution at least 60◦ is NP-hard. The same
was known before for at least 90◦ [8]. On the other hand, for large angles, the
recognition problem eventually becomes easy (for example, G can be drawn with
TAR(G) > 120◦ if and only if it is the union of cycles of at least 7 vertices and
arbitrary paths). This yields the following open problem: At which angle(s) does
the decision problem change from NP-hard to polynomially solvable?
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Abstract. We study the following combinatorial problem. Given a set
of n y-monotone wires, a tangle determines the order of the wires on
a number of horizontal layers such that the orders of the wires on any
two consecutive layers differ only in swaps of neighboring wires. Given
a multiset L of swaps (that is, unordered pairs of numbers between 1
and n) and an initial order of the wires, a tangle realizes L if each pair of
wires changes its order exactly as many times as specified by L. The aim
is to find a tangle that realizes L using the smallest number of layers.
We show that this problem is NP-hard, and we give an algorithm that
computes an optimal tangle for n wires and a given list L of swaps in

O((2|L|/n2 + 1)n
2/2 · ϕn · n) time, where ϕ ≈ 1.618 is the golden ratio.

We can treat lists where every swap occurs at most once in O(n!ϕn)
time. We implemented the algorithm for the general case and compared
it to an existing algorithm. Finally, we discuss feasibility for lists with a
simple structure.

1 Introduction

The subject of this paper is the visualization of so-called chaotic attractors,
which occur in chaotic dynamic systems. Such systems are considered in physics,
celestial mechanics, electronics, fractals theory, chemistry, biology, genetics, and
population dynamics. Birman and Williams [3] were the first to mention tangles
as a way to describe the topological structure of chaotic attractors. They inves-
tigated how the orbits of attractors are knotted. Later Mindlin et al. [6] showed
how to characterize attractors using integer matrices that contain numbers of
swaps between the orbits. Our research is based on a recent paper of Olszewski
et al. [7]. In the framework of their paper, one is given a set of wires that hang
off a horizontal line in a fixed order, and a multiset of swaps between the wires;
a tangle then is a visualization of these swaps, i.e., an order in which the swaps
are performed, where only adjacent wires can be swapped and disjoint swaps
can be done simultaneously. For an example of a list of swaps (described by an

c© Springer Nature Switzerland AG 2019
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(n × n)-matrix) and a tangle that realizes this list, see Fig. 1. Olszewski et al.
gave an algorithm for minimizing the height of a tangle. They didn’t analyze
the asymptotic running time of their algorithm (which we estimate below), but
tested it on a benchmark set.

Wang [8] used the same optimization criterion for tangles, given only the final
permutation. She showed that there is always a height-optimal tangle where no
swap occurs more than once. She used odd-even sort, a parallel variant of bubble
sort, to compute tangles with at most one layer more than the minimum. Bereg
et al. [1,2] considered a similar problem. Given a final permutation, they showed
how to minimize the number of bends or moves (which are maximal “diagonal”
segments of the wires).

Framework, Terminology, and Notation. We modify the terminology of
Olszewski et al. [7] in order to introduce a formal algebraic framework for the
problem. Given n wires, a (swap) list L = (lij) of order n is a symmetric
n × n matrix with non-negative entries and zero diagonal. The length of L is
|L| =

∑
i<j lij . A list L′ = (l′ij) is a sublist of L if l′ij ≤ lij for each i, j ∈ [n]. A

list is simple if all its entries are zeros or ones.
A permutation is a bijection of the set [n] = {1, . . . , n} onto itself. The set Sn

of all permutations of the set [n] is a group whose multiplication is a composition
of maps (i.e., (πσ)(i) = π(σ(i)) for each pair of permutations π, σ ∈ Sn and each
i ∈ [n]). The identity of the group Sn is the identity permutation idn. We write
a permutation π ∈ Sn as the sequence of numbers π−1(1)π−1(2) . . . π−1(n). For
instance, the permutation π of [4] with π(1) = 3, π(2) = 4, π(3) = 2, and
π(4) = 1 is written as 4312. We denote the set of all permutations of order 2
in Sn by Sn,2, that is, π ∈ Sn,2 if and only if ππ = idn and π �= idn. For example,
2143 ∈ S4,2.

For i, j ∈ [n] with i �= j, the swap ij is the permutation that exchanges i
and j, whereas the other elements of [n] remain fixed. A set S of swaps is
disjoint if each element of [n] participates in at most one swap of S. Therefore,
the product

∏
S of all elements of a disjoint set S of swaps does not depend

on the order of factors and belongs to Sn,2. Conversely, for each permutation
ε ∈ Sn,2 there exists a unique disjoint set S(ε) of swaps such that ε =

∏
S(ε).

A permutation π ∈ Sn supports a permutation ε ∈ Sn,2 if, for each swap
ij ∈ S(ε), i and j are neighbors in the sequence π. By induction with respect
to n, we can easily show that any permutation π ∈ Sn supports exactly Fn+1−1
permutations of order 2, where Fn is the n-th number in the Fibonacci sequence.

Permutations π and σ are adjacent if there exists a permutation ε ∈ Sn,2

such that π supports ε and σ = πε. In this case, σε = πεε = π and σ supports ε,
too. A tangle T of height h is a sequence 〈π1, π2, . . . , πh〉 of permutations in
which every two consecutive permutations are adjacent. A tangle can also be
viewed as a sequence of h − 1 layers, each of which is a set of disjoint swaps.
A subtangle of T is a sequence 〈πk, πk+1, . . . , π�〉 of consecutive permutations
of T . For a tangle T , we define L(T ) = (lij) as the symmetric n × n matrix with
zero diagonal, where lij is the number of occurrences of swap ij in T . We say
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Ln =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 1 . . . 1 0 2
1 0 1 . . . 1 2 0
1 1 0 . . . 1 0 2
...
...
...
. . .

...
...

...
1 1 1 . . . 0 0 2
0 2 0 . . . 0 0 n − 1
2 0 2 . . . 2 n − 1 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(The bold zeros and twos must be
swapped if n is even.) πh−1

π2

πi

· · ·1 2 n−2 n−1 n

· · ·n−2 1 n−1 n2

idn

π4

idnLn

π1

πh

Fig. 1. A list Ln for n wires and a tangle of minimum height h = 3n − 4 realizing Ln

for idn. Here, n = 7. The tangle is not simple because π2 = π4.

that T realizes the list L(T ). To make the reader familiar with our formalism,
we observe the following.

Observation 1. The tangle in Fig. 1 realizes the list Ln specified there; all tan-
gles that realize Ln have the same order of swaps along each wire.

Proof. For i, j ∈ [n − 2] with i �= j, the wires i and j swap exactly once, so
their order reverses. Additionally, each wire i ∈ [n − 2] swaps twice with the
wire k ∈ {n − 1, n} that has the same parity as i. Observe that wire i ∈ [n − 2]
must first swap with each j ∈ [n − 2] with j > i, then twice with the correct
k ∈ {n−1, n}, say k = n, and finally with each j′ ∈ [n−2] with j′ < i. Otherwise,
if i swaps with i−1 before swapping with n, then i cannot reach n because i−1
swaps only with n− 1 among the two wires {n− 1, n} and thus separates i from
n. This establishes the unique order of swaps along each wire. ��

A list is π-feasible if it can be realized by a tangle starting from a permuta-
tion π. An idn-feasible list is feasible. For example, the list defined by the two
swaps 13 and 24 is not feasible.

By E, we denote the (simple) list E = (eij) with eij = 1 if i �= j, and
eij = 0 otherwise. This list is feasible for any permutation; a tangle realizing E
is commonly known as pseudo-line arrangement. So tangles can be thought of
as generalizations of pseudo-line arrangements where the numbers of swaps are
prescribed and even feasibility becomes a difficult question.

A list L = (lij) can also be considered a multiset of swaps, where lij is the
multiplicity of swap ij. By ij ∈ L we mean lij > 0. A tangle is simple if all its
permutations are distinct. Note that the height of a simple tangle is at most n!.

The height h(L) of a feasible list L is the minimum height of a tangle that
realizes L. A tangle T is optimal if h(T ) = h(L(T )). In the Tangle-Height
Minimization problem, we are given a swap list L and the goal is to compute
an optimal tangle T realizing L. As initial wire order, we always assume idn.
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Our Contribution. We show that Tangle-Height Minimization is NP-hard
(see Sect. 2). We give an exact algorithm for simple lists running in O(n!ϕn) time,
where ϕ =

√
5+1
2 ≈ 1.618 is the golden ratio, and an exact algorithm for general

lists running in O((2|L|/n2+1)n2/2ϕnn) time, which is polynomial in |L| for fixed
n ≥ 2 (see Sect. 3). We implemented the algorithm for general lists and compared
it to the algorithm of Olszewski et al. [7] using their benchmark set (see Sect. 4).
We show that the asymptotic runtimes of the algorithms of Olszewski et al. [7]
for simple and for general lists are O(ϕ2|L|5−|L|/nn) and 2O(n2), respectively. In
Sect. 5, we discuss feasibility for lists with simple structure.

2 Complexity

We show the NP-hardness of Tangle-Height Minimization by reduction from
3-Partition. An instance of 3-Partition is a multiset A of 3m positive integers
n1, . . . , n3m, and the task is to decide whether A can be partitioned into m groups
of three elements each that all sum up to the same value B =

∑3m
i=1 ni/m.

3-Partition remains NP-hard if restricted to instances where B is polynomial
in m, and B/4 < ni < B/2 for each i ∈ [3m] [5]. We reduce from this version.

Theorem 1. The decision version of Tangle-Height Minimization is NP-
hard.

Proof. Given an instance A of 3-Partition, we construct in polynomial time
a list L of swaps such that there is a tangle T realizing L with height at most
H = 2m4B + 7m2 if and only if A is a yes-instance of 3-Partition.

In L, we use two inner wires ω and ω′ with ω′ = ω + 1 that swap 2m times.
Thus, in a tangle realizing L, ω and ω′ provide a twisted structure with m + 1
“loops” of ω and ω′ (ω on the left side and ω′ on the right side) and m “loops”
of ω′ and ω (ω′ on the left side and ω on the right side). We call them ω–ω′ loops
and ω′–ω loops, respectively. The first ω–ω′ loop is open, that is, it is bounded
by the start permutation and the first ω–ω′ swap. Symmetrically, the last ω–ω′

loop is open. All other ω–ω′ loops and all ω′–ω loops are closed, that is, they are
bounded by two consecutive ω–ω′ swaps. Apart from ω and ω′, the list L uses
three different types of wires. Refer to Fig. 2 for an illustration.

We use the first type of wires of L to represent the numbers in A. To
this end, we introduce wires α1, α2, . . . , α3m, which we call α-wires, and wires
α′
1, α

′
2, . . . , α

′
3m, which we call α′-wires. Initially, these wires are ordered α3m <

· · · < α1 < ω < ω′ < α′
1 < · · · < α′

3m. For each i ∈ [3m], we have 2m3ni swaps
αi–α′

i. We use the factor 2 in the number of αi–α′
i swaps to make the initial per-

mutation and the final permutation of this part the same. The factor m3 helps us
to prove the correctness because it dominates the number of intermediate swaps,
which are swaps that cannot occur on the same layer as any αi–α′

i swap. The
intermediate swaps together will require a total height of only O(m2). Clearly,
all ω–ω′ swaps are intermediate swaps, but we will identify more below.
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Mn1

Mn5

Mn7

Mn2

Mn4

Mn9

Mn3

Mn6

Mn8

α1

α1

ω ω′

ω ω′

β1β3γ1 γ3γ2 1β223 β′
3γ′

1 γ′
3γ′

2
′
1 β′

2
′
2

′
3β′

1

β3γ1 γ3γ21 β2 2 3β1 β′
1β′

3 γ′
1 γ′

3γ′
2

′
1β′

2
′
2

′
3

α9 α1· · · α′
1 α′

9

α9 α1· · · α′
1 α′

9· · ·

2
M

B

M
B

3
M

B

2
M

B

M
B

3
M

B

· · ·

Fig. 2. Example of our reduction from 3-Partition to Tangle-Height Minimization
with A1 = {n1, n5, n7}, A2 = {n2, n4, n9}, A3 = {n3, n6, n8}, m = 3, B =

∑3m
i=1 ni/m,

and M = 2m3.
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We now argue why no two αi–α′
i swaps can appear on the same layer. Clearly,

the same swap cannot appear multiple times on the same layer. Also, there
cannot be two swaps αi–α′

i and αj–α′
j with i �= j on the same layer because L

does not contain any swap αi–α′
j or αj–α′

i. For the α-wires and the α′-wires to
swap with each other, for each i ∈ [3m], L has two αi–ω′ swaps and two α′

i–ω
swaps, but no αi–ω swaps and no α′

i–ω′ swaps. Therefore, αi–α′
i swaps can only

occur within ω′–ω loops. Every pair of α-wires swaps twice, and so does every
pair of α′-wires. This allows each α-wire to once pass all α-wires to its right in
order to reach an ω′–ω loop, and then to go back. Observe that the order in
which the α-wires do this is not fixed. Note that some of the α–ω′ and α′–ω
swaps are intermediate swaps that are needed for the α- and α′-wires to enter
and to leave the ω′–ω loops.

Using the second type of wires, we now build a rigid structure around the
ω–ω′ loops. We use the construction of Fig. 1 on both sides of the wires ω and ω′,
as follows. For each i ∈ [m], we introduce wires βi, δi and β′

i, δ
′
i such that δm <

βm < · · · < δ1 < β1 < α3m and α′
3m < δ′

1 < β′
1 < · · · < δ′

m < β′
m. On each side,

every pair of wires of the second type swaps exactly once – as the green wires
in Fig. 1. Hence, in the final permutation, their order is reversed on both sides.
For every i ∈ [m], each of the wires βi and δ′

i has two swaps with ω and each of
the wires δi and β′

i has two swaps with ω′. To allow them to pass the α-wires,
each β- and each δ-wire swaps twice with each α-wire. The same holds on the
right-hand side for the α′-, β′- and δ′-wires. Note that this does not restrict the
choice of the ω′–ω loops where the αi–α′

i swaps take place. This is important for
the correctness of our reduction.

Further note that some of the swaps of the β- and δ-wires with the wires ω,
ω′, and the α-wires are intermediate swaps. For example, β1 has to swap with
all α-wires and twice with the wire ω before any swap of an α- and an α′-wire
can occur. Accordingly, some of the swaps of the β′- and δ′-wires with ω, ω′, and
the α′-wires are intermediate swaps as well. Still, it is obvious that the number
of layers needed to accommodate all intermediate swaps is O(m2).

We denote the third type of wires by γi, γ
′
i for i ∈ [m]. On the left side, the

γ-wires are initially on the far left, that is, we set γ1 < · · · < γm < δm. In the
final permutation π, these γ-wires end up in between the β- and δ-wires in the
order π(γ1) < π(β1) < π(δ1) < · · · < π(γm) < π(βm) < π(δm). On the right
side, the γ′-wires start in a similarly interwoven configuration: δ′

1 < β′
1 < γ′

1 <
· · · < δ′

m < β′
m < γ′

m. The γ′-wires end up in order on the far right; see Fig. 2.
To ensure that each ω′–ω loop has a fixed minimum height, we introduce

many swaps between the γ- and β-wires, and between the γ′- and β′-wires: For
i ∈ [m], every γi has (m− i+1) ·2m3B swaps with βi, and every γ′

i has i ·2m3B
swaps with β′

i. Additionally, every γi has one swap with every βj and δj with
j < i, and every γ′

i has one swap with every β′
j and δ′

j with j > i. Recall that the
subinstance of L induced by δm, βm, . . . , δ1, β1, ω, ω′ is the same as the instance
Ln with wires 1, 2, . . . , n in Fig. 1. Observe that, for any realization of the list
Ln, the order of the swaps along each wire is the same as in the tangle on the
right side. Therefore, by Observation 1, no γi–βi swap is above the i-th ω–ω′
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loop; see Fig. 2. (Recall that we start counting from the first open ω–ω′ loop.)
Accordingly, no γ′

i–β′
i swap is below the (i + 1)-th ω–ω′ loop. Since there are

(m − i + 1) · 2m3B swaps of γi–βi, occurring on different layers, the subtangle
below and including the i-th ω–ω′ loop has height at least (m − i + 1) · 2m3B.
Accordingly, since there are i·2m3B swaps of γ′

i–β′
i, occurring on different layers,

the subtangle above and including the (i + 1)-th ω–ω′ loop has height at least
i · 2m3B. Thus, the whole tangle has height at least 2m4B.

It remains to prove that there is a tangle T realizing L with height at most
H = 2m4B + 7m2 if and only if A is a yes-instance of 3-Partition.

First, assume that A is a yes-instance. Let L be a tangle constructed in the
same way as the example given in Fig. 2. Then it is clear that T realizes L. We
now estimate the height of T . For each partition of three elements ni, nj , nk

of a solution of A, we assign exactly one ω′–ω loop, in which we let the swaps
of the pairs (αi, α

′
i), (αj , α

′
j), (αk, α′

k) occur. Therefore, every ω′–ω loop has
height 2m3B + c, where c is a small constant for the involved wires to enter and
leave the loop. Observe that the additional height for the intermediate swaps
we need at the beginning, at the end, and between each two consecutive ω′–
ω loops is always at most 6m + k for some small constant k. So in total, the
height of the constructed tangle is m · (2m3B + c) + (m + 1) · (6m + k) =
2m4B + 6m2 + (c + k + 6)m + k. This is at most H for m > c + 2k + 6.

Now, assume that A is a no-instance. This means that any tangle realizing L
has an ω′–ω loop of height at least 2m3(B + 1) because there is no 3-Partition
of A and, for each unit of an item in A, there are 2m3 swaps. Assume that the
i-th ω′–ω loop has height at least 2m3(B + 1). We know that the subtangle
from the very beginning to the end of the i-th ω–ω′ loop has height at least
(i − 1) · 2m3B and the subtangle from the beginning of the (i + 1)-th ω–ω′ loop
to the very end has height at least (m − i) · 2m3B. In between, there is the i-th
ω′–ω loop with height 2m3(B + 1). Summing these three values up, we have a
total height of at least 2m4B + 2m3. Since this is greater than H for m > 3.5,
we conclude that L cannot be realized by a tangle of height at most H, and thus
our reduction is complete. ��

3 Exact Algorithms

The two algorithms that we describe in this section test whether a given list is
feasible and, if yes, construct an optimal tangle realizing the list.

For a permutation π ∈ Sn and a list L = (lij), we define a map πL : [n] →
[n], i �→ π(i) + |{j : π(i) < π(j) ≤ n and lij odd}| − |{j : 1 ≤ π(j) <
π(i) and lij odd}|. For each wire i ∈ [n], πL(i) is the position of the wire after
all swaps in L have been applied to π. A list L is called π-consistent if πL ∈ Sn,
or, more rigorously, if πL induces a permutation of [n]. An idn-consistent list is
consistent. For example, the list {12, 23, 13} is consistent, whereas the list {13}
is not. If L is not consistent, then it is clearly not feasible. However, not all
consistent lists are feasible e.g., the list {13, 13} is consistent but not feasible.
For a list L = (lij), we define 1(L) = (lij mod 2). Since idn L = idn 1(L), the list
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L is consistent if and only if 1(L) is consistent. We can compute 1(L) and check
its consistency in O(n + |1(L)|) = O(n2) time. Hence, in the sequel we assume
that all lists are consistent. For any permutation π ∈ Sn, we define the simple
list L(π) = (lij) such that for 0 ≤ i < j ≤ n, lij = 0 if π(i) < π(j), and lij = 1
otherwise.

We use the following two lemmas which are proved in the full version [4].

Lemma 1. For every permutation π ∈ Sn, L(π) is the unique simple list with
idn L(π) = π.

Lemma 2. For every tangle T = 〈π1, π2, . . . , πh〉, we have π1L(T ) = πh.

Simple lists. Let L be a consistent simple list. Wang’s algorithm [8] creates a
simple tangle from idn L, so L is feasible. Let T = (idn =π1, π2, . . . , πh= idn L)
be any tangle such that L(T ) is simple. Then, by Lemma 2, idn L(T ) = πh.
By Lemma 1, L(πh) is the unique simple list with idn L(πh) = πh = idn L, so
L(T ) = L(πh) = L and thus T is a realization of L.

We compute an optimal tangle realizing L = (lij) as follows. Consider
the graph GL whose vertex set V (GL) consists of all permutations π ∈ Sn

with L(π) ≤ L (componentwise). A directed edge (π, σ) between vertices
π, σ ∈ V (GL) exists if and only if π and σ are adjacent as permutations and
L(π) ∩ L(π−1σ) = ∅; the latter means that the set of (disjoint) swaps whose
product transforms π to σ cannot contain swaps from the set whose product
transforms idn to π. The graph GL has at most n! vertices and maximum degree
Fn+1 − 1, see introduction (page 2). Notice, that Fn = (ϕn − (−ϕ)−n)/

√
5 ∈

Θ(ϕn). Furthermore, for each h ≥ 0, there is a natural bijection between tangles
of height h+1 realizing L and paths of length h in the graph GL from the initial
permutation idn to the permutation idn L. A shortest such path can be found
by BFS in O(E(GL)) = O(n!ϕn) time.

Theorem 2. For a simple list of order n, Tangle-Height Minimization can
be solved in O(n!ϕn) time.

General lists. W.l.o.g., assume that |L| ≥ n/2; otherwise, there is a wire k ∈ [n]
that doesn’t belong to any swap. This wire splits L into smaller lists with inde-
pendent realizations. (If there is a swap ij with i < k < j, then L is infeasible.)

Let L = (lij) be the given list. We compute an optimal tangle realizing L (if it
exists) as follows. Let λ be the number of distinct sublists of L. We consider them
ordered non-decreasingly by their length. Let L′ be the next list to consider. We
first check its consistency by computing the map idn L′. If L′ is consistent, we
compute an optimal realization T (L′) of L′ (if it exists), adding a permutation
idn L′ to the end of a shortest tangle T (L′′) = 〈π1, . . . , πh〉 with πh adjacent
to idn L′ and L′′ + L(〈πh, idn L′〉) = L′. This search also checks the feasibility
of L′ because such a tangle T (L′) exists if and only if the list L′ is feasible. Since
there are Fn+1 − 1 permutations adjacent to idn L′, we have to check at most
Fn+1−1 lists L′′. Hence, in total we spend O(λ(Fn+1−1)n) time for L. Assuming
that n ≥ 2, we bound λ as follows, where we obtain the first inequality from
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the inequality between arithmetic and geometric means, the second one from
Bernoulli’s inequality, and the third one from 1 + x ≤ ex.

λ =
∏

i<j

(lij +1) ≤
(∑

i<j(lij + 1)
(
n
2

)

)(n2)
=

(
|L|
(
n
2

) + 1

)(n2)
≤

(
2|L|
n2

+ 1
)n2

2

≤ e|L|.

Theorem 3. For a list L of order n, Tangle-Height Minimization can be
solved in O((2|L|/n2 + 1)n2/2 · ϕn · n) time.

4 Theoretical and Experimental Comparison

In order to be able to compare the algorithm of Olszewski et al. [7] to ours,
we first analyze the asymptotic runtime behavior of the algorithm of Olszewski
et al. Their algorithm constructs a search tree whose height is bounded by the
height h(L) of an optimal tangle for the given list L. The tree has 1 + d + d2 +
· · · + dh(L)−1 = (dh(L) − 1)/(d − 1) vertices, where d = Fn+1 − 1 is a bound
on the number of edges leaving a vertex. Neglecting the time it takes to deal
with each vertex, the total running time is Ω(ϕ(n+1)(h(L)−1) ·5−(h(L)−1)/2). Since
2|L|/n ≤ h(L)−1 ≤ |L|, this is at least Ω(ϕ2|L| ·5−|L|/n ·n), which is exponential
in |L| for fixed n ≥ 2 and, hence, slower than our algorithm for the general case
if we assume that |L| ≥ n/2 (see Theorem 3).

It is known (see, e.g., Wang [8]) that, for any simple list L, h(L) ≤ n + 1.
This implies that, on simple lists, the algorithm of Olszewski et al. runs in
O(ϕ(n+1)n · 5−n · n) = 2O(n2) time, whereas our algorithm for simple lists runs
in O(n!ϕn) = 2O(n log n) time.

We implemented the algorithm for general lists (see Theorem 3) and com-
pared the running time of our implementation with the one of Olszewski et al. [7].
Their code and a database of all possible elementary linking matrices (most of
them non-simple) of 5 wires (14 instances), 6 wires (38 instances), and 7 wires
(115 instances) are available at https://gitlab.uni.lu/PCOG. We used their code
and their benchmarks to compare our implementations. Both their and our code
is implemented in Python3.

The matrices in the benchmark are quite small: the largest instance for 5
wires has 8 swaps, the largest instance for 6 wires has 15 swaps, and the largest
instance for 7 wires has 27 swaps. Further, the algorithm of Olszewski et al.
could not solve any of the six instances with 7 wires and ≥22 swaps within two
hours (while our algorithm solved four of them within 10 s and the other two
within 50 s), so we removed them from the data set. For better comparisons, we
additionally created 10 random matrices each for n = 5 and |L| = 9, . . . , 49, for
n = 6 and |L| = 16, . . . , 49, and for n = 7 and |L| = 22, . . . , 49. To this end,
we randomly and uniformly generated vectors of length n(n + 1)/2 and sum |L|
by drawing samples from a multinomial distribution and rejecting them if the
corresponding swap list is not feasible. This gave us 414 instances for 5 wires,
358 instances for 6 wires, and 379 instances for 7 wires in total. Our source code,

https://gitlab.uni.lu/PCOG
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Fig. 3. Comparison of our algorithm (blue circles) with the algorithm of Olszewski
et al. [7] (red triangles). The means are plotted as a trend curve. The elapsed time is
plotted on a log-scale. The shaded regions correspond to randomly generated instances.
(Color figure online)

the benchmarks, and the experimental data are available at https://github.com/
PhKindermann/chaotic-attractors.

We ran our experiments on a single compute node of the High Performance
Computing Cluster of the University of Würzburg1. This node consists of two
Intel Xeon Gold 6134 processors, both with eight cores of 3.20 GHz. The node
runs under Debian 4.9.144-3 and has 384 GB of memory. Both algorithms used
only a single core. We gave both algorithms 12 h of computation time for each
n = 5, 6, 7 to solve as many instances as possible (ordered by the number of
swaps), stopping an instance after 1 h if no solution has been found yet. To avoid
noise, we repeated these experiments five times and took the arithmetic mean.
The results are summarized in Fig. 3.

Among the benchmark instances of Olszewski et al., our algorithm could
solve almost all in less than 1 s, and the maximum running time was 8 s for one
instance. The benchmark instances that could not be solved within 2 h by the
algorithm of Olszewski et al. could also all be solved in less than 1 min by our
algorithm. We solved all 414 instances for 5 wires within 2 h. Within the 12-hour
time, we solved 303 instances with 6 wires and 333 instances with 7 wires. The

1 https://www.rz.uni-wuerzburg.de/dienste/rzserver/high-performance-computing/.

https://github.com/PhKindermann/chaotic-attractors
https://github.com/PhKindermann/chaotic-attractors
https://www.rz.uni-wuerzburg.de/dienste/rzserver/high-performance-computing/
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algorithm by Olszewski et al. solved 163 instances with 5 wires, 97 instances
with 6 wires, and 120 instances with 8 wires, within 12 h each. Our algorithm
used at most 2 GB memory, whereas for the algorithm of Olszewski et al. the
384 GB RAM did not suffice for many instances.

5 Deciding Feasibility

Since computing a tangle of minimum height realizing a given list turned out
to be NP-hard, the question arises whether it is already NP-hard to decide if a
given list is feasible. As we could not answer this question in its full generality,
we are investigating the feasibility for special classes of lists in this section.

Recall that for a list L = (lij), we defined 1(L) = (lij mod 2), see Sect. 3.
Now we also define 2(L) = (l′ij), where l′ij = 0 if lij = 0, l′ij = 1 if lij is odd, and
l′ij = 2 otherwise. Clearly, π1(L) = π2(L) = πL for each π ∈ Sn. A list (lij) is
even if all lij are even, and odd if all non-zero lij are odd. A list L is even if and
only if the list 1(L) is the zero list. A list L is odd if and only if 1(L) = 2(L).

Simple Lists. If we restrict our study to simple lists, we can easily decide feasi-
bility. We use the following lemma, which is well-known (see, e.g., Wang [8]).

Lemma 3 (Wang [8]). For any n ≥ 2 and permutations π, σ ∈ Sn, there is a
tangle T of height at most n + 1 that starts from π, ends at σ, and the list L(T )
is simple.

Proposition 1. A simple list L is feasible if and only if L is consistent. Thus,
we can check the feasibility of L in O(n + |L|) time.

Proof. Clearly, if L is feasible, then L is also consistent. If L is consistent,
then idn L is a permutation. By Lemma 3, there exists a tangle T which starts
from idn, ends at idn L, and the list L(T ) is simple. By Lemma 2, πL(T ) = πL.
By Lemma 1, L(T ) = L. So L is also feasible. As discussed in the beginning of
Sect. 3, we can check the consistency of L in O(n+ |L|) time, which is equivalent
to checking the feasibility of L. ��

Odd Lists. For odd lists, feasibility reduces to that of simple lists. For A ⊆ [n],
let LA be the list that consists of all swaps ij of L such that i, j ∈ A. We prove
the following Proposition 2 in the full version [4].

Proposition 2. For n ≥ 3 and an odd list L, the following statements are
equivalent:

1. The list L is feasible.
2. The list 1(L) is feasible.
3. For each triple A ⊆ [n], the list LA is feasible.
4. For each triple A ⊆ [n], the list 1(LA) is feasible.
5. The list L is consistent.
6. The list 1(L) is consistent.
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7. For each triple A ⊆ [n], the list LA is consistent.
8. For each triple A ⊆ [n], the list 1(LA) is consistent.

Note that, for any feasible list L, it does not necessarily hold that 2(L) is
feasible; see, e.g. list Ln from Observation 1.

Even Lists. For even lists, it is not as clear as for odd lists whether we can
decide feasibility efficiently. An even list is always consistent, since it does not
contain odd swaps and the final permutation is the same as the initial one.
We conjecture that the following characterization is true, and we give some
alternative formulations (see Proposition 3).

We say that a list (lij) is non-separable if, for every 1 ≤ i < k < j ≤ n,
lik = lkj = 0 implies lij = 0. Clearly, non-separability is a necessary condition
for a list to be feasible. For even lists, we conjecture that this is also sufficient.
Note that any triple A ⊆ [n] of an even list is feasible if and only if it is non-
separable (which is not true for general lists, e.g., L = {12, 23} is not feasible).

Conjecture 1. Every non-separable even list L is feasible.

We have verified the correctness of Conjecture 1 for n ≤ 8 by testing all
lists using a computer. Moreover, Conjecture 1 is true for sufficiently “rich” lists
according to the following lemma, which we prove in the full version [4].

Lemma 4. Every even non-separable list L = (lij) with lij ≥ n or lij = 0 for
every 1 ≤ i, j ≤ n is feasible.

We now give some alternative formulations of Conjecture 1. To this end, we
define a minimal feasible (even) list to be a(n even) list where we cannot remove
swaps to obtain another feasible (even) list without creating new zero-entries.
We say that a list is 0–2 if all its entries are either 0 or 2.

Proposition 3. The following claims are equivalent:

1. Every non-separable even list L is feasible. (Conjecture 1)
2. Every non-separable 0–2 list L is feasible.
3. For each feasible even list L, the list 2(L) is feasible.
4. Every minimal feasible even list L is a 0–2 list.

Proof. 1 ⇒ 2. By definition.
2 ⇒ 3. Since the list L is feasible, it is non-separable and, thus, also the

list 2(L) is non-separable. Since 2(L) is non-separable and 0–2 (because L is
even), 2(L) is feasible.

3 ⇒ 4. Clearly, a list L never has fewer swaps than 2(L). Therefore, all
minimal feasible lists are 0–2.

4 ⇒ 1. Let L = (lij) be an even non-separable list. By Lemma 4, the list
nL := (n·lij) is feasible. Let L′ be a minimal feasible even list that we obtain from
nL by removing swaps without creating new zero-entries. Since every minimal
feasible even list is 0–2 by assumption, we have L′ = 2(L). Hence, any tangle
realizing L′ can be extended to a tangle realizing L using the same procedure as
in the proof of Proposition 2 (2 ⇒ 1), so L is feasible. ��
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6 Conclusions and Open Problems

Inspired by the practical research of Olszewski et al. [7], we have considered
tangle-height minimization. We have shown that the problem is NP-hard, but
we note that membership in NP is not obvious because the minimum height can
be exponential in the size of the input. We leave open the complexity of the
feasibility problem for general lists. Even if feasibility turns out to be NP-hard,
can we decide it faster than finding optimal tangles?

For the special case of simple lists, we have a faster algorithm, but its running
time of O(n!ϕn) is still depressing given that odd-even sort [8] can compute a
solution of height at most one more than the optimum in O(n2) time. This leads
to the question whether height-minimization is NP-hard for simple lists.

Our most tantalizing open problem, however, is whether Conjecture 1 holds.

Acknowledgments. We thank Thomas C. van Dijk for stimulating discussions and
the anonymous reviewers for helpful comments.
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Abstract. In this paper, we study arrangements of orthogonal circles,
that is, arrangements of circles where every pair of circles must either be
disjoint or intersect at a right angle. Using geometric arguments, we show
that such arrangements have only a linear number of faces. This implies
that orthogonal circle intersection graphs have only a linear number of
edges. When we restrict ourselves to orthogonal unit circles, the resulting
class of intersection graphs is a subclass of penny graphs (that is, contact
graphs of unit circles). We show that, similarly to penny graphs, it is NP-
hard to recognize orthogonal unit circle intersection graphs.

1 Introduction

For the purpose of this paper, an arrangement is a (finite) collection of curves
such as lines or circles in the plane. The study of arrangements has a long
history; for example, Grünbaum [15] studied arrangements of lines in the pro-
jective plane. Arrangements of circles and other closed curves have also been
studied extensively [1,2,13,19,22]. An arrangement is simple if no point of the
plane belongs to more than two curves and every two curves intersect. A face
of an arrangement A in the projective or Euclidean plane P is a connected
component of the subdivision induced by the curves in A, that is, a face is a
component of P \ ⋃ A.

For a given type of curves, people have investigated the maximum number of
faces that an arrangement of such curves can form. In 1826, Steiner [23] showed
that a simple arrangement of straight lines can have at most

(
n
2

)
+

(
n
1

)
+

(
n
0

)

faces while an arrangement of circles can have at most 2
((

n
2

)
+

(
n
0

))
faces.

Alon et al. [2] and Pinchasi [22] studied the number of digonal faces, that
is, faces that are bounded by two edges, for various kinds of arrangements of
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α β
rα rβ

X

Cα Cβ

Y

Fig. 1. Circles α and β are orthogonal if and only if �CαXCβ is orthogonal.

circles. For example, any arrangement of n unit circles has O(n4/3 log n) digonal
faces [2] and at most n + 3 digonal faces if every pair of circles intersects [22],
whereas arrangements of circles with arbitrary radii have at most 20n−2 digonal
faces if every pair of circles intersects [2].

The same arrangements can, however, have quadratically many triangular
faces, that is, faces that are bounded by three edges. A lower bound exam-
ple with quadratically many triangular faces can be constructed from a simple
arrangement A of lines by projecting it on a sphere (disjoint from the plane con-
taining A) and having each line become a great circle. This is always possible
since the line arrangement is simple; for more details see [12, Section 5.1]. In
this process we obtain 2p3 triangular faces, where p3 is the number of triangular
faces in the line arrangement. The great circles on the sphere can then be trans-
formed into a circle arrangement in a different plane using the stereographic
projection. This gives rise to an arrangement of circles with 2p3 triangular faces
in this plane. Füredi and Palásti [14] provided simple line arrangements with
n2/3+O(n) triangular faces. With the argument above, this immediately yields
a lower bound of 2n2/3+O(n) on the number of triangular faces of arrangements
of circles. Felsner and Scheucher [13] showed that this lower bound is tight by
proving that an arrangement of pseudocircles (that is, closed curves that can
intersect at most twice and no point belongs to more than two curves) can have
at most 2n2/3 + O(n) triangular faces.

One can also specialize circle arrangements by fixing an angle (measured as
the angle between the two tangents at either intersection point) at which each
pair of intersecting circles intersect; this was recently discussed by Eppstein [10].
In this paper, we consider arrangements of circles with the restriction that each
pair of circles must intersect at a right angle. An arrangement of circles in which
each intersecting pair intersect at a right angle is called orthogonal. We make
the following simple observation regarding orthogonal circles; see Fig. 1.

Observation 1. Let α and β be two circles with centers Cα, Cβ and radii rα,
rβ, respectively. Then α and β are orthogonal if and only if r2α + r2β = |CαCβ |2.

We discuss further basic properties of orthogonal circles in Sect. 2. In par-
ticular, in an arrangement of orthogonal circles no two circles can touch and no
three circles can intersect at the same point.

The main result of our paper is that arrangements of n orthogonal circles have
at most 14n intersection points and at most 15n + 2 faces; see Theorem 1 (in
Sect. 3). This is different from arrangements of orthogonal circular arcs, which
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can have quadratically many quadrangular faces; see the arcs inside the blue
square in Fig. 5. In Sect. 3.2 we also consider small (that is, digonal and trian-
gular) faces and provide bounds on the number of such faces in arrangements of
orthogonal circles.

Given a set of geometric objects, their intersection graph is a graph whose
vertices correspond to the objects and whose edges correspond to the pairs of
intersecting objects. Restricting the geometric objects to a certain shape restricts
the class of graphs that admit a representation with respect to this shape. For
example, graphs represented by disks in the Euclidean plane are called disk inter-
section graphs. The special case of unit disk graphs—intersection graphs of unit
disks—has been studied extensively. Recognition of such graphs as well as many
combinatorial problems restricted to these graphs such as coloring, independent
set, and domination are all NP-hard [6]; see also the survey of Hliněný and Kra-
tochv́ıl [17]. Instead of restricting the radii of the disks, people have also studied
restrictions of the type of intersection. If the disks are only allowed to touch, the
corresponding graphs are called coin graphs. Koebe’s classical result says that
the coin graphs are exactly the planar graphs. If all coins have the same size,
the represented graphs are called penny graphs. These graphs have been studied
extensively, too [4,8,11]. For example, they are NP-hard to recognize [3,7].

As with the arrangements above, we again consider a restriction on the inter-
section angle. We define the orthogonal circle intersection graphs as the inter-
section graphs of arrangements of orthogonal circles. In Sect. 4, we investigate
properties of these graphs. For example, similar to the proof of our linear bound
on the number of intersection points for arrangements of orthogonal circles (The-
orem 1), we observe that such graphs have only a linear number of edges.

We also consider orthogonal unit circle intersection graphs, that is, orthogonal
circle intersection graphs with a representation that consists only of unit circles.
We show that these graphs are a proper subclass of penny graphs. It is NP-hard
to recognize penny graphs [9]. We modify the NP-hardness proof of Di Battista
et al. [7, Section 11.2.3], which uses the logic engine, to obtain the NP-hardness
of recognizing orthogonal unit circle intersection graphs (Theorem4).

2 Preliminaries

We will use the following type of Möbius transformation [20]. Let α be a circle
having center at Cα and radius rα. The inversion with respect to α is a mapping
that maps any point P �= Cα to a point P ′ on the ray CαP so that |CαP ′| ·
|CαP | = r2α. Inversion maps each circle not passing through Cα to another circle
and a circle passing through Cα to a line; see Fig. 2. Inversion and orthogonal
circles are closely related. For example, in order to construct the image P ′ of
some point P that lies inside the inversion circle α, consider the intersection
points X and Y of α and the line that is orthogonal to the line through Cα and P
in P ; see Fig. 2c. The point P ′ then is simply the center of the circle β that is
orthogonal to α and goes through X and Y . This follows from the similarity of
the orthogonal triangles �CαXP ′ and �CαXP . A useful property of inversion,
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Cα

α

(a) a circle passing through
Cα is mapped to a line (and
vice versa)

α

Cα

(b) a circle not passing
through Cα is mapped to
another circle

α

Cα P P ′

βX

Y
(c) constructing the inversion P ′ of
a point P w.r.t. α via a circle β
orthogonal to α

Fig. 2. Examples of inversion

α β

γ

σ

Y

X

(a)

α′

β′

γ′
Y ′

(b)

Fig. 3. (a) Three pairwise intersecting circles,
the red inversion circle is centered at X; (b)
image of the inversion. (Color figure online)

α′

β′

′

γ′

Cγ′

Cβ′

O

X

Fig. 4. Illustration for the proof
of Lemma 2

as of any other Möbius transformation, is that it preserves angles. Using inversion
we can easily show several properties of orthogonal circles.

Lemma 1. No orthogonal circle intersection graph contains a K4. In other
words, in an arrangement of orthogonal circles there cannot be four pairwise
orthogonal circles.

Proof. Assume that there are four pairwise orthogonal circles α, β, γ, and δ.
Let X and Y be the intersection points of α and β. Consider the inversion with
respect to a circle σ centered at X. The images of α and β are orthogonal lines
α′ and β′ that intersect at Y ′, which is the image of Y ; see Fig. 3. The image
of γ is a circle γ′ centered at Y ′ but so is the image δ′ of δ. Thus γ′ and δ′ are
either disjoint or equal, but not orthogonal to each other, a contradiction. ��

Lemma 2. No orthogonal circle intersection graph contains an induced C4. In
other words, in an arrangement of orthogonal circles there cannot be two pairs of
circles such that each circle of one pair is orthogonal to each circle of the other
pair and the circles within the pairs are not orthogonal.

Proof. Assume there are two pairs (α, β) and (γ, δ) of circles such that the circles
within each pair do not intersect each other and each circle of one pair intersects
both circles of the other pair. Consider an inversion via a circle σ centered at
one of the intersection points of the circles α and δ. In the image they will
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Fig. 5. Apollonian circles con-
sisting of two parabolic pen-
cils of circles (one in black, the
other in gray). (Color figure
online)

Fig. 6. (a) Apollonian circles consisting of an elliptic
(in gray) and hyperbolic (in black) pencil of circles;
(b) its inversion via a circle centered at A (in red).
(Color figure online)

become lines α′ and δ′. The image β′ of the circle β must intersect δ′ but not
α′, therefore, its center must lie on the line δ′ and it should be to one side of the
line α′; see Fig. 4. Similarly the center of the image γ′ of the circle γ must lie
on the line α′ and γ′ should be to one side of the line δ′. Shift the drawing so
that the intersection of α′ and δ′ is at the origin O and observe that the triangle
�Cβ′OCγ′ is orthogonal, where Cβ′ and Cγ′ are the centers of the circles β′ and
γ′. Let X be the intersection point of these circles that is closer to the origin.
This point X is contained in the triangle �Cβ′OCγ′ . Therefore the triangle
�Cβ′XCγ′ cannot be orthogonal—a contradiction. ��

A pencil is a family of circles who share a certain characteristic. In a parabolic
pencil all circles have one point in common, and thus are all tangent to each
other; see Fig. 5. In an elliptic pencil all circles go through two given points; see
the gray circles in Fig. 6a. In a hyperbolic pencil all circles are orthogonal to a
set of circles that go through two given points, that is, to some elliptic pencil;
see the black circles in Fig. 6a.

For an elliptic pencil whose circles share two points A and B and the corre-
sponding hyperbolic pencil, the circles in the hyperbolic pencil possess several
properties useful for our purposes [20]. Their centers are collinear and they con-
sist of non-intersecting circles that form two nested structures of circles, one
containing A, the other one containing B in its interior; see Fig. 6a.

Two pencils of circles such that each circle in one pencil is orthogonal to
each circle in the other are called Apollonian circles. There can be two such
combinations of pencils, that is, one with two parabolic pencils and one with an
elliptic and a hyperbolic pencil. We focus on the latter since such Apollonian
circles contain arbitrarily large arrangements of orthogonal circles, that is, two
orthogonal circles from the elliptic pencil and arbitrary many circles from the
hyperbolic pencil. Equivalently, such Apollonian circles are an inversion image
of a family of concentric circles centered at some point X and concurrent lines
passing through X; see Fig. 6b. We use this equivalence in the next proof.
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Lemma 3. Three circles such that one is orthogonal to the two others belong to
the same family of Apollonian circles. Two sets of circles such that each circle
in one set is orthogonal to each circle in the other set and each set has at least
two circles belong to the same family of Apollonian circles. In particular the set
belonging to the elliptic pencil can contain at most two circles.

Proof. Consider three circles such that one is orthogonal to two others. If all
three are pairwise orthogonal, then their inversion via a circle centered at one
of their intersection points (see Fig. 3a) is two perpendicular lines and a circle
centered at their intersection point (see Fig. 3b), therefore, they belong to the
same family of Apollonian circles. If two circles do not intersect, then by [20,
Theorem 13], it is always possible to invert them into two concentric circles. Since
inversion preserves angles, the image of the third circle must be orthogonal to
both concentric circles and therefore it must be a straight line passing through
the center of both circles. Therefore, the three circles belong to the same family
of Apollonian circles.

Consider now two sets S1 and S2 of circles such that each circle in one set is
orthogonal to each circle in the other set and each set has at least two circles. By
Lemma 2 there must be two circles α and β in one of the sets, say S1, that are
orthogonal. Consider an inversion via a circle σ centered at one of the intersection
points X of the circles α and β. In the image they will become orthogonal lines
α′ and β′ intersecting at a point Y . Because inversion preserves angles, the image
of each circle in S2 is a circle centered at Y . Since S2 contains at least two circles,
the image of each circle in S1 must be orthogonal to two circles centered at Y ,
therefore, it must be a straight line passing through Y . Thus, the circles in S1

and S2 belong to the same family of Apollonian circles and S1 contains at most
two circles. ��

Because each triangular or quadrangular face consists of either three circles
such that one is orthogonal to two others or two pairs of circles such that each
circle in one pair is orthogonal to each circle in the other pair, we obtain the
following observation from Lemma3.

Observation 2. In any arrangement of orthogonal circles, each triangular and
each quadrangular face is formed by Apollonian circles.

3 Arrangements of Orthogonal Circles

In this section we study the number of faces of an arrangement of orthogonal
circles. In Sect. 3.1, we give a bound on the total number of faces. In Sect. 3.2,
we separately bound the number of faces formed by two and three edges.

Let A be an arrangement of orthogonal circles in the plane. By a slight
abuse of notation, we will say that a circle α contains a geometric object o and
mean that the disk bounded by α contains o. We say that a circle α ∈ A is
nested in a circle β ∈ A if α is contained in β. We say that a circle α ∈ A is
nested consecutively in a circle β ∈ A if α is nested in β and there is no other
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Fig. 7. Deepest circles in bold Fig. 8. ∠CβCαCγ ≥ π/3

circle γ ∈ A such that α is nested in γ and γ is nested in β. Consider a subset
S ⊆ A of maximum cardinality such that for each pair of circles one is nested in
the other. The innermost circle α in S is called a deepest circle in A; see Fig. 7.

Lemma 4. Let α be a circle of radius rα, and let S be a set of circles orthogonal
to α. If S does not contain nested circles and each circle in S has radius at
least rα, then |S| ≤ 6. Moreover, if |S| = 6, then all circles in S have radius rα

and α is contained in the union of the circles in S.

Proof. Let Cα be the center of α. Consider any two circles β and γ in S with
centers Cβ and Cγ and with radii rβ and rγ , respectively. Since rβ ≥ rα and
rγ ≥ rα, the edge CβCγ is the longest edge of the triangle �CβCαCγ ; see Fig. 8.
So the angle ∠CβCαCγ is at least π/3. Thus, |S| ≤ 6.

Moreover, if |S| = 6 then, for each pair of circles β and γ in S that are
consecutive in the circular ordering of the circle centers around Cα, it holds that
∠CβCαCγ = π/3. This is only possible if rβ = rγ = rα. Thus, all the circles in S
have radius rα and α is contained in the union of the circles in S; see Fig. 9b. ��

3.1 Bounding the Number of Faces

Theorem 1. Every arrangement of n orthogonal circles has at most 14n inter-
section points and 15n + 2 faces.

The above theorem (whose formal proof is at the end of the section) follows from
the fact that any arrangement of orthogonal circles contains a circle α with at
most seven neighbors (that is, circles that are orthogonal to α).

Lemma 5. Every arrangement of orthogonal circles has a circle that is orthog-
onal to at most seven other circles.

Proof. If no circle is nested within any other, Lemma 4 implies that the smallest
circle has at most six neighbors, and we are done.

So, among the deepest circles in A, consider a circle α with the smallest
radius. Let rα be the radius of α. Note that α is nested in at least one circle.
Let β be a circle such that α and β are consecutively nested. Denote the set of
all circles in A that are orthogonal to α but not to β by Sα. All circles in Sα are
nested in β. Since α is a deepest circle, Sα contains no nested circles; see Fig. 9a.
Since the radius of every circle in Sα is at least rα, Lemma 4 ensures that Sα
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Fig. 9. Illustrations to the proof of Lemma 5

contains at most six circles. Given the structure of Apollonian circles (Lemma3),
there can be at most two circles that intersect both α and β. This together with
Lemma 4 immediately implies that α cannot be orthogonal to more than eight
circles. In the following we show that there can be at most seven such circles.

If there is only one circle intersecting both α and β, then α is orthogonal to
at most seven circles in total, and we are done.

Otherwise, there are two circles orthogonal to both α and β. Let these circles
be γ1 and γ2. We assume that Sα contains exactly six circles. Hence, by Lemma 4,
all circles in Sα have radius rα. Let Sα = (δ0, . . . , δ5) be ordered clockwise around
α so that every two circles δi and δj with i ≡ j + 1 mod 6 are orthogonal.

Let X and Y be the intersection points of γ1 and γ2; see Fig. 9a. Note that, by
the structure of Apollonian circles, one of the intersection points, say X, must be
contained inside α, whereas the other intersection point Y must lie in the exterior
of β. Since the circles in Sα are contained in β, none of them contains Y . Further,
no circle δi in Sα contains X, as otherwise the circles δi, α, γ1, and γ2 would
be pairwise orthogonal, contradicting Lemma1. Recall that, by Lemma 4, α is
contained in the union of the circles in Sα. Since X is not contained in this
union, γ1 intersects two different circles δi and δj , and γ2 intersects two different
circles δk and δl. Note that γ1 and γ2 cannot intersect the same circle ε in Sα,
because ε, α, γ1, and γ2 would be pairwise orthogonal, contradicting Lemma1.
Therefore, the indices i, j, k, and l are pairwise different.

We now consider possible values of the indices i, j, k, and l, and show that
in each case we get a contradiction to Lemma 1 or Lemma 2. If j ≡ i + 1 mod 6,
then γ1, α, δi, and δj would be pairwise orthogonal, contradicting Lemma1; see
Fig. 9b. If j ≡ i + 2 mod 6, then γ1, δi, δi+1, and δj would form an induced C4

in the intersection graph; see Fig. 9c. This would contradict Lemma 2. If j ≡
i+3 mod 6 and k ≡ l +3 mod 6, then either k ≡ i+1 mod 6 or i ≡ l +1 mod 6;
see Fig. 9d. W.l.o.g., assume the latter and observe that then γ2, δi, γ1, δl would
form an induced C4, again contradicting Lemma 2.

We conclude that Sα contains at most five circles. Together with γ1 and γ2,
at most seven circles are orthogonal to α. ��

Using the lemma above and Euler’s formula, we now can prove Theorem1.
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Fig. 10. Region s is a face in the arrangement
of the bold circles

Fig. 11. Angles subtended by
the regions s1 and s2 in the circle
α; ∠(s1, α) = −∠(s2, α)

Proof (of Theorem 1). Let A be an arrangement of orthogonal circles. By
Lemma 5, A contains a circle α orthogonal to at most seven circles. The cir-
cle α yields at most 14 intersection points. By induction, the whole arrangement
has at most 14n intersection points.

Consider the planarization G′ of A, and let n′, m′, f ′, and c′ denote the
numbers of vertices, edges, faces, and connected components of G′, respectively.
Since every vertex in the planarization corresponds to an intersection, the result-
ing graph is 4-regular and therefore m′ = 2n′. By Euler’s formula, we obtain
f ′ = n′ + 1 + c′. This yields f ′ ≤ 15n + 1 since n′ ≤ 14n and c′ ≤ n. ��

3.2 Bounding the Number of Small Faces

In the following we study the number of faces of each type, that is, the number of
digonal, triangular, and quadrangular faces. We begin with some notation. Let A
be an arrangement of orthogonal circles in the plane. Let S be some subset of
the circles of A. A face in S is called a region in A formed by S; see for instance
Fig. 10. Note that each face of A is also a region.

Let s be the region formed by some circular arcs a1, a2, . . . , ak enumerated in
counterclockwise order around s. For an arc ai with i ∈ {1, . . . , k}, let α be the
circle that supports ai. If Cα = (xα, yα) is the center of α and rα its radius, we
can write α as

{
Cα + rα(cos t, sin t) : t ∈ [0, 2π]

}
. Let u and v be the endpoints

of ai so that we meet u first when we traverse s counterclockwise when starting
outside of ai. Let u = Cα + rα(cos t1, sin t1) and v = Cα + rα(cos t2, sin t2). We
say that the region s subtends an angle in the circle α of size ∠(s, ai) = t2 − t1
with respect to the arc ai. Note that ∠(s, ai) is negative if ai forms a concave side
of s; see Fig. 11. If the circle α forms only one side of the region s, then we just
say that the region s subtends an angle in the circle α of size ∠(s, α) = t2 − t1.
Moreover, if s is a digonal region, that is, it is formed by only two circles α and
β, then we simply say that β subtends an angle of ∠(β, α) = t2− t1 in α to mean
∠(s, α).

By total angle we denote the sum of subtended angles by s with respect to
all the arcs that form its sides, that is,

∑k
i=1 ∠(s, ai).

We now give an upper bound on the number of digonal and triangular faces in
an arrangement A of n orthogonal circles. The tool that we utilize in this section



On Arrangements of Orthogonal Circles 225

is the Gauss–Bonnet formula [24] which, in the restricted case of orthogonal
circles in the plane, states that, for every region s formed by some circular arcs
a1, a2, . . . , ak, it holds that

k∑

i=1

∠(s, ai) +
kπ

2
= 2π.

This formula implies that each digonal or triangular face subtends a total angle
of size π and of size π/2, respectively. Thus, we obtain the following bounds.

Theorem 2. Every arrangement of n orthogonal circles has at most 2n digo-
nal faces and at most 4n triangular faces.

Proof. Because faces do not overlap, each digonal or triangular face uses a unique
convex arc of a circle bounding this face. Therefore, the sum of angles subtended
by digonal or triangular faces formed by the same circle must be at most 2π.
Analogously, the sum of total angles over all digonal or triangular faces cannot
exceed 2nπ. By the Gauss–Bonnet formula each digonal or triangular face sub-
tends a total angle of size π or π/2, respectively. This gives an upper bound of
2n on the number of digonal faces and an upper bound of 4n on the number of
triangular faces. ��

Theorem 2 can be generalized to all convex orthogonal closed curves since
the Gauss–Bonnet formula does not require curves to be circular. In contrast to
this, for example, a grid made of axis parallel rectangles has quadratically many
quadrangular faces. This makes circles a special subclass of convex orthogonal
closed curves. We refer to the full version for more details [5].

The Gauss–Bonnet formula does not help us to get an upper bound on the
number of quadrangular faces. Using Observation 2, however, it is possible to
restrict the types of quadrangular faces to several shapes and obtain bounds
on the number of faces of each type. Apart from being interesting in its own
right, such a bound also provides a bound on the total number of faces in an
arrangement of orthogonal circles. Namely, since the average degree of a face in
an arrangement of orthogonal circles is 4, a bound on the number of faces of
degree at most 4 gives a bound on the number of all faces in the arrangement
(via Euler’s formula). Unfortunately, the bound on the number of quadrangular
faces that we achieved was 17n and thus higher than the bound 15n+2 that we
now have for the number of all faces in an arrangement of n orthogonal circles.

4 Intersection Graphs of Orthogonal Circles

Given an arrangement A of orthogonal circles, consider its intersection graph,
which is the graph with vertex set A that has an edge between any pair of
intersecting circles in A. Lemmas 1 and 2 imply that such a graph does not
contain any K4 and any induced C4. We show that such graphs can be non-
planar (Lemma 6), then we bound their edge density (Theorem3), and finally we
consider the intersection graphs arising from orthogonal unit circles (Theorem 4).
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Fig. 12. Construction of an orthogonal circle intersection graph that contains Kn as a
minor (here n = 5).

Lemma 6. For every n, there is an intersection graph of orthogonal circles that
contains Kn as a minor. The representation uses circles of three different radii.

Proof. Let a chain be an arrangement of orthogonal circles whose intersection
graph is a path. We say that two chains C1 and C2 cross if two disjoint circles α
and β of one chain, say C1, are orthogonal to the same circle γ of the other
chain C2; see Fig. 12a (left). If two chains cross, their paths in the intersection
graph are connected by two edges; see the dashed edges in Fig. 12a (right).

Consider an arrangement of n rectilinear paths embedded on a grid where
each pair of curves intersect exactly once; see the inset in Fig. 12b. We convert
the arrangement of paths into an arrangement of chains such that each pair of
chains crosses; see Fig. 12b. Now consider the intersection graph of the orthogonal
circles in the arrangement of chains. If we contract each path in the intersection
graph that corresponds to a chain, we obtain Kn. ��

Next, we discuss the density of orthogonal circle intersection graphs. Gyárfás
et al. [16] have shown that any C4-free graph on n vertices with average degree
at least a has clique number at least a2/(10n). Due to Lemma 1, we know that
orthogonal circle intersection graphs have clique number at most 3. Thus, their
average degree is bounded from above by

√
30n, leading to at most

√
7.5n

3
2 edges

in total. However, Lemma 5 implies the following stronger bound.

Theorem 3. The intersection graph of a set of n orthogonal circles has at most
7n edges.

Proof. The geometric representation of an orthogonal circle intersection graph is
an arrangement of orthogonal circles. By Lemma5, an arrangement of n orthog-
onal circles always has a circle orthogonal to at most seven circles. Therefore, the
corresponding intersection graph always has a vertex of degree at most seven.
Thus, it has at most 7n edges. ��
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Fig. 13. Penny graphs vs. orthogonal unit circle intersection graphs

Fig. 14. Arrangements of n orthogonal circles with many digonal, triangular, and quad-
rangular faces.

The remainder of this section concerns a natural subclass of orthogonal circle
intersection graphs, the orthogonal unit circle intersection graphs. Recall that
these are orthogonal circle intersection graphs with a representation that consists
of unit circles only. As Fig. 13a shows, every representation of an orthogonal unit
circle intersection graph can be transformed (by scaling each circle by a factor of√

2/2) into a representation of a penny graph, that is, a contact graph of equal-
size disks. Hence, every orthogonal unit circle intersection graph is a penny
graph – whereas the converse is not true. For example, C4 or the 5-star are
penny graphs but not orthogonal unit circle intersection graphs (see Fig. 13b).

Orthogonal unit circle intersection graphs being penny graphs implies that
they inherit the properties of penny graphs, e.g., their maximum degree is at
most six and their edge density is at most �3n − √

12n − 6, where n is the
number of vertices [21, Theorem 13.12, p. 211]. Because triangular grids are
orthogonal unit circle intersection graphs, this upper bound is tight.

As it turns out, orthogonal unit circle intersection graphs share another fea-
ture with penny graphs: their recognition is NP-hard. The hardness of penny-
graph recognition can be shown using the logic engine [7, Section 11.2], which
simulates an instance of the Not-All-Equal-3-Sat (NAE3SAT) problem. We
establish a similar reduction for the recognition of orthogonal unit circle inter-
section graphs; the details are in the full version [5].

Theorem 4. It is NP-hard to recognize orthogonal unit circle intersection
graphs.

5 Discussions and Open Problems

In Sect. 3 we have provided upper bounds for the number of faces of an orthogonal
circle arrangement. As for lower bounds on the number of faces, we found only
very simple arrangements containing 1.5n digonal, 2n triangular, and 4(n − 3)
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quadrangular faces; see Figs. 14a, b, and c, respectively. Can we construct better
lower bound examples or improve the upper bounds?

Recognizing (unit) disk intersection graphs is ∃R-complete [18]. But what is
the complexity of recognizing (general) orthogonal circle intersection graphs?

Acknowledgments. We thank Alon Efrat for useful discussions and an anonymous
reviewer for pointing us to the Gauss-Bonnet formula.
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Abstract. Simple drawings of graphs are those in which each pair of
edges share at most one point, either a common endpoint or a proper
crossing. In this paper we study the problem of extending a simple draw-
ing D(G) of a graph G by inserting a set of edges from the complement
of G into D(G) such that the result is a simple drawing. In the context
of rectilinear drawings, the problem is trivial. For pseudolinear draw-
ings, the existence of such an extension follows from Levi’s enlargement
lemma. In contrast, we prove that deciding if a given set of edges can be
inserted into a simple drawing is NP-complete. Moreover, we show that
the maximization version of the problem is APX-hard. We also present
a polynomial-time algorithm for deciding whether one edge uv can be
inserted into D(G) when {u, v} is a dominating set for the graph G.

Keywords: Simple drawings · Edge insertion · NP-hardness ·
APX-hardness

1 Introduction

A simple drawing of a graph G (also known as good drawing or as simple topo-
logical graph in the literature) is a drawing D(G) of G in the plane such that
every pair of edges share at most one point that is either a proper crossing (no
tangent edges allowed) or an endpoint. Moreover, no three edges intersect in
the same point and edges must neither self-intersect nor contain other vertices
than their endpoints. Simple drawings, despite often considered in the study of
crossing numbers, have basic aspects that are yet unknown.

The long-standing conjectures on the crossing numbers of Kn and Kn,m,
known as the Harary-Hill and Zarankiewicz’s conjectures, respectively, have
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Fig. 1. Drawings in which the edge uv cannot be inserted.

drawn particular interest in the study of simple drawings of complete and com-
plete bipartite graphs. The intensive study of these conjectures has produced
deep results about simple drawings of Kn [14,18] and Kn,m [8].

In contrast to our knowledge about Kn, little is known about simple drawings
of general graphs. In [16] it was observed that, when studying simple drawings of
general graphs, it is natural to try to extend them, by inserting the missing edges
between non-adjacent vertices. One of the main results in this paper suggests that
there is no hope for efficiently deciding when such operation can be performed.

The complement G of a graph G is the graph with the same vertex set as G
and where two distinct vertices are adjacent if and only they are not adjacent
in G. Given a simple drawing D(G) of a graph G = (V,E) and a subset M
of candidate edges from G, an extension of D(G) with M is a simple drawing
D′(H) of the graph H = (V,E ∪ M) that contains D(G) as a subdrawing. If
such an extension exists, then we say that M can be inserted into D(G).

Given a simple drawing, an extension with one given edge is not always
possible, as shown by Kynčl [15] (in Fig. 1a the edge uv cannot be inserted,
because uv would cross an edge incident either to u or to v). We can extend this
example to a simple drawing of K2,4 (Fig. 1b) and we can then use it to construct
drawings of Kn,m with larger values of m and n in which an edge uv cannot be
inserted. Moreover, Kynčl’s drawing can be extended to a simple drawing of K6

minus one edge where the missing edge cannot be inserted (Fig. 1c). From this
drawing one can construct drawings of Kn with n ≥ 6 minus one edge where the
only missing edge cannot be inserted.

Extensions, by inserting both vertices and edges, have received a great deal
of attention in the last decade, specially for (different classes of) plane draw-
ings [2,4,6,9,13,17,19]. It has also been of interest to study crossing number
questions on planar graphs with one additional edge [7,11,20]. Note that the
term augmentation has also been used in the literature for the similar problem
of inserting edges and/or vertices to a graph [10]. Extensions of simple drawings
have been previously considered in the context of saturated drawings, that is,
drawings where no edge can be inserted [12,16].

Our Contribution. We study the computational complexity of extending a simple
drawing D(G) of a graph G. In Sect. 2, we show that deciding if D(G) can be
extended with a set M of candidate edges is NP-complete. Moreover, in Sect. 3,
we prove that finding the largest subset of edges from M that extend D(G) is
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Fig. 2. Basic gadgets for the proof of Theorem 1.

APX-hard. Finally, in Sect. 4, we present a polynomial-time algorithm to decide
whether an edge uv can be inserted into D(G) when {u, v} is a dominating set
for G.

2 Inserting a Given Set of Edges Is NP-complete

In this section we prove the following result:

Theorem 1. Given a simple drawing D(G) of a graph G = (V,E) and a set
M of edges of the complement of G, it is NP-complete to decide if D(G) can be
extended with the set M .

Notice first that the problem is in NP, since it can be described combinato-
rially. Our proof of Theorem1 is based on a reduction from monotone 3SAT [5].
An instance of that problem consists of a Boolean formula φ in 3-CNF with a set
of variables X = {x1, . . . , xn} and a set of clauses K = {C1, . . . , Cm}. Moreover,
in each clause either all the literals are positive (positive clause) or they are all
negative (negative clause). The bipartite graph G(φ) associated to φ is the graph
with vertex set X ∪ K and where a variable xi is adjacent to a clause Cj if and
only if xi ∈ Cj or xi ∈ Cj .

We now show how to construct a simple drawing from a given formula. We
start by introducing our three basic gadgets, the variable gadget, the clause
gadget, and the wire gadget, shown in Fig. 2.

The variable gadget contains two nested cycles, avbu on the outside and
cvdu on the inside, drawn in the plane without any crossings. Two additional
vertices x and y are drawn in the interior of avcu and dvbu, respectively. They
are connected with an edge that, starting in x, crosses the edges au, ub, dv, cv,
av, and vb, in this order, and ends in y. Another two vertices i and j are drawn
inside the region in the interior of avcu that is incident to x. They are connected
with an edge that, starting in i, crosses the edges uc, ud, vd, and vc, in this order,
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Fig. 3. Reduction from monotone 3SAT. (Color figure online)

and ends in j; see Fig. 2a. Notice that the edge uv can be inserted only in two
possible regions: either inside the cycle avcu or inside the cycle dvbu. Drawing
the edge uv in any other region would force it to cross uj or xy more than once.
The clause gadget and the wire gadget are similarly defined; see Fig. 2b–c.

In each of these three gadgets shown in Fig. 2, the edge uv can only be inserted
in the regions where the dashed arcs are drawn. In the rest of the paper, when
we refer to the regions in a gadget we mean these regions where the edge uv can
be inserted.

In a variable gadget, these regions encode the truth assignment of the cor-
responding variable xi: inserting the edge uv in the left region corresponds to
the assignment xi = true, while inserting it in the right region corresponds to
xi = false. We call these left and right regions in a variable gadget the true
and false regions, respectively. In a clause gadget, each of the three regions is
associated to a literal in the corresponding clause. Wire gadgets propagate the
truth assignment of the variables to the clauses. They are drawn between the
gadgets corresponding to clauses and variables that are incident in G(φ). The
idea is that if an assignment makes a literal not satisfy a clause, then the edge
uv in the wire gadget blocks the region in the clause gadget corresponding to
that literal by forcing uv to cross that region twice.

Let w(G) denote vertex w in gadget G. The following lemma shows that we
can get the desired behavior with a wire gadget connecting a variable gadget
and a clause gadget. The precise placement of a wire gadget with respect to the
variable gadget and the clause gadget that it connects is illustrated in Fig. 3.

Lemma 2. We can combine a variable gadget X , a clause gadget C, and a wire
gadget W to produce a simple drawing with the following properties.

– If u(X )v(X ) is inserted in the false region in X , then inserting u(W)v(W)

prevents u(C)v(C) from being inserted in one specified target region in C.
– If u(X )v(X ) is inserted in the true region in X , then we can insert u(W)v(W)

in a way such that u(C)v(C) can then be inserted in any region in C.
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Proof. We start with a drawing of the variable gadget X and the clause gadget
C such that the two gadgets are drawn on a line and they are disjoint. A repre-
sentation of how the wire gadget is then inserted is shown in Fig. 3. In this proof
we focus on the wire gadget drawn with blue edges and vertices.

In Fig. 3, gadget X lies to the left of gadget C. The true and false regions
in X are shaded in green and red, respectively. We assume that the target region
in C is the leftmost one, shaded in yellow. The left and right regions in the wire
gadget are shaded in red and yellow, respectively.

If the edge u(X )v(X ) is inserted in the false region in X then the edge
u(W)v(W) cannot be inserted in the yellow region in W, since it would cross
u(X )v(X ) twice. Thus, u(W)v(W) can only be inserted in the red region in W.
If inserted in that region, u(C)v(C) cannot be inserted in the yellow region in C,
since it would cross u(W)v(W) twice. In contrast, if the edge u(X )v(X ) is inserted
in the true (green) region in X , then u(W)v(W) can be inserted in either of the
two regions in W. In particular, it can be inserted in the yellow region in a way
such that u(C)v(C) can then be inserted in any region in C.

Finally, notice that if the target region in C is not the leftmost one, we can
adapt the construction by leaving the region(s) to the left in C uncrossed by the
wire gadget W; see the clause gadget in the middle of Fig. 3. ��

Let φ be an instance of monotone 3SATand let G(φ) be the bipartite graph
associated to φ. Let D(φ) be a 2-page book drawing of G(φ) in which (i) all ver-
tices lie on an horizontal line, and from left to right, first the ones corresponding
to negative clauses, then to variables, and finally to positive clauses; and (ii) the
edges incident to vertices corresponding to positive clauses are drawn as circular
arcs above that horizontal line, while the ones incident to vertices corresponding
to negative clauses are drawn as circular arcs below it. In an slight abuse of
notation, we refer to the vertices in D(φ) corresponding to variables and clauses
simply as variables and clauses, respectively.

We construct a simple drawing D′ from D(φ) by first replacing the variables
and clauses by variable gadgets and clause gadgets, respectively, and drawn in
disjoint regions. Moreover, the clause gadgets corresponding to negative clauses
are rotated 180◦. We then insert the wire gadgets. The edges in D(φ) connecting
variables to positive clauses are replaced by wire gadgets drawn as in the proof of
Lemma 2; see Fig. 3. Similarly, the edges in D(φ) connecting variables to negative
clauses are replaced by wire gadgets drawn as the ones before, but rotated 180◦.

We now describe how to draw the wire gadgets with respect to each other, so
that the result is a simple drawing; see Fig. 3 for a detailed illustration. First, we
focus on the drawing locally around the variable gadgets. Consider a set of edges
in D(φ) connecting a variable with some positive clauses. The drawing D(φ)
defines a clockwise order of these edges around the common vertex starting from
the horizontal line. We insert the corresponding wire gadgets locally around the
variable gadget following this order. Each new gadget is inserted shifted up and to
the right with respect to the previous one (as the blue and green gadgets depicted
in Fig. 3). Edges in D(φ) connecting a variable with some negative clauses are
replaced by wire gadgets in an analogous manner with a 180◦ rotation. We assign
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the three different regions in a clause gadget to the target regions in the wire
gadgets following the rotation of the edges around the clause in D(φ). (Note that
we can assume without loss of generality, by possibly duplicating variables, that
each clause in φ contains three literals.) Thus, locally around a clause gadget,
it is then possible to draw the different wire gadgets connecting to it without
crossing. Since D(φ) is a 2-page book drawing, the constructed drawing D′ is a
simple drawing.

Let M be the set of uv edges of all the gadgets. The fact that φ is satisfiable
if and only if M can be inserted into D′ follows now from Lemma 2, finishing
the proof of Theorem 1.

3 Maximizing the Number of Edges Inserted Is APX-hard

In this section we show that the maximization version of the problem of inserting
missing edges from a prescribed set into a simple drawing is APX-hard. This
implies that, if P �= NP, then no PTAS exists for this problem. We start by
showing that this maximization problem is NP-hard.

Theorem 3. Given a simple drawing D(G) of a graph G = (V,E) and a set M
of edges in the complement G, it is NP-hard to find a maximum subset of edges
M ′ ⊆ M that extends D(G).

Our proof of Theorem3 is based on a reduction from the maximum indepen-
dent set problem (MIS). By showing that the reduction when the input graph has
vertex degree at most three is actually a PTAS-reduction we will then conclude
that the problem is APX-hard.

An independent set of a graph G = (V,E) is a set of vertices S ⊆ V such that
no two vertices in S are incident with the same edge. The problem of determining
the maximum independent set (MIS) of a given graph is APX-hard even when the
graph has vertex degree at most three [1]. We first describe the construction of a
simple drawing D′(G′) from the graph G of a given MIS instance. Then we argue
that for a well-selected set of edges M that are not present in D′(G′), finding
a maximum subset M ′ ⊆ M that can be inserted into D′(G′) is equivalent to
finding a maximum independent set of G.

3.1 Constructing a Drawing from a Given Graph

We begin by introducing our two basic gadgets, the vertex gadget V and the edge
gadget E , shown in Fig. 4. They are reminiscent of the gadgets in the previous
section, but adapted to this different reduction. Similarly as in the previous
gadgets, there is only one region in which the edge uv can be inserted into V
and only two regions in which the edge uv can be inserted into E . These regions
are the ones in which the dashed arcs in Fig. 4b are drawn.

In Fig. 4c we combined an edge gadget and two vertex gadgets. This figure
shows a copy E(e) of the gadget E (that corresponds to an edge e = wz) drawn
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Fig. 4. Basic gadgets and drawings for the proof of Theorem 3.

over two different copies, V(w) and V(z), of the gadget V (that correspond to ver-
tices w and z, respectively). We relabel the vertices in the copies of these gadgets
by using the vertex or edge to which they correspond as their superscripts. Since
there is only one region in which v(w)u(w) and v(z)u(z) can be drawn, inserting
both of these edges prevents v(e)u(e) from being inserted. Inserting either only
v(w)u(w) or only v(z)u(z) leaves exactly one possible region where v(e)u(e) can be
inserted.

We have all the ingredients needed for our construction. Suppose that we
are given a simple graph G = (V,E). This graph admits a 1-page book drawing
D(G) in which the vertices are placed on a horizontal line and the edges are
drawn as circular arcs in the upper halfplane. Since the edge gadget does not
interlink the vertex gadgets symmetrically, we consider the edges in D(G) with
an orientation from their left endpoint to their right one.

The following lemma shows that is possible to replace each vertex w ∈ V in
the drawing by a vertex gadget V(w) and each edge e ∈ E by an edge gadget
E(e), and obtain simple drawing D′(G′) (where G′ is the disjoint union of the
underlying graphs of the vertex- and edge-gadgets).

Lemma 4. Given a 1-page book drawing D(G) of a graph G = (V,E), then we
can replace every vertex by a vertex gadget and every edge by an edge gadget to
obtain a simple drawing.

Proof. We show that the copies {E(e) : e ∈ E} can be inserted into
⋃

w∈V V(w)

such that such that vertex gadgets corresponding to different vertices are drawn
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in disjoint regions and for every edge e = wz ∈ E, V(w) ∪ V(z) ∪ E(e) is as in
Fig. 4c (up to interchanging the indices w and z), and such that the resulting
drawing is simple.

First, for each vertex w ∈ V we place the gadget V(w) in its position, so all
the copies of V lie (equidistant) on a horizontal line and do not cross each other.
For the edges of G, since the drawing in Fig. 4c is not symmetric, we choose
an orientation. We orient all the edges in the 1-page book drawing D(G) of G
from left to right. We start by inserting the corresponding E gadgets from left
to right and from the shortest edges in D(G) to the longest. For an edge wz,
the intersections of the gadget E(wz): (i) with the edges u(w)a(w) and u(w)b(w)

are placed to the left of all the previous intersections of other edge gadgets with
that edge; (ii) with the edge v(w)b(w) are placed to the right of all the previous
intersections with that edge; (iii) with the edge v(w)a(w) are placed to the right of
previous intersections with gadgets E(wt) and to the left of previous intersections
with gadgets E(tw); (iv) with the edges u(z)a(z) and u(z)b(z) are placed to the
left of the previous intersections with gadgets E(tz); (v) with the edge v(z)b(z)

are placed to the left of all previous intersections; and (vi) with the edge v(z)a(z)

are placed to the left of all previous intersections with gadgets E(tz); see Fig. 5.
Moreover, the arcs of an edge gadget connecting two vertex gadgets are drawn

either completely in the upper half-plane or completely in the lower one with
respect to the horizontal line and two arcs cross at most twice. If they are
part of edges in edge gadgets connected to the same vertex gadget, they might
cross locally around this vertex gadget. However, after this crossing, they follow
the circular-arc routing induced by D(G) (or its mirror image) and do not cross
again. Otherwise, with respect to each other, they follow the circular-arc routing
induced by D(G) (or its mirror image) and thus cross at most once; see Fig. 5.

Since in neither of the gadgets two incident edges cross, and edges of different
gadgets are vertex-disjoint, we only have to worry about edges from different
gadgets crossing more than once. By construction, no edge in an edge gadget
intersects more than once with an edge in a vertex gadget. Thus, it remains
to show that any two edges from two distinct edge gadgets cross at most once.
Such two edges are included in a subgraph H of G with exactly four vertices. The
drawing induced by the four vertex gadgets and the at most six edge gadgets is
homeomorphic to a subdrawing of the drawing in Fig. 5. It is routine to check
that it is a simple drawing, and thus any two edges cross at most once. ��

3.2 Reduction from Maximum Independent Set

Proof (of Theorem 3). Given a graph G = (V,E), we reduce the problem of
deciding whether G has an independent set of size k to the problem of deciding
whether the simple drawing D′(G′) constructed as in Lemma 4 with a candidate
set of edges M (where M = {u(w)v(w) : w ∈ V } ∪ {u(e)v(e) : e ∈ E}) can be
extended with a set of edges M ′ ⊆ M of cardinality |M ′| = |E| + k.

To show the correctness of the (polynomial) reduction, we first show that if
G has an independent set I of size k, then we can extend D′(G′) with a set M ′ of
|E| + k edges of M . Clearly, the k edges {u(w)v(w) : w ∈ I} can be inserted into
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D′(G′) by the construction of the drawing. Since I is an independent set, each
edge has at most one endpoint in I. Thus, in every edge gadget E(e) at most one
of the two possibilities for inserting the edge u(e)v(e) is blocked by the previous
k inserted edges. We therefore can also insert the |E| edges {u(e)v(e) : e ∈ E}.

Conversely, let M ′ ⊂ M be a set of |E|+k edges can be inserted into D′(G′)
and that contains the minimum number of uv edges from vertex gadgets. If the
set of vertices {w ∈ V : u(w)v(w) ∈ M ′} is an independent set of G, then we are
done, since at most |E| edges of M ′ can be from edge gadgets, so at least k are
from vertex gadgets. Otherwise, there are two edges u(w)v(w) and u(z)v(z) in M ′

such that the corresponding vertices w, z ∈ V are connected by the edge wz ∈ E.
By the construction of D′(G′) this implies that the edge u(wz)v(wz) belongs to
M , but it cannot be in M ′. By removing the edge u(w)v(w) and inserting the
edge u(wz)v(wz) into D′(G′), we obtain another valid extension with the same
cardinality but one less uv edge from a vertex gadget. This contradicts our
assumption. ��

The presented reduction can be further analyzed to show that the problem
is actually APX-hard. Note that the problem we are reducing from, maximum
independent set in simple graphs, is APX-hard [1] even in graphs with vertex
degree at most three. Our reduction can be shown to be an �L-reduction in that
case, implying a PTAS-reduction. This shows the following result (details are
provided in the full version [3]):

Corollary 5. Given a simple drawing D(G) of a graph G and a set of edges M
of the complement of G, finding the size of the largest subset of edges from M
extending D(G) is APX-hard.

4 Inserting One Edge in a Simple Drawing

In this section, we consider the problem of extending a simple drawing of a graph
by inserting exactly one edge uv for a given pair of non-adjacent vertices u and
v. We start by rephrasing our problem as a problem of finding a certain path in
the dual of the planarization of the drawing.

Given a simple drawing D(G) of a graph G = (V,E), the dual graph G∗(D)
has a vertex corresponding to each cell of D(G) (where a cell is a component
of R2 \ D(G)). There is an edge between two vertices if and only if the corre-
sponding cells are separated by the same segment of an edge in D(G). Notice
that G∗(D) can also be defined as the plane dual of the planarization of D(G),
where crossings are replaced by vertices so that the resulting drawing is plane.

We define a coloring χ of the edges of G∗(D) by labeling the edges of the
original graph G using numbers from 1 to |E|, and assigning to each edge of
G∗(D) the label of the edge that separates the cells corresponding to its incident
vertices. Given two vertices u, v ∈ V , let G∗(D, {u, v}) be the subgraph of G∗(D)
obtained by removing the edges corresponding to connections between cells sep-
arated by an (arc of an) edge incident to u or to v, and let χ′ be the coloring
of the edges coinciding with χ in every edge. The problem of extending D(G)
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Fig. 6. Reduction to the path problem with holes.

with one edge uv is equivalent to the existence of a heterochromatic path in
G∗(D, {u, v}) (i.e., no color is repeated) with respect to χ, between two vertices
that corresponds to a cell incident to u and a cell incident to v, respectively.

We remark that, from this dual perspective, it is clear that the problem of
deciding if a simple drawing can be extended with a given set of edges is in NP.

The general problem of finding an heterochromatic path in an edge-colored
graph is NP-complete, even when each color is assigned to at most two edges.
The proof can be found in the full version [3].

Theorem 6. Given a (multi)graph G with an edge-coloring χ and two vertices
x and y, it is NP-complete to decide whether there is a heterochromatic path in
G from x to y, even when each color is assigned to at most two edges.

However, in our setting the multigraph and the coloring come from a simple
drawing. The following theorem shows a particular case in which we can decide
in polynomial time if an edge can be inserted.

Theorem 7. Let D(G) be a simple drawing of a graph G = (V,E) and let u,
v ∈ V (G) be non-adjacent vertices. If {u, v} is a dominating set for G, that is,
every vertex in V \ {u, v} is a neighbor of u or v, then the problem of extending
D(G) with the edge uv can be decided in polynomial time.

An algorithm proving this result can be found in the full version [3]. We
sketch here the idea. The first step is to reduce our problem to the path problem
with holes (PPH): Given two open disks h1, h2 ⊆ R

2 whose closures (called holes)
are either disjoint or they coincide h1 = h2, a set J of colored Jordan curves in
Γ = R

2 \ (h1 ∪ h2), and two distinct points p, q ∈ Γ \ ⋃ J , we want to decide if
there is a pq-arc intersecting at most one arc in J from each color. If h1 = h2,
we say that the instance of the PPH has one hole.

Consider the subdrawing Du,v of D(G) consisting of u, v, all vertices adjacent
to them and all the edges incident to u or to v. Figure 6 illustrates the reduction
from the problem of inserting uv in Du,v to the PPH. Based on our reduction,
one can make further assumptions on any instance (Γ,J , p, q) that we consider
of the PPH problem: (i) for every two different arcs α1, α2 ∈ J , |α1 ∩ α2| ≤ 1;
(ii) pairs of arcs in J with the same color do not cross; and (iii) each arc in J
has both ends on the union of the boundaries of the holes ∂h1 ∪ ∂h2.

Given an instance (Γ,J , p, q) of the PPH, an arc α ∈ J is separating if p
and q are on different connected components of Γ \ α. We divide the arcs in J
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Fig. 7. Transforming an instance of PPH: (a) enlarging a hole along an arc and (b)
cutting through an arc.

into three different types: (T1) arcs with ends on different holes; (T2) separating
arcs with ends on the same hole; and (T3) non-separating arcs with ends on the
same hole.

Arcs of type T3 can be preprocessed with the operation that we denote
enlarging one hole using α, as showed in Fig. 7(a). Once all the arcs in J are of
type either T1 or T2, the algorithm determines the existence of a feasible pq-arc
based on the colors of the arcs in J . If all the arcs have different colors we have
a solution. Otherwise we consider two arcs of the same color. If both arcs are
of type T2, then there is no valid pq-arc and our algorithm stops. For handling
the cases in which at least one of these arcs is of type T1, the idea is to try to
find a solution that does not cross it. To do so, we use the operation denoted
cutting through an arc illustrated in Fig. 7(b). If of the two arcs of the same color
is of type T1 and the other is of type T2, there is a valid pq-arc if and only if
there is a valid pq-arc after cutting through the T1 arc. Otherwise, if both are of
type T1, there is a solution if and only if either there is a solution after cutting
through the first arc or there is a solution after cutting through the second one.
Note that the operation of cutting through an arc produces an instance with
only one from an instance with two holes. This guarantees that the algorithm
runs in polynomial time.

5 Conclusions

In this paper we showed that given a simple drawing D(G) of a graph G = (V,E)
and a prescribed set M of edges of the complement of G, it is NP-complete to
decide whether M can be inserted into D(G). Moreover, it is APX-hard to find
the maximum subset of edges in M that can be inserted into D(G). We remark
that the reduction showing APX-hardness cannot replace the one showing NP-
hardness of inserting the whole set M of edges, since, by construction, in the
APX-hardness reduction some of the edges in M cannot be inserted.

Focusing on the case |M | = 1, we showed that a generalization of this problem
is NP-complete and we found sufficient conditions guaranteeing a polynomial
time decision. We hope that this paves the way to solve the following question.

Problem 1. Given a simple drawing D(G) of a graph G and a pair u, v of non-
adjacent edges, what is the computational complexity of deciding whether we
can insert uv into D(G) such that the result is a simple drawing?

Acknowledgments. We want to thank the anonymous reviewers for their insightful
comments.
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Abstract. Given a family of curves C in the plane, its disjointness graph
is the graph whose vertices correspond to the elements of C, and two
vertices are joined by an edge if and only if the corresponding sets are
disjoint. We prove that for every positive integer r and n, there exists a
family of n curves whose disjointness graph has girth r and chromatic
number Ω( 1

r
log n). In the process we slightly improve Bollobás’s old

result on Hasse diagrams and show that our improved bound is best
possible for uniquely generated partial orders.

Keywords: String graph · Hasse diagram · Chromatic number

1 Introduction

There are two important, seemingly unrelated, concepts that play important
roles in Geometric Graph Theory and in Graph Drawing: Hasse diagrams and
string graphs.

Hasse diagrams were introduced by Vogt [26] at the end of the 19th century
for concise representation of partial orders. Today they are widely used in graph
drawing algorithms. Let P be a partially ordered set with partial ordering ≺.
For any x, y ∈ P , we say that y covers x if x ≺ y and there is no z ∈ P such that
x ≺ z ≺ y. The Hasse diagram of P is the directed graph on the elements of P ,
where there is an edge from x to y if and only if y covers x. If we disregard the
direction of the edges, we obtain the cover graph of P . The graph on P whose
two elements are connected by an edge if and only if they are related by ≺ is the
comparability graph of P . The cover graph is a subgraph of the comparability
graph.

The intersection graph of a family of sets C is the graph whose vertices
correspond to the elements of C and two vertices are joined by an edge if and only
if the corresponding sets have a nonempty intersection. The disjointness graph
of C is the complement of the intersection graph of C. A string, or curve, γ is the
image of a continuous function f : [0, 1] → R

2. A curve γ is grounded if one of its

Research partially supported by Swiss National Science Foundation grants no. 200020-
162884 and 200021-175977.

c© Springer Nature Switzerland AG 2019
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endpoints is on the y-axis, and γ lies in the nonnegative half-plane. See Fig. 1 for
an illustration of a grounded family of curves and its disjointness graph. A string
graph is the intersection graph of curves. The notion was introduced by Benzer [2]
and Sinden [24] to describe the incidence structures of intervals in chromosomes
and metallic layers in printed networks, respectively. The systematic study of
string graphs was initiated in [5] and [10].

A

B

C

D

A B C D

Fig. 1. A family of grounded curves and its disjointness graph.

The first sign that the above concepts are intimately related was the following
simple fact discovered by Golumbic, Rotem, Urrutia [9], and Lovász [15]: Every
comparability graph is the disjointness graph of a collection of curves in the
plane. A partial converse of this statement was established in [8].

A useful characterization of cover graphs in terms of strings follows directly
from Corollary 2.7 of Middendorf and Pfeiffer [16] and Theorem 1 in [24]. See
also [13] and [23] (page 2).

Theorem 1. [16], [24] A triangle-free graph is a cover graph of a partially
ordered set if and only if it is isomorphic to the disjointness graph of a fam-
ily of grounded curves.

The girth of a graph G is the length of the shortest cycle in G. Obviously,
every triangle-free graph has girth at least four. According to a classical result
of Erdős [6], for every r ≥ 3, there exist graphs with n vertices and girth at
least r which have arbitrarily large chromatic numbers. Erdős’s construction is
probabilistic and does not posses any geometric structure.
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For geometrically defined graphs, the situation is more complicated. The
chromatic number of intersection graphs of axis-parallel rectangles [1] or chords
of a cycle [4,11,12] and disjointness graphs of segments in the plane [21,25] can be
bounded from above by a function of their clique numbers. In sharp contrast to
this, Pawlik, Kozik, Krawczyk, Lasoń, Micek, Trotter, and Walczak [22] proved
that there exist triangle-free intersection graphs of n segments with chromatic
number Ω(log log n), which disproved a longstanding conjecture of Erdős. In [19],
triangle-free disjointness graphs of n curves were constructed, with chromatic
number Ω(log n), cf. [17]. This construction is based on shift graphs, defined by
Erdős and Hajnal [7]. It appears to be difficult to extend this method to obtain
disjointness graphs of curves with high girth and high chromatic number.

The aim of the present note is to construct such graphs.

Theorem 2. For every positive integer r and for every sufficiently large n, there
exists a family of n curves whose disjointness graph has girth at least r and
chromatic number at least Ω( 1r log n).

This result does not remain true if we are allowed to use only x-monotone
curves, that is, if every vertical line meets each curve in at most one point. In
this case, the chromatic number of the cover graph is bounded from above by a
constant [20,21].

In view of Theorem 1, in order to prove Theorem 2, it is sufficient to establish
the following.

Theorem 3. For every positive integer r and for every sufficiently large n, there
exists a poset on n vertices whose cover graph has girth at least r and chromatic
number Ω(1r log n).

The study of combinatorial properties of cover graphs (Hasse diagrams) is an
extensive area of research in the theory of partial orders. Bollobás [3] was the first
to show the existence of partial orders (actually, lattices) whose cover graphs have
arbitrarily large girth and chromatic number. Alternative constructions were
found by Nešetřil et al. [14,18]. Bollobás’s proof, which gives the best known
asymptotic bound, builds on Erdős’s probabilistic construction [6] mentioned
above. It shows that for a fixed girth r and n → ∞, the chromatic number of
a cover graph with n vertices can be as large as Ω( logn

log log n ). Our Theorem 3
improves on this bound.

It is possible that Theorem 3 can be further improved. However, we can
show that our bound is tight for an interesting family of cover graphs. A partially
ordered set P is called uniquely generated if for every comparable pair of vertices
x ≺ y, there exists a unique sequence of vertices x = v1 ≺ · · · ≺ vk = y such
that vi+1 covers vi for i = 1, . . . , k − 1. Obviously, if there is no chain with 3
elements in P , then P is uniquely generated and its cover graph is bipartite.

Theorem 4. (i) If P is a uniquely generated poset on n vertices, then the chro-
matic number of its cover graph is at most �log2 n� + 1.
(ii) For every integer r > 3 and for every sufficiently large n, there exists a
uniquely generated poset on n vertices whose cover graph has girth at least r and
chromatic number at least Ω( 1r log n).



Coloring Hasse Diagrams and Disjointness Graphs of Curves 247

2 Cover Graphs with Large Chromatic Number

In this section, we prove Theorem 4. Note that then Theorem 3 is an immediate
consequence of part (ii) of Theorem 4. We omit floors an ceilings for easier
readability.

Proof of Theorem 4, part (i). Let G be the cover graph of P , let <P be the
partial ordering on P , and let ≺ be a linear extension of <P . For any x ∈ P , let
C(x) denote the set of vertices of P covered by x.

We prove that the greedy coloring of G with respect to ≺ uses at most
1 + �log2 n� colors. Let v1 ≺ · · · ≺ vn be the vertices of G. Color them with the
elements of Z

+, as follows. For i = 1, . . . , n, if v1, . . . , vi−1 have already been
colored, then color vi with the smallest positive integer k that does not appear
among the colors of C(vi).

For each vertex v ∈ V (G), let T (v) denote the set of vertices u ∈ V (G) such
that u ≤P v. Note that, as P is uniquely generated, the subgraph of G induced
by T (v) is a tree. We claim that if v received color k, then |T (v)| ≥ 2k−1. This
clearly implies (i), because if the total number of colors used by our coloring is
K, then we have n ≥ 2K−1.

We prove the claim by induction on k. For k = 1, the statement is trivial.
Suppose that k ≥ 2 and that the claim is true for all positive integers smaller
than k. As v received color k, we can find k − 1 vertices u1, . . . , uk−1 ∈ C(v)
such that the color of ui is i, for i = 1, . . . , k − 1. By the induction hypothesis,
we have |T (ui)| ≥ 2i−1. Since the trees T (u1), . . . , T (uk−1) ⊂ T (v) are pairwise
disjoint, we obtain |T (v)| ≥ 1 +

∑k−1
i=1 2i−1 = 2k−1, as required. �

For the proof of part (ii) of Theorem 4, we need the following technical
lemma.

Lemma 1. Let A and B be two m-element sets and let G be the random graph
on A ∪ B in which every a ∈ A and b ∈ B are joined by an edge independently
with probability p = d

m .
Then the probability that there exist X ⊂ A and Y ⊂ B such that |X||Y | ≥

3m2/d and there is no edge between X and Y is at most 2−m.

Proof. Let N = 3m2

d . For any X ⊂ A and Y ⊂ B, let I(X,Y ) denote the event
that there exists no edge between X and Y . Obviously, we have P(I(X,Y )) =
(1 − p)|X||Y | ≤ e−p|X||Y |. This yields

P

⎛

⎜
⎜
⎝

⋃

X⊂A,Y ⊂B
|X||Y |≥N

I(X,Y )

⎞

⎟
⎟
⎠ ≤

∑

X⊂A,Y ⊂B
|X||Y |≥N

e−p|X||Y | ≤ 22me−pN < 2−m.

�

Proof of Theorem 4, part (ii). Assume that n ≥ 210r, and let N = 3n,
k = log2 N

10r , and m = N
k . If G is a graph whose vertex set is a subset of the
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integers, a monotone path in G is a path with vertices c0 < c1 < · · · < ct and
edges cici+1 for i = 1, . . . , t − 1. A pair of vertices {a, b} of G is called bad, if
there exist two edge-disjoint monotone paths whose endpoints are a and b.

Our goal is to construct a graph G on the vertex set {1, ..., N} satisfying the
following three conditions:

1. G has no independent set of size larger than 7m,
2. G has at most N

3 bad pairs of vertices,
3. the number of cycles in G of length smaller than r is at most N

3 .

Suppose that such a graph G exists. Let G′ denote the graph obtained from G
by deleting 2N

3 vertices: at least one vertex from every bad pair and at least one
vertex from every cycle of length smaller than r. Then G′ has n vertices and
girth at least r. Condition 1 implies that the chromatic number of G′ is at least
n
7m > 1

103r log2 n. Define a partially ordered set P with partial ordering <P on
V (G′) in such a way that a <P b if and only if a < b and there exists a monotone
path in G′ with endpoints a and b. Then P meets all the requirements of part
(ii) of the theorem. Indeed, as G′ has no bad pair of vertices, the cover graph of
P is equal to G′, and P is uniquely generated.

We construct a graph G with the above three properties, as follows. Divide
{1, . . . , N} into k intervals of size m, denoted by A1, ..., Ak. For every 1 ≤ i <
j ≤ k and for any x ∈ Ai, y ∈ Aj , join x and y by an edge independently with
probability pij = 2j−i

m . Denote the resulting graph by G.
First, we show that, with probability larger than 2

3 , condition 1 is satisfied:
G does not contain an independent set of size larger than 7m. Let A denote
the event that for every pair (i, j) with 1 ≤ i < j ≤ k, and for every pair of
subsets X ⊂ Ai and Y ⊂ Aj with no edge running between X and Y , we have
|X||Y | < 3m22i−j . By Lemma 1, for a fixed pair (i, j) with 1 ≤ i < j ≤ k,
with probability at least 1 − 2−m there exists no X ⊂ Ai and Y ⊂ Aj such that
|X||Y | ≥ 3m22i−j and there is no edge between X and Y . As there are fewer
than k2 different pairs (i, j) with 1 ≤ i < j ≤ k, we have P(A) ≥ 1−k22−m > 2

3 .
We show that if A happens, then G has no independent set of size larger

than 7m. Suppose for contradiction that I ⊂ V (G) is an independent set with
|I| > 7m. For i = 1, ..., k, let Ii = I ∩Ai. Clearly, there exists an index 1 ≤ h ≤ k

such that
∑h

i=1 |Ii| ≥ 3m and
∑k

i=h+1 |Ii| ≥ 3m. Then we have

9m2 ≤
(

h∑

i=1

|Ii|
) (

k∑

i=h+1

|Ii|
)

=
h∑

i=1

k∑

j=h+1

|Ii||Ij | ≤
h∑

i=1

k∑

j=h+1

3m22i−j , (1)

where the last inequality holds if A occurs. However,

h∑

i=1

k∑

j=h+1

2i−j ≤
k∑

l=1

l2−l < 2,

which contradicts the left-hand side of (1).
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Next, we prove that the probability that G satisfies condition 2 is larger than
2
3 . Let X stand for the number of bad pairs of vertices in G, and let B denote
the event that X ≤ N

3 . Let x ∈ Ai and y ∈ Aj , where 1 ≤ i < j ≤ k. Let x =
v0, v2, . . . , vl = y such that vt ∈ Ait for t = 0, . . . , l, where i = i0 < · · · < il = j.
The probability that v0, . . . , vl is a monotone path in G is

l−1∏

t=0

2il+1−il

m
=

2j−i

ml
<

2k

ml
.

There are
(
j−i−1
l−1

)
ml−1 < 2kml−1 ways to choose the vertices of a monotone

path of length l with endpoints x and y. Hence, the probability that there exist
two edge-disjoint monotone paths with endpoints x and y, where one of these
paths has length l and the other has length l′, is at most

(2kml−1)(2kml′−1)
2k

ml

2k

ml′ =
24k

m2
.

There are fewer than k2 ways to choose (l, l′), so the probability that {x, y} is a
bad pair of vertices is less than k224k

m2 < 1
9n . Therefore, we have E(X) < N2 1

9N =
N
9 . Applying Markov’s inequality, we obtain that 1 − P(B) = P(X > N

3 ) < 1
3 .

Finally, we show that G satisfies condition 3, with probability larger than 2
3 .

Let Y be the number of cycles of length at most r − 1 in G, and let C denote
the event that Y ≤ N

3 . Let p = n−(r−1)/r. Note that each pair of vertices in G

is joined by an edge with probability at most 2k

m < p. Then we have

E(Y ) <
r−1∑

l=3

N lpl < rN
r−1
r <

N

9
.

Indeed, there are (l−1)!
2

(
N
l

)
< N l possible copies of the cycle of length l, and the

probability that a fixed copy of such a cycle appears in G is at most pl. Applying
Markov’s inequality, we get 1 − P(C) = P(Y > N

3 ) < 1
3 .

In conclusion, we proved that P(A),P(B),P(C) > 2
3 . Thus, the probability

that the event A∧B ∧C occurs is nonzero. This means that there exists a graph
G satisfying conditions 1, 2, and 3, which completes the proof of the theorem.�

Acknowledgements. We are grateful to Bartosz Walczak for valuable discussions. He
gave a direct construction proving Theorem 1 and pointed out where the components
of the statement appeared in the literature.
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Abstract. Beyond-planarity focuses on combinatorial properties of
classes of non-planar graphs that allow for representations satisfying cer-
tain local geometric or topological constraints on their edge crossings.
Beside the study of a specific graph class for its maximum edge density,
another parameter that is often considered in the literature is the size of
the largest complete or complete bipartite graph belonging to it.

Overcoming the limitations of standard combinatorial arguments, we
present a technique to systematically generate all non-isomorphic topo-
logical representations of complete and complete bipartite graphs, taking
into account the constraints of the specific class. As a proof of concept,
we apply our technique to various beyond-planarity classes and achieve
new tight bounds for the aforementioned parameter.

Keywords: Beyond planarity · Complete (bipartite) graphs ·
Generation of topological representations

1 Introduction

Beyond-planarity is an active research area concerned with combinatorial prop-
erties of non-planar graphs that lie in the “neighborhood” of planar graphs.
More concretely, these graphs allow for non-planar drawings in which certain
geometric or topological crossing configurations are forbidden. The most studied
beyond-planarity classes, with early results dating back to 60’s [10,43], are the
k-planar graphs [40], which forbid an edge to be crossed more than k times,
and the k-quasiplanar graphs [4], which forbid k mutually crossing edges; see
Fig. 1a–b.

More recently, several other classes have been suggested (e.g., [6,12]), also
motivated by cognitive experiments [33,38] indicating that the absence of certain
types of crossings helps in improving the readability of a drawing; for a survey,
refer to [25]. Some of the most studied are: (i) fan-planar graphs, in which no
edge can be crossed by two independent edges or by two adjacent edges from
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different directions [13,14,34], (ii) fan-crossing free graphs, in which no edge
can be crossed by two adjacent edges [17,20], (iii) gap-planar graphs, in which
each crossing is assigned to one of its two involved edges, such that each edge
can be assigned at most one crossing [12], and (iv) RAC graphs, in which edge
crossings occur only at right angles [23,24,26]; see Fig. 1c–e. Note that all the
aforementioned graph classes are topological, i.e., each edge is represented as a
simple curve, with the only exception of the class of RAC graphs, which is a
purely geometric graph class, i.e., each edge must be represented as a straight-
line segment. In this work, we refer to the aforementioned topological graph
classes as beyond-planarity classes of topological graphs.

(a) (b) (c) (d) (e) (f)

Fig. 1. Different forbidden crossing configurations in: (a) 1-planar, (b) 3-quasiplanar,
(c) fan-planar, (d) fan-crossing free, (e) gap-planar, and (f) RAC graphs.

A common characteristic of these graph classes is that their edge density is at
most linear in the number of vertices, e.g., 1-planar graphs with n vertices have
at most 4n−8 edges [40]; see Table 1. Another common measure to determine the
extent of a specific class is the size of the largest complete or complete bipartite
graph belonging to it [12,15,21,22], which also provides a lower bound on their
chromatic number [31] and has been studied in related fields (e.g., [9,18,27,32]).

For 1-planar graphs, Czap and Hudák [21] proved that the complete graph
Kn is 1-planar if and only if n ≤ 6, and that the complete bipartite graph Ka,b,
with a ≤ b, is 1-planar if and only if a ≤ 2, or a = 3 and b ≤ 6, or a = b = 4.
An analogous characterization is known for the class of RAC graphs by Didimo
et al. [22,23], who proved that Kn is a RAC graph if and only if n ≤ 5, while
Ka,b, with a ≤ b, is a RAC graph if and only if a ≤ 2, or a = 3 and b ≤ 4.
For the classes of 3-quasiplanar (also known as quasiplanar), gap-planar, and
fan-crossing free graphs, characterizations exist only for complete graphs, i.e.,
Kn is quasiplanar if and only if n ≤ 10 [3,15], gap-planar if and only if n ≤ 8
[12], and fan-crossing free if and only if n ≤ 6 [20,21]; Table 1 gives more details.

To prove the “if part” of these characterizations, one has to provide a certifi-
cate drawing of the respective graph. The proof for the “only if part” is generally
more complex, as it requires arguments to show that no such drawing exists.

One of the main techniques is provided by the linear edge density of the
graph classes; e.g., K7 is neither 1-planar nor fan-crossing free, as it has more
than 4n − 8 edges [20,40]. However, this technique has a limited applicability;
e.g., for 2-planar and fan-planar graphs, which have at most 5n−10 edges, it only
ensures that K9 is not a member of these classes. Proving that K8 is also not
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a member requires a different approach. The limitations are even more evident
for complete bipartite graphs, as they are sparser than the complete ones (see
Sect. 4).

Table 1. Known results and our findings. For each class, we present the largest com-
plete and complete bipartite graphs that belong to this class (col. “∈”), and the smallest
ones that do not (col. “/∈”). Color gray indicates weaker results that follow from other
entries.

Class Density Complete Complete bipartite

∈ Ref /∈ Ref ∈ Ref /∈ Ref

1-planar 4n − 8 K6 [21, Fig. 1]K7 [40, Theorem 1] K3,6 [21, Fig. 2] K3,7 [21, Lemma 4.2]

K4,4 [21, Fig. 3] K4,5 [21, Lemma 4.3]

2-planar 5n − 10 K7 [14, Fig. 7]K8 Char. 2 K3,10 [6, Lemma 1]K3,11 [6, Lemma 1]

K4,6 Char. 3 K4,7 Char. 3

K4,5 K5,5 Char. 3 [35]

3-planar 11
2 n − 11K8 Char. 2 K9 Char. 2 K3,14 [6, Lemma 1]K3,15 [6, Lemma 1]

K4,9 Char. 4 K4,10Char. 4

K5,6 Char. 4 K5,7 Char. 4

K5,6 K6,6 Char. 4

4-planar 6n − 12 K9 Char. 2 K10Char. 2 K3,18 [6, Lemma 1]K3,19 [6, Lemma 1]

K4,11Obs.5 K4,19

K5,8 Obs.5 K5,19

K6,6 Obs.5 K6,19

fan-planar 5n − 10 K7 [14, Fig. 7]K8 Char. 6 K4,n [34, Fig. 3] K5,5 Char. 7

fan-crossing4n − 8 K6 [21, Fig. 1]K7 [20, Theorem 1] K3,6 K3,7 Char. 9

free K4,6 Char. 9 K4,7

K4,5 K5,5 Char. 9

gap-planar 5n − 10 K8 [12, Fig. 7]K9 [12, Theorem 23]K3,12 [12, Fig. 7] K3,14 [11, Theorem 1]

K4,8 [12, Fig. 9] K4,9 Obs.11

K5,6 [12, Fig. 9] K5,7 [12]

K5,6 K6,6 [11, Theorem 1]

RAC 4n − 10 K5 [26, Fig. 5]K6 [23, Theorem 1] K3,4 [22, Fig. 4] K3,5 [22, Theorem 2]

K3,4 K4,4 [22, Theorem 2]

quasiplanar 13
2 n − 20K10 [15, Fig. 1]K11 [3, Theorem 5] K4,n [34, Fig. 3] –

K5,18Obs.13 ?

K6,10Obs.13 ?

K7,7 Obs.13 K7,52 [3, Theorem 5]

Another technique consists of showing that the minimum number of cross-
ings required by any drawing of a certain graph (as derived by, e.g., the Crossing
Lemma [2,5,39] or closed formulas [44]) exceeds the maximum number of cross-
ings allowed in the considered graph class. However, this technique only applies
to classes that impose such restrictions, e.g., gap- and 1-planar graphs [11,21].

This difficulty in finding combinatorial arguments to prove that certain com-
plete (bipartite) graphs do not belong to specific classes often results in the
need of a large case analysis on the different topological representations of the
graph. Beside the proofs in [22,35], we give in [8] another example of a combi-
natorial proof that, based on a tedious case analysis, yields a characterization of
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the complete bipartite fan-crossing free graphs. The range of the cases in these
proofs justifies the need of a tailored approach to systematically explore them.
Our Contribution. We suggest a technique to engineer the analysis of all
topological representations of a graph that satisfy certain beyond-planarity con-
straints. Our technique does not extend to classes of geometric graphs, and is tai-
lored for complete and complete bipartite graphs, as we exploit their symmetry
to reduce the search space, by discarding equivalent topological representations.

In Sect. 3, we present an algorithm to generate all possible representations
of such graphs under different topological constraints on the crossing configura-
tions. Our algorithm builds on two key ingredients, which allow to drastically
reduce the search space. First, the representations are constructed by adding a
vertex at a time, directly taking into account the topological constraints, thus
avoiding constructing unnecessary representations. Second, at each intermediate
step, the produced drawings are efficiently tested for equivalence (up to a rela-
beling of the vertices), which usually allows to discard a large set of them. Using
this algorithm, we derived characterizations for several classes, as described in
Sect. 4; Table 1 positions our results with respect to the state of the art. We give
preliminary definitions in Sect. 2 and discuss future directions in Sect. 5.

2 Preliminaries

We assume familiarity with standard definitions on planar graphs and drawings
(see, e.g., [8]). We assume simple drawings, in which there are no self-crossing
edges, two edges cross at most once, and adjacent edges do not cross; note this
assumption is not without loss of generality [3]. Given a planarization Γ of a
graph G, a half-pathway for a vertex u in Γ is a path in the dual of Γ from
a face incident to u to some face in Γ , called its destination; see Fig. 2a. The
length of a half-pathway is the number of edges in this path. A half-pathway
for u is valid with respect to a beyond-planarity class C of topological graphs,
if Γ can be augmented such that (i) a vertex v is placed in its destination, (ii)
edge (u, v) is drawn as a curve from u to v that crosses only the edges that are
dual to the edges in this half-pathway, in the same order, and (iii) the drawing
of (u, v) violates neither the simplicity of the resulting drawing nor the crossing
restrictions of class C. Accordingly, a pathway for an edge (u, v) is a half-pathway
for vertex u in Γ , whose destination is a face incident to vertex v. A valid pathway
is defined analogously, with the only exception that v is already part of Γ .

Another ingredient of our algorithm is an equivalence-relationship between
different drawings of a graph G, i.e, drawings D1 and D2 of G are isomorphic
[36] if there exists a homeomorphism of the sphere transforming D1 into D2.
Namely, D1 and D2 are isomorphic if D1 can be transformed into D2 by relabel-
ing vertices, edges, and faces of D1, and by moving vertices and edges of D1, so
that at no time of this process new crossings are introduced, existing crossings
are eliminated, or the order of the crossings along an edge is modified. We define
a valid bijective mapping between vertices, crossings, edges, and faces of the
planarizations Γ1 and Γ2 of D1 and D2 such that: (P.1) if an edge (v1, w1) is
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mapped to an edge (v2, w2) in Γ1 and Γ2, respectively, and v1 is mapped to v2,
then w1 is mapped to w2; (P.2) if a face f1 is mapped to a face f2 in Γ1 and
Γ2, respectively, and an edge e1 incident to f1 is mapped to an edge e2 inci-
dent to f2, then the predecessor (successor) of e1 is mapped to the predecessor
(successor) of e2 when walking along the boundaries of f1 and f2 in clockwise
direction. Also, the face incident to the other side of e1 is mapped to the face
incident to the other side of e2. Clearly, Properties P.1 and P.2 are sufficient
for D1 and D2 to be isomorphic. We believe they are also necessary, but this
is beyond the scope of this work. Note that Property P.2 guarantees that two
vertices are mapped to each other only if they have the same degree.

Fig. 2. The prohibited edges (blue solid) for a half-pathway (red dashed) that ends in
a face fp. The thick blue edges are prohibited, because they are crossed by the half-
pathway. In (a) edges e1 and e2 are prohibited, since they are incident to u1. In (b)
edge e3 is prohibited, since, in order to cross this edge, the half-pathway would make a
self-crossing. In (c) edge e4 is prohibited since it is part of a crossed edge. (Color figure
online)

Several works [1,30,42] that generate simple drawings of complete graphs
adopt a weaker definition of isomorphism; two drawings D1 and D2 are weakly
isomorphic [36], if there exists an incidence preserving bijection between their
vertices and edges, such that two edges cross in D1 if and only if they do in D2.
Weakly isomorphic drawings that are non-isomorphic differ in the order in which
their edges cross [29]. Two simple drawings of a complete graph with the same
cyclic order of the edges around each vertex (called rotation system) are weakly
isomorphic, and vice versa [29,41]; hence, generating all simple drawings of a
complete graph reduces to finding all rotation systems that determine simple
drawings [37]. However, this property holds only for complete graphs [1], while
for the complete bipartite graphs, which are more difficult to handle, only partial
results exist in this direction [19]. Thus, we decided not to follow this approach.

3 Generation Procedure

Let C be a beyond-planarity class of topological graphs and let G be a graph
with n ≥ 3 vertices. Assuming that G is either complete or complete bipartite,
we describe in this section an algorithm to generate all non-isomorphic simple
drawings of G that are certificates that G belongs to C (if any). We stress that,
if G is neither complete nor complete bipartite, then it is a more involved task
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to recognize isomorphic drawings [28], and thus to eliminate them, which is a
key point in the efficiency of our approach (we provide more details in Sect. 4).

Our algorithm aims at computing a set S containing all non-isomorphic sim-
ple drawings of G. In the base of the recursion, graph G is a cycle of length 3 or
4, depending on whether G is the complete graph K3 or the complete bipartite
graph K2,2. In the former case, set S only contains a planar drawing of K3, while
in the latter case, S contains a planar drawing and one with a crossing between
two non-adjacent edges. This is because, in both cases, any other drawing is
either isomorphic to one of these, or non-simple.

In the recursive step, we consider a vertex v of G and assume that we have
recursively computed the set S for G \ {v}. We may assume w.l.o.g. that S �= ∅,
as otherwise G would not belong to C. Then, we consider each drawing of S
and our goal is to report all non-isomorphic simple drawings of G that have it
as a subdrawing. In other words, we aim at reporting all non-isomorphic simple
drawings that can be derived by all different placements of vertex v and the
routing of its incident edges in the drawings of S. To this end, let Γ be the
planarization of one of the drawings in S, and let u1, . . . , uk be the neighbors of
v in G, where k = deg(v). If G is a complete graph, then k = n − 1; otherwise,
G is a complete bipartite graph Ka,b with a + b = n, and k = a or k = b holds.

We start by computing all possible valid half-pathways for u1 in Γ with
respect to C, which corresponds to constructing all possible drawings of edge
(v, u1) that respect simplicity and the restrictions of class C. To compute these
half-pathways, we again use recursion. For each half-pathway, we maintain a list
of so-called prohibited edges, which are not allowed to be crossed when inserting
edge (u1, v), as otherwise either the simplicity or the crossing restrictions of class
C would be violated; see Fig. 2. This list is initialized with all edges incident to
u1 and is updated at every recursive step.

In the base of this inner recursion, we determine all valid half-pathways for
u1 of length zero; this means that, for each face f incident to u1, we create a
half-pathway that starts at f and has its destination also at f , which corresponds
to placing v in f and drawing edge (v, u1) crossing-free. Assume now that we
have computed all valid half-pathways of some length i ≥ 0 in Γ . We show how
to compute all valid half-pathways for u1 of length i + 1 (if any). Consider a
half-pathway p of length i. Let fp be its destination. Every non-prohibited edge
e of fp implies a new half-pathway of length i + 1, composed of p followed by
the edge that is dual to e in Γ . Note that this process will eventually terminate,
since the length of a half-pathway is bounded by the number of edges of Γ .

For each valid half-pathway p computed by the procedure above, we obtain
a new drawing by inserting (u1, v) into Γ following p and by inserting v into
the destination of p. It remains to insert the remaining edges incident to v, i.e.,
(v, u2), . . . , (v, uk), into each of these drawings – again in all possible ways. For
this, we proceed mostly as above with one difference. Instead of half-pathways,
we search for valid pathways for each edge (v, ui), 2 ≤ i ≤ k, i.e., we only
consider pathways that start in a face incident to v and end in a face incident
to ui.
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If we find an edge (v, ui) for which no valid pathway exists, we declare that Γ
cannot be extended to a simple drawing of G that respects the crossing restric-
tions of C. Otherwise, the computed drawings of G are added to S, once all the
drawings of G \ {v} have been removed from it. To maintain our initial invari-
ant, however, once a new drawing is to be added to S, it will be first checked
for isomorphism against all previously added drawings. If there is an isomorphic
one, then the current drawing is discarded; otherwise, it is added to S.

We stress that we test isomorphism using Properties P.1 and P.2 of a valid
bijection. Since these properties are sufficient but we do not know whether they
are also necessary, set S might contain some isomorphic drawings. However, our
experiments indicate that the vast majority of them will be discarded.
Testing for Isomorphism. We describe a procedure to test whether the pla-
narizations Γ1 and Γ2 of two drawings of G comply with Properties P.1 and P.2 of
a valid bijection. We start by selecting two edges e1 = (v1, w1) and e2 = (v2, w2)
in Γ1 and Γ2, respectively, whose end-vertices have compatible types (i.e., v1 and
v2 are both real vertices or both crossings, and the same holds for w1 and w2). We
bijectively map e1 to e2, v1 to v2, and w1 to w2, which complies with Property
P.1. We call this a base mapping and try to extend it to a valid bijection.

We map to each other the face f1 of Γ1 that is “left” of e1 (when walking
along e1 from v1 to w1) and the face f2 of Γ2 that is “left” of e2 (when walking
along e2 from v2 to w2). If the degrees of f1 and f2 are different, then the base
mapping cannot be extended. Otherwise, both f1 and f2 have degree δ, and we
walk simultaneously along their boundaries, starting at e1 and e2 respectively;
in view of Property P.2, for each i = 1, . . . , δ, we bijectively map the i-th vertex
(either real or crossing) of f1 to the i-th vertex of f2, and the i-th edge of f1 to
the i-th edge of f2. If a crossing is mapped to a real vertex, or if the degrees of
two mapped vertices are different, then the base mapping cannot be extended.

If the vertices and edges of f1 and f2 have been mapped successfully, we
proceed by considering the two maximal connected subdrawings Γ ′

1 and Γ ′
2 of

Γ1 and Γ2, respectively, such that each edge of Γ ′
1 and Γ ′

2 has at least one face
incident to it that is already mapped. Consider an edge e′

1 of Γ ′
1 that is incident

to only one mapped face f ′
1 (such an edge exists, as long as the base mapping has

not been completely extended). Let e′
2 be the edge of Γ ′

2 mapped to e′
1; note that

e′
2 must be incident to a face f ′

2 that is mapped to f ′
1 and to a face that is not

mapped yet. We map to each other the faces incident to e′
1 end e′

2 that are not
mapped yet, and we proceed by applying the procedure described above (i.e., we
walk along the boundaries of f ′

1 and f ′
2 simultaneously, while ensuring that the

mapping remains valid). If this procedure can be performed successfully, then we
have computed two subdrawings Γ ′′

1 and Γ ′′
2 , such that Γ ′

1 ⊆ Γ ′′
1 , Γ ′

2 ⊆ Γ ′′
2 , and

each edge of them has at least one face incident to it that is already mapped.
Hence, we can recursively apply the aforementioned procedure to Γ ′′

1 and Γ ′′
2 .

Drawings Γ1 and Γ2 are isomorphic, if the base mapping can be eventually
extended. If not, then we have to consider another base mapping and check
whether this can be extended. Note that the case where e1 is bijectively mapped
to e2, v1 to w2, and w1 to v2 defines a different base mapping than the one
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we were currently considering. If none of the base mappings can be extended,
then we consider Γ1 and Γ2 as non-isomorphic. To reduce the number of base
mappings that we have to consider, we first count the number of edges of Γ1 and
Γ2 whose endpoints are both real vertices, both crossings, and those consisting
of one real vertex and one crossing. These numbers have to be the same in Γ1

and Γ2. Since it is enough to consider base mappings only restricted to one of
the three types of edges, we choose the type with the smallest positive number
of occurrences. We summarize the above discussion in the following theorem.

Theorem 1. Let G be a complete (or a complete bipartite) graph and let C be
a beyond-planarity class of topological graphs. Then, G belongs to C if and only
if, under the restrictions of class C, our algorithm returns a valid drawing of G.

4 Proof of Concept - Applications

In this section we use the algorithm described in Sect. 3 to test whether certain
complete or complete bipartite graphs belong to specific beyond-planarity graph
classes. We give corresponding characterizations and discuss how our findings
are positioned within the literature. Our lower bound examples are drawings
that certify membership to particular beyond-planarity graph classes, computed
by an implementation (https://github.com/beyond-planarity/complete-graphs)
of our algorithm; for typesetting reasons we redrew them. Our upper bounds are
the smallest corresponding instances reported as negative by our algorithm.
The Class of k-planar Graphs. We start our discussion with the case of
complete graphs. As already mentioned in the introduction, the complete graph
Kn is 1-planar if and only if n ≤ 6 [21].

For the case of complete 2-planar graphs, the fact that a 2-planar graph with
n vertices has at most 5n−10 edges [40] implies that K9 is not a member of this
class. Figure 7 in [14], on the other hand, shows that K7 is 2-planar. We close
this gap by showing, with our implementation, that even K8 is not 2-planar.

For the cases of complete 3-, 4-, and 5-planar graphs, the application of a
similar density argument as above proves that K10, K11, and K19 are not 3-,
4-, and 5-planar, respectively [2,39]. With our implementation, we could show
that even K9 is not 3-planar, while K10 is neither 4- nor 5-planar. On the other
hand, our algorithm was able to construct 3- and 4-planar drawings of K8 and
K9, respectively; see Fig. 3a and b. Note that a 6-planar drawing of K10 can be
easily derived from the 4-planar drawing of K9 in Fig. 3b by adding one extra
vertex inside the red colored triangle. We have the following characterization.

Characterization 2. For k ∈ {1, 2, 3, 4}, the complete graph Kn is k-planar if
and only if n ≤ 5 + k. Also, Kn is 5-planar if and only if n ≤ 9.

Note that the 3-planarity of K8 implies that the chromatic number of 3-planar
graphs is lower bounded by 8. Analogous implications can be derived for the
classes of 4-, 5-, and 6-planar graphs. Another observation that came out from
our experiments is that, up to isomorphism, K6 has a unique 1-planar drawing,

https://github.com/beyond-planarity/complete-graphs
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K7 has only two 2-planar drawings, and K8 has only three 3-planar drawings,
while the number of non-isomorphic 4-planar drawings of K9 is significantly
larger, namely 35. For more details, refer to Table 2, and to [8].

(a) (b) (c) (d) (e)

Fig. 3. Illustration of (a) a 3-planar drawing of K8, (b) a 4-planar drawing of K9, (c)
a drawing of K4,6 that is both 2-planar and fan-crossing free, (d) a 3-planar drawing
of K4,9, and (e) a 3-planar drawing of K5,6.

Consider now a complete bipartite graph Ka,b with a ≤ b. Note that a ≤ 2
implies that Ka,b is planar; thus, it trivially belongs to all beyond-planarity
graph classes. Also, recall that Ka,b is 1-planar if and only if a ≤ 2, or a = 3 and
b ≤ 6, or a = b = 4 [21]. Further, a recent combinatorial result states that K3,b

is k-planar if and only if b ≤ 4k + 2 [6]. So, in the following we assume a ≥ 4.
For complete bipartite 2-planar graphs, the fact that a bipartite 2-planar

graph with n vertices has at most 3.5n−7 edges [7] implies that neither K4,15 nor
K5,8 is 2-planar. With our implementation, we could show that K4,7 and K5,5 are
not 2-planar, while K4,6 is (see Fig. 3c), yielding the following characterization.

Characterization 3. The complete bipartite graph Ka,b (with a ≤ b) is 2-
planar if and only if (i) a ≤ 2, or (ii) a = 3 and b ≤ 10, or (iii) a = 4
and b ≤ 6.

As opposed to the corresponding 2-planar case, there exists no upper bound
on the edge density of 3-planar graphs tailored for the bipartite setting. The
upper bound of 5.5n − 11 edges [39] for general 3-planar graphs with n vertices
does not provide any negative instance for a ≤ 5, and only proves that K6,b, with
b ≥ 45, is not 3-planar. With our implementation, we could provide significant
improvements, by showing that K4,10, K5,7, and K6,6 are not 3-planar, while K4,9

and K5,6 are (see Fig. 3d and e), which yields the following characterization.

Characterization 4. The complete bipartite graph Ka,b (with a ≤ b) is 3-
planar if and only if (i) a ≤ 2, or (ii) a = 3 and b ≤ 14, or (iii) a = 4
and b ≤ 9, or (iv) a = 5 and b ≤ 6.

For complete bipartite 4-planar graphs, we were unable to derive a char-
acterization, but only some partial results, because the search space becomes
drastically larger and, as a consequence, our generation technique could not ter-
minate. To give an intuition, note that K4,4 has 81817 non-isomorphic 4-planar
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drawings, which makes the computation of the corresponding non-isomorphic
drawings of K4,5 infeasible in reasonable time; for more details refer to [8].

However, we were at least able to report some positive certificate drawings
by slightly refining our generation technique. Instead of computing all possible
non-isomorphic simple drawings of graph Ka−1,b or Ka,b−1, in order to compute
the corresponding ones for Ka,b, we only computed few samples, hoping that we
will eventually find a positive certificate drawing. With this so-called DFS-like
approach, we managed to derive 4-planar drawings for K4,11, K5,8, and K6,6; see
Fig. 4. We summarize these findings in the following observation.

(a) (b) (c)

Fig. 4. Illustration of 4-planar drawings of (a) K4,11, (b) K5,8 and (c) K6,6.

Observation 5. The complete bipartite graph Ka,b (with a ≤ b) is 4-planar if
(i) a ≤ 2, or (ii) a = 3 and b ≤ 18, or (iii) a = 4 and b ≤ 11, or (iv) a = 5 and
b ≤ 8, or (v) a = 6 and b = 6. Further, Ka,b is not 4-planar if a ≥ 3 and b ≥ 19.

The Class of Fan-Planar Graphs. We start our discussion with complete
graphs. The fact that a fan-planar graph with n vertices has at most 5n − 10
edges [34] implies that K9 is not fan-planar, while Fig. 7 in [14] shows that K7 is.
With our implementation, we showed that K8 is not fan-planar, even relaxing the
requirement that an edge crossed by two or more adjacent edges must be crossed
from the same direction; see, e.g., [16]. This yields the following characterization.

Characterization 6. The complete graph Kn is fan-planar if and only if n ≤ 7.

Consider now a complete bipartite graph Ka,b with a ≤ b. For a ≤ 4, Ka,b is
fan-planar for any value of b [34]. On the other hand, the fact that a bipartite
fan-planar graph has at most 4n−12 edges [7] implies that K5,9 is not fan-planar.
Using our implementation, we could show that even K5,5 is not fan-planar (again
by relaxing the requirement of having the crossings from the same direction).
These two results together imply the following characterization.

Characterization 7. The complete bipartite graph Ka,b (with a ≤ b) is fan-
planar if and only if a ≤ 4.
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The Class of Fan-Crossing Free Graphs. A characterization for the case
of complete graphs can be derived by combining two known results. First, K6

is fan-crossing free, as it is 1-planar. We additionally show in [8] that, up to
isomorphism, K6 has a unique fan-crossing free drawing. Second, the fact that
a fan-crossing free graph with n vertices has at most 4n − 8 edges [20] implies
that K7 is not fan-crossing free. Hence, we have the following characterization.

Characterization 8 (Cheong et al. [20], Czap et al. [21]). The complete
graph Kn is fan-crossing free if and only if n ≤ 6.

As already stated, for the complete bipartite fan-crossing free graphs, we
provide in [8] a combinatorial proof of their characterization. The same result
was also obtained by our implementation.

Characterization 9. The complete bipartite graph Ka,b (with a ≤ b) is fan-
crossing free if and only if (i) a ≤ 2, or (ii) a ≤ 4 and b ≤ 6.

The Class of Gap-Planar Graphs. A characterization of the complete gap-
planar graphs has already been provided [12] as follows.

Characterization 10 (Bae et al. [12]). The complete graph Kn is gap-planar
if and only if n ≤ 8.

For the case of complete bipartite graphs, Bae et al. [12] proved that K3,12,
K4,8, and K5,6 are gap-planar, while K3,15, K4,11, and K5,7 are not. These neg-
ative results were derived using the technique discussed in Sect. 1 that compares
the crossing number of these graphs with their number of edges, which is an
upper bound to the number of crossings allowed in a gap-planar drawing. By
refining this technique, Bachmaier et al. [11] proved that even K3,14, K4,10, and
K6,6 are not gap-planar. Hence, towards a characterization the cases that are
left open are K3,13 and K4,9. Here, we address one of these two open cases by
showing that K4,9 is not gap-planar, thus yielding the following observation.

Observation 11. The complete bipartite graph Ka,b (with a ≤ b) is gap-planar
if (i) a ≤ 2, or (ii) a = 3 and b ≤ 12, or (iii) a = 4 and b ≤ 8, or (iv) a = 5 and
b ≤ 6. Further, Ka,b is not gap-planar if (i) a = 3 and b ≥ 14, or (ii) a = 4 and
b ≥ 9, or (iii) a = 5 and b ≥ 7, or (iv) a ≥ 6 and b ≥ 6.

The Class of Quasiplanar Graphs. A characterization for the complete quasi-
planar graphs can be also derived by combining two known results. Namely, the
fact that a quasiplanar graph with n vertices has at most 6.5n − 20 edges [3]
implies that K11 is not quasiplanar, while K10 is in fact quasiplanar [15].

Characterization 12 (Ackerman et al. [3], Brandenburg [15]). The com-
plete graph Kn is quasiplanar if and only if n ≤ 10.
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Consider now a complete bipartite graph Ka,b with a ≤ b. First, we observe
that for a ≤ 4, graph Ka,b is quasiplanar for any value of b, since it is even fan-
planar [34]. On the other hand, the fact that a quasiplanar graph with n vertices
has at most 6.5n − 20 edges [3] does not provide any negative answer for a ≤ 6,
while for a = 7 it only implies that K7,52 is not quasiplanar. We stress that we
were not able to find any improvement on the latter result. The reason is the
same as the one that we described for the class of complete bipartite 4-planar
graphs. To give an intuition, we note that K4,4 has in total 46711 non-isomorphic
quasiplanar drawings, which makes the computation of the corresponding non-
isomorphic drawings of K4,5 infeasible in reasonable time; refer to [8] for details.
Notably, using the DFS-like variant of our algorithm, we were able to derive at
least positive certificate drawings for K5,18, K6,10, and K7,7, which are given in
[8]. We summarize these findings in the following observation.

Observation 13. The complete bipartite graph Ka,b (with a ≤ b) is quasiplanar
if (i) a ≤ 4, or (ii) a = 5 and b ≤ 18, or (iii) a = 6 and b ≤ 10, or (iv) a = 7
and b ≤ 7. Further, Ka,b is not quasiplanar if a ≥ 7 and b ≥ 52.

Table 2. A comparison of the number of drawings reported by our algorithm with
the elimination of isomorphic drawings (col. “Non-Iso”) and without it (col. “All”) for
the classes of 1- and 2-planar graphs; the corresponding execution times (in sec.) to
compute these drawings are reported next to them.

Class Complete Complete bipartite
Graph Non-Iso Time All Time Graph Non-Iso Time All Time

1-planar K4 2 0.043 8 0.043 K2,3 3 0.061 34 0.061
K5 1 0.043 30 0.206 K3,3 2 0.049 84 0.539
K6 1 0.020 120 0.737 K3,4 3 0.065 960 5.642
K7 0 0.006 0 0.448 K4,4 2 0.044 1584 10.871

K4,5 0 0.010 0 7.198

Total: 4 0.112 158 1.434 total: 10 0.229 2662 24.311

2-planar K4 2 0.028 8 0.028 K2,3 6 0.090 76 0.090
K5 4 0.105 294 2.661 K3,3 19 0.254 2352 10.571
K6 6 0.233 2664 3.292 K3,4 71 1.458 52248 244.964
K7 2 0.119 8400 55.323 K4,4 38 1.152 168624 1128.457
K8 0 0.029 0 51.321 K4,5 37 1.826 1200384 8135.843

K5,5 0 0.357 0 12639.293

Total: 14 0.514 11366 112.625 total: 171 5.137 1423684 22159.218

5 Conclusions and Open Problems

We conclude this work by noting that our results also have some theoretical
implications. In particular, K5,5 was conjectured in [7] not to be fan-planar;
Characterization 7 settles in the positive this conjecture. By Characterization
7 and Observation 11, we deduce that K5,5 is a certificate that there exist
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graphs which are gap-planar but not fan-planar. Since K4,9 is fan-planar but not
gap-planar, the two classes are incomparable, which answers a related question
posed in [12] about the relationship between 1-gap-planar graphs and fan-planar
graphs.

We stress that the elimination of isomorphic drawings is a key step in our
algorithm, as shown in Table 2. For example, to test whether K5,5 is 2-planar
without the elimination of intermediate isomorphic drawings, one would need to
investigate 1423684 drawings, while in the presence of this step only 171. This
significantly reduced the required time to roughly 5 seconds, including the time
to perform all isomorphism tests and eliminations. We provide further insights
in [8], where we broaden our description to the other classes.

Our work leaves two open problems. Is it possible to extend our approach
to graphs that are neither complete nor complete bipartite, e.g., to k-trees or
to k-degenerate graphs (for small values of k)? A major difficulty is that, in the
absence of symmetry, discarding isomorphic drawings becomes more complex. A
general observation from our proof of concept is that our approach was of limited
applicability on the classes of complete bipartite k-planar graphs, for k > 3, and
complete bipartite quasiplanar graphs, for which we could report partial results.
So, is it possible to broaden these results by deriving improved upper bounds on
the edge densities of these classes tailored for the bipartite setting (see, e.g., [7]).
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Abstract. We initiate the study of Simultaneous Graph Embedding
with Fixed Edges in the beyond planarity framework. In the QuaSEFE

problem, we allow edge crossings, as long as each graph individually is
drawn quasiplanar, that is, no three edges pairwise cross. We show that
a triple consisting of two planar graphs and a tree admit a QuaSEFE.
This result also implies that a pair consisting of a 1-planar graph and a
planar graph admits a QuaSEFE. We show several other positive results
for triples of planar graphs, in which certain structural properties for
their common subgraphs are fulfilled. For the case in which simplicity is
also required, we give a triple consisting of two quasiplanar graphs and a
star that does not admit a QuaSEFE. Moreover, in contrast to the planar
SEFE problem, we show that it is not always possible to obtain a QuaSEFE

for two matchings if the quasiplanar drawing of one matching is fixed.

Keywords: Quasiplanar · SEFE · Simultaneous graph drawing

1 Introduction

Simultaneous Graph Embedding is a family of problems where one is given a set
of graphs G1, . . . , Gk with shared vertex set V and is required to produce draw-
ings Γ1, . . . , Γk of them, each satisfying certain readability properties, so that
each vertex has the same position in every Γi. The readability property that is
usually pursued is the planarity of the drawing, and a large body of research has
been devoted to establish the complexity of the corresponding decision problem,
or to determine whether such embeddings always exist, given the number and
the types of the graphs; for a survey refer to [9].
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These problems have been studied both from a geometric (Geometric Simul-
taneous Embedding - GSE) [6,16] and from a topological point of view (Simulta-
neous Embedding with Fixed Edges - SEFE) [10,12,19]. In particular, in GSE the
edges are straight-line segments, while in SEFE they are topological curves, but
the edges shared between two graphs Gi and Gj have to be drawn in the same
way in Γi and Γj . Unless otherwise specified, we focus on the topological setting.

We study a relaxation of the SEFE problem, where the graphs can be drawn
with edge crossings. However, we prohibit certain crossing configurations in the
drawings Γ1, . . . , Γk, to guarantee their readability, i.e., we require that they
satisfy the conditions of a graph class in the area of beyond-planarity ; see [15]
for a survey on this topic. We initiate this study with the class of quasiplanar
graphs [2,3,18], by requiring that no Γi contains three mutually crossing edges.

Definition 1 (QuaSEFE). Given a set of graphs G1 = (V,E1), . . . , Gk = (V,Ek)
with shared vertex set V , we say that 〈G1, . . . , Gk〉 admits a QuaSEFE if there
exist quasiplanar drawings Γ1, . . . , Γk of G1, . . . , Gk, respectively, so that each
vertex of V has the same position in every Γi and each edge shared between two
graphs Gi and Gj is drawn in the same way in Γi and Γj. Further, the QuaSEFE

problem asks whether an instance 〈G1, . . . , Gk〉 admits a QuaSEFE.

It may be worth mentioning that the problem of computing quasiplanar
simultaneous embeddings of graph pairs has been studied in the geometric set-
ting [13,14]. Also, simultaneous embeddings have been considered in relation to
another beyond-planarity geometric graph class, namely RAC graphs [7,8,17,20].

We prove in Sect. 2 that any triple of two planar graphs and a tree admits a
QuaSEFE, which also implies that any pair consisting of a 1-planar graph1 and
a planar graph admits a QuaSEFE. Recall that, for the original SEFE problem,
there exist even negative instances composed of two outerplanar graphs [19].
Further, we investigate triples of planar graphs in which the common subgraphs
have specific structural properties. Finally, we show negative results in more
specialized settings in Sect. 3 and conclude with open problems in Sect. 4.

2 Sufficient Conditions for QuaSEFEs

In this section, we provide several sufficient conditions for the existence of a
QuaSEFE, mainly focusing on instances composed of three planar graphs G1, G2,
and G3. We start with a theorem relating the existence of a SEFE of two of the
input graphs to the existence of a QuaSEFE of the three input graphs.

Theorem 1. Let G1 = (V,E1), G2 = (V,E2), and G3 = (V,E3) be planar
graphs with shared vertex set V . If 〈G1 \ G3, G2 \ G3〉 admits a SEFE, then
〈G1, G2, G3〉 admits a QuaSEFE, in which the drawing of G3 is planar.

1 A graph is k-planar if it admits a drawing where each edge has at most k crossings.
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Proof. First construct a SEFE of 〈G1 \G3, G2 \G3〉, and then construct a planar
drawing of G3, whose vertices have already been placed, but whose edges have
not been drawn yet, using the algorithm by Pach and Wenger [23].

The drawing of G3 is planar, by construction. The drawing of G1 is quasipla-
nar, as it is partitioned into two subgraphs, G1 \ G3 and G1 ∩ G3, each of which
is drawn planar. Analogously, the drawing of G2 is quasiplanar. ��

Since every pair composed of a planar graph and a tree admits a SEFE [19],
we derive from Theorem 1 the following positive result for the QuaSEFE problem.

Corollary 1. Let G1 = (V,E1) and G3 = (V,E3) be planar graphs and T2 =
(V,E2) be a tree with shared vertex set V . Then 〈G1, T2, G3〉 admits a QuaSEFE,
in which the drawing of G3 is planar.

Corollary 1 already shows that allowing quasiplanarity significantly enlarges
the set of positive instances. We further strengthen this result, by additionally
guaranteeing that even the tree is drawn planar. For this, we use a result on
the partially embedded planarity [5] problem (PEP): Given a planar graph G, a
subgraph H of G, and a planar embedding H of H, is there a planar embedding
of G whose restriction to H coincides with H? In particular, we will exploit the
following characterization, which is the core of a linear-time algorithm for PEP.

Lemma 1 ([5]). Let (G,H,H) be an instance of PEP. A planar embedding G of
G is a solution for (G,H,H) if and only if the following conditions hold: (C.1)
for every vertex v ∈ V , the edges incident to v in H appear in the same cyclic
order in the rotation schemes of v in H and in G; and (C.2) for every cycle C
of H, and for every vertex v of H \ C, we have that v lies in the interior of C
in G if and only if it lies in the interior of C in H.

Theorem 2. Let G1 = (V,E1) and G3 = (V,E3) be planar graphs and T2 =
(V,E2) be a tree with shared vertex set V . Then 〈G1, T2, G3〉 admits a QuaSEFE,
in which the drawings of G1 and T2 are planar.

Proof. Consider planar embeddings G1 and G∗
3 of G1 and G3 \ G1, respectively.

We draw G1 according to G1. This fixes the embedding of the subgraph T2 ∩ G1

of T2, thus resulting in an instance of the PEP problem. Since T2 is acyclic,
Condition C.1 of Lemma 1 is trivially fulfilled. Also, since every rotation scheme
of T2 is planar, we choose for the edges of (T2∩G3)\G1 an order compatible with
G∗
3 , still satisfying Condition C.1. Finally, we draw the remaining edges of G3 by

considering the instance of PEP defined by its embedded subgraph (T2∩G3)\G1.
Condition C.1 is trivially satisfied, and Condition C.1 is satisfied by construction,
if we add the edges of G3 according to G∗

3 . Since crossings edges of the same graph
belong to G3 \ G1 and G3 ∩ G1, the drawing of G3 is quasiplanar. ��

The additional property guaranteed by Theorem 2 is crucial to infer the first
result in the simultaneous embedding setting for a class of beyond-planar graphs.

Theorem 3. Let G1 = (V,E1) be a 1-planar graph and G2 = (V,E2) be a planar
graph. Then 〈G1, G2〉 admits a QuaSEFE.
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Proof. As G1 is 1-planar, it is the union of a planar graph G′
1 and a forest F1 [1].

We augment F1 to a tree T1. By Theorem 2, there is a QuaSEFE of 〈G′
1, T1, G2〉

where G′
1 and T1 are drawn planar. Thus, G1 is drawn quasiplanar. ��

We now study properties of the subgraphs induced by the edges that belong
to one, to two, or to all the input graphs. We denote by Hi the subgraph induced
by the edges only in Gi; by Hi,j the subgraph induced by the edges only in Gi

and Gj ; and by H the subgraph induced by the edges in all graphs; see Fig. 1a.
The following two corollaries of Theorem 1 list sufficient conditions for G1\G3

and G2\G3 to have a SEFE. In the first case, H1,2 has a unique embedding, which
fulfills the conditions of Lemma 1 with respect to any planar embedding of G1

and of G2. In the second case, this is because G1 \ G3 is a subgraph of G2 \ G3.

Corollary 2. Let G1 = (V,E1), G2 = (V,E2), G3 = (V,E3) be planar graphs
with shared vertex set V . If H1,2 is acyclic and has maximum degree 2, then
〈G1, G2, G3〉 admits a QuaSEFE.

Corollary 3. Let G1 = (V,E1), G2 = (V,E2), G3 = (V,E3) be planar graphs
with shared vertex set V . If H1 = ∅, then 〈G1, G2, G3〉 admits a QuaSEFE.

Contrary to the previous corollaries, Theorem 1 has no implication for the
graph H, as there are instances with H = ∅ where no pair of graphs has a SEFE.
However, we show that a simple structure of H is still sufficient for a QuaSEFE.

Theorem 4. Let G1 = (V,E1), G2 = (V,E2), G3 = (V,E3) be planar graphs
with shared vertex set V . If H has a planar embedding that can be extended to a
planar embedding Gi of each graph Gi, then 〈G1, G2, G3〉 admits a QuaSEFE.

Proof. We draw the graph G1 \ H1,3 = H1 ∪ H1,2 ∪ H with embedding G1, the
graph G2 \H1,2 = H2 ∪H2,3 ∪H with embedding G2, and the graph G3 \H2,3 =
H3 ∪ H1,3 ∪ H with embedding G3. Then, the edges of G1 are partitioned into
two sets, one belonging to G1 \H1,3 and one to G3 \H2,3, each of which is drawn
planar. As the same holds for the edges of G2 and G3, the statement follows. ��
Corollary 4. Let G1 = (V,E1), G2 = (V,E2), G3 = (V,E3) be planar graphs
with shared vertex set V . If H is acyclic and has maximum degree 2, then
〈G1, G2, G3〉 admits a QuaSEFE.

The above discussion shows that, if one of the seven subgraphs in Fig. 1a
is empty, or has a sufficiently simple structure, 〈G1, G2, G3〉 admits a QuaSEFE.
Most notably, this is always the case in the sunflower setting [4,21,24], in which
every edge belongs either to a single graph or to all graphs, i.e., H1,2 = H1,3 =
H2,3 = ∅. We extend this result to any set of planar graphs. We remark that
SEFE is NP-complete in the sunflower setting for three planar graphs [4,24].

Theorem 5. Let G1 = (V,E1), . . . , Gk = (V,Ek) be planar graphs with shared
vertex set V in the sunflower setting. Then 〈G1, . . . , Gk〉 admits a QuaSEFE.
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Fig. 1. (a) Subgraphs induced by the edges in one, two, or three graphs. (b) A simple
quasiplanar drawing of Q1 in Theorem 6, obtained by adding w to the drawing of K10

by Brandenburg [11]. (c) Theorem 7: Edge (v18, v20) crosses either all dotted blue or
all dashed red edges, making (v5, v6) and (v7, v8) uncrossable (Color figure online).

Proof. Let H be the graph induced by the edges belonging to all graphs. We
independently draw planar the graph H and every subgraph Gi \ H, for i =
1, . . . , k. This guarantees that each Gi is drawn quasiplanar. ��

We remark that all our proofs are constructive. Moreover, the corresponding
algorithms run in linear time, as they exploit linear-time algorithms for con-
structing planar embeddings of graphs [22], for extending their partial embed-
dings [5], and for partitioning 1-planar graphs into planar graphs and forests [1].

3 Counterexamples for QuaSEFE

In this section we complement our positive results, by providing negative
instances of the QuaSEFE problem in two specific settings. We start with a neg-
ative result about the existence of a simple QuaSEFE for two quasiplanar graphs
and one star. Here simple means that a pair of independent edges in the same
graph is allowed to cross at most once and a pair of adjacent edges in the same
graph is not allowed to cross. Note that our algorithms in Sect. 2 may produce
non-simple drawings. Also, the maximum number of edges in a quasiplanar graph
with n vertices depends on whether simplicity is required or not [2].

Theorem 6. There exist two quasiplanar graphs Q1 = (V,E1), Q2 = (V,E2)
and a star S3 = (V,E3) with shared vertex set V such that 〈Q1, Q2, S3〉 does not
admit a simple QuaSEFE.

Proof. Let V = {v1, . . . , v10, w} and let E10 be the edges of the complete graph
on V \ {w}. Further, let E1 = E10 ∪ {(w, v1), . . . , (w, v6)}, let E2 = E10 ∪
{(w, v7)}, and let E3 = {(w, v1), . . . , (w, v10}. By construction, S3 is the star
on all eleven vertices with center w, while Fig. 1b shows that there is a simple
quasiplanar drawing of Q1 (and of Q2, which is a subgraph of Q1, up to vertex
relabeling).
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Suppose that 〈Q1, Q2, S3〉 has a simple QuaSEFE, and let Γ1,2 be the drawing
of the union of Q1 and Q2 that is part of it. Since the union of Q1 and Q2 has 52
edges, which exceeds the upper bound of 6.5n−20 edges in a simple quasiplanar
graph [2], Γ1,2 is not simple or not quasiplanar. Since (w, v7) is the only edge
in Γ1,2 that is not in Q1, edge (w, v7) is involved in every crossing violating
simplicity or quasiplanarity. Analogously, one of (w, v1), . . . , (w, v6), say (w, v1),
is involved in every crossing violating simplicity or quasiplanarity; in particular,
(w, v1) crosses (w, v7). Since both (w, v1) and (w, v7) belong to S3, the drawing
of S3 that is part of the simple QuaSEFE is not simple, a contradiction. ��

The second special setting is the one in which one of the input graphs is
already drawn in a quasiplanar way, and the goal is to draw the other input
graphs so that the resulting simultaneous drawing is a QuaSEFE. This setting is
motivated by the natural approach, for an instance 〈G1, . . . , Gk〉, of first con-
structing a solution for 〈G1, . . . , Gk−1〉 and then adding the remaining edges
of Gk. Note that, since the drawing of the first graph partially fixes a draw-
ing of the second graph, this can be seen as a version of the PEP problem for
quasiplanarity.

For the original SEFE problem, this setting always has a solution when the
graph that is already drawn (in a planar way) is a general planar graph, and
the other graph is a tree [19]. In a surprising contrast, we construct negative
instances for the QuaSEFE problem that are composed of two matchings only.

Theorem 7. Let M1 = (V,E1) and M2 = (V,E2) be two matchings on the same
vertex set V and let Γ1 be a quasiplanar drawing of M1. Instance 〈M1,M2〉 does
not always admit a QuaSEFE in which the drawing of M1 is Γ1.

Proof. First recall that the edges in E1 ∩ E2 have to be drawn in the quasiplanar
drawing Γ2 of G2 as they are in Γ1. Consider the quasiplanar drawing Γ1 of the
matching (v2i−1, v2i), with i = 1, . . . , 10, in Fig. 1c, and let E2 contain the edges
(v17, v19) and (v18, v20). Since v17 is enclosed in a region bounded by the crossing
edges (v1, v2) and (v3, v4), in any quasiplanar drawing of M2 edge (v17, v19)
crosses exactly one of (v1, v2) and (v3, v4). In the first case, (v17, v19) crosses also
(v13, v14) and (v15, v16) (dotted blue). In the second case, (v17, v19) crosses also
(v9, v10) and (v11, v12) (dashed red). In both cases, (v5, v6) and (v7, v8) cannot
be crossed, and thus (v17, v19) cannot be drawn so that Γ2 is quasiplanar. ��

4 Conclusions and Open Problems

We initiated the study of simultaneous embeddability in the beyond planar set-
ting, which is a fertile and almost unexplored research direction that promises
to significantly enlarge the families of representable graphs when compared with
the planar setting. We conclude the paper by listing a few open problems.

– A natural question is whether two 1-planar graphs, a quasiplanar graph and
a matching, three outerplanar graphs, or four paths admit a QuaSEFE. All



274 P. Angelini et al.

our algorithms construct drawings with a stronger property than quasipla-
narity, namely that they are composed of two sets of planar edges. Exploiting
quasiplanarity in full generality may lead to further positive results.

– Motivated by Theorem 6, we ask whether some of the constructions presented
in Sect. 2 can be modified to guarantee the simplicity of the drawings.

– Another intriguing direction is to determine the computational complexity of
the QuaSEFE problem, both in its general version and in the two restrictions
studied in Sect. 3. In particular, the setting in which one of the graphs is
already drawn can be considered as a quasiplanar version of the PEP problem,
which is known to be linear-time solvable in the planar case [5].

– Extend the study to other beyond-planarity classes. For example, do any two
planar graphs admit a k-planar SEFE for some constant k?
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Abstract. Many real-world networks are globally sparse but locally
dense. Typical examples are social networks, biological networks, and
information networks. This double structural nature makes it difficult
to adopt a homogeneous visualization model that clearly conveys an
overview of the network and the internal structure of its communities
at the same time. As a consequence, the use of hybrid visualizations has
been proposed. For instance, NodeTrix combines node-link and matrix-
based representations (Henry et al., 2007). In this paper we describe
ChordLink, a hybrid visualization model that embeds chord diagrams,
used to represent dense subgraphs, into a node-link diagram, which shows
the global network structure. The visualization is intuitive and makes it
possible to interactively highlight the structure of a community while
keeping the rest of the layout stable. We discuss the intriguing algo-
rithmic challenges behind the ChordLink model, present a prototype
system, and illustrate case studies on real-world networks.

1 Introduction

The challenges in the design of effective visualizations for the analysis of real-
world networks are not only related to the size of these networks, but also to
the complexity of their structure. In particular, many networks in a variety
of application domains are globally sparse but locally dense, i.e., they contain
communities (or clusters) of highly connected nodes, and such communities are
loosely connected to each other (see, e.g., [17,20,34]). Typical examples are social
networks such as collaboration and financial networks [6,12,33,42]. Other exam-
ples include biological networks (e.g., metabolic and protein-protein interaction
networks) and information networks; see, e.g., [16,24,31]. A visual exploration
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of these networks should allow users to perform two main tasks [37]: (T1) get-
ting an overview of the high-level structure of the network; (T2) identifying and
analyzing in detail the communities of the network. However, the heterogeneity
of the network connectivity level makes it difficult to adopt a homogeneous visu-
alization that supports both the aforementioned tasks simultaneously.

This scenario naturally motivates the use of hybrid visualizations that com-
bine different drawing styles, depending on the connectivity degree of the various
portions of the network. A notable example is NodeTrix [22], which adopts a
node-link diagram to represent the (sparse) global structure of the network and
the more compact matrix representation to visualize denser subgraphs; the user
can select the portions of the diagram to be represented as adjacency matrices.

Fig. 1. A ChordLink visualization of a co-authorship network. The drawing has four
clusters, represented as chord diagrams. In each chord diagram, circular arcs of the
same color are copies of the same author. For example, in the smallest cluster, F.
Montecchiani has two (green) copies, each connected to some nodes external to the
cluster. (Color figure online)

Contribution. Inspired by NodeTrix, we aim to design a hybrid visualization
model that supports tasks (T1) and (T2), and that can be integrated into an
interactive visual analytics system. In particular, our design is driven by two
main requirements: (R1) the model must support the drawing stability through-
out the user interaction, so to maintain the user’s mental map during an inter-
active analysis of the network; (R2) the drawing styles to convey the different
portions of the network should be intuitive for non-expert users, as for a node-
link representation. Our contribution is as follows:
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(i) We propose ChordLink, a new model that embeds chord diagrams, used
for the visualization of dense subgraphs (communities), into a node-link dia-
gram, which shows the global network structure (Sect. 3). Chord diagrams are
an extension of circular drawings, where nodes are represented as circular arcs
instead of points (see, e.g., [29]). Figure 1 shows a ChordLink visualization.
(ii) As a proof-of-concept of our model, we describe a prototype system that
implements it and we discuss some case studies on different kinds of real-world
networks, namely fiscal networks and co-authorship networks (Sect. 4). A short
video of the system can be found at https://youtu.be/ezphnPEdA8Y.
(iii) Finally, our model introduces new optimization problems (Sect. 3.2) that
are of independent interest, and that may inspire future research (Sect. 5).

For space reasons some details have been omitted and can be found in [2].
Methodology. The ChordLink model represents a community C selected in
a node-link diagram Γ as a specific type of chord diagram, which we denote
as Γ (C). Regarding (R1), a suitable replication of the nodes of C allows us to
preserve the geometry of the nodes and edges outside Γ (C); this avoids new
edge crossings out of the cluster and supports the user’s mental map during an
interactive analysis of the network. Such a node-replication also gives additional
freedom to reduce the number of edge crossings in Γ (C). Regarding (R2), the
representation Γ (C) remains intuitive for users who are familiar with the node-
link style, because an edge in C is still represented as a geometric curve. This
makes it easy, for example, to recognize paths in C, a basic task that is sometimes
difficult to perform in a matrix-based representation [19,22].

2 Related Work

Early works in graph visualization propose hybrid models that combine
Euler/Venn Diagrams, used to represent inclusion relationships between sets
of objects, with Jordan arcs, which convey other types of relationships between
these sets [21,38]. Similar drawing styles are extensively used to represent com-
pound graphs, where the nodes are hierarchically grouped into clusters and where
there can be binary relationships between clusters other than between nodes (see,
e.g., [14,28,40] for surveys on the subject). Hybrid visualizations that mix node-
link and treemaps are also studied [15,43], sometimes in terms of algorithmic
techniques for quick computation of clustered layouts [13,32].

The NodeTrix model is the first attempt to visually convey both the global
structure of a sparse network and its locally dense subgraphs by combining node-
link and matrix-based representations [22]. This work has inspired a subsequent
array of papers, either devoted to the development of visual analytics systems
for complex graphs or focused on the theoretical properties of visualizations in
the NodeTrix model. In the first direction, an interesting variant of the Node-
Trix model is proposed in [5]; while in NodeTrix the clusters represented as
an adjacency matrix are selected by the user, in [5] the set of clusters is com-
puted by the drawing algorithm so that the resulting graph of clusters (drawn
as an orthogonal layout) is planar; the user can choose the drawing style inside

https://youtu.be/ezphnPEdA8Y
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each cluster region, including the possibility of using a matrix-based representa-
tion. In the second direction, several papers study the so-called hybrid planarity
testing problem, both in the NodeTrix model [8,10] and in a different model
where clusters are intersection graphs of geometric objects [1]. This problem
asks whether a given graph admits a hybrid visualization such that the edges
represented as geometric links do not cross any cluster region and do not cross
each other. Also, complexity results on a relaxation of the hybrid planarity test-
ing problem are given in [9]; similar to ChordLink, this relaxation allows for a
limited replication of the nodes of a cluster, but in [9] the clusters are defined
by the algorithm and intra-cluster edges are not considered.

Our ChordLink model uses a specific type of chord diagram to represent
clusters. Chord diagrams are effectively adopted in several visualization systems
to analyze dense networks in various contexts, including comparative genomics
[29], urban mobility trajectories [18], and software profiling on distributed graph
processing systems [4]. Other applications of chord diagrams can be found at
http://www.circos.ca/. They have also been extended to support hierarchical data
sets (see, e.g., [3,25]). We finally remark that the use of circular layouts for
visualizing clustered graphs is proposed in [39]. In that approach, the node set
of the input network is partitioned into user-defined clusters, and each cluster is
represented as a circular layout with nodes drawn as points and edges drawn as
straight segments; hence, each node of the network belongs to a circular layout
and the whole drawing of the network is computed by knowing in advance the
set of clusters. In the ChordLink model we assume that the user can define
the clusters interactively, and that the drawing of the network must be updated
accordingly, while controlling the drawing stability.

3 The ChordLink Model

Let G = (V,E) be a network and let Γ be a node-link diagram of G. The
ChordLink model is conceived to work in an interactive system, in which the
user can iteratively select a cluster C of nodes in Γ and the system automatically
redraws the subgraph G[C] induced by C as a chord diagram Γ (C). The nodes
of C are required to lie within a topologically connected region of the plane (e.g.,
within a circular or a rectangular region); the drawing of nodes and edges of Γ
out of G[C] should change as little as possible to enforce stability.

If a node w ∈ C is connected to a node outside C, we say that w is extrovert,
else w is introvert. To maintain the drawing outside Γ (C) stable, the ChordLink
model allows for a suitable replication of the nodes. Namely, every extrovert node
w ∈ C can have multiple occurrences in Γ (C), while an introvert node of C will
occur exactly once in Γ (C). The occurrences of w are called copies of w. A copy
of w is represented in Γ (C) by a circular arc cw, coinciding with a portion of the
circumference of Γ (C). The set of arcs cw, over all copies of the nodes w of C,
partitions the circumference of Γ (C). An edge (u,w) /∈ G[C], with u /∈ C and
w ∈ C, is drawn as a straight-line segment incident to one of the circular arcs
cw. An edge (w, z) ∈ G[C] is drawn as a simple curve, called chord, connecting
one of the circular arcs cw to one of the circular arcs cz.

http://www.circos.ca/
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3.1 General Strategy

Assume that all nodes of a selected cluster C in Γ lie in a circular region R(C)
and that all the other nodes of Γ are outside R(C); also, assume that no node of
C is located exactly at the center of R(C) (otherwise slightly perturb the region).
According to the ChordLink model, we locally redraw Γ so that the boundary
of the chord diagram Γ (C) coincides with the boundary of R(C). This is done
through a general strategy that consists of the following phases (see Fig. 2):

(a) Initial Drawing (b) NodeReplication

(c) NodePermutation (d) NodeMerging+ChordInsertion

Fig. 2. Illustration of the general strategy for the ChordLink model. (a) An initial
node-link diagram with two selected clusters (dashed regions). (b) Drawing after the
NodeReplication phase. (c) Output of the NodePermutation phase; for example, in the
left cluster the copies of the nodes adjacent to 1 and to 4 are permuted so to reduce the
number of non-consecutive copies of 5 and 9. (d) Final drawing after the NodeMerging
and ChordInsertion phases; chords are inserted so to minimize their number of crossings.

NodeReplication. For each extrovert node w ∈ C connected to a node u /∈ C,
create a copy v of w at the intersection point between (u,w) and the boundary
of R(C), and replace the segment uw with its subsegment uv. For each introvert
node w ∈ C, create a unique copy of w at the intersection point between the
boundary of R(C) and the radius of R(C) passing through w. Then, remove all
the elements of Γ that are properly inside R(C). At the end we have a circular
sequence of copies of the nodes of C along the boundary of R(C); two copies of
the same node may not be consecutive in this sequence.
NodePermutation. Permute the copies of the nodes of C along the boundary of
R(C) in such a way to minimize the total number of non-consecutive copies
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of the same node. To preserve the geometry of the drawing outside R(C), two
copies can be permuted only if they are adjacent to the same node u /∈ C.
NodeMerging. For each maximal subsequence of consecutive copies of a node w
(possibly a single copy) along the boundary of R(C), replace all these copies by
a circular arc cw that spans at least the whole subsequence.
ChordInsertion. For each edge (w, z) ∈ G[C], select one of the copies cw and one
of the copies cz, and insert a chord inside R(C) connecting cw and cz. This
selection can be done in order to optimize some desired function; for example,
one can try to minimize the total number of crossings between chords and/or to
maximize the angles formed by two crossing chords.

3.2 Algorithms

In the following we describe specific algorithms to solve the optimization prob-
lems posed by the NodePermutation and ChordInsertion phases. In the full version
[2], we explain how to handle the NodeMerging phase and the case in which for
a selected cluster there is not a circular region that includes exactly its nodes.
Algorithm for the NodePermutation Phase. Let C be a selected cluster in
the current drawing Γ . The optimization problem in the NodePermutation phase
asks to find a permutation of the copies of the nodes of C along the boundary of
R(C) such that the total number of non-consecutive copies of the same node is
minimized. However, to preserve the geometry of the links outside R(C) (thus
avoiding the introduction of edge crossings), two copies can be permuted only if
they have a common neighbor u /∈ C. Formally, we model the problem as follows.

Let u1, u2, . . . , uk be the set of nodes not in C that are adjacent to some
node of C. For each ui (i = 1, . . . , k), denote by 〈vi,1, vi,2, . . . , vi,hi

〉 the clock-
wise sequence of copies of extrovert nodes of C along R(C) attached to ui. For
example, assume that C is the left-side cluster in Fig. 2(b); if we set u1 = 1,
u2 = 2, u3 = 10, and u4 = 4 then we have: 〈v1,1 = 8, v1,2 = 9, v1,3 = 5〉; 〈v2,1 =
9, v2,2 = 6〉; 〈v3,1 = 6〉; 〈v4,1 = 5, v4,2 = 9〉. The sequence 〈vi,1, vi,2, . . . , vi,hi

〉 is
called the group of ui. Clearly, two elements of the same group never represent
copies of the same node of C. Denote by E the set of copies of the extrovert nodes
of C on the boundary of R(C). Suppose that v ∈ E is a copy of a node w ∈ C
and that n(v) is the next copy of w encountered by walking clockwise on the
boundary of R(C). We denote by χ(v,n(v)) the cost of {v,n(v)} and we define
it as follows: χ(v,n(v)) = 0 if no copies of nodes of C are encountered between
v and n(v) while walking clockwise on the boundary of R(C); χ(v,n(v)) = 1
otherwise. Our optimization problem asks to find a permutation of the copies
in the group of ui (for each i = 1, . . . , k) that minimizes the objective function∑

v∈E χ(v,n(v)).
We describe a dynamic programming algorithm that we designed with the

aim of computing an exact solution for this optimization problem when all the
copies in each group are consecutive along the boundary of R(C) (like in Fig. 2);
if this is not the case, our algorithm is used as a heuristic for the problem. If
all the copies of each group are consecutive, two node permutations π and π′
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yield the same cost if for each group the first element is the same in both π and
π′ and the same holds for the last element. Hence, it suffices to minimize the
pairs of consecutive groups such that their two neighboring elements are copies of
different nodes. More formally, let B0, B1, . . . , Bk−1 be the clockwise sequence of
groups along R(C), starting from an arbitrary group B0. For each group Bi, let fi
and li be its first and its last element, respectively, i.e., li and fi+1 (indexes taken
modulo k) are consecutive along R(C). Our dynamic programming formulation
considers the cost of choosing the first and the last element of Bi assuming that
this choice has been already done for the groups Bi+1, . . . , Bk−1. Namely, denote
by Oi(vi,j , vi,z) the cost of choosing fi = vi,j and li = vi,z. For each possible
pairs of elements vi,j , vi,z in Bi and vi+1,j′ , vi+1,z′ in Bi+1, the following holds:

Oi(vi,j , vi,z) = Oi+1(vi+1,j′ , vi+1,z′) +

{
0, if vi+1,j′ = vi,z

1, if vi+1,j′ �= vi,z
(1)

The optimal solution is then χopt = minv0,j ,v0,z∈B0 O0(v0,j , v0,z). To solve the
above recurrence we fix f0 and compute a table of size

∑k−1
i=0

(
hi

2

) ≤ m2, where
m is the number of edges of G. We repeat this procedure for each of the h0 ≤
m possible values of f0 and we select the optimal solution among them; this
algorithm takes O(m3) time. Note that, to speed up the algorithm, the elements
vi,j such that there is no element vi+1,j′ = vi,j in Bi+1 (resp. vi−1,j′ = vi,j
in Bi−1) can be ignored, since selecting them as first or last element of Bi

always increases the cost of the solution. In particular, we first remove them in
a preprocessing step, and then reinsert them in any position between fi and li.

Fig. 3. Example of different choices in the ChordInsertion phase. The set of chords in
each drawing represents the edges (1, 2), (1, 4), (2, 3), (2, 5), (3, 4), (4, 5). In (a) the
chords form 3 crossings, while in (b) they do not cross, due to a more convenient
choice of the representative pair of arcs for the edges (1, 2) and (3, 4). The dashed lines
represent stubs of possible outside edges incident to the cluster.

Algorithm for the ChordInsertion Phase. In this phase, for each edge (w, z) ∈
G[C] we have to select one of the circular arcs cw associated with w and one
of the circular arcs cz associated with z, and we add a chord connecting cw
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to cz. The specific selection of a pair {cw, cz} for each edge (w, z) determines the
total number of crossings between chords. For example, Fig. 3 shows a schematic
illustration of two different chord diagrams for a cluster C. The cluster has seven
circular arcs, associated with nodes 1, 2, 3, 4, 5; the edges of G[C] are (1, 2),
(1, 4), (2, 3), (2, 5), (3, 4), and (4, 5). The chords representing these edges cause in
total 3 crossings in Fig. 3(a), while they do not cross in the drawing of Fig. 3(b),
where we have chosen a different pair of arcs for the edges (1, 2) and (3, 4).

Our algorithm for selecting the set of chords aims to minimize the number
of crossings and to maximize the minimum angle at a crossing point of two
crossing chords. This optimization goal is motivated by several works that show
the negative impact of the number of crossings (e.g., [35,36,41]) and in particular
of small crossing angles (e.g., [26,27]) in graph layouts.

We model the above optimization problem as follows. We assume that each
circular arc cw is collapsed into a single point pw, coinciding with the center of cw.
Once the set of chords incident to pw is decided by the algorithm, we expand back
pw to cw and equally distribute the chords incident to pw along cw. Note that, the
number of crossings between non-adjacent chords only depends on the circular
order of their end-points along R(C) and not on their exact position. Hence,
two non-adjacent chords (pw, pz), (px, py) cross if and only the corresponding
chords (cw, cz), (cx, cy) cross, independent of the position of the end-points of
the chords along cw, cz, cx, and cy. Also, two adjacent chords (pw, pz) and
(pw, px) never cross, and therefore the corresponding chords (cw, cz) and (cw, cx)
will not cross if we use the same circular order. Moreover, if (pw, pz) and (px, py)
are two crossing chords, we denote by a(wz, xy) the minimum angle formed by
the segments wz and xy at their crossing point; this gives an estimation of the
crossing angular resolution of the two chords if each chord is drawn as a monotone
curve approximating the straight segment between its end-points. For any two
chords ewz = (pw, pz) and exy = (px, py), we define the cost of the unordered
pair {ewz, exy} as a function α(ewz, exy) such that: α(ewz, exy) = 0 if ewz and exy
do not cross; α(ewz, exy) = 1−a(wz, xy)/π otherwise. Since a(wz, xy) ∈ (0, π/2],
we have α(ewz, exy) ∈ [0.5, 1). We aim to select a set S of chords for the edges
of G[C] that minimizes the cost function α(S) =

∑
{ewz,exy}∈S×S α(ewz, exy).

To solve this problem we use a heuristic algorithm based on a greedy strategy.
Let E(C) be the set of edges of G[C] and let E1(C) ⊆ E(C) be the subset of edges
having one representative chord (pw, pz), i.e., (w, z) ∈ E1(C) if and only if w and
z have a unique copy on the boundary of R(C). Also, let E2(C) = E(C)\E1(C)
be the remaining subset of edges of G[C]. For example, in the cluster C of Fig. 3
we have E1(C) = {(4, 5)} and E2(C) = {(1, 2), (1, 4), (2, 3), (2, 5), (3, 4)}. Our
algorithm first adds to the drawing Γ (C) the chords representing the edges of
E1(C) (in any order), because for these edges there are no alternative choices.
After that, the algorithm executes |E2(C)| iterations. Each iteration i (1 ≤ i ≤
|E2(C)|) removes an edge (w, z) from E2(C) and adds to the drawing one of its
representative chords (pw, pz). More precisely, let S0 be the set of chords added
for the edges in E1(C) and let Si denote the set of chords added at the end of
iteration i. At the beginning of iteration i, for each edge (w, z) ∈ E2(C) and for
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each chord (pw, pz) that is representative of (w, z), the algorithm computes the
cost of inserting (pw, pz) in the current drawing, i.e., the cost α(Si−1∪{(pw, pz)});
then it selects the chord that yields the minimum cost and removes from E2(C)
the corresponding edge. Denote by S′ the whole set of representative chords for
the edges of E(C). Since the cost α(Si−1 ∪ {(pw, pz)}) can be easily computed
in O(|Si−1|) time from the cost α(Si−1) and from the set of chords in Si−1, and
since |Si−1| = O(|E(C)|), the whole greedy algorithm takes O(|S′||E(C)|2) time.

4 A Prototype System

As a proof-of-concept of the ChordLink model, we realized a prototype system
that implements it. The system is developed in Javascript (so to run in a Web
browser) and the implementation uses the D3.js library [7], https://d3js.org.
We first describe the main features of the system interface and its interaction
functionalities. Then, we discuss two case studies that show how the system can
be used to perform the analysis tasks (T1) and (T2) on different kinds of real
networks, namely a fiscal network and a co-authorship network.

Interface and Interaction. Through the interface of our system, the user can
import a network in the GML file format [23]. The system initially computes a
node-link diagram of the network using a force-directed algorithm; we exploit
an implementation available in the D3.js library. The interface supports the
visualization of weighted edges by using different levels of edge thickness to con-
vey this information. The user can execute some common operations, like node
movement, zooming, and panning. Node labels can be displayed according to dif-
ferent policies. One can show/hide all labels at the same time or enable/disable
each label individually. Alternatively, the system can automatically manage the
visualization of labels based on node-degrees and on the current zoom level of
the layout (labels of low-degree nodes are hidden after a zoom-out operation).
Regardless of the labeling policy, a mouse-hover operation on a node or on an
edge causes the display of a tooltip that reports the label of that element.

In order to represent a desired cluster C as a chord diagram Γ (C), the user
can select the nodes of C in the layout (e.g., through a rectangular region selec-
tion). The visualization of Γ (C) is such that: (i) All the circular arcs cw asso-
ciated with the same node w ∈ C are assigned the same color; the label of w
is displayed near to one of its corresponding arcs, namely the longest one. (ii)
Each chord between two arcs cw and cz has a color that gradually goes from
the color of cw to that of cz; this helps to visually detect the end-nodes of the
chord. (iii) The size of each chord reflects the weight of the corresponding edge
(the maximum thickness for the chords in Γ (C) depends on the minimum length
of the circular arcs and on their inner degree). A mouse-hover operation on a
circular arc cw of Γ (C) highlights all the arcs associated with w, as well as all
the edges incident to cw (see Fig. 6(a) in [2]). The user can move a chord dia-
gram Γ (C) or drag a node u /∈ C to drop it in Γ (C); this operation adds u to C
and causes an immediate update of the drawing. The user can click on Γ (C) to
collapse it into a single cluster-node (whose size is proportional to the number of

https://d3js.org
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nodes in C); a click operation on a cluster-node expands back it into the original
chord diagram. Collapsing/expanding each cluster individually helps focusing on
specific portions of the network without losing the general context where they
are embedded (see Fig. 6(b) in [2]).

Case Studies: Fiscal Networks. The first case study falls into the domain of
fiscal risk analysis. We considered a real network of taxpayers and their economic
transactions. The network is provided by the IRV (Italian Revenue Agency) and
refers to a portion of data for the fiscal year 2014, consisting of 174 subjects with
high fiscal risk and 200 economic transactions between them [11]. Figure 4 depicts
a ChordLink visualization of this network computed by our system after the
selection of six clusters (Fig. 7 in [2] reports the initial node-link diagram). The
thickness of an edge (u, v) reflects the amount of transactions between u and
v in the considered year (we discretized the range of amounts into 5 values of
thickness). For privacy reasons data are anonymized; a node’s label reports the
ID number and the geographic area of the corresponding taxpayer.

Fig. 4. A visualization obtained by selecting some communities in a node-link diagram.

Regarding task (T1), we observe that the network consists of several com-
munities and of few nodes with high degree. A visual analysis of the network
reveals that the node with ID 272 (marked with an arrow in the figure) acts as
a broker between three communities, since it has strong connections with them.
Regarding task (T2), the chord diagram of each community makes it possible to
analyze the connections between its nodes, by overcoming the node overlaps in
the node-link diagram. The position of nodes and the geometry of edges outside
the chord diagrams do not change with respect to the initial node-link diagram,
since all nodes of every selected community lie in a circular region not containing
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other nodes of the network. Focusing on the rightmost chord diagram Γ (C) in
Fig. 4, we can see that the node with ID 272 is connected to two nodes of high
degree inside Γ (C) (those with IDs 195 and 198), which belong to the same
geographic area. An analyst of the IRV identified this subgraph as a suspicious
scheme characterized by several economic transactions, where the seller is a so-
called “missing trader” with serious tax irregularities (omitted VAT payments
or tax declarations); nodes with IDs 195 and 198 are missing traders. From a
deepest inspection of the connections in Γ (C) and from additional attributes
of its taxpayers, the analyst confirmed the presence of a tax evasion pattern.
Similar conclusions were derived from the analysis of other communities in the
network.

Fig. 5. A co-authorship network extracted from DBLP. Bigger nodes are cluster-nodes.
(Color figure online)

Case Studies: Co-authorship Networks. The second case study considers
co-authorship networks extracted from the DBLP dataset [30], which contains
publication data in computer science. Through a query consisting of keywords
and Boolean operators, one can retrieve a set of publications on a desired topic.
We use the results returned by DBLP to construct networks where nodes are
authors and edges indicate co-authorships, weighted by the number of papers
shared by their end-nodes. Nodes are labeled with authors’ names and edges
with the titles of the corresponding publications.
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We performed the query “network AND visualization” and limited to 500 the
number of search results (i.e., publications) to be returned. The resulting net-
work consists of 1766 nodes, 3780 edges, and 382 connected components. The
largest of these components contains 118 nodes and 322 edges. A ChordLink
visualization of this component is shown in Fig. 5, where several dense portions
of the original node-link layout have been identified as communities. To make the
diagram easier to read, some communities (on the left side) have been expanded
and some others (on the right side) have been collapsed. We now discuss some
findings that involve tasks (T1) and (T2) in an interleaved manner.

From the general structure of the clustered network one can clearly distin-
guish several central actors. For example, on the left side of the drawing we can
observe that H. C. Purchase is connected to four distinct communities. Follow-
ing the links incident to this author and the connections between the related
authors inside the clusters, we can see that H. C. Purchase forms a 3-cycle with
A. Kerren and M. O. Ward (this author has two copies in his cluster), who
fall into two distinct communities. By exploring the edge labels, we see that this
cycle originates from a work titled “Introduction to Multivariate Network Visualiza-
tion”, while the communities to which A. Kerren and M. O. Ward belong mainly
derive from the works “Heterogeneous Networks on Multiple Levels” and “Novel
Visual Metaphors for Multivariate Networks”, respectively. By analyzing the liter-
ature more in detail, one can observe that these three works appear in the same
book, referring to the Dagstuhl Seminar Multivariate Network Visualization. The
orange cluster-node in the bottom of the drawing, call it C, seems to be strongly
related to nodes S. Miksch, D. W. Archambault, and M. X. Zhou. Indeed, the
links of these three authors with C refer to a common work, “Temporal Multivari-
ate Networks” . Since D. W. Archambault has only two connections with nodes
outside C, it seems reasonable to move it inside C by a drag operation.

If we analyze this community in detail (Fig. 8 in [2] shows its chord dia-
gram), the connections reveal that the aforementioned work has other 5 authors
in addition to the 3 already cited. Two of them, K. Ma and C. Muelder, have
a connection thicker than the other pairs of nodes, which indicates a stronger
cooperation. Also, there are two nodes of C, namely S. Diehl and F. Tzeng, that
are loosely connected in this cluster. We deduce that it would be convenient to
keep them out of the community, even if the original node-link diagram locates
them very close to the other nodes of C.

5 Final Remarks and Future Work

The ChordLink model proposed in this paper is a new kind of hybrid visu-
alization. It can complement previous models conceived for the visual analysis
of networks that are globally sparse but locally dense. Among its advantages,
ChordLink makes it possible to keep the visualization stable during the inter-
action. This is especially true when the nodes of a community, that is going
to be represented as a chord diagram, are close to each other in the node-link
layout (which is most often the case if it is computed by a force-directed algo-
rithm). Nonetheless, ChordLink has also some clear limits. In particular, the



288 L. Angori et al.

readability of a chord diagram may degrade when the size of a cluster increases;
our current visualization can be effectively used for clusters up to 20–25 nodes,
while it becomes less effective for bigger clusters.

Besides these considerations, we believe that the ChordLink model opens
the way for intriguing research directions: (i) We conjecture that the optimization
problems at the core of a ChordLink visualization are computationally hard.
It would be interesting to prove NP-hardness and to design new algorithms
to be compared with our heuristics. (ii) It may be worth developing a system
that combines the ChordLink and the NodeTrix models, allowing users to
switch from a visualization to the other for each cluster. This would merge
the advantages of both models. (iii) One can exploit an automatic clustering
algorithm for the ChordLink model, e.g., one that guarantees the planarity of
the inter-cluster graph [5].
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Abstract. Stress, edge crossings, and crossing angles play an impor-
tant role in the quality and readability of graph drawings. Most stan-
dard graph drawing algorithms optimize one of these criteria which may
lead to layouts that are deficient in other criteria. We introduce an opti-
mization framework, Stress-Plus-X (SPX), that simultaneously optimizes
stress together with several other criteria: edge crossings, minimum cross-
ing angle, and upwardness (for directed acyclic graphs). SPX achieves
results that are close to the state-of-the-art algorithms that optimize
these metrics individually. SPX is flexible and extensible and can opti-
mize a subset or all of these criteria simultaneously. Our experimental
analysis shows that our joint optimization approach is successful in draw-
ing graphs with good performance across readability criteria.

1 Introduction

Several criteria have been proposed for evaluating the quality of graph lay-
outs [37], including minimizing stress, minimizing the number of edge cross-
ings, minimizing drawing area, as well as maximizing the angle between edge
crossings, maintaining separation between marks (“resolution”), and preserving
highly connected neighborhoods. In the case of directed acyclic graphs (DAGs),
maintaining consistent edge direction, i.e., upwardness, is preferable. While these
criteria have been shown to improve human performance for graph tasks, auto-
matic layout approaches actively target at most one from the list.

We propose a framework, Stress-Plus-X (SPX ), for automatic layout of node-
link diagrams that targets multiple graph layout criteria simultaneously. SPX
formulates the layout as an optimization problem that combines stress minimiza-
tion with penalty terms representing other criteria. Composing and weighting
the terms in the objective function provides the flexibility and extensibility.

With the adage “Don’t let perfect be the enemy of good” in mind, the goal of
SPX is not to optimize any one particular criterion at the cost of all others, but to
find a balance across the criteria as optimizing only one criterion can lead to poor
quality drawings [21]. As an extreme example, for minimum drawing area we can
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Fig. 1. Different layouts of the same graph from the crossing angle maximization Graph
Drawing Contest: (a) from the Tübingen algorithm that won in 2018 [3]; (b) from the
KIT algorithm that won in 2017 [8]; (c-d) from SPX with different balance in the
optimization of stress, crossing angle, and edge crossings.

place all vertices on top of each other, yet perform poorly in the other quality
criteria. A similar example is shown in Fig. 1 where (a–b) show the outputs on
a Graph Drawing Contest graph produced by two state-of-the-art algorithms
for crossing angle maximization [3,8] while (c–d) show the outputs of SPX with
different balance in the optimization of stress, crossing angle, and edge crossings.
Note that the SPX approach better preserves topology and produces visually
appealing results and although (d) has the lowest crossing angle, it arguably
provides the most recognizable drawing. Delving further into this observation,
we examined the contest graphs across several metrics, as shown in Fig. 2, noting
that optimizing for one criterion could yield extreme drawings. Graph 2018-8 in
the middle row is a case where optimal crossing angle (center) requires a very
large drawing area. Graph 2017-2 in the last row is a case where the best crossing
angle (left) exhibits poor vertex resolution. These observations motivated us to
seek a balance of criteria to improve drawings.

To demonstrate our framework, we formulate optimization terms for three
criteria: minimizing edge crossings, maximizing the crossing angle, and upward-
ness (all of which have been used in Graph Drawing Contests). We compare
our edge crossing formulation to state-of-the-art approaches on a corpus of com-
munity graphs. SPX achieves better edge crossing results than just optimizing
stress, and frequently outperforms several of the crossing-centric algorithms.
Similarly, we show that aiming only at the optimization of crossing angle tends
to significantly impact the quality of the layout for other criteria. Although
the angle-centric algorithms outperform SPX, our algorithm generates compa-
rable crossing angle values and sometimes outperforms the angle-centric ones,
while still achieving better performance on other drawing aspects. Finally, we
compare our upwardness preserving approach to existing directed graph layout
approaches [6,14,18,27].

In summary, our contributions are: (1) Stress-Plus-X (SPX), a framework for
optimizing multiple graph drawing criteria simultaneously (Sect. 3); (2) Opti-
mization terms for maximizing edge crossing angles (Sect. 3.2) and upwardness
preservation (Sect. 3.3); and (3) An evaluation of our optimization terms in com-
parison to state-of-the-art single criterion approaches (Sect. 4). An extended ver-
sion of this paper is available at arxiv [11].
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Graph KIT SPX

2018-3

CA:89.56, AA:89.84, ST:41.24, NP:0.7 CA:89.98, AA:89.99, ST:3.72, NP:0.91 CA:89.69, AA:89.91, ST:2.95, NP:0.92

2018-8

CA:42.66, AA:72.27, ST:1654.21, NP:1.0 CA:14.79, AA:62.69, ST:5052.9, NP:1.0 CA:3.01, AA:60.0, ST:846.21, NP:1.0

2017-2

CA:88.68, AA:89.22, ST:20.94, NP:1.0 CA:54.66, AA:68.52, ST:11.57, NP:1.0 CA:70.63, AA:82.77, ST:15.56, NP:1.0

Fig. 2. Graphs from the 2017-18 Graph Drawing Contests. In graph 2018-3, the cross-
ing angles are all within 1% of the optimal, yet SPX best shows the underlying graph
structure. The best crossing angle layout for Graph 2018-8 (center) yields a large draw-
ing area. The best crossing angle layout for Graph 2017-2 (left) yields poor vertex
resolution. We report crossing angle (CA), average angle (AA), stress (ST), and neigh-
borhood preservation (NP).

2 Background and Related Work

Existing graph layout algorithms usually optimize a single drawing criterion, e.g.,
minimizing stress or maximizing the minimum edge crossing angle. We define
these criteria formally and discuss layout approaches that focus on them.

Stress: Stress measures the difference between node-pair distances in a layout
and their graph-theoretic distances, based on an all-pairs shortest path compu-
tation. It is a natural measure of how well the layout captures the structure
in the underlying graph. Let Ci be the position of the ith node in a layout
C and dij be the graph distance between node pair i, j. Then stress(C) =∑

i<j(wij ||Ci − Cj || − dij)2. A typical normalization value is wij = d−2
ij .
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Kamada and Kawai [22] formulate the graph layout problem as that of min-
imizing stress and use energy-based optimization. Gansner et al. [17] use stress
majorization instead. Stress-based graph visualization can also be seen as a spe-
cial case of a multi-dimensional scaling (MDS) [24,34], which is a powerful dimen-
sionality reduction technique. Variants of MDS are used in many graph layout
systems, including [5,17,28]. None of these methods aim to optimize other cri-
teria such as minimizing edge crossings or maximizing crossing angles.

Wang et al. [36] reformulate stress to incorporate target edge directions
and lengths and propose constraints to reduce crossings or improve crossing
angle in given subgraphs, but not in the entire graph. Constrained layout algo-
rithms [13,14] combine stress minimization or force-directed layout with sep-
aration constraints between node pairs. Constrained layouts, however, do not
optimize for edge crossings or crossing angles. When used with force-directed
layout algorithms (such as Fruchterman-Reingold [16]) instead of with stress
minimization, stress is also not optimized.

Edge Crossings and Crossing Angles: Minimizing the number of crossings
between edges in a graph layout has been shown to be an important heuris-
tic in readability of graphs [29], prompting interest in several graph drawing
contests [1,4]. Other than recent works by Radermacher et al. [30] and Shabbeer
et al. [33] (discussed in Sect. 2), there is little work on directly minimizing edge
crossings in general graphs.

The crossing angle of a straight-line drawing of a graph is the smallest
angle between two crossing edges in the layout. Large crossing angles have been
shown [2,20,21] to improve graph readability and several heuristics have been
proposed to maximize crossing angles. Demel et al. (KIT) [8] propose a greedy
heuristic to select the best position for a single vertex from a random set of
points. Bekos et al. (Tübingen) [3] propose selecting a vertex arbitrarily from
a set of vertices, called the vertex-pool, which contains a subset of the vertices
which are adjacent to the pairs of edges that have the minimum crossing angle.
Both approaches above performed very well in crossing angle maximization, but
neither is concerned with stress minimization or other criteria.

Upward Drawing: A drawing of a directed acyclic graph is upward if the target
vertex of each directed edge has a strictly higher y-coordinate than the source
vertex. Upward drawing is used to show ordering or precedence between enti-
ties in a variety of settings [14,18]. Sugiyama layout [35] is the most common
approach for creating upward drawings. The layout algorithm assigns ranks to
the vertices to determine their y-coordinates followed by computing their x-
coordinates to minimize crossings between consecutive layers. Examples include
dot [18], dagre [6], and OGDF [27]. Mixed graphs, where only subgraphs are
drawn upward, have also been drawn using this approach [32].

Neighborhood Preservation and Drawing Area: While stress captures how well
global graph distances are realized in the layout, neighborhood preservation cap-
tures how well local neighborhoods are preserved in the layout. This is the
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optimization goal of more recent dimensionality reduction techniques such as
t-SNE [25] and UMap [26]. Specifically, in the context of graph drawing, neigh-
borhood preservation is defined as the Jaccard similarity between the adjacent
nodes in the graph and the nearest nodes in the layout, averaged over all nodes
in the graph [23].

Drawing area refers to the size of the canvas used to layout the graph and is
implicit when nodes are placed on an integer grid. Large drawing area is unde-
sirable due to difficulties navigating the visualization or resolving the marks.
Minimizing drawing area has also been used in Graph Drawing Contest chal-
lenges [12,19].

Joint Optimization: Our work aims to jointly optimize several graph drawing
heuristics simultaneously. Huang et al. [21] previously optimized for two criteria
simultaneously, namely crossing angle and angular resolution of the graph in a
force-directed setting. Shabbeer et al. [33] minimized stress and edge crossings
simultaneously using an optimization-based approach.

The objective function of Shabbeer et al. contains penalties for edge crossings.
Edge crossings can be expressed as a system of non-linear constraints. Consider

two edges A =
(ax

1 ay
1

ax
2 ay

2

)
and B =

(bx1 by1
bx2 by2

)
where the two nodes of A are (ax

1 , ay
1),

and (ax
2 , ay

2) and similarly for B. Farkas’ Theorem can be used to state that the
edges A and B do not cross if and only if there exists u, and γ, such that

Au + γe ≥ 0,Bu + (1 + γ)e ≤ 0 (1)

where e is a 2-dimensional vector of ones. Intuitively, Eq. 1 states that for a pair
of edges A and B to not cross, there must exist a line that strictly separates the
edges A and B, i.e., there is a non-zero margin between them. Here, u refers to
a vector that is perpendicular to the direction of the separating line and γ is a
scalar value that ensures the non-zero margin of separation between the edges.

This set of inequalities can be transformed into a penalty term,
penalty(A,B), for edge pair A,B such that it is zero for non-crossing edge
pairs and strictly positive for crossing edge pairs.

penalty(A,B) = min
u,v

||(−Au − γe)+||1 + ||(Bu + (1 + γ)e)+||1 (2)

where (z)+ = max(0, z). The penalty term is combined with stress as a cost
function and then iterative optimization is used to compute a layout. They
demonstrate their approach on small biological networks.

Our approach differs in that our goal is a framework for balancing multi-
ple criteria to achieve good results across them. We introduce penalties and
constraints for crossing angle maximization and upward drawings. We further
introduce a weighting to the edge crossings. Finally, we introduce a hyperparam-
eter to directly balance across criteria.
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3 SPX Algorithm

Stress-Plus-X (SPX) is a unified framework that can simultaneously optimize
stress along with other graph drawing criteria. The “X” in SPX refers to the
constraints that encode the additional criteria. We describe cost functions for
encoding the number of edge crossings and crossing angle respectively, as well
as constraints for preserving upwardness. The general SPX model is as follows:

cost(C,u, γ,ρ) = stress(C) + K ×
∑

Penalties(C,u, γ,P) (3)

with node coordinates C, balancing hyperparameter K, optional penalty param-
eters P (e.g., ρi in Sect. 3.1), and γ and u as described in Sect. 2.

Intuitively, decreasing stress, decreasing the penalty term for X, or decreas-
ing both results in a decrease in the objective function. Hence, minimizing the
objective function simultaneously optimizes for both stress and “X.”

Modifying the value of K allows us to control the balance between the stress
and the “X” terms. Figure 1(c) and (d) show two layouts of the same graph cre-
ated with different K parameterizations. Adjusting K to better balance criteria
can result in a more intuitive drawing.

Optimization Procedure: We optimize the cost function iteratively in two
phases. We first compute the optimal u and γ for each pair of edges (A,B) via
linear programming to minimize the penalties, penalty(A,B). Then, keeping
the u′s and γ’s constant, for all edge pairs, we optimize the cost function by
modifying C using gradient descent; see Algorithm 1.

Algorithm 1. Stress-plux-X(G)
Compute initial layout C0 (using stress majorization, force-directed layout, or ran-
dom initialization)
for Number-of-iterations do

Keeping the node coordinates C constant, find optimal u and γ for each edge
pair (A,B) using linear programming to minimize penalty(A,B)

Keeping u’s and γ’s constant, minimize cost(C,U, γ, ρ) by updating C using
gradient descent
end for

3.1 Stress Plus Crossing Minimization

The edge crossings penalty is:
∑l

i=1(ρi/2) ∗ {||(−Ai(C)ui − γie)+||1 +
||(Bi(C)ui + (1 + γi)e)+||1} where l is the number of edge pairs, Ai(C) and
Bi(C) are the first and second edges of edge pair i as matrices A and B, ui, γi

are the u, γ terms for edge pair i, and ρi is a weight on the penalty for edge
pair i.
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Shabbeer et al. [33] use a compounding weight where each edge crossing gets
penalized more the longer it persists through the optimization iterations. We
found that such a penalty can result in the introduction of new edge crossings
for graphs that are larger and denser. With this in mind, we use a binary weight
for ρi: the value is 1 when edges intersect and 0 otherwise.

The cost function for stress plus crossing minimization further differs from
Shabbeer et al. in the criteria weighting parameter K. Figure 4 (Sect. 4) shows
that the use of binary weights and hyperparameter K helps SPX achieve better
results compared to Shabbeer et al.

3.2 Stress Plus Crossing Angle Maximization

Our crossing angle maximization penalty is the edge crossing penalty with an
additional factor of cos2(θi) in each factor of the summation, where θi is the
angle between a pair of crossing edges. We use cos2 to constrain to positive
values and give a heavier weight to smaller crossing angles. Note this modified
penalty function explicitly maximizes the minimum crossing angle and implicitly
minimizes the number of crossings, as when a crossings is removed altogether it
cannot contribute to the minimum crossing angle.

3.3 Stress Plus Upward Crossing Minimization

We add the upwardness criteria to SPX by adding constraints to the model. Let
(u, v) be a directed edge. Then, in the drawing of the graph the y coordinate of
v should be strictly larger than the y coordinate of u. We enforce this directly
with a linear constraint (yv > yu). If the input graph is a DAG then we add this
constraint for all edges. If the graph is mixed then we add the constraints only
for the directed edges.

3.4 Implementation

We implemented SPX in Python. It uses the stress majorization formulation of
Gansner et al. [17] to minimize stress and the edge crossing detection code from
Demel et al. [8]. SPX source code and experimental material are available at
https://github.com/devkotasabin/SPX-graph-layout.

Initial Layouts: We ran our experiments using 3 different layout algorithms as
input to the SPX algorithm: stress majorization (neato), force-directed layout
(sfdp), and random initialization. Both neato and sfdp are available in the
GraphViz package [15]. To ameliorate the effects of sensitivity to initial layout,
we employ random starts of SPX, using each method multiple times and choosing
the layout that maximizes the objective.

https://github.com/devkotasabin/SPX-graph-layout
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Gradient Descent Algorithms: We experimented with the following algo-
rithms for gradient descent (GD) [31]: bfgs, l-bfgs, vanilla GD, momentum-
based GD, Nesterov momentum-based GD, Adagrad, RMSprop, and Adam. We
found that for different types of graphs, different GD variants yielded better
results and we kept all but bfgs and l-bfgs in our parameter sweep based on
their performance in our pilot experiments. Section 3.5 contains further analysis
of different GD variants and their convergence plots.

Parallelization: Each combination of random initial layout, gradient descent
algorithm, and value of K is independent and thus can be run in parallel. Oper-
ations on each edge pair, such as computing u and γ, as well as summing the
penalties, can also be parallelized. However, running edge pairs fully in parallel
would incur significant overhead. We leave the implementation of this approach
as future work.

3.5 Convergence Analysis

Figure 3 illustrates the convergence behavior of SPX using the six variants of gra-
dient descent from Sect. 3.4 on two graphs, graph 5 from the community graphs
of Sect. 4 (top row) and graph 9 from 2018 Graph Drawing contest (bottom row).
Convergence behavior of the variants differ depending on graph. Figure 3 shows
the values for number of crossings, stress, and crossing angle over 100 iterations
for a fixed value of K(= 2) for both graphs.

For both graphs, at least one gradient descent variant converges within 100
iterations.

In the first graph, Momentum and Nesterov converge rapidly and then get
stuck in local minima. In the first graph, they overcome the local minima to
continue convergence, while on the second graph they diverge after the minima.
We hypothesize convergence per variant is dependent on graph properties and
thus use all six. Further analysis and optimization is left for future work.

4 Results

As SPX is designed to be a flexible framework, we evaluate it in three different
contexts. First, we compare SPX to Shabbeer et al. [33] on stress and number
of crossings showing SPX performs better.

Second, we compare SPX to two state-of-the-art algorithms for crossing angle
optimization: Demel et al. from KIT [8] and Bekos et al. from Tübingen [3].
We compare across five readability metrics discussed earlier: stress (ST), num-
ber of crossings (NC), crossing angle (CA), drawing area (DA), and neighbor-
hood preservation (NP). We show SPX balanced multiple criteria simultaneously
rather than optimizing one at the expense of others.
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Fig. 3. Number of crossings, stress, and crossing angle over 100 iterations for 6 variants
of GD algorithms on 2 graphs run with fixed K(= 2). The 2 graphs are graph 5 from
random subset of 25 community graphs (top row) and graph 9 from 2018 graph drawing
contest (bottom row).

Third, we compare SPX to existing approaches that directly optimize cross-
ings [6,14,18,27] for upward drawings of DAGs. Our results show that SPX can
preserve upwardness while performing better across other readability criteria.

4.1 Datasets and Experimental Settings

For the first two evaluations we used the 2017 and 2018 graph drawing contest
graphs [9,10], as well as a collection of 400 graphs used in a crossings minimiza-
tion study by Radermacher et al. [30]. For the third evaluation (upward drawing
of DAGs) we generated 4 trees and 30 DAGs of different sizes.

We ran our experiments using all six gradient descent variants discussed in
Sect. 3.4. We swept the values of K in the range of 2−5 to 25 in exponential
increments. We used three different initial layout algorithms as input: neato,
sfdp, and random initialization with five different starts each. Metrics were
calculated using the graphmetrics library of De Luca [7].

4.2 Comparison to Shabbeer et al.

We compare SPX with two algorithms - Shabbeer et al. [33] and stress majoriza-
tion [17] on the corpus of 100 community graphs. The crossings value for stress
is taken from Radermacher et al. [30] and the stress value calculated as lowest
from five random neato [15] layouts. We run the SPX variant that performs
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stress-plus-crossing minimization only and compare using two metrics, number
of crossings and stress, because Shabbeer et al. minimizes only for these two
metrics. We do not perform the same two-metric comparison with the cross-
ing minimization algorithms of Radermacher et al. [30] because they are not
concerned with stress. We provide details about crossing minimization only for
SPX and the algorithms of Radermacher et al.

Figure 4a shows that on average SPX produces fewer crossings than both
other approaches. Figure 4b shows that on average SPX produces layouts with
lower stress than both other approaches. We hypothesize that SPX performs
better than stress majorization on stress because of SPX’s multiple random
starts and the use of neato as one of the initializations.

(a) Crossing minimization (b) Stress minimization

Fig. 4. Comparing SPX, Shabbeer et al. and stress majorization in terms of the number
of crossing and stress minimization using 100 community graphs.

4.3 Comparison Across Several Criteria

We examine several readability criteria across the layouts obtained by the three
algorithms designed to minimize crossing angle: KIT [8], Tübingen [3], and SPX.
In particular, we consider stress, neighborhood preservation, edge crossings,
drawing area, and crossing angle.

Though our impetus was the graph drawing contest graphs, they are diverse
in structure, making it difficult to compare across them. To perform a bulk
comparison, we randomly select a subset of 25 graphs from community graphs
described above.

Figure 5 shows the results for the 25 graphs, presented in a pairwise fashion
of metrics. We plot the metrics so that points in the lower left corner indicate
good performance in the two metrics. From the plots we can see that most of
the SPX drawings are in the well-performing corner.

Figure 6 shows an example of a community graph, drawn by all three algo-
rithms. SPX achieves best stress and crossing angle while performing very close
to the winner, KIT, in terms of number of crossings.
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Fig. 5. Pairwise metric evaluation of the KIT, Tübingen, and SPX algorithms using
stress (ST), number of crossings (NC), crossing angle (CA), neighborhood preservation
(NP), and drawing area (DA).

Graph KIT SPX

Community:13

CA:33.15, AA:66.57, ST:2003.44, NP:0.15 CA:69.44, AA:78.58, ST:660.7, NP:0.35 CA:79.32, AA:87.02, ST:615.04, NP:0.3

Fig. 6. Outputs of the Tübingen, KIT, SPX algorithms on a community graph.

4.4 Comparison of Upward Drawings

To evaluate SPX for upward drawing, we compare it to several state-of-the-art
directed graph algorithms across several metrics on a corpus of 4 trees and 30
DAGs, described in [11].

We compared SPX to dot [18]; dagre [6] and both variants of Sugiyama
in OGDF [27]: the barycenter heuristic (“ogdfb”) and the median heuristic
(“ogdfm”). We verified all algorithms, including SPX, produced completely
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upward drawings. We measured drawing area (A), stress (ST), and number of
crossings (CR). We also measured height and width separately, but found their
behavior to be the same as those for drawing area. The results of the experiment
are reported in Table 1. Each cell indicates the number of times each algorithm
had the best value for the metric, with ties being attributed to both algorithms.

Table 1. The number of times each algorithm had the best metric value for upward
drawings of 4 complete balanced binary trees (left) and 30 DAGs (right).

dagre dot ogdfb ogdfm SPX
ST 0 0 0 0 4
A 0 0 0 0 4
CR 4 4 4 4 4

4 binary trees

dagre dot ogdfb ogdfm SPX
ST 0 0 0 0 30
A 0 0 0 0 30
CR 2 5 8 11 14

30 directed acyclic graphs

Table 1 shows that SPX consistently produces the best drawings across the
metrics, although all other algorithms also produce planar layouts for the com-
plete binary trees. However, there is a caveat in the measure of area. We do not
impose any resolution to the upwardness of the drawings. The SPX drawings
are very small in area compared to those generated by the other algorithms.
Imposing a resolution constraint could increase crossings and stress, indicating a
post-processing to enforce resolution may be a better option. We experimented
with a näıve scaling parameter which results in very large area. We leave a more
appropriate post-processing algorithm as future work.

5 Conclusions and Future Work

As some of the drawings in this paper show, optimizing just one layout crite-
rion can result in unreadable drawings. It seems like a natural idea to consider
approaches that balance multiple layout criteria. SPX is an example of such a
graph layout framework that balances the optimization of multiple criteria and
achieves quality that is close to one criterion state-of-the-art algorithms. Cur-
rently SPX considers stress minimization, crossing minimization, crossing angle
maximization, and upwardness. A natural direction for future work is to incor-
porate additional layout criteria. Our current implementation of SPX relies on a
combination of stress minimization and a linear program solver. As a result the
algorithm is prohibitively slow for large graphs. Possible ways to speed up the
algorithm, such as multi-level computation, are worth exploring.
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Abstract. We prove that the exact crossing number of a graph can
be efficiently computed for simple graphs having bounded vertex cover.
In more precise words, Crossing Number is in FPT when parameter-
ized by the vertex cover size. This is a notable advance since we know
only very few nontrivial examples of graph classes with unbounded and
yet efficiently computable crossing number. Our result can be viewed as
a strengthening of a previous result of Lokshtanov [arXiv, 2015] that
Optimal Linear Arrangement is in FPT when parameterized by the
vertex cover size, and we use a similar approach of reducing the prob-
lem to a tractable instance of Integer Quadratic Programming as
in Lokshtanov’s paper.
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1 Introduction

The crossing number cr(G) of a graph G is the minimum number of pairwise edge
crossings in a drawing of G in the plane. We refer to Sect. 2 for the definitions of
a drawing and edge crossings. Finding the crossing number of a graph is one of
the most prominent combinatorial optimization problems in graph theory and
is NP-hard already in very special cases, e.g., even when considering a planar
graph with one added edge [5]. Moreover, we know that computing the crossing
number is APX-hard [3], i.e., there does not exist a PTAS (unless P=NP).

On the other hand, there is an algorithm [1] that approximates not directly
the crossing number, but the quantity n+cr(G) where n = |V (G)|; its currently
best incarnation does so within a factor of O(log2 n) [11]. The first sublinear
approximation factor of Õ(n0.9) has been achieved by [9]. Concerning rectilinear
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drawings of dense graphs there is another recent approximation result [12]. Much
better crossing number approximation results are known for some restricted
graph classes, such as for graphs embeddable in a fixed surface [15,17] and for
graphs from which few edges or vertices can be removed to make them planar
[4,6,7,18].

Despite this recent progress in crossing number approximations in special
cases, there are nearly no nontrivial formulas or efficient algorithms for comput-
ing the exact crossing number in sufficiently “rich” graph classes. Even for very
nicely structured classes such as the complete graphs, the complete bipartite
graphs and the toroidal grids (Cartesian products of cycles), their exact crossing
numbers are only conjectured, but not proved (e.g., we do not know cr(K13) ).

One notable exception (to near-impossibility of computing efficiently the
exact crossing number) is that the exact crossing number can be efficiently com-
puted (even in linear time) when it is bounded [16,19]; more precisely, that
Crossing Number is in linear-time FPT when parameterized by the solu-
tion value. However, considering nontrivially rich graph classes with unbounded
crossing number, there currently seems to be only one such further efficient result
by Biedl et al. [2]; computing the exact crossing number for maximal graphs of
pathwidth exactly 3.

Our paper brings one more small piece to this crossing-number puzzle. A
vertex cover in a graph G is a set X of vertices of G such that every edge of G
has at least one end in X. We prove that it is possible to compute in FPT the
exact crossing number of a simple graph G when the minimum vertex cover size
of G is bounded as a parameter.

Theorem 1. Given a simple graph G, the problem to compute the crossing num-
ber of G and the corresponding optimal drawing of G is fixed-parameter tractable
with respect to the parameter k = |X| where X ⊆ V (G) is a vertex cover of G.

We remark that computing the minimum vertex cover X is itself in FPT when
parameterized by |X| [10], and so we do not need X on the input.

Although bounding the vertex cover also bounds the pathwidth of a graph,
our Theorem 1 is incomparable with [2] since their result gives exact values only
for pathwidth 3 (for higher values of pathwidth [2] gives an approximation).
Another notable point is that the classes of graphs of bounded vertex cover
are monotone (closed under taking subgraphs), while the exact algorithm in [2]
requires maximal graphs of pathwidth 3 (again, for non-maximal such graphs
there is only a 2-approximation).

In the algorithm of Theorem 1 we follow the approach of Lokshtanov [20], who
showed that Integer Quadratic Programming is in FPT when parameter-
ized by the number of variables and the maximum of the absolute values of the
coefficients. Lokshtanov then used his IQP algorithm to show that the problem
Optimal Linear Arrangement of a graph G is in FPT when parameterized
by the minimum vertex cover size of G. In the Optimal Linear Arrange-
ment problem of a graph G, the task is to find a linear ordering of the vertex
set of G which minimizes the sum of “lengths” of the edges of G. With respect
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to this, it is worth to note that the first NP-hardness proof for Crossing Num-
ber [14] used a simple reduction from Optimal Linear Arrangement, one
which asymptotically preserves almost any reasonable graph parameter includ-
ing vertex cover. Although we cannot directly apply our algorithm to the result
of that reduction (due to a presence of parallel edges, as explained below), a sim-
ple modification along the lines of that reduction allows to deduce Lokshtanov’s
result for Optimal Linear Arrangement from our algorithm.

2 Basic Definitions

We use the standard terminology of graph theory. A special attention has to be
paid to simplicity of graphs – while (non-)simplicity is usually not an issue for
the crossing number (just subdivide parallel edges), it becomes important with
respect to the minimum vertex cover. Therefore, we will consider simple graphs
throughout the paper by default, and we will use the term multigraph otherwise.

A drawing of a graph G = (V,E) is a mapping of the vertices V to distinct
points in the plane, and of the edges E to simple curves connecting their respec-
tive end points but not containing any other vertex point. When convenient,
we will refer to the elements (vertices and edges) of the drawing as to the cor-
responding elements of G. A crossing is a common point of two distinct edge
curves, other than their common end point. It is well established that the search
for an optimal solution to the crossing number problem can be restricted to so
called good drawings: any pair of edges crosses at most once, adjacent edges do
not cross, and there is no crossing point in common of three or more edges.

Definition 2. The problem Crossing Number asks for a good drawing D of
a given graph G with the least possible number of crossings.

The number of crossings in a particular drawing D is denoted by cr(D) and
the minimum over all good drawings D of a graph G by cr(G). We call cr(D)
and cr(G) the crossing number of the drawing D and the graph G, respectively.

We will also need to deal with weighted crossing number. Consider a graph
H with a weight assignment w : E(H) → N. Then a crossing between edges
e, f ∈ E(H) naturally counts as w(e) ·w(f) crossings (as if they were bunches of
w(e) and w(f) parallel edges). The weighted crossing number cr(H) of weighted
H is defined as in Definition 2 while counting crossings this weighted way.

Following [20], we introduce the problem Integer Quadratic Program-
ming (IQP) in a generalized form. 1 Its input consists of a k×k integer matrix Q ,
an m × k and m′ × k integer matrices A and C , a k-dimensional integer vector
p, and m- and m′-dimensional integer vectors b and d . The task is to find an
optimal solution z ◦ to the following optimization problem:

1 The stated generalized form comes from page 4 of [20], formula (2) and below.
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Minimize zTQz + pT z

subject to Az ≤ b (1)
Cz = d

z ∈ Z
k

Note that “finding a solution” of an IQP instance means exactly one of the
following three outcomes: the instance is infeasible and we correctly detect that,
or the instance is feasible and unbounded and we again detect that, or the
instance is feasible and bounded and we output an optimal solution z ◦.

Theorem 3. (Lokshtanov [20]). Consider the Integer Quadratic Pro-
gramming problem as above (1), where the input consists of the integer matrices
A, C, Q and the integer vectors b, d, p. Let L denote the length of the com-
bined bit-representation of this input, and let λ be the largest absolute value of the
entries in the matrices A, C and Q, and the entries in the vector p. There exists
an algorithm which finds a solution of this instance of IQP in time f(k, λ) ·LO(1)

for some computable function f (that is, fixed-parameter tractable with input size
L and parameters k and λ).

3 Clustered Optimal Drawings

We start with a high-level idea of our solution. Consider a simple graph G and a
vertex cover X ⊆ V (G) of fixed size k = |X|. Then V (G) \ X is an independent
set and every vertex of V (G) \ X can be classified by its neighbourhood in X
(and this classification is unique up to automorphisms). At the first sight it thus
appears natural to form “uniform” clusters of the vertices with the same neigh-
bourhood (to be treated the same way, whatever this means), and so seemingly
“reduce” the input size to O(2k) and then solve it in FPT by brute force. This
is, unfortunately, not at all sufficient.2

As we will see, while solving the crossing number problem, it would be enough
to additionally classify the vertices of V (G) \ X by the cyclic ordering of their
edges in the (yet to be found) optimal drawing of G. Furthermore, it will also
be useful to restrict the arguments to the aforementioned good drawings (pairs
of edges crosses at most once and adjacent pairs do not cross). In particular,
in a good drawing the edges incident to one common vertex always form an
uncrossed star. We give the following core definition (see also Fig. 1):

2 In the exemplary case of Optimal Linear Arrangement [20], one may easily
see the problem on the graph Kk,n, whose smaller part X of size k is the minimum
vertex cover and all vertices of the larger part form one cluster with the same neigh-
bourhood X. Yet, an optimal linear arrangement solution for Kk,n has to alternate
the vertices of X and those of the large part in the middle of the arrangement. Hence
in this particular case of OLA, one has to consider at least the relative position of
vertices with respect to X in addition to their neighbourhoods.



Exact Crossing Number Parameterized by Vertex Cover 311

Definition 4. Let G be a graph with a vertex cover X, and D be a good drawing
of G. Then two vertices x, y ∈ V (G) \ X belong to the same topological cluster
in D (with implicit respect to X) if their neighbourhood in X is the same, and
the clockwise cyclic order of the neighbours of x within D is the same as the
clockwise cyclic order of the neighbours of y.
(Note that a vertex of X does not belong to any topological cluster in D.)

Fig. 1. An illustration of topological clusters with respect to the vertex cover formed
by the middle four black vertices: any two blue (square) vertices on the left belong to
the same topological cluster, and likewise for any two red (diamond) vertices. Any blue
and a red vertex belong to different topological clusters. (Color figure online)

We aim to show that an optimal drawing of our graph G can be obtained in
such a form that the topological clusters of vertices and the incident edges are
“drawn closely together”. The same idea, only for the special case of the com-
plete bipartite graph G = Kk,n, has already been used by Christian, Richter and
Salazar [8] (their research goal, though, was different). Our paper can be consid-
ered a generalization of (a part of) [8]. To achieve our goal, we separate two kinds
of crossings and rigorously describe a topological clustering of a drawing of G.

Assume a good drawing D of G. Having two edges e, f ∈ E(G) such that
one end of e belongs to the same topological cluster in D as one end of f , we
say that a (possible) crossing of e and f is a cluster crossing. All other edge
crossings occurring in D are called non-cluster crossings (and they include all
crossings on edges with both ends in X). Here we denote by crn(D) the number
of non-cluster crossings (possibly weighted) in the drawing D.

In the following definition we, informally, select one weighted “representative”
of each topological cluster of a drawing D.

Definition 5. A drawing DX is called a topological clustering of the drawing
D (of a graph G) with respect to its vertex cover X if the following hold:

– DX is an induced subdrawing of D and V (DX) ⊇ X,
– every vertex of V (D)\X belongs to the same topological cluster in D as some

vertex of V (DX) \ X,
– no two vertices of V (DX) \ X are in the same topological cluster in DX , and
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– DX is equipped with a weight function c : V (DX) \ X → N such that, for
every t ∈ V (DX) \ X, the size of the topological cluster in D containing t
equals c(t).

Note that there can be many (topologically) different topological clusterings
DX of the same drawing D, depending on how the “representative” vertices
from V (DX) \ X are chosen. See also Fig. 2

3

2

3

3

2 3

Fig. 2. An illustration: the graph on the left has a vertex cover X formed by the
three black vertices. There are three topological clusters wrt. X, depicted by the blue
(square), red (diamond) and yellow (triangle) vertices. On the right, we can see two
different topological clusterings of this graph, with the weights in the node circles.
(Color figure online)

In view of Definition 5, it will be useful to consider the crossing number of
the following independently weighted graphs. For a graph H, an independent set
Y ⊆ V (H), and a weight function c : Y → N, let the edge weights in H be as
follows: for e ∈ E(H) having one end x ∈ Y we set c′(e) := c(x), and for edges e
with both ends in V (H) \ Y we set c′(e) = 1. This defines the weighted crossing
number of H and, in particular for Y = V (DX) \ X, the weighted crossing
number cr(DX) of DX with respect to its weight function c.

We can now formulate and prove the core claim:

Lemma 6. For every good drawing D of a graph G with a vertex cover X, there
exists its topological clustering DX such that the number of non-cluster crossings
in D is at least cr(DX).

Proof. We start by setting D′ := D, and then we will inductively choose suitable
representatives of the topological clusters of D′ until we arrive at desired DX .

Let the cost of a vertex x of D′ be the sum of all non-cluster(!) crossings
carried by the edges of D′ incident to x. We pick any (nonempty) topological
cluster S ⊆ V (D′) \ X and choose a vertex s0 ∈ S having the least cost among
those of S. If |S| > 1, we iterate the following over all s ∈ S \ {s0};
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– remove s and its incident edges from the drawing D′,
– choose a new vertex s′ in a tiny neighbourhood of s0 in D′, and draw the edges

of s′ in a tiny strip along the edges of s0 while making only such non-cluster
crossings as those that exist on the edges of s0.

Since s0 and s have had the same neighbourhood, the new drawing D′′ as a
graph (with s′) is isomorphic to D′ and the vertices s0 and s′ still belong to the
same topological cluster. Moreover, since s0 has been chosen with the least cost,
we have crn(D′′) ≤ crn(D′). (New cluster crossings can be simply ignored.)

At the end of the previous procedure, we get a drawing D◦ (isomorphic to D′)
which has no more non-cluster crossings than D′, and all edges of the cluster S
are drawn “the same way closely together” in D◦. From this it follows that the
number of non-cluster crossings carried by the edges incident to the cluster S in
D◦ equals |S|-times this number on the edges incident to s0 in D′. We therefore
define D1 as the induced subdrawing of D′ obtained by deleting the vertices of
S \ {s0} and assigning the weight c(s0) = |S|. In the setting of independently
weighted graph underlying D1, we get crn(D1) = crn(D◦) ≤ crn(D′).

We finish the proof inductively. Let r be the number of topological clusters
of given D. For i = 1, 2, . . . , r−1, we now repeat the previous steps for D′ := Di,
obtaining a subdrawing Di+1 such that crn(Di+1) ≤ crn(Di). Finally, Dr is a
topological clustering of D with respect to X by Definition 4 and we conclude
cr(Dr) = crn(Dr) ≤ . . . ≤ crn(D1) ≤ crn(D). ��

4 Counting the Crossings in Clusters and Between

In order to complement Lemma 6, we need to estimate also the number of
cluster crossings in a drawing D. This is actually quite easy using the fact that
two vertices in the same topological cluster have the same cyclic ordering of their
neighbours. We use the following simple claim (cf. Fig. 3):

Lemma 7 ([8, Lemma 2.1]). Let x, y be the two vertices of degree m in K2,m

for m ≥ 3. Consider any good drawing D of K2,m such that the clockwise cyclic
order of the neighbours of x within D is the same as the clockwise cyclic order
of the neighbours of y. Then cr(D) ≥ 
m

2 � · 
m−1
2 � := Z(m).

Corollary 8. Consider a good drawing D of a graph G with a vertex cover X,
and a topological cluster S ⊆ V (D) \ X of size c = |S|. Let the degree of vertices
in S be m. Then the number of cluster crossings in D between the edges incident
with S is at least

(
c
2

) · 
m
2 � · 
m−1

2 � =
(

c
2

) · Z(m).

Readers may notice that the formula
(

c
2

) · 
m
2 � · 
m−1

2 � in the lemma is not
symmetric in c and m – it grows on one hand with c2/2 and on the other hand
with m2/4. This is correct since the setting is also not symmetric. The vertices
in S are required to have the same cyclic order of neighbours in D, but the
neighbours of S do not have this property.
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Proof. Let Z(m) = 
m
2 � · 
m−1

2 �. For s ∈ S, denote by Rs ⊆ G the subgraph
(a star) induced by s and the incident edges of s in G.

There is nothing to prove (the bound equals 0) for m ≤ 2 or c = 1. Otherwise,
for every pair s1, s2 ∈ S, s1 �= s2, we apply Lemma 7 to the subdrawing Ds1,s2

of D induced by Rs1 ∪ Rs2 , getting at least Z(m) crossings within Ds1,s2 . If
s3 ∈ S is different from s1 and s2, then the crossings in Ds1,s3 are all distinct
from the crossings in Ds1,s2 ; this is since E(Ds1,s2) ∩ E(Ds1,s3) = E(Rs1), but
the edges on Rs1 are all incident to s1 and so they cannot mutually cross in a
good drawing. Consequently, each of the

(
c
2

)
invocations of Lemma 7 contributes

a collection of at least Z(m) new crossings, providing the overall lower bound of(
c
2

) · Z(m) cluster crossings between the edges incident with S. ��

...

Fig. 3. Left: an optimal drawing of K2,7 achieving the minimum number of Z(7) = 9
crossings among all drawings in which the two vertices of degree 7 have the same cyclic
order of their neighbours (as in Lemma 7). Right: “stacking” the left subdrawings
such that the total number of cluster crossings here matches the lower bound given by
Corollary 8.

The next step is to introduce an “abstract level” of a topological clustering.
Simply put, a drawing D is an abstract topological clustering of a graph G with
respect to its vertex cover X if D is a topological clustering of some drawing of
G, but without the weight function. More precisely:

Definition 9. A drawing CX is an abstract topological clustering of a graph G
with respect to its vertex cover X if the following hold:

– CX is a good drawing of an induced subgraph of G containing X,
– for every vertex w ∈ V (G) \ X there is a vertex in V (CX) \ X having the

same neighbourhood as w in G, and
– no two vertices of V (CX) \ X are in the same topological cluster in CX .

We will further use the term of planarization of a drawing D, which is the
plane graph obtained from D by turning every crossing into a new degree-4 ver-
tex. Two drawings D1 and D2 of the same graph are combinatorially equivalent
if the same pairs of edges cross in D1 as in D2, moreover in the same order of
the crossings on each edge, and their planarizations are equivalent plane graphs
(i.e., with the same collection of faces).
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Lemma 10. Consider a graph G with a vertex cover X of size k = |X|. Then
every abstract topological clustering of G has size at most singly exponential in k,
and the number of combinatorially non-equivalent abstract topological clusterings
of G is bounded from above by a doubly exponential function of k.

Proof. A topological cluster in a drawing of G is uniquely determined by one of
2k possible neighbourhood subsets in X, and one of up to (k − 1)! cyclic orders
of the neighbours. Hence an abstract topological clustering C of G has at most
k + 2k(k − 1)! ≤ kO(k) vertices. Hence the number of edges and of pairs of edges
of C is bounded from above by kO(k), which also implies cr(C) ≤ kO(k). Hence
the planarization of C has at most kO(k) vertices, and there are altogether at
most 2kO(k)

such possible nonequivalent planarizations of abstract topological
clusterings of G. ��

A consequence of Lemma 10 is that we can, in FPT time, process all pos-
sible abstract topological clusterings of any graph G with a small vertex cover.
Therefore, from now on, we may just fix one abstract topological clustering CX

of G and discuss how to optimize the crossing number over all such drawings
of G whose topological clustering comes from CX . The latter problem will be
reduced to a bounded instance of IQP, similarly as the special case of complete
bipartite graphs has been handled in aforementioned [8].

4.1 IQP Formulation for Crossings

In regard of Definition 9 and the coming arguments, it will be useful to consider
the following “compressed” representation of a graph G with a small vertex
cover X. Let GX denote the subgraph of G induced by X, and consider the
function h : 2X → N0 such that, for any Y ⊆ X, h(Y ) is the number of vertices
of G outside of X whose neighbourhood in G is exactly Y . Clearly, GX and h
determine G up to an isomorphism (and the size of this description can be only
logarithmic compared to the size of G).

For given G and X, let us fix any abstract topological clustering CX of G
with respect to X. For Y ⊆ X, let S(Y ) be the set of vertices of V (CX) \ X
whose neighborhood in X is exactly Y . Note that h(Y ) is non-zero iff S(Y ) is
non-empty. Let Y1, . . . , Yl be an enumeration of all subsets of X which map to
a non-zero value under h; then

⋃ l
i=1 S(Yi) = V (CX) \ X. For i ∈ {1, . . . , l}, let

g(i) = |S(Yi)| and let S(Yi) = {v(i,1), . . . , v(i,g(i))}.
For an illustration, in Fig. 2 (on the right, but ignoring the weights since we

are considering an abstract clustering) we have got l = 2 (Y1 = X and Y2 are the
two bottom vertices of X), and g(1) = 2 (blue and red clusters) and g(2) = 1
(yellow cluster). Altogether, V (CX) \ X has three vertices there.

Let I be an index set defined as I := {(i, j) | 1 ≤ i ≤ l, 1 ≤ j ≤ g(i)}.
Similarly as in [8], we define the following crossing vector p = (pα | α ∈ I) and
the crossing matrix Q = (qα,β | α, β ∈ I), such that the intended use of p is
to count the crossings between the edges of GX and the edges incident to each
topological cluster corresponding to a vertex of V (CX) \ X, and the intended
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use of Q is to count the cluster crossings of each one of the topological clusters
(the diagonal entries) and the non-cluster crossings between pairs of the clusters
(the other entries):

– The crossing vector p : Let e1, . . . , er be an enumeration of the edges in GX .
For α ∈ I and i ∈ {1, . . . , r}, let pi

α be the number of edges incident to vα

that cross ei in CX . Then pα =
∑r

i=1 pi
α.

– The crossing matrix Q : Let α, β ∈ I. If α �= β, define qα,β as the number
of crossings in CX between the edges incident to vα and the edges incident
to vβ . If α = β = (i, j), then qα,α := Z(|Yi|) =

⌊ |Yi|
2

⌋ · ⌊ |Yi|−1
2

⌋
.

(Z(·) has been defined in Lemma 7 and Corollary 8.)
To recapitulate where we stand now; we have fixed an abstract topological

clustering CX of G, and in order to proceed to a drawing of G (underlied by CX),
we first need to assign suitable integer weights to the vertices of V (CX)\X. Our
goal is to minimize the total number of crossings in the constructed drawing
of G. However, we only have CX and some assigned weights on V (CX) \ X,
which together define the topological clustering DX of a drawing of G. The
crossing number cr(DX) is, via Lemma 6, related to the number of non-cluster
crossings in a desired drawing of G (refer to the proof of Theorem 12 for a
precise formulation). But it is not sufficient to minimize cr(DX) since the cluster
crossings in a drawing of G also play important role.

To complete the picture with cluster crossings, we define (cf. Corollary 8)

cl(DX) :=
∑

t∈V (DX)\X

(
c(t)
2

)
·Z(

d(t)
)

=
∑

t∈V (DX)\X

(
c(t)
2

)
·
⌊

d(t)
2

⌋
·
⌊

d(t) − 1
2

⌋
,

where c is the weight function of DX and d(t) denotes the degree of t (which is
the same in DX as in G). Again, we refer to the proof of Theorem 12 for further
treatment of the relation of cl(DX) to the cluster crossings in a drawing of G.

Lemma 11. Let CX be an abstract topological clustering of G with respect to a
vertex cover X, and denote by D(CX) the set of all topological clusterings of good
drawings of G whose unweighted topological clustering is CX . Let, furthermore,
Yi, g, I, p and Q be as above. Then the following IQP

Minimize f(z) = zTQz + 2 · pT z (2)
over all z =

(
z(1,1), . . . , z(1,g(1)), . . . , z(l,1), . . . , z(l,g(l))

)

subject to
g(i)∑

j=1

z(i,j) = h(Yi) for i ∈ {1, . . . , l}

z(i,j) ≥ 0 for (i, j) ∈ I

z ∈ Z
|I|

computes the minimum value of 2 · (cr(D) + cl(D) − r) over all D ∈ D(CX),
where r = cr(CX |X) is the number of crossings in the subdrawing of CX induced
by the vertex set X.
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Proof. First, note that for any D ∈ D(CX) we have cr(D|X) = r by definition.
For a particular weight assignment z , consider the corresponding topological
clustering D = D(CX , z ) ∈ D(CX). We write cr(D) = r + r1(D) + r2(D) where
r1(D) counts the (weighted) crossings in D which involve one edge with both
ends in X, and r2(D) counts the crossings of which neither edge has both ends
in X. From the definition of the crossing vector p we immediately have r1(D) =
pT z . From the definition of the crossing matrix Q and that of cl(·) we also
get r2(D) + cl(D) = 1

2 · zTQz . Altogether, 1
2f(z ) = r1(D) + r2(D) + cl(D) =

cr(D) + cl(D) − r. ��
We are now ready to prove the main result of this paper, which is as stated

below.

Theorem 12 (refinement of Theorem 1). Consider a simple graph G given
on the input as follows: there is a set X (a vertex cover of G), a simple graph
GX (which is the subgraph of G induced by X), and a function h : 2X → N0

such that, for Y ⊆ X, h(Y ) is the number of vertices of G outside of X whose
neighbourhood in G is exactly Y . The size of this input G equals the size of GX

plus the length of the bit-representation of function h.
Then the problem to compute the crossing number of G and the corresponding

topological clustering of an optimal drawing of G is fixed-parameter tractable with
respect to the parameter k = |X|.

Note that, when the vertex cover size k = |X| is fixed, the size of the input G
described in Theorem 12 is logarithmic in the number of vertices of G. Although,
in a typical use case, in which we do not get the input graph G in a parsed form
as in Theorem 12, but rather as a list of vertices and edges, we can first compute,
again in FPT [10], a vertex cover X of size ≤k and the corresponding function h.
Then, from the output topological clustering of an optimal drawing of G, we
can easily in polynomial time construct the corresponding drawing of G. Hence
Theorem 12 implies Theorem 1.

Proof Consider an optimal drawing D0 of G, i.e., one for which cr(D0) = cr(G)
holds. Then D0 may be assumed a good drawing by folklore arguments. By
Lemma 6, there is a topological clustering DX of D0 such that crn(D0) ≥ cr(DX).
Recall that DX is equipped with the weight function c, and that cl(DX) =∑

t∈V (DX)\X

(
c(t)
2

) · Z
(
d(t)

)
where d(t) denote the degree of t. By Corollary 8,

the total number of cluster crossings in D0 is at least cl(DX).
Now, let CX be the abstract topological clustering underlying DX . Although

we do not (yet) know DX , we can “find” CX by a brute force enumeration of
all abstract topological clusterings of G, which is still in FPT by Lemma 10.
Precisely, for every possible CX (where “possible” is checked simply by brute
force with respect to the parameter k), we compose an IQP as above (2). Then,
using Theorem 3, we solve it to get an assignment z of weights to CX , leading to
a clustering D′

X , such that the objective value cl(D′
X)+cr(D′

X) is minimized over
all D′

X ∈ D(CX) by Lemma 11. Let, furthermore, C◦
X be an abstract topological

clustering of G achieving the overall minimum value of the IQP solutions – this
leads to a clustering D◦

X with globally minimal cl(D◦
X) + cr(D◦

X) for given G.
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Consequently, counting separately the cluster and non-cluster crossings
in D0, and then considering the minimality of D◦

X , we get

cr(D0) ≥ cl(DX) + crn(D0) ≥ cl(DX) + cr(DX) ≥ cl(D◦
X) + cr(D◦

X).

It is now enough to “lift” the clustering D◦
X into a corresponding drawing D1 of

G with cl(D◦
X) + cr(D◦

X) crossings, which follows straightforwardly in the same
way as in [8], see Fig. 3. Hence cl(D◦

X) + cr(D◦
X) ≥ cr(G) = cr(D0), and so

cr(D1) = cr(D0) = cr(G).
It remains to address runtime of our procedure. In the IQP (2) we have |I|

bounded from above by the size of CX , which is at most singly exponential
in k by Lemma 10. The same asymptotic upper bound kO(k) from the proof
of Lemma 10 applies also to cr(CX), and this clearly bounds all the entries of
the matrix Q and the vector p. Let L be the length of the bit representation
of h (from the input representation of G); then the length of the combined bit
representation of the IQP (2) is at most f1(k)·LO(1) for some computable (singly
exponential) function f1. Then from Theorem 3, (2) is solved by an algorithm
in FPT time f2(k) · LO(1) for some computable function f2. This IQP step is
repeated, by brute force and independently of L, at most f3(k) times where f3
is a computable function (doubly exponential) coming from the bound on the
number of abstract clusterings in Lemma 10. ��

5 Conclusions

In our work we have stressed simplicity of the considered graphs. A natural ques-
tion is about what happens if we consider multigraphs with a vertex cover of
size k. There is, unfortunately, no easy answer to this question since deep prob-
lems arise in two different places of our arguments. First, since the multiplicity
of an edge may be unbounded in k, the entries of the crossing vector p and
the crossing matrix Q would no longer be bounded in k. Second, when defining
topological clusters, it would no longer be enough to consider a bounded num-
ber of neighbourhoods in X and a bounded number of cyclic orders, but also a
potentially unbounded number of different multiplicities of the edges in a cluster.
Each of these problems would completely ruin the runtime of our procedure.

Therefore, we leave the problem of computational complexity of the exact
crossing number of multigraphs parameterized by a vertex cover size as open,
for future research. On the other hand, in the special case of multigraphs with a
vertex cover of size k and edge multiplicities bounded by a computable function
of k, it is not difficult to extend our approach to obtain again an FPT algorithm
(which we skip here due to space restrictions).

At last, we would like to very briefly mention the problem of minimizing
the crossing number of a small perturbation of a given map of a graph, e.g. [13],
which shares some common ground with our arguments. Although the objectives
of the two problems are not easily comparable, we suggest that our approach
can provide an efficient solution of the latter problem on graphs of small vertex
cover.
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Abstract. Partial edge drawing (PED) is a drawing style for non-planar
graphs, in which edges are drawn only partially as pairs of opposing
stubs on the respective end-vertices. In a PED, by erasing the central
parts of edges, all edge crossings and the resulting visual clutter are
hidden in the undrawn parts of the edges. In symmetric partial edge
drawings (SPEDs), the two stubs of each edge are required to have the
same length. It is known that maximizing the ink (or the total stub
length) when transforming a straight-line graph drawing with crossings
into a SPED is tractable for 2-plane input drawings, but NP-hard for
unrestricted inputs. We show that the problem remains NP-hard even for
3-plane input drawings and establish NP-hardness of ink maximization
for PEDs of 4-plane graphs. Yet, for k-plane input drawings whose edge
intersection graph forms a collection of trees or, more generally, whose
intersection graph has bounded treewidth, we present efficient algorithms
for computing maximum-ink PEDs and SPEDs. We implemented the
treewidth-based algorithms and show a brief experimental evaluation.

1 Introduction

Visualizing non-planar graphs as node-link diagrams is challenging due to the
visual clutter caused by edge crossings. The layout readability deteriorates as
the edge density and thus the number of crossings increases [19]. Therefore alter-
native layout styles are necessary for non-planar graphs. A radical approach first
used in applied network visualization work by Becker et al. [2] is to start with a
traditional straight-line graph drawing and simply drop a large central part of
each edge and with it many of the edge crossings. This idea relies on the closure
and continuation principles in Gestalt psychology [17], which imply that humans
can still see a full line segment based only on the remaining edge stubs by fill-
ing in the missing information. User studies have confirmed that such drawings
remain readable while reducing clutter significantly [9,12] and Burch et al. [11]
presented an interactive graph visualization tool using partially drawn edges
combined with fully drawn edges.
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Fig. 1. Drawings of the same graph. (a) A straight-line drawing, (b) a maximum-ink
SPED, (c) a maximum-ink PED, and (d) a maximum-ink SHPED.

The idea of drawing edges only partially has subsequently been formalized in
graph drawing as follows [7]. A partial edge drawing (PED) is a graph drawing
that maps vertices to points and edges to pairs of crossing-free edge stubs of
positive length pointing towards each other. These edge stubs are obtained by
erasing one contiguous central piece of the straight-line segment connecting the
two endpoints of each edge. In other words each straight-line edge is divided
into three parts, of which only the two outer ones are drawn (see Fig. 1). More
restricted and better readable [4] variations of PEDs are symmetric PEDs, in
which both stubs of an edge must have the same length (see Fig. 1(b)), and homo-
geneous PEDs, in which the ratio of the stub length to the total edge length is the
same constant for all edges. Symmetric stubs facilitate finding adjacent vertices
due to the identical stub lengths at both vertices, and symmetric homogeneous
stubs (see Fig. 1(d)) additionally indicate the distance at which to find a neigh-
boring vertex. Clearly, for very short stubs it is easy to hide all edge crossings,
but reading adjacency information gets very difficult [12]. Therefore, the natural
optimization problem in this formal setting is ink maximization, i.e., maximiz-
ing the total stub length, so that as much information as possible is given in the
drawing while all crossings disappear in the negative background space.

We study the ink maximization problem for partial edge drawings (PEDs)
and symmetric partial edge drawings (SPEDs) with a given geometric input
drawing. These problems are known as MaxPED and MaxSPED, respec-
tively [6,7]. Note that with a given input drawing, the ink maximization problem
for symmetric homogeneous PEDs (SHPEDs) is trivial, as we can simply iterate
over all crossings, choose the larger of the two stub ratios resolving the crossing
and take the minimum of all these stub ratios, which yields the best solution.

Related Work. As a first result, Bruckdorfer and Kaufmann [7] presented an
integer linear program for solving MaxSPED on general input drawings. Later,
Bruckdorfer et al. [6] gave an O(n log n)-time algorithm for MaxSPED on the
class of 2-plane input drawings (no edge has more than two crossings), where
n is the number of vertices. They also described an efficient 2-approximation
algorithm for the dual problem of minimizing the amount of erased ink for arbi-
trary input drawings. The PhD thesis of Bruckdorfer [5] presents a sketch of an
NP-hardness proof for MaxSPED, but left the complexity of MaxPED as an
open problem, as well as the design of algorithms for MaxPED.
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There are a number of additional results for PEDs without a given input
drawing, i.e., having the additional freedom of placing the vertices in the plane.
For example, the existence or non-existence of SHPEDs with a specified stub
ratio δ for certain graph classes such as complete graphs, complete bipartite
graphs, or graphs of bounded bandwidth has been investigated [6,7]. From a
practical perspective, Bruckdorfer et al. [8] presented a force-directed layout
algorithm to compute SHPEDs for stubs of 1/4 of the total edge length, but
without a guarantee that all crossings are eliminated. Moreover, the idea of
partial edge drawings has also been extended to orthogonal graph layouts [10].

Contribution. We extend the results of Bruckdorfer et al. [6] on 2-plane geo-
metric graph drawings to k-plane graph drawings for k > 2, where a given
graph drawing is k-plane, if every edge has at most k crossings. In particular,
we strengthen the NP-hardness of MaxSPED [5] to the case of 3-plane input
drawings without three (or more) mutually crossing edges. For MaxPED we
show NP-hardness, even for 4-plane input drawings, which settles a conjecture of
Bruckdorfer [5]. On the positive side, we give polynomial-time dynamic program-
ming algorithms for both MaxSPED and MaxPED of k-plane graph drawings
whose edge intersection graphs are collections of trees. More generally, we extend
the algorithmic idea and obtain FPT algorithms if the edge intersection graph
has bounded treewidth and also provide a proof-of-concept implementation. We
evaluate the implementation using non-planar drawings from two classical layout
algorithms, namely a force-based and a circular layout algorithm.

2 Preliminaries

Let G be a simple graph with edge set E(G) = S = {s1, . . . , sm} and Γ a
straight-line drawing of G in the plane. We call Γ k-plane if every edge si ∈ S
is crossed by at most k other edges from S in Γ . We often use edge in S and
segment in Γ interchangeably. Hence S can be seen as a set of line segments.

The intersection graph C of Γ is the graph containing a vertex vi in V (C)
for every si ∈ S and an edge vivj ∈ E(C) between vertices vi, vj ∈ V (C) if the
corresponding edges si, sj ∈ S intersect in Γ . We also denote the segment in S
corresponding to a vertex v ∈ V (C) by s(v). Observe that the intersection graph
C of a k-plane drawing Γ has maximum degree k. Using a standard sweep-line
algorithm, computing the intersection graph C of a set of m line segments takes
O(m log m + |E(C)|) time [3], where |E(C)| is the number of intersections.

A partial edge drawing (PED) D of Γ draws a fraction 0 < fs ≤ 1 of each
edge s = uv ∈ S by drawing edge stubs of length fu|s| at u and fv|s| at v, s.t.,
fu + fv = fs. The ink or ink value I(D) of a PED D is the total stub length
I(D) =

∑
s∈S fs|s|. In the problem MaxPED, the task is to find for a given

drawing Γ a PED D∗ such that I(D∗) is maximum over all PEDs. A symmetric
partial edge drawing (SPED) D of Γ is a PED, s.t., fu = fv = fs/2 for every edge
s = uv ∈ S. Then the MaxSPED problem is defined analogously to MaxPED.
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Treewidth. A tree decomposition [20] for a graph G is a pair (T,X ) with T being
a tree and X a collection of subsets Xi ⊆ V (G). For every edge uv ∈ E(G)
we find t ∈ V (T ) such that {u, v} ⊆ Xt and for every vertex v ∈ V (G) we get
T [{t | v ∈ Xt}] is a connected and non-empty subtree of T . To differentiate the
vertices of G and T we call the vertices of T nodes and a set Xi ∈ X a bag. Now
the width of a tree decomposition (T,X ) is defined as max{|Xt| − 1 | t ∈ V (T )}.
For a graph G we say it has treewidth ω, if the tree decomposition with minimum
width has width ω. For a node t ∈ T we denote with Vt ⊆ V (G) the union of all
bags Xt′ ∈ X such that t′ is either t or a descendent of t in T .

In our algorithms we are using the well known nice tree decomposition [14].
For a graph G a nice tree decomposition (T,X ) is a special tree decomposition,
where T is a rooted tree and we require that every node in T has at most two
children. In case t ∈ V (T ) has two children t1, t2 ∈ T , then Xt = Xt1 = Xt2 .
Such a node is called join node. For a node t ∈ T with a single child t1 ∈ T we
find either |Xt| = |Xt1 | + 1, Xt1 ⊂ Xt or |Xt| = |Xt1 | − 1, Xt ⊂ Xt1 . The former
we call insert node and the latter forget node. A leaf t ∈ T is called a leaf node
and its bag contains a single vertex. Finally let r ∈ T be the root of T , then
Xr = ∅. It is known that a tree decomposition can be transformed into a nice
tree decomposition of the same width ω and with O(ω|V (G)|) tree nodes in time
linear in the size of the graph G [14].

3 Complexity

We first investigate the complexity of MaxSPED and MaxPED, and prove both
problems to be NP-hard for 3-plane and 4-plane input drawings, respectively.

3.1 Hardness of MaxSPED for k ≥ 3

We close the gap between the known NP-hardness of MaxSPED [5] for general
input drawings and the polynomial-time algorithm for 2-plane drawings [6].

Theorem 1. MaxSPED is NP-hard even for 3-plane graph drawings.

Proof. We reduce from the NP-hard problem planar 3-Sat [18] using similar
ideas as in Bruckdorfer’s sketch of the hardness proof for general MaxSPED [5].
Here we specify precisely the maximum ink contributions of all gadgets needed
for a satisfying variable assignment. Our variable gadgets are cycles of edge
pairs that admit exactly two maximum-ink states. We construct clause gadgets
consisting of three pairwise intersecting edges so that all crossings are between
two edges only, while Bruckdorfer’s gadgets have multiple edges intersecting in
the same point. Let φ be a planar 3-Sat formula with n variables {x1, . . . , xn}
and m clauses {c1, . . . , cm}, each consisting of three literals. We can assume
that φ comes with a planar drawing of its variable-clause graph Hφ, which has
a vertex for each variable xi and a vertex for each clause cj . Each clause vertex
is connected to the three variables appearing in the clause. In the drawing of
Hφ all variable vertices are placed on a horizontal line and the clause vertices
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connect to the adjacent variable vertices either from above or from below the
horizontal line. In our reduction (see Fig. 2) we mimic the drawing of Hφ by
creating a 3-plane drawing Γφ as a set of line segments of two distinct lengths
and define a value L such that Γφ has a SPED with ink at least L if and only if
φ is satisfiable. The whole construction will be drawn onto a triangular grid of
polynomial size.

x2 = falsex1 = true x3 = false

x1 ∨ ¬x2 ∨ x3

Fig. 2. Three variables and a satisfied clause gad-
get. Dotted parts do not belong to the SPED.
(Color figure online)

All segments in the clause or
variable gadgets are of length 8.
The segments used for the con-
nections are of length 4. We use
pairs of intersecting segments,
alternatingly colored red and
green. The intersection point of
each red-green segment pair is
at distance 1 from an endpoint.
Thus, the maximum amount of
ink contributed by such a pair
is 10 or 6, respectively (one full
segment of length 8 or 4, respec-
tively, and two stubs of length 1
each).

Each variable gadget is a cycle of segment pairs, with (at least) one pair
for each occurrence of the variable in φ, see Fig. 2. This cycle has exactly two
ink-maximal SPEDs: either all red edges are full segments and all green edges
are length-1 stubs or vice versa. We associate the configuration with green stubs
and full red segments with the value true and the configuration with red stubs
and full green segments with false.

For each clause we construct a triple of mutually intersecting segments, see
the gadget on yellow background in the upper part of Fig. 2. Again, their inter-
section points are at distance 1 from the endpoints. It is clear that in such a
clause triangle at most one of the three segments can be fully drawn, while the
stubs of the other two can have length at most 1. Hence, the maximum amount
of ink in a SPED contributed by a clause gadget is 12.

Finally, we connect variable and clause gadgets, such that a clause gadget can
contribute its maximum ink value of 12 if and only if the clause is satisfied by the
selected truth assignment to the variables. For a positive (negative) literal, we
create a path of even length between a green (red) edge of the variable gadget
and one of the three edges of the clause gadget as shown in Fig. 2. The first
edge s of this path intersects the corresponding variable segment s′ such that s′

is split into a piece of length 3 and a piece of length 5, whereas s is split into a
piece of length 1 and a piece of length 3. The last edge of the path intersects the
corresponding clause edge again with a length ratio of 3 to 5. The path consists
of a chain of red-green segment pairs, each contributing an ink value of at most 6.

It remains to argue that the resulting drawing has polynomial size and is
a correct reduction. All segments are drawn on the underlying triangular grid
and have integer lengths; all intersection points are grid points, too. Since the
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drawing of Hφ has polynomial size, so do the constructed gadgets. Additionally,
no segment intersects more than three other segments, so the drawing is 3-plane.

For the correctness of the reduction, let L be the ink value obtained by
counting 10 for each red-green segment pair in a variable, 6 for each red-green
segment pair in a wire, and 12 for each clause gadget. First assume that φ has
a satisfying truth assignment and put each variable gadget in its corresponding
state. For each clause, select exactly one literal with value true in the satisfying
truth assignment. We draw the clause segment that connects to the selected
literal as a full segment and the other two as length-1 stubs. Recall that the
literal paths are oriented from the variable gadget to the clause gadget. Since
the last segment of the selected literal path must be drawn as two length-1 stubs,
the only way of having a maximum contribution of that path is by alternating
stubs and full segments. Hence, the first segment of the path must be a full
segment. But because the variable is in the state that sets the literal to true, the
intersecting variable segment is drawn as two stubs and the path configuration
is valid. For the two non-selected literals, we can draw the last segments of their
paths as full segments, as well as every segment at an even position, while the
segments at odd positions are drawn as stubs. This is compatible with any of the
two variable configurations and proves that we can indeed achieve ink value L.

Conversely, assume that we have a SPED with ink value L. By construc-
tion, every red-green segment pair and every clause gadget must contribute its
respective maximum ink value. In particular, each variable gadget is either in
state true or false. By design of the gadgets it is straight-forward to verify that
the corresponding truth assignment satisfies φ. ��

3.2 Hardness of MaxPED for k ≥ 4

We adapt our NP-hardness proof for MaxSPED to show that MaxPED is
NP-hard for k-plane drawings with k ≥ 4; see [16] for the full proof.

Theorem 2. MaxPED is NP-hard even for 4-plane graph drawings.

Proof (Sketch). As in the proof of Theorem 1, we show the result via a reduction
from planar 3-Sat. The key change for MaxPED comes from the fact, that
the two stubs are now independent from each other. Take two crossing edges as
an example. We now can draw the two segments with almost full ink value by
just excluding an ε-sized gap in one of the two segments for some small ε > 0.
We will use this placement of a gap in the variable and wire gadgets, to create
two possible states. As before we use an underlying triangular grid, which we
omit in the figures of this section for ease of presentation.

Let φ be a planar 3-Sat formula. For a variable x of φ we construct a variable
gadget consisting of a cycle of p line segments t1, . . . , tp, see Fig. 3a. Such a cycle
has exactly two maximum-ink drawings. One, where for each segment ti the gap
is placed at its intersection with ti+1 (mod p) and another drawing, in which
the gap is placed at its intersection with ti−1 (mod p). Figure 3a shows a gadget
in its true state. The length of each segment ti is α+2β, where α is the distance
between the two intersection points and β is the length of each stub sticking out.
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A clause gadget is a cycle of three pairwise intersecting segments r1, r2, r3,
which we call triangle segments. All segments are elongated at one end, such
that the total length of a segment ri, i ∈ {1, 2, 3}, is 4α+2β. Since the stubs are
independent we could draw all three triangle segments. To avoid this we attach a
big 4-cycle to each ri. Then ri intersects the 4-cycle at a segment rw, see Fig. 3b.
If we place the gap of rw at its intersection with ri, we lose more units of ink
than we gain by drawing every triangle segment ri completely. Hence it is never
possible to draw more than one full triangle segment in an ink-maximal PED.

Finally, a wire is a chain of segments s1, . . . , sz for each variable occurrence
in a clause c in φ. We place the wire such that s1 intersects the corresponding
variable gadget at some segment tj , and sz intersects the clause gadget of c at
one if its triangle segments ri. For the variable we place this intersection point
at distance β to its intersection with si+1, if it occurs positively, or with si−1, if
it occurs negated. At the clause gadget we place the intersection of sz with the
corresponding ri at distance β from the intersection between ri and its successor
ri+1, see the small squares in Fig. 3b. Each segment si has length α/2 + 2β.

Fig. 3. Gadgets of our reduction. Squares mark con-
nection points for wires.

Correctness follows simi-
larly to the proof of Theo-
rem 1. Let Γφ be the set of
line segments constructed as
above for a planar 3-Sat for-
mula φ. We determine an ink
value L, s.t., Γφ has a PED
D with I(D) ≥ L if and only
if φ has a satisfying variable
assignment. The key property
is that for each clause we find
one wire such that its last seg-
ment is forced to place its gap
at the intersection with the clause gadget in an ink-maximal PED. Then for each
other segment si, i ∈ {1, . . . , z−1}, we must place its gap at the intersection with
si+1. Otherwise we would have to remove either α/2 units of ink in the middle
part of some si, or remove α − β units of ink at the variable gadget intersected
by s1. Both can be avoided if and only if φ has a satisfying assignment. ��
Corollary 1. MaxPED and MaxSPED for k-plane drawings are not fixed-
parameter tractable, when parameterized solely by k.

4 Algorithms

Sections 3.1 and 3.2 showed that MaxSPED and MaxPED are generally NP-
hard for k ≥ 3 and k ≥ 4 respectively. Now we consider the special case that
the intersection graph of the k-plane input drawing is a tree or has bounded
treewidth. In both cases we present polynomial-time dynamic programming algo-
rithms for MaxSPED (Sects. 4.1 and 4.2) and MaxPED (Sect. 4.3).
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p(u)
s(u)

Fig. 4. A segment s(u) with five intersecting segments and the induced stub lengths.
The boxed stub lengths are considered in short(u) and do not affect p(u).

Let C be the intersection graph of a given drawing Γ of a graph G as defined
in Sect. 2. Let u ∈ V (C) and δu = deg(u). Then for the corresponding segment
s(u) ∈ S there are δu + 1 relevant stub pairs including the whole segment, see
Fig. 4. Let 	1(u), . . . , 	δu(u) ∈ R+ be the stub lengths induced by the intersection
points of s(u) with the segments of the neighbors of u, sorted from shorter to
longer stubs. We define 	0(u) as the length of the whole segment s(u).

4.1 Trees

Here we assume that C is a rooted tree of maximum degree k. We give a bottom-
up dynamic programming algorithm for solving MaxSPED on C. For each
vertex u ∈ V (C) we compute and store the maximum ink values Wi(u) for
i = 0, . . . , δu for the subtree rooted at u such that s(u) is drawn as a pair of
stubs of length 	i(u). For u ∈ V (C) let p(u) denote the parent of u in C and let
c(u) denote the set of its children. For u ∈ V (C) let ip be the index of the stub
length 	ip(u) induced by the intersection point of s(u) and s(p(u)). We define
the following two values, which allow us to categorize the stub lengths into those
not affecting the stubs of the parent and those that do affect the parent:

short(u) = max{W1(u), . . . , Wip(u)} long(u) = max{W0(u), . . . , Wδu(u)}.

Figure 4 highlights the stub lengths that are considered in short(u). We recur-
sively define

Wi(u) = 	i(u) +
∑

v∈c(u)

{
short(v) if s(u) with length 	i(u) intersects s(v)
long(v) otherwise.

(1)

The correctness of Recurrence (1) follows by induction. For a leaf u in C the set
c(u) is empty and the correctness of Wi(u) is immediate. Further, short(u) =
W1(u) and long(u) = W0(u) are set correctly for the parent p(u). For an inner
vertex u with degree δu we can assume by the induction hypothesis that the
values short(v) and long(v) are computed correctly for all children v ∈ c(u).
Each value Wi(u) for 0 ≤ i ≤ δu is then the stub length 	i(u) plus the sum of
the maximum ink we can achieve among the children subject to the stubs of u
being drawn with length 	i(u). Setting long(u) and short(u) as above yields the
two maximum ink values that are relevant for p(u).

Recurrence (1) can be solved naively in O(mk2) time, where m = |V (C)|.
Using the order on the stub lengths we can improve this to O(mk) time by
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computing all Wi(u) for one u ∈ V (C) in O(k) time. Let u ∈ V (C) be a vertex
with degree δu. The values W0(u) = 	0(u) +

∑
v∈c(u) short(v) and W1(u) =

	1(u) +
∑

v∈c(u) long(v) for the whole segment s(u) and the shortest stubs can
be computed in O(k) time each. Now Wj+1(u) can be computed from Wj(u) in
O(1) time as follows. Let vj be the neighbor of u that induces stub length 	j(u)
and assume vj 
= p(u). In Wj(u) we could still count the value long(vj), but in
Wj+1(u) the stub length of u implies that vj can contribute only to short(vj).
Then Wj+1(u) = Wj(u)− long(vj)+short(vj). If vj = p(u) the two values Wj(u)
and Wj+1(u) are equal, as the corresponding change in stub length has no effect
on the children of u. Then computing short(u) and long(u) takes O(k) time.

Using standard backtracking we are able to find an optimal solution to the
MaxSPED problem on G with drawing Γ by solving Recurrence (1) in O(mk)
time. Furthermore, the intersection graph C with m edges can be computed in
O(m log m) time. We obtain the following theorem.

Theorem 3. Let G be a simple graph with m edges and Γ a straight-line drawing
of G. If the intersection graph C of Γ is a tree with maximum degree k ∈ N,
then MaxSPED can be solved in O(mk + m log m) time and space.

4.2 Bounded Treewidth

Now we extend the case of a simple tree to the case that the intersection graph
C has treewidth at most ω; see [16] for the omitted proofs. Our algorithm and
proof of correctness follow a similar approach as the weighted independent set
algorithm presented by Cygan et al. [13]. Let (T,X ) be a nice tree decomposition
of C and k the maximum degree in C. For V ′ ⊆ V (C) we define the stub set
S(V ′) := {(u, 	i(u)) | u ∈ V ′ and i = 0, . . . , δu}. For (u, 	u), (v, 	v) ∈ S(V ′),
u 
= v, we say (u, 	u) intersects (v, 	v) if s(u) drawn with stub length 	u intersects
s(v) drawn with length 	v. Further we call S(V ′) valid if S(V ′) contains exactly
one pair (u, 	) for each u ∈ V ′ and no two pairs in S(V ′) intersect, i.e., the stub
lengths in S(V ′) imply a SPED in the input drawing Γ . Further we define the
ink of a stub set S(V ′) as I(S(V ′)) :=

∑
(u,�)∈S(V ′) 	.

Lemma 1. Let G be a simple graph, Γ a straight line drawing of G, C the
intersection graph of Γ , and (T,X ) a tree decomposition of C. For any fixed
S ⊆ S(Xt), t ∈ T , any two valid stub sets S1, S2 ⊆ S(V (C)) with maximum
ink and S1 ∩ S(Xt) = S2 ∩ S(Xt) = S have equal ink value I(S1 ∩ S(Vt)) =
I(S2 ∩ S(Vt)).

As a consequence of Lemma 1 we get that it suffices to store for every set of
vertices Vt and a node t ∈ T the value of a maximum-ink valid stub set for the
choices of vertices in S(Xt). Let t ∈ T and S ⊆ S(Xt) a stub set, then we define

W (t, S) = max{I(Ŝ) | Ŝ is a valid stub set, S ⊆ Ŝ ⊆ S(Vt), and Ŝ∩S(Xt) = S}.

If no such Ŝ exists, we set W (t, S) = −∞. In other words, W (t, S) is the
maximum ink value achievable by any valid stub set in S(Vt) choosing S as the
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stub set for the vertices in Xt. If the values W (t, S) are computed correctly
for every t ∈ T we find the ink-value of a maximum-ink SPED by evaluating
W (r, ∅) with r being the root of T . Applying standard backtracking we can also
reconstruct the stubs themselves. We now describe how to compute W (t, S) for
every node type t ∈ T of a nice tree decomposition of C. All the recursion for-
mulas are stated here. We provide the correctness proof for the introduce nodes;
see [16] for the forget and join nodes.

Leaf Node. Let t ∈ T be a leaf node and v ∈ Xt the vertex contained in its bag,
then we store W (t, {(v, 	i(v))}) for each pair (v, 	i(v)) ∈ S(Xt) with i ∈ [0, δv].

Introduce Node. Suppose next t ∈ T is an introduce node and t′ its only child.
Let v ∈ Xt be the vertex introduced by t, S ⊆ S(Xt), and i ∈ [0, δv], s.t.,
(v, 	i(v)) ∈ S. If S is not a valid stub set we set W (t, S) = −∞, else

W (t, S) = W (t′, S \ {(v, 	i(v))}) + 	i(v).

Correctness follows by considering a valid stub set Ŝ whose maximum is attained
in the definition of W (t, S). Then for the set Ŝ \ {(v, 	i(v))} it follows that it is
considered in the definition of W (t′, S \ {(v, 	i(v))}) and hence we get

W (t′, S \ {(v, 	i(v))}) ≥ I(Ŝ \ {(v, 	i(v))}) = I(Ŝ) − 	i(v) = W (t, S) − 	i(v)
W (t, S) ≤ W (t′, S \ {(v, 	i(v))}) + 	i(v).

On the other hand consider a valid stub set Ŝ′ for which the maximum
is attained in the definition of W (t′, S \ {(v, 	i(v))}). We need to argue that
Ŝ′ ∪ {(v, 	i(v))} is again a valid stub set. First, by assumption that S is
a valid stub set, we immediately get that (v, 	i(v)) does not intersect any
(u, 	u) ∈ S \ {(v, 	i(v))} = Ŝ′ ∩ Xt′ . Additionally, by the properties of the
nice tree decomposition, we get that v has no neighbors in Vt′ \ Xt′ and with
Ŝ′ \ Xt′ ⊆ Vt′ \ Xt′ we can conclude that Ŝ′ ∪ {(v, 	i(v))} is a valid stub set.
Furthermore it is considered in the definition of W (t, S) and we have that

W (t, S) ≥ I(Ŝ′ ∪ {(v, 	i(v))}) = I(Ŝ′) + 	i(v) = W (t′, S \ {(v, 	i(v))}) + 	i(v).

Forget Node. Suppose t is a forget node and t′ its only child such that Xt =
Xt′\{v} for some v ∈ Xt′ . Let S be any subset of S(Xt), if S is not a valid stub set
we set W (t, S) = −∞, else W (t, S) = max{W (t′, S∪{(v, 	i(v))}) | i = 0, . . . , δv}.

Join Node. Suppose that t is a join node and t1, t2 its two children with Xt =
Xt1 = Xt2 . Again let S be any subset of S(Xt). If S is not a valid stub set we
set W (t, S) = −∞, else W (t, S) = W (t1, S) + W (t2, S) − I(S).

It remains to argue about the running time. Let m = |V (C)|. We know
there are O(ωm) many nodes in the tree T of the nice tree decomposition [14].
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For each bag t ∈ T we know it has at most ω + 1 many elements and each
element has at most k + 1 many possible stubs, hence we have to compute
at most (k + 1)ω+1 values W (t, S) per node t ∈ T . At each forget node we
additionally need to compute the maximum of up to k entries. Consequently we
perform O((k + 1)ω+2) many operations per node t ∈ T . All operations can be
implemented in O(kω) time. The only problematic one is to test a stub set for
validity. We use a modified version of the data structure used in the independent
set algorithm by Cygan et al. [13]. See [16] for the implementation details.

Theorem 4. Let G be a simple graph with m edges and Γ a straight-line drawing
of G. If the intersection graph C of Γ has treewidth at most ω ∈ N and maximum
degree k ∈ N, MaxSPED can be solved in O(m(k + 1)ω+2ω2 + m log m) time
and space.

We remark that Theorem 3 shows a better running time in the case of C
being a tree, than would follow from Theorem 4 with ω = 1. Furthermore,
since Theorem 4 is exponential only in the treewidth ω of C, it implies that
MaxSPED is in the class XP1 when parametrized by ω.

4.3 Algorithms for MaxPED

Let C be the intersection graph in a MaxPED problem. In contrast to
MaxSPED we need to consider more combinations of stub lengths since they
are not necessarily symmetric anymore. In fact there are O(k2) possible com-
binations of left and right stub lengths 	i(u), 	j(u) for a vertex u ∈ V (C). For
the case of C being a tree our whole argumentation was based solely on the fact
that we can subdivide the stub pairs into sets affecting the parent segment or
not. This can also be done with the quadratic size sets of all stub pairs and we
only get an additional factor of k in the running time.

Corollary 2. Let G be a simple graph with m edges and Γ a straight-line draw-
ing of G. If the intersection graph C of Γ is a tree with maximum degree k ∈ N,
then MaxPED can be solved in O(mk2 + m log m) time and space.

In case of C having bounded treewidth we again did never depend on the
symmetry of the stubs, but only on them forming a finite set for each vertex.
Consequently we can again just use these quadratic size sets of stub pairs, adding
a factor of k + 1 compared to MaxSPED, and obtain the following.

Corollary 3. Let G be a simple graph with m edges and Γ a straight-line draw-
ing of G. If the intersection graph C of Γ has treewidth at most ω ∈ N and
maximum degree k ∈ N, MaxPED can be solved in O(m(k+1)ω+3ω2+m log m)
time and space.

1 The class XP contains problems that can be solved in time O(nf(k)), where n is the
input size, k is a parameter, and f is a computable function.
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5 Experiments

We implemented and tested the tree decomposition based algorithms.2 To com-
pute the nice tree decomposition we used the “htd” library [1] version 1.2, com-
piled with gcc version 8.3. The algorithm itself was implemented in Python 3.7,
using the libraries3 NetworkX 2.3 and Shapely 1.6. To run the experiments we
used a cluster, each node equipped with an Intel Xeon E5-2640 v4 processor
clocked at 2.4 GHz, 160 GB of Ram, and operating Ubuntu 16.04. Each run had
a memory limit of at most 80 GB of RAM.

We generated random graphs using the NetworkX gnm algorithm. The graphs
have n = 40 vertices and between m = 40 and 75 edges in increments of 5. This
makes a total of 800 graphs, 100 for each m ∈ {40, 45, . . . , 75}. For the layouts
we used the NetworkX implementation of the spring embedder by Fruchterman
and Reingold [15] and the graphviz4 implementation “circo” of a circular layout,
version 2.40.1. We could successfully run MaxSPED for all but four of the
spring layouts and for all circle layouts with up to 60 edges.
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Fig. 5. Experimental results for the MaxSPED algorithm.

Since the time complexity of the algorithm depends exponentially on the
treewidth of the intersection graph, we evaluated the running time relative to
treewidth and number of crossings, see Fig. 5. The results are as expected, with
the runtime quickly increasing to about 16 min (1,000 sec) for 80 crossings in case
of the spring and 50 crossings in case of the circle layouts – or for a treewidth
of 6 for both layouts. On the other hand we can handle up to 50 crossings and
a treewidth of 4 for the spring layouts in about 10 seconds. The discrepancy
in the runtime relative to the number of crossings between spring and circle
layouts likely comes from different numbers of crossings per edge. To confirm
this we took for each intersection graph its maximum degree k divided by the

2 https://www.ac.tuwien.ac.at/partial-edge-drawing/.
3 https://networkx.github.io/ and https://github.com/Toblerity/Shapely.
4 https://www.graphviz.org/.

https://www.ac.tuwien.ac.at/partial-edge-drawing/
https://networkx.github.io/
https://github.com/Toblerity/Shapely
https://www.graphviz.org/
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total number of input crossings. For the spring layouts this resulted in a ratio of
0.24 and for the circle layouts 0.33. Recall that the running time is dominated
by O((k + 1)ω+2). Hence an increase by a of factor 1.5 in the aforementioned
value also results in an additional factor of 1.5ω+2 in the asymptotic running
time. Concerning ink, for the circle layouts an average of 84% (σ = 0.09) and
for spring layouts an average of 90% (σ = 0.06) of the ink could be preserved.

For MaxPED we conducted the same experiments. In general one can say
that the additional factor of (k +1)ω makes a big difference. For details see [16].

In summary, our experiment confirmed the predicted running time behavior
and showed that the amount of removed ink was moderate. Moreover, the “htd”
library [1] performed very well for computing a nice tree decomposition so that
we could focus on implementing the dynamic programming algorithm itself.

6 Conclusion

We extended the work by Bruckdorfer et al. [6] and showed NP-hardness for the
MaxPED and MaxSPED problems, as well as polynomial-time algorithms for
the case of the intersection graph of the input drawing being a tree or having
bounded treewidth. For the latter, our proof-of-concept implementation worked
reasonably well for small to medium-size instances.

An interesting open problem is to close the gap for MaxPED. While we
showed it to be NP-hard for k ≥ 4 and it is easy to solve for k ≤ 2 [7], the case
of k = 3 remains open. Another direction is to consider the existential question
for homogeneous (but non-symmetric) PEDs with a fixed ratio δ, for which we
can freely distribute the δ fraction of the ink to both stubs. We expect that our
algorithms for trees and intersection graphs of bounded treewidth extend to that
case, but we could not resolve if the problem is NP-hard or not.
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Abstract. A partial edge drawing (PED) of a graph is a variation of a
node-link diagram. PED draws a link, which is a partial visual represen-
tation of an edge, and reduces visual clutter of the node-link diagram.
However, more time is required to read a PED to infer undrawn parts.
The authors propose a morphing edge drawing (MED), which is a PED
that changes with time. In MED, links morph between partial and com-
plete drawings; thus, a reduced load for estimation of undrawn parts in
a PED is expected. Herein, a formalization of MED is shown based on a
formalization of PED. Then, requirements for the scheduling of morph-
ing are specified. The requirements inhibit morphing from crossing and
shorten the overall time for morphing the edges. Moreover, an algorithm
for a scheduling method implemented by the authors is illustrated and
the effectiveness of PED from a reading time viewpoint is shown through
an experimental evaluation.

Keywords: Graph drawing · Partial edge drawing · Morphing edge

1 Introduction

The partial edge drawing (PED) of a graph is a variation of a node-link diagram
that is a visual representation of a graph. In PED, a link is drawn, which is
a partial visual representation of an edge; that is, a part of the link is omit-
ted, and then intersections of links are eliminated. Therefore, PED can reduce
visual clutter of node-link diagrams. An experimental evaluation by Bruckdorfer
et al. shows that PEDs reduces errors and provides higher accuracy when read-
ing graphs than traditional node-link diagrams; however, longer reading time is
required [6].

We propose a morphing edge drawing (MED), which is a PED that changes
with time. In MED, links are morphed between partial and complete drawings.
Therefore, reduced loads are expected to infer undrawn parts in a PED. How-
ever, the effect depends on the scheduling of morphing edges. We designed a
scheduling algorithm that did not unnecessarily cause links to cross. Then, we
performed a user study to evaluate the effectiveness of MEDs by implementa-
tion. The contributions herein are as follows: Proposal and formalization of MED.
Setting scheduling requirements. Proposal of algorithm for scheduling morphing.
Evaluation of MED via user study.
c© Springer Nature Switzerland AG 2019
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2 Partial Edge Drawing

Let G = (V,E) be a simple undirected graph and let Γ (G) = (Γ (V ), Γ (E))
be a drawing of G, where Γ (V ) = {Γ (v)|v ∈ V } and Γ (E) = {Γ (e)|e ∈ E}.
Let Γ (G) be a traditional straight-line drawing. Let the drawing Γ (v) of a node
v ∈ V be a small disk placed at a position pv and let Γ (e) of an edge e ∈ E be
a straight-line segment between two nodes (disks) incident to the edge. That is,
Γ (e) = {s · pw + (1 − s) · pv|s ∈ [0, 1]} when e = (v, w). We call Γ (G) a complete
edge drawing (CED) because it draws every straight-line representing an edge
completely.

We express the partial drawing of an edge e = (v, w) as a function γe :
[0, 1]2 → 2Γ (e) shown in Exp. (1).

γe(α, β) =

{
{s · pw + (1 − s) · pv|s ∈ [0, α] ∪ [β, 1]} for α < β

Γ (e) for α ≥ β
(1)

That is, γe(α, β) of edge e comprise the parts that remain after removing
the corresponding parts (α, β) from Γ (e) when the entire Γ (e) corresponds to
the interval [0, 1]. Each of the remaining continuous parts is called a stub. The
parameters α and β, which determine the stub lengths, are partial edge param-
eters. When 0 < α and β < 1 for γe, the part to be deleted is not the end of
Γ (e); two stubs remain at the two nodes incident to the edge e. These are called
a pair of stubs.

Drawing ΓPED(G) = (Γ (V ), ΓPED(E)) is a partial edge drawing (PED) if
for all edges e ∈ E, αe and βe are given, and at least an edge e1 ∈ E exists with
αe1 < βe1 , where ΓPED(E) = {γe(αe, βe)|e ∈ E}. When αe = 1 − βe, i.e., the
lengths of a pair of stubs are the same, the drawing is a symmetric PED (SPED).
The smaller parameter αe is the stub-edge ratio. If the stub-ratios for all edges
are the same δ, the drawing is a δ-symmetric homogeneous PED (δ-SHPED).

Herein, we assume that Γ (G) is given in advance and stubs may have inter-
sections.

3 Related Work

Becker et al. conceived a drawing concept in which only half the links are used to
reduce the visual clutter during the development of a tool called SeeNet [2]. Par-
allel Tagcloud, developed by Collins et al., adopts a method similar to PED [9].
Although Parallel Tagcloud is an extension of Tag Cloud, it can be regarded as
a hierarchical layout of directed graphs; thus, it is useful against visual clutter
caused by crossing of links. They can avoid drawing intersections by representing
links as straight lines without drawing in the middle of the links.

Bruckdorfer et al. formalized the PED in their study [5]; our formalization of
PED in Sect. 2 is a modified version of their formalization. They added continuity
of the omitted parts of links as a condition, we have incorporated this into
the formalization herein. Moreover, although they focused on a layout without
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crossing stubs in PED, this study allows stub crossings. Burch et al. applied
PED to directed graphs using tapered links [8]. Schmauder et al. applied PED
to weighted graphs by representing weights with edge colors [14].

Bruckdorfer et al. performed a comparison between CED1 and 1/4-SHPED
on reading performance of graphs [6]. Although the statistical significance was
not shown, from their chart that visualizes the experimental results, in the task
of reading graphs (for adjacency check of two nodes or search for adjacent nodes),
we can guess that 1/4-SHPED is slightly more accurate than CED; however, the
response time of 1/4-SHPED is longer. Binucci et al. conducted a more detailed
evaluation to reveal that SHPED has high accuracy in reading graphs within
SPED [3]. Burch examined the effect of stub orientation and length on graph
reading accuracy [7].

Blass et al. avoided using arrows to facilitate grasping high-dimensional tran-
sitions in the state transition diagram and proposed moving the dashed pattern
with animation [4]. Holten et al. compared the recognition accuracy of graphs in
various edge drawing methods, such as tapered links and curved links, including
animation [11]. They showed that the recognition accuracy of the graph is high
by representation using animation. Romat et al. attempted to extend the design
space using animation of edge textures [13]. The proposal herein can be con-
sidered as an application of animation to graph drawing, especially to drawing
edges. However, the purpose is not to express the orientation, but to improve
the reading accuracy and efficiency for graphs.

4 Morphing Edge Drawing

Let T be a set of times. Then, function μe : T → 2Γ (e), which determines
a partial drawing of edge e for time t ∈ T , a morphing function. A dynamic
drawing ΓMED(G) = (Γ (V ), ΓMED(E)) of graph G with morphing functions
is a morphing edge drawing (MED), where ΓMED(E) = {μe|e ∈ E} is a set of
morphing functions.

Then, a function ρe : T → [0, 1]2, which determines the partial edge param-
eters for a time t ∈ T , is a ratio function. The morphing function μe can be
constructed as μe(t) = γe(ρe(t)) using the ratio function.

4.1 Symmetric MED

When all ρe for all e ∈ E satisfies ρe(t) = (δt, 1 − δt) (0 ≤ δt ≤ 1/2) for all
t ∈ T , we get SPED at any time. Thus, such a ratio function is a symmetric
ratio function; furthermore, if a MED is composed of symmetric ratio functions,
it is referred to as a symmetric MED (SMED). As the two values obtained by
a symmetric ratio function depend on each other, we can define the function as
ρe : T → [0, 1/2] without ambiguity.

Morphing of edge e extending from stub-edge ratio δe to ηe and then shrinking
to δe is expressed by a symmetric ratio function ρe, expressed as Exp. (2), where
1 They call it the traditional straight-line model (TRA).
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t0 is the start time of the morphing, l is the length of Γ (e), and s is the speed of
the tips of the stubs (morphing speed). Here, let the morphing speed be constant.
Figure 1 shows the graph of the function.

ρe(t) =

⎧⎪⎨
⎪⎩

δe for t ≤ t0 or t2 < t

δe + (t − t0)s/l for t0 < t ≤ t1

ηe − (t − t1)s/l for t1 < t ≤ t2,

(2)

where t1 is the time when the stub-edge ratio becomes ηe, and t2 is the time when
the stub-edge ratio returns to δe. Using one-way travel time d1 = (ηe − δe)l/s,
t1 = t0 + d1 and t2 = t0 + 2d1.

Fig. 1. Graph of ρe. Each pair (top and bottom) of dashed lines represent a pair of
stubs expanding and contracting.

If the ratio functions have the same δ and η for all edges, the drawing is
a (δ, η)-symmetric homogeneous MED ((δ, η)-SHMED). Note, this homogeneity
does not always mean synchronicity. Drawings by (δ, η)-SHMED may not be
SHPED at any time.

When η = 1/2, we omit η, like δ-symmetric homogeneous MED (δ-SHMED).
In the drawing by δ-SHMED, a pair of stubs of edge e becomes Γ (e) at a certain
moment. Intuitively, the drawing by δ-SHMED changes between δ-SHPED and
CED. However, a moment when it becomes CED does not always exist.

5 Scheduling of Morphing

We have set requirements to design the scheduling of morphing of all edges as
follows:

R1: Morphing Does Not Make Crossings. To maintain the reading accu-
racy, visual clutter should be minimized. Therefore, morphing should not result
in new crossings among stubs. However, if another edge exists that crosses a stub
with a stub-edge ratio δ, then the crossing is inevitable. As mentioned earlier,
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rearrangements to avoid such crossings are beyond the scope of this paper. The
requirement is to avoid crossings in the center area undrawn by δ-SHPED, (we
refer to these areas as blank areas).

R2: Shorten Morphing Time for All Edges. The time taken for a viewer
to focus on a stub should be minimized before morphing of the stub. We do not
know in advance which stubs the viewer will focus on. Therefore, it is necessary
to repeat morphing of all edges, and it is necessary to shorten the total morphing
time of all edges.

5.1 Morphing Group

First, two non-crossing edges do not generate new crossings of stubs at any timing
when morphing, i.e., they can morph simultaneously and independently. How-
ever, two edges that do not intersect may not be able to morph independently,
depending on the relationship with other edges (see Fig. 2).

Fig. 2. Dependency between edges. The edges e1 and e2 do not intersect, but both
intersect e3, so they cannot be morphed independently. Dotted lines represent the
omitted parts (blank areas).

A set of edges where the timing of morphing may affect each other is a
morphing group. Different morphing groups can be scheduled independently. To
determine the morphing groups, another graph is generated from the graph to
be drawn. To avoid ambiguity, we will express the newly generated graph and its
components as 〈graph〉, 〈node〉, and 〈edge〉. Let each edge be a 〈node〉. Suppose
that there is an 〈edge〉 between 〈nodes〉 (i.e., edges) that intersect each other in
a blank area. 〈Nodes〉 (i.e., edges) included in each connected component of the
〈graph〉 generated in this manner constitute a morphing group.

As two edges belonging to different morphing groups do not intersect, it is
possible to schedule them independently in units of morphing groups. Hereafter,
we describe scheduling of morphing of edges included in a morphing group.

5.2 Sequential Morphing

To prevent new stub crossings from being generated by morphing of two edges
intersecting in blank areas, entry into a blank area should be exclusive. That
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is, the safest scheduling, satisfying requirement R1 (morphing does not result in
crossings), is to perform edge morphing sequentially. However, with such simple
scheduling, R2 cannot be satisfied.

5.3 Packing Morphing Intervals

Assume there are two intersecting edges e1 and e2, as shown in Fig. 3. If the
scheduling is such that when a stub of edge e1 has been stretched and con-
tracted to the crossing point, a stub of e2 extends to the crossing point, then
no intersection will occur. Let the time it takes for the stub of e1 to contract to
the crossing point after it starts morphing be t1 and the time it takes for the
stub of e2 to start morphing and then extend to the crossing point be t2. If the
stub of edge e2 starts morphing t1 − t2 after the stub of e1 starts morphing, no
crossing occurs. In addition, when morphing is repeated alternately, e1 will start
morphing again next to e2.

Fig. 3. Packing morphing intervals.

5.4 Parallel Morphing

Even if edges belong to the same morphing group, morphing of two non-
intersecting edges may be performed simultaneously. By appropriately morph-
ing parallelly, it is possible to shorten the total morphing time of all edges. For
example, as edges e1 and e2 in Fig. 2 are not intersecting, their morphing can be
parallelized if we can find adequate timing to avoid crossing with e3. This can
reduce the overall time.

5.5 Algorithm for Finding Morphing Start Time

In scheduling morphing, we decided to determine the start time from longer
edges. Assuming that every stub has the same morphing speed, the longer the
edge, the longer one cycle of morphing takes. By determining the start time from
longer edges, while a long edge is morphing, the morphing of short edges that
do not intersect with it can be embedded in the same time range.

Given a morphing group E (a set of edges), Algorithm 1 determines the
morphing start time ts(e) for all edges e ∈ E. The algorithm determines the
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morphing start time in descending order of edge length. It checks the timing of
every morphing stub of all edges in C(e) that intersect with edge e, and allows
the morphing start time of edge e to be the earliest time that does not result in
intersection with the morphing stubs.

The r1(e, c) and r2(e, c) appearing in the algorithm represents the first and
last time of the time range, respectively, when the start of the morphing of edge
e is prohibited to avoid crossing with edge c. They are described as Exp. (3) and
Exp. (4).

r1(e, c) = ts(c) + tp(c, e) − tr(e, c) (3)
r2(e, c) = ts(c) + tr(c, e) − tp(e, c), (4)

where tp(e, c) is the time it takes from the start of morphing of the stub of edge
e to the first passing (passing while stretching) at the crossing point with edge
c (cf. tp(e2, e1) = t2 in Fig. 3), and tr(e, c) is the time it takes from the start of
morphing to the second passing (passing while shrinking) at the crossing point
(cf. tr(e1, e2) = t1 in Fig. 3).

Algorithm 1. Determining the start time of morphing
Input: E — Set of edges included in a morphing group
Output: Start time is determined for all edges of E
1: function findStartTime(E)
2: for e in sortByLength(E) do
3: I ← {(r1(e, c), r2(e, c))|c ∈ C(e) ∧ ts(c) is defined.}
4: ts(e) ← earliestSpace(I)
5: end for
6: end function

Function earliestSpace(I) yields the smallest value not included in the time
ranges (intervals) in a given set I. If each pair (r1, r2) included in the set I
is regarded as an interval [r1, r2) of real numbers, function earliestSpace(I) is
defined as Exp. (5). We calculate earliestSpace(I) using Algorithm 2. Note that
T is a nonnegative real number in Algorithm2.

earliestSpace(I) = min

{(⋃
r∈I

r

)c}
(5)

6 Evaluation Experiment

To investigate the effectiveness of MED, we conducted a comparative experiment
with three types of visual representations: CED, 1/4-SHPED, and 1/4-SHMED.
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Algorithm 2. Finding time when morphing can start
Input: I — Set of time ranges (pairs of times) during which morphing should not

start
Output: Earliest time morphing can start
1: function earliestSpace(I)
2: t ← 0
3: for (r1, r2) in sortByStartT ime(I) do
4: if r2 < t then
5: continue
6: else if t < r1 then
7: return t
8: else
9: t ← r2

10: end if
11: end for
12: return t
13: end function

6.1 Hypothesis

We made the following hypothesis.

H1 1/4-SHMED requires less time to read a graph than 1/4-SHPED
H2 1/4-SHMED is more accurate at reading graphs than CED.

6.2 Tasks

We designed the following tasks to test the above hypotheses.

T1 Check if the two highlighted nodes are adjacent (connected by an edge).
T2 Select all the nodes to which the highlighted node is adjacent.

For T1, as shown in Fig. 4, a graph in which two nodes are highlighted is
displayed. Participants respond by pressing “Y” or “N” on the keyboard. When
creating sample graphs, the number of crossings of the edges connecting two
nodes were set to 8 or 16 when the nodes were adjacent.

For T2, as shown in Fig. 5, a graph in which one node is highlighted is dis-
played. Node selection is performed using a trackpad. When clicked, the pointed
node is selected and turns orange. Participants can also cancel the selection by
clicking again. Answers are confirmed by pressing the Enter key. When creating
sample graphs, we selected nodes to be highlighted such that the number of
adjacent nodes to it were 3, 6, and 9. Furthermore, we set the average number
of intersections of the edges of interest to be within 7.9–8.1 and the average of
lengths of the edges to be in the range of 3.3–3.7 cm on the screen to ensure
that the task difficulty was not excessively low or high. In this experiment, we
assumed that the distance between the participant’s eyes and the screen was
40 cm.
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Fig. 4. Examples of visual representations used in T1

Fig. 5. Examples of visual representations used in T2

6.3 Graphs Used for the Experiment

We used the Barabási-Albert model [1] as a guideline to create a graph with
50 nodes and 144 edges. We used the Fruchterman-Reingold algorithm [10] to
determine the layout of the graph.

6.4 Morphing Speed

We set the morphing speed of each stub as 10◦/s. If morphing is too fast, the
human eye cannot track it. Conversely, if it is too slow, reading efficiency is
reduced. We derived the speed based on Robinson’s experiment [12] such that
it is human eye-trackable while being as fast as possible. However, we set a
minimum one-way travel time 300 ms to make capturing morphing stubs easy.

6.5 Experimental Settings

We used a MacBook Pro 2017 (screen size 13.3 inches, screen resolution 1440 ×
900) for the experiment. We set the display area to 1000 × 800 so the graph can
be viewed without scrolling.

The participants in this experiment were 12 students (4 university students
and 8 graduate students).
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6.6 Experimental Procedure

The following procedure was used to conduct the experiment:

1 Overall explanation
2 Visual representation #1

2-1 T1 practice (one question)
2-2 T1 actual (nine questions)
2-3 T2 practice (one question)
2-4 T2 actual (nine questions)
2-5 Questionnaire for visual representation #1

3 Visual representation #2 (flow similar to visual representation #1)
4 Visual representation #3 (flow similar to visual representation #1)
5 Questionnaire for whole experiment

We varied the order of presenting visual representations from each participant
to eliminate the effects of order. Therefore, visual representations #1, #2, and
#3 differ depending on the participant. We assigned two participants for each
of the six (= 3!) orders.

6.7 Response Time

Figure 6 shows the distribution (boxplots) of response time (in millisecond) for
each task and representation method. In both tasks, the average response time
was the lowest for CED and highest for 1/4-SHPED. As the 1/4-SHMED is
located in the middle, an improvement in the reading time for 1/4-SHPED can
be expected. From the Shapiro-Wilk test (α = 0.05), the time taken either task
did not follow a normal distribution. Therefore, we performed multiple tests
using the Friedman and Holm methods. Tables 1 and 2 show the test results for
the response time for T1 and T2, respectively. As shown in Table 1, a significant
difference was observed between the representation methods, i.e., 1/4-SHMED
can shorten the time taken to confirm the adjacency between nodes, compared
to 1/4-SHPED (H1). In contrast, no significant difference was found between
the representation methods with respect to the response time of T2.

Table 1. Test result of response time of T1

Comparison Test result (p value) Significance level

CED vs 1/4-SHPED 2.035e−7 <0.0167

CED vs 1/4-SHMED 0.0343 <0.0500

1/4-SHPED vs 1/4-SHMED 0.0011 <0.0250
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Fig. 6. Distribution of response time

Table 2. Test result of response time of Task T2

Comparison Test result (p value) Significance level

CED vs 1/4-SHPED 0.0543 >0.0167

CED vs 1/4-SHMED 0.1237 —

1/4-SHPED vs 1/4-SHMED 0.8474 —

6.8 Answer Accuracy

Figure 7(a) shows the number of correct answers and the number of incorrect
answers for T1 in a stacked bar chart. The correct answer rate of 1/4-SHMED is
the highest. However, independence between the representation methods was not
recognized from the chi-square test. We defined the score for T2 as the Jaccard
coefficient between the set of adjacent nodes and the set of answered nodes, i.e., it
is 1 when the two sets completely match, and 0 when there is no common element.
Figure 7(b) shows the distribution of scores according to each representation
method for T2 in a boxplot. From the Shapiro-Wilk test (α = 0.05), T2 did not
followed a normal distribution. Therefore, we performed multiple tests using the
Friedman and Holm methods. Table 3 shows the test results for the scores T2.
As seen above, regarding the accuracy of answers, no significant difference was
observed between the representation methods. Therefore, H2 is not supported.

Table 3. Test result of score of T2

Comparison Test result (p value) Significance level

CED vs 1/4-SHPED 0.5862 —

CED vs 1/4-SHMED 0.1489 —

1/4-SHPED vs 1/4-SHMED 0.07817 >0.0167
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6.9 Qualitative Feedback

We asked the participants for opinions on visual representations using question-
naires. The following comments were obtained on 1/4-SHMED.

– Positive opinions
• Morphing made it easy to confirm the exact adjacency.
• It can be judged whether two nodes are adjacent by observing the mor-

phing of two stabs works simultaneously.
– Negative opinions

• It is messy and difficult to see. My eyes are strained.
• The stubs change too fast. The time for stubs to connect is too short.

Positive opinions indicate that morphing contributes to reading graphs. In
contrast, from the negative opinions, it appears that visual clutter was not always
resolved. The following can be considered as the main reasons. The first is that
the morphing speed is too fast. In the implementation used for the experiment,
to shorten the overall morphing time, the morphing speed was determined based
on the tracking speed of human eyes; however, this appears to be too fast. The
second is that there were a large number of stubs applying morphing. In the
graph used in the experiment, out of the 144 edges, the average number of non-
morphing edges is 24.5. Given that approximately 120 edges repeated morphing,
the entire graph is considered to have caused visual clutter.

7 Concluding Remarks

We proposed morphing edge drawing (MED) which is time-varying partial edge
drawing (PED) and showed the formalization of MED. We also developed a
scheduling scheme for morphing such that dynamic stubs do not cause new
crossings. We compared three visual representations, CED, 1/4-SHPED, and
1/4-SHMED, via a user study, and showed that 1/4-SHMED is better than 1/4-
SHPED in terms of graph reading time. Thus, MED can function as a counter-
measure against the time to read a graph by PED. In the future, it is important
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to investigate eye-friendly morphing that causes less strain and has improved
scheduling.
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Abstract. We investigate which planar point sets allow simultaneous
straight-line embeddings of all planar graphs on a fixed number of ver-
tices. We first show that at least (1.293 − o(1))n points are required to
find a straight-line drawing of each n-vertex planar graph (vertices are
drawn as the given points); this improves the previous best constant
1.235 by Kurowski (2004).

Our second main result is based on exhaustive computer search: We
show that no set of 11 points exists, on which all planar 11-vertex graphs
can be simultaneously drawn plane straight-line. This strengthens the
result by Cardinal, Hoffmann, and Kusters (2015), that all planar graphs
on n ≤ 10 vertices can be simultaneously drawn on particular n-universal
sets of n points while there are no n-universal sets of size n for n ≥ 15.
We also provide 49 planar 11-vertex graphs which cannot be simultane-
ously drawn on any set of 11 points. This, in fact, is another step towards
a (negative) answer of the question, whether every two planar graphs can
be drawn simultaneously – a question raised by Brass, Cenek, Duncan,
Efrat, Erten, Ismailescu, Kobourov, Lubiw, and Mitchell (2007).

Keywords: Simultaneously embedded · Stacked triangulation · Order
type · Boolean satisfiability (SAT) · Integer programming (IP)

1 Introduction

A point set S in the Euclidean plane is called n-universal for a family G of
planar n-vertex graphs if every graph G from G admits a plane straight-line
embedding such that the vertices are drawn as points from S. A point set, which
is n-universal for the family of all planar graphs, is simply called n-universal. We
denote by fp(n) the size of a minimal n-universal set (for planar graphs), and
by fs(n) the size of a minimal n-universal set for stacked triangulations, where
stacked triangulations (a.k.a. planar 3-trees) are defined as follows:
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Definition 1 (Stacked Triangulations). Starting from a triangle, one may
obtain any stacked triangulation by repeatedly inserting a new vertex inside a face
(including the outer face) of the current triangulation and making it adjacent to
all the three vertices contained in the face.

An example of a stacked triangulation is shown in Fig. 1.

Fig. 1. A (labeled) stacked triangulation on 11 vertices in which every face is incident
to a degree-3-vertex.

De Fraysseix, Pach, and Pollack [15] showed that every planar n-vertex graph
admits a straight-line embedding on a (2n − 4) × (n − 2) grid – even if the
combinatorial embedding (including the choice of the outer face) is prescribed.
Moreover, the graphs are only embedded on a triangular subset of the grid.
Hence, fp(n) ≤ n2 − O(n). This bound was further improved to the currently
best known bound fp(n) ≤ n2

4 −O(n) [7] (see also [8,28]). Also various subclasses
of planar graphs have been studied intensively: Any stacked triangulation on
n vertices (with a fixed outer face) can be drawn on a particular set of fs(n) ≤
O(n3/2 log n) points [19]. For outerplanar graphs, it is known that any set of n
points in general position is n-universal [13,24]. For 2-outerplanar graphs and
for simply nested graphs an upper bound of O(n log n) is known [5].

Concerning the lower bound on fp(n) and fs(n), respectively, the obvious
relation n ≤ fs(n) ≤ fp(n) holds for any n ∈ N. The first non-trivial lower
bound on the size of n-universal sets was also given by de Fraysseix, Pach, and
Pollack [15], who showed a lower bound of fp(n) ≥ n + (1 − o(1))

√
n. Chrobak

and Karloff [14] further improved the lower bound to (1.098 − o(1))n, and the
multiplicative constant was later on improved to 1.235 by Kurowski [22]. In fact,
Kurowski’s lower bound even applies to fs(n).

Cardinal, Hoffmann, and Kusters [12] showed that n-universal sets of size n
exist for every n ≤ 10, whereas for n ≥ 15 no such set exists – not even for stacked
triangulations. Hence fp(n) = fs(n) = n for n ≤ 10 and fp(n) ≥ fs(n) > n for
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n ≥ 15. Moreover, they found a collection of 7,393 planar graphs on n = 35
vertices which cannot be simultaneously drawn straight-line on a common set
of 35 points. We call such a collection of graphs a conflict collection. This was a
first big step towards an answer to the question by Brass and others [9]:

Question 1 ([9]). Is there a conflict collection of size 2?

2 Outline

Our first result is the following theorem, which further improves the lower bound
on fs(n). We present its proof in Sect. 3.

Theorem 1. It holds that fs(n) ≥ (α−o(1))n, where α = 1.293 . . . is the unique
real-valued solution of the equation αα · (α − 1)1−α = 2.

In Sect. 4 we present our second result, which is another step towards a
(negative) answer of Question 1 and strengthens the results from [12]. Its proof
is based on exhaustive computer search.

Theorem 2 (Computer-assisted). There is a conflict collection consisting
of 49 stacked triangulations on 11 vertices. Furthermore, there is no conflict
collection consisting of 36 triangulations on 11 vertices.

Corollary 1. There is no 11-universal set of size 11 – even for stacked trian-
gulations. Hence, fp(11) ≥ fs(11) ≥ 12.

Last but not least, since all known proofs for lower bounds make use of sepa-
rating triangles, we also started the investigation of 4-connected triangulations.
In Sect. 5 we present some n-universal sets of size n for 4-connected planar graphs
for all n ≤ 17.

3 Proof of Theorem 1

To prove the theorem, we use a refined counting argument based on a construc-
tion of a set of labeled stacked triangulations that was already introduced in
[12]. There it was used to disprove the existence of n-universal sets of n ≥ 15
points for the family of stacked triangulations.

Definition 2 (Labeled Stacked Triangulations, cf. [12, Sect. 3]). For every
integer n ≥ 4, we define the family Tn of labeled stacked triangulations on the
set of vertices Vn := {v1, ..., vn} inductively as follows:

– T4 consists only of the complete graph K4 with labels v1, . . . , v4.
– If T is a labeled graph in Tn−1 with n ≥ 5, and vivjvk defines a face of T ,

then the graph obtained from T by stacking the new vertex vn to vivjvk (i.e.,
connecting it to vi, vj, and vk) is a member of Tn.
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It is important to notice that, when speaking of Tn, we distinguish between
elements if they are distinct as labeled graphs, even if their underlying graphs
are isomorphic. The essential ingredient we will need from [12] is the following.

Lemma 1 (cf. [12, Lemmas 1 and 2])

(i) For any n ≥ 4, the family Tn contains exactly 2n−4(n − 3)! labeled stacked
triangulations.

(ii) Let Pn = {p1, . . . , pn} be a set of n ≥ 4 labeled points in the plane. Then
for any bijection π : Vn → Pn, there is at most one T ∈ Tn such that the
embedding of T , which maps each vertex vi to point π(vi), defines a straight-
line-embedding of T .

Figure 1 illustrates the idea of item (ii) of Lemma 1.
We need the following simple consequence of the above:

Corollary 2. Let P = {p1, . . . , pm} be a set of m ≥ n ≥ 4 labeled points in the
plane. Then for any injection π : Vn → P , there is at most one T ∈ Tn such
that the embedding of T , which maps each vertex vi to point π(vi), defines a
straight-line-embedding of T .

Proof. Let T1, T2 ∈ Tn be two stacked triangulations such that π describes a
plane straight-line embedding of both. Since π is an injection, this means that π
defines a straight-line embedding of both T1, T2 on the sub-point set Q := π(Vn)
of P of size n. Applying Lemma 1(ii) to the bijection π : Vn → Q and T1, T2, we
deduce T1 = T2. This proves the claim. ��

We are now ready to prove Theorem 1.

Proof (Proof of Theorem 1). Let n ≥ 4 be arbitrary and m := fs(n) ≥ n. There
exists an n-universal point set P = {p1, . . . , pm} for all stacked triangulations,
hence for every T ∈ Tn there exists a straight-line embedding of T on P , with
(injective) vertex-mapping π : Vn → P . By Corollary 2, we know that no two
stacked triangulations from Tn (each of which has the same vertex set) yield the
same injection π. Consequently, by Lemma 1(i), we have

2n−4(n − 3)! = |Tn| ≤ m!
(m − n)!

,

which means
1

16n(n − 1)(n − 2)
2n ≤

(
m

n

)
=

(
fs(n)

n

)
.

Let β(n) := fs(n)
n . Using the fact that (Stirling-approximation)

(
fs(n)

n

)
∼

√
fs(n)

2πn(fs(n) − n)︸ ︷︷ ︸
≤1

fs(n)fs(n)

nn(fs(n) − n)fs(n)−n
≤

(
β(n)β(n)

(β(n) − 1)β(n)−1

)n

,
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we deduce (taking logarithms) that:

(1 − o(1))n ≤ log2

(
β(n)β(n)

(β(n) − 1)β(n)−1

)
n ⇐⇒ 2 − o(1) ≤ β(n)β(n)

(β(n) − 1)β(n)−1
.

Consequently, β(n) ≥ (1−o(1))α, where α is the unique solution to αα

(α−1)α−1 = 2.
This proves fs(n) = n · β(n) ≥ (1 − o(1))αn, which is the claim. ��

4 Proof of Theorem 2 and Corollary 1

In the following, we outline the strategy which we have used to find a conflict
collection of 49 stacked 11-vertex triangulations. We refer the reader who is
mainly interested in verifying our computational results directly to Sect. 4.5.

One fundamental observation is the following: if an n-universal point set has
collinear points, then by perturbation one can obtain another n-universal point
set in general position, i.e., with no collinear points. Hence, in the following we
only consider point sets in general position. Also it is not hard too see that,
if two point sets are combinatorially equivalent, i.e., there is a bijection such
that the corresponding triples of points induce the same orientations, then both
sets allow precisely the same straight-line drawings. Hence, in the following we
further restrict our considerations to (non-degenerated) order types, i.e., the set
of equivalence classes of point sets (in general position).

4.1 Enumeration of Order Types

The database of all order types of up to n = 11 points was developed by Auren-
hammer, Aichholzer, and Krasser [3,4] (see also Krasser’s dissertation [21]). The
file for all order types of up to n = 10 points (each represented by a point set)
is available online, while the file for n = 11 requires almost 100 GB of storage
and is available on demand [2]. Their algorithm starts with an abstract order
type on k − 1 points (which only encodes the triple orientations of a point set),
computes its dual pseudoline arrangement, and inserts a k-th pseudoline in all
possible ways. Due to geometrical constraints, there are in fact abstract order
types enumerated which do not have a realization as a point set. However, since
every order type is in fact also an abstract order type, it is sufficient for our
purposes to test all abstract order types – independent from realizability.

For means of redundancy and to provide a fully checkable and autonomous
proof, we have implemented an alternative algorithm to enumerate all abstract
order types based on the following idea: Given a set of points s1, . . . , sn with
si = (xi, yi) sorted left to right1, and let

χijk := sgn det

⎛
⎝ 1 1 1

xi xj xk

yi yj yk

⎞
⎠ ∈ {−1, 0,+1}

1 In the dual line arrangement the lines are sorted by increasing slope.
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denote the induced triple orientations, then the signotope axioms assert that,
for every 4-tuple si, sj , sk, sl with i < j < k < l, the sequence

χijk, χijl, χikl, χjkl

(index-triples in lexicographic order) changes its sign at most once. For more
information on the signotope axioms we refer to Felsner and Weil [18] (see
also [6]).

Given an abstract order type on k − 1 points, we insert a k-th point in all
possible ways, such that the signotope axioms are preserved. With our C++
implementation, we managed to verify the numbers of abstract order types from
[3,4,21]. In fact, the enumeration of all 2,343,203,071 abstract order types of
up to n = 11 points (cf. OEIS/A6247) can be done within about 20 CPU hours.

4.2 Enumeration of Planar Graphs

To enumerate all non-isomorphic maximal planar graphs on 11 vertices (i.e,
triangulations), we have used the plantri graph generator (version 4.5) [10]. It
is worth to note that also the nauty graph generator [23] can be used for the
enumeration because the number of all (not necessarily planar) graphs on 11
vertices is not too large and the database can be filtered for planar graphs in
reasonable time – negligible compared to the CPU time which we have used for
later computations. For various computations on graphs, such as filtering stacked
triangulations or to produce graphs for this paper, we have used SageMath [29]2.

4.3 Deciding Universality Using a SAT Solver

For a given point set S and a planar graph G = (V,E) we model a propositional
formula in conjunctive normal form (CNF) which has a solution if and only if G
can be embedded on S – in fact, the variables encode a straight-line drawing.3

To model the CNF, we have used the variables Mvp to describe whether
vertex v is mapped to point p, and the variables Apq to describe whether the
straight-line segment pq between the two points p and q is “active” in a drawing.

It is not hard to use a CNF to assert that such a vertex-to-point mapping
is bijective. Also it is easy to assert that, if two adjacent vertices u and v are
mapped to points p and q, then the straight-line segment pq is active. For each
pair of crossing straight-line segments pq and rs (dependent on the order type
of the point set) at least one of the two segments is not allowed to be active.

Implementation Detail: We have implemented a C++ routine which, given a
point set and a graph as input, creates an instance of the above described model
and then uses the solver MiniSat 2.2.0 [16] to decide whether the graph admits
a straight-line embedding.
2 We recommend the Sage Reference Manual on Graph Theory [30] and its collection

of excellent examples.
3 Cabello [11] showed that deciding embeddability is NP-complete in general. His

reduction, however, constructs a 2-connected graph, and therefore the hardness
remains unknown for 3-connected planar graphs.

http://oeis.org/A6247
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4.4 Finding Conflict Collections – A Quantitive Approach

Before we actually tested whether a set of 11 points is 11-universal or not, we
discovered a few necessary criteria for the point set, which can be checked much
more efficiently. These considerations allowed a significant reduction of the total
computation times.

Phase 1: There are various properties that a universal point set has to fulfill:
Property 1: The planar graph depicted in Fig. 2 asserts an 11-universal set S

– if one exists – to have a certain structure. If the embedding is as on the left of
Fig. 2, then one of the two degree 3 vertices is drawn as extremal point of S, i.e.,
lies on the boundary of the convex hull conv(S) of S. After the removal of this
particular point, the remaining 10 points have 4 convex layers of sizes 3, 3, 3,
and 1, respectively. If the embedding is as on the right of Fig. 2, then either one
or two points of the blue triangle are drawn as extremal points of S (recall the
triangular convex hull of S). And again, the points inside the blue triangle and
outside the blue triangle have convex layers of sizes 3, 3, 1, and 3, 1, respectively.

Fig. 2. The two embeddings of a graph, which forces the point set to have a certain
structure. Each of the vertices of the blue triangle connects to one of the vertices of
the two copies of K4.

Property 2: There exist a stacked triangulations on 11 points in which every
face is incident to a degree-3-vertex; see for example Fig. 1. Independent from
the embedding of this graph, there is a degree-3-vertex on the outer face, and
hence all inner points lie inside a triangle spanned by an interior point and two
extremal points. In particular, such a point set must have a triangular convex
hull.

Altogether, only 262,386,428 of the 2,343,203,071 abstract order types on
11 points fulfill Properties 1 and 2. (The computation time was about 10 CPU
hours.)

Phase 2: For each of the 262,386,428 abstract order types on 11 points which
fulfill the conditions above, we have tested the embeddability of all maximal
planar graphs on n vertices separately using a SAT-solver based approach. In
fact, as soon as one graph was not embeddable, the remaining graphs needed
not to be checked. To speed up the computations we have used a priority queue:
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a graph which does not admit an embedding gets increased priority for other
point sets to be tested first.

To keep the conflict collection as small as possible, we first filtered out all
point sets which do not allow a simultaneous embedding of all planar graphs on
11 vertices with maximum degree 10. Only 287,871 of the 262,386,428 abstract
order types remained (about 100 CPU days). It is worth to note that there are 82
maximal planar graphs on 11 vertices with maximum degree 10 (cf. OEIS/A207),
and that each of these graphs is a stacked triangulation.

At this point one can check with only a few CPU hours that the remaining
287,871 abstract order types are not 11-universal. Moreover, since some stacked
triangulations on 11 vertices (e.g., G12 in [25]) contain the graph from Fig. 2 as
a subgraph, the statement even applies to stacked triangulations. Consequently,
the family of all 434 stacked triangulations on 11 vertices (cf. OEIS/A27610) is
a conflict collection, and Corollary 1 follows directly.

Phase 3: To find a smaller conflict collection, we tested for each of the 434 stacked
triangulations and each of the 287,871 remaining abstract order types, whether
an embedding is possible (additional 35 CPU days). We used this binary informa-
tion to formulate an integer program searching for a minimal set of triangulations
without simultaneous embedding. Using the Gurobi solver (version 8.0.0) [20],
we managed to find a collection G of 27 stacked triangulations which cannot be
embedded simultaneously; see [25].

Since we asserted in Phases 1 and 2 that

(1) the graph in Fig. 2,
(2) a triangulation where every face is incident to a vertex of degree 3, and
(3) all 82 triangulations with maximum degree 10.

occur in the conflict collection, this yields a conflict collection of size 111 =
1 + 1 + 82 + 27. In fact, since this subset of 27 stacked triangulations contains
triangulations fulfilling properties (1) and (2) (see, e.g., graphs G12 und G10 in
[25]), we indeed have a conflict collection of size 109.

We have also ran the computations for the collection of all 1,249 triangula-
tions (cf. OEIS/A109), and the Gurobi solver showed that any conflict collection
of (arbitrary) 11-vertex triangulations has size at least 26.

Phase 4: Recall that a minimal conflict collection not necessarily needs to fulfill
the properties (1)–(3). Hence we again repeat the strategy from Phase 2, except
that we test for the embeddability of the 27 stacked triangulations from the
collection G obtained in Phase 3 instead of the 82 maximal planar graphs on 11
vertices with maximum degree 10.

After another 230 days of CPU time, our program had filtered out 2,194
of the 262,386,428 abstract order types (obtained in Phase 1) which allow a
simultaneous embedding of the 27 stacked triangulations from G.

http://oeis.org/A207
http://oeis.org/A27610
http://oeis.org/A109
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Phase 5: As the reader might already guess, we proceed as in Phase 3: we tested
for each of the 434 stacked triangulations and each of the 2,194 order types from
Phase 4, whether an embedding is possible (only 2 CPU days). Using the Gurobi
solver, we managed to find a collection H of 22 stacked triangulations, which
cannot be simultaneously embedded on those order types; see [25].

Together with the 27 stacked triangulations from G we obtain a conflict
collection of size 49, and the first part of Theorem2 follows.

Phase 6: To further improve the lower bound, we have repeated our computa-
tions for the union of the two sets of point sets obtained in Phase 3 and Phase 5,
respectively. Using Gurobi, we obtained that

– any conflict collection of stacked triangulations must have size at least 40,
and

– any conflict collection of (arbitrary) triangulations must have size at least 37.

For means of redundancy, we have verified all obtained lower bounds also
using CPLEX (version 12.8.0.0) [1], which performed similar to Gurobi.

This completes the proof of the second part of Theorem2.

4.5 How to Verify Our Results?

To verify the computational results which are essential for the proof of the
first part of Theorem2, one can enumerate all order types on 11 points and
test the conflict collection of 49 triangulations (data/triangulations/n11
conflicting49.txt). Starting with the unique order type on 3 points
(data/order_types/n3_order_types.bin), it takes about 1 CPU day to enu-
merate all order types on 11 points. By falsifying simultaneous embeddability of
the 49 graphs (about 200 CPU days, but can be run parallelized), the first part
of Theorem 2 is then verified.

For the second part of the Theorem2, one can filter the order types,
which allow a simultaneous embedding of the triangulations from Phase 2
and 4, and then – using CPLEX or Gurobi – compute the minimum size
of a conflicting collection among all 11-vertex triangulations and 11-vertex
stacked triangulations, respectively. To save some computation time, we pro-
vide the filtered list in data/triangulations/n11_after_phase2.bin.zip
and n11_after_phase4.bin.zip. The list of all (stacked) triangulations
is provided in data/triangulations/n11_all_triangulations.txt and
n11_all_stacked_triangulations.txt.

A more detailed description is provided in the full version [27]. The source
codes of our programs and relevant data are available on the companion web-
site [25].

5 Universal Sets for 4-Connected Graphs

For n ≤ 10, examples of n-universal sets of n points for planar n-vertex graphs
were already given in [12]. To provide n-universal sets for 4-connected planar
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graphs for n = 11, . . . , 17, we slightly adapted our framework. Again, we enu-
merated 4-connected planar triangulations using the plantri graph generator,
and using our C++ implementation, tested for universality. Our idea to find the
proposed point sets for n = 11, . . . , 17 was to start with an (n − 1)-universal set
of n − 1 points and insert an n-th point in all possible ways (cf. Sect. 4.1). The
abstract order types obtained in this way – if they turned out to be universal –
were then realized as point sets using our framework pyotlib4. The obtained sets
are given in Listing 1.1.

[ ( 6 12 , 666 ) , ( 754 , 635 ) , ( 415 , 709 ) , ( 884 , 597 ) , ( 596 , 695 ) , ( 890 , 977 ) ,
( 384 , 716 ) , ( 834 , 609 ) , ( 424 , 707 ) , ( 974 , 10 ) , ( 890 , 962 ) , ( 306 , 805 ) ,
( 3 01 , 8 10 ) , ( 4 , 7 36 ) , ( 0 , 7 35 ) , ( 9 75 , 6 ) , ( 9 80 , 0 ) ]

Listing 1.1. A set {p1, . . . , p17} of 17 points such that {p1, . . . , pk} is universal for
4-connected planar k-vertex graphs for all k ∈ {11, . . . , 17}.

It is also worth to note that the numbers of 4-connected triangulations for
n = 11, . . . , 20 are 25; 87; 313; 1,357; 6,244; 30,926; 158,428; 836,749; 4,504,607;
24,649,284 (cf. OEIS/A7021). Hence, even if a universal point set is known, it is
getting more and more time consuming to verify n-universality as n gets larger
(at least using our SAT solver approach).

6 Discussion

In Sect. 3, we provided an improved lower bound for fp(n) and fs(n). However,
the best known general upper bounds remain far from linear.

In Sect. 4, we have applied the ideas from Phases 2 and 3 twice (cf. Phases 4
and 5) to reduce the size of a conflict collection. One could further proceed with
this strategy to find even smaller conflict collections (if such exist). Also one could
simply test whether all elements from the conflict collection are indeed necessary,
or whether certain elements can be removed. Note that, to compute a minimal
conflict collection for n = 11, one could theoretically check which graphs admit
an embedding on which point set and then find a minimal set cover as described
in Phase 3 (Sect. 4). In practice, however, formulating such a minimal set cover
instance (as integer program) is not reasonable because testing the embeddability
of every graph in every point set would be an extremely time consuming task.
(Recall that we used a priority queue to speed up our computation, so only a few
pairs were actually tested. Also recall that, to generate the set cover instances,
we only looked at a comparably small number of order types.) And even if such
an instance was formulated, due to its size, the IP/set cover might not be solvable
optimally in reasonable time.

4 The “python order type library” was initiated during the Bachelor’s studies of the
first author [26] and provides many features to work with (abstract) order types
such as local search techniques, realization or proving non-realizability of abstract
order types, coordinate minimization and “beautification” for nicer visualizations.
For more information, please consult the author.

http://oeis.org/A7021
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Besides the computations for n = 11 points, we also adapted our program to
find all n-universal order types on n points for every n ≤ 10, and hence could
verify the results from [12, Table 1]. To be precise, we found 5,956 9-universal
abstract order types on n = 9 points, whereas only 5,955 are realizable as point
sets. It is worth to note that there is exactly one non-realizable abstract order
type on 9 points in the projective plane, which is dual to the simple non-Pappus
arrangement, and that all abstract order types on n ≤ 8 points are realizable.
Besides the already known 2,072 realizable order types on 10 points, no further
non-realizable 10-universal abstract order types were found. For more details on
realizability see for example [21] or [17].

Unfortunately, we do not have an argument for subsets or supersets of n-
universal point sets, and thus the question for n = 12, 13, 14 remains open.
However, based on computational evidence (see also [12, Table 1]), we strongly
conjecture that no n-universal set of n points exists for n ≥ 11. It is also worth
to note that 11-universal sets of 12 points exist (cf. Listing 1.2).

[ ( 2 1 4 , 0 ) , ( 0 , 1 3 ) , ( 2 , 1 6 ) , ( 9 , 2 6 ) , ( 1 2 4 , 1 2 ) , ( 1 3 3 , 1 1 ) ,
( 1 48 , 9 ) , ( 2 13 , 1 ) , ( 2 11 , 4 ) , ( 2 10 , 6 ) , ( 1 16 , 1 79 ) , ( 1 22 , 1 97 ) ]

Listing 1.2. An 11-universal set of 12 points.

As mentioned in the introduction of this paper, various graph classes have
been studied for this problem. Even though our contribution on 4-connected
planar graphs in Sect. 5 is rather small, it gives some evidence that comparably
less points are needed to embed 4-connected planar graphs. In fact, we would not
be surprised if n-universal sets of n points exist for 4-connected planar graphs.
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Abstract. A k-page book embedding of a graph G draws the vertices
of G on a line and the edges on k half-planes (called pages) bounded
by this line, such that no two edges on the same page cross. We study
the problem of determining whether G admits a k-page book embedding
both when the linear order of the vertices is fixed, called Fixed-Order
Book Thickness, or not fixed, called Book Thickness. Both problems
are known to be NP-complete in general. We show that Fixed-Order
Book Thickness and Book Thickness are fixed-parameter tractable
parameterized by the vertex cover number of the graph and that Fixed-
Order Book Thickness is fixed-parameter tractable parameterized by
the pathwidth of the vertex order.

1 Introduction

A k-page book embedding of a graph G is a drawing that maps the vertices of G
to distinct points on a line, called spine, and each edge to a simple curve drawn
inside one of k half-planes bounded by the spine, called pages, such that no two
edges on the same page cross [21,26]; see Fig. 1 for an illustration. This kind of
layout can be alternatively defined in combinatorial terms as follows. A k-page
book embedding of G is a linear order ≺ of its vertices and a coloring of its
edges which guarantee that no two edges uv, wx of the same color have their
vertices ordered as u ≺ w ≺ v ≺ x. The minimum k such that G admits a k-page
book embedding is the book thickness of G, denoted by bt(G), also known as
the stack number of G. Book embeddings have been extensively studied in the
literature, among others due to their applications in bioinformatics, VLSI, and
parallel computing (see, e.g., [8,20] and refer also to [12] for a survey). A famous
result by Yannakakis [30] states that every planar graph has book thickness at
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Fig. 1. (a) A planar graph G with book thickness two. (b) A 2-page book embedding
of G. (c) A linear order of G such that its fixed-order book thickness is three (and the
corresponding 3-page book embedding).

most four. Several other bounds are known for special graph families, for instance
planar graphs with vertex degree at most four have book thickness two [3], while
graphs of treewidth w > 2 have book thickness w + 1 [13,18].

Given a graph G and a positive integer k, the problem of determining whether
bt(G) ≤ k, called Book Thickness, is known to be NP-complete. Namely, Bern-
hart and Kainen [4] proved that bt(G) ≤ 2 if and only if G is subhamiltonian,
i.e., G is a subgraph of a planar Hamiltonian graph. Since deciding whether
a graph is subhamiltonian is an NP-complete problem, Book Thickness is
also NP-complete in general [8]. Book Thickness has been studied also when
the linear order ≺ of the vertices is fixed, indeed, this is one of the original
formulations of the problem, which arises in the context of sorting with parallel
stacks [8]. We call this problem Fixed-Order Book Thickness and we denote
by fo-bt(G,≺) the fixed-order book thickness of a graph G. Obviously, we have
fo-bt(G,≺) ≥ bt(G), see Fig. 1. Deciding whether fo-bt(G,≺) ≤ 2 corresponds
to testing the bipartiteness of a suitable conflict graph, and thus it can be solved
in linear time. On the other hand, deciding if fo-bt(G,≺) ≤ 4 is equivalent to
finding a 4-coloring of a circle graph and hence is an NP-complete problem [29].

Our Results. In this paper we study the parameterized complexity of Book
Thickness and Fixed-Order Book Thickness. For both problems, when the
answer is positive, we naturally also expect to be able to compute a correspond-
ing k-page book embedding as a witness. While both problems are NP-complete
already for small fixed values of k on general graphs, it is natural to ask which
structural properties of the input (formalized in terms of structural parame-
ters) allow us to solve these problems efficiently. Indeed, already Dujmovic and
Wood [14] asked whether Book Thickness can be solved in polynomial time
when the input graph has bounded treewidth [28]—a question which has turned
out to be surprisingly resilient to existing algorithmic techniques and remains
open to this day. Bannister and Eppstein [2] made partial progress towards
answering Dujmovic and Wood’s question by showing that Book Thickness is
fixed-parameter tractable parameterized by the treewidth of G when k = 2.

We provide the first fixed-parameter algorithms for Fixed-Order Book
Thickness and also the first such algorithm for Book Thickness that can be
used when k > 2. In particular, we provide fixed-parameter algorithms for:
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1. Fixed-Order Book Thickness parameterized by the vertex cover number
of the graph;

2. Fixed-Order Book Thickness parameterized by the pathwidth of the
graph and the vertex order; and

3. Book Thickness parameterized by the vertex cover number of the graph.

Results 1 and 2 are obtained by combining dynamic programming techniques
with insights about the structure of an optimal book embedding. Result 3 then
applies a kernelization technique to obtain an equivalent instance of bounded size
(which can then be solved, e.g., by brute force). All three of our algorithms can
also output a corresponding k-page book embedding as a witness (if it exists).

The remainder of this paper is organized as follows. Section 2 contains prelim-
inaries and basic definitions. Results 1 and 2 on Fixed-Order Book Thick-
ness are presented in Sect. 3, while Result 3 on Book Thickness is described
in Sect. 4. Conclusions and open problems are found in Sect. 5. Some proofs are
omitted due to space constraints; they are included in the full version [5].

2 Preliminaries

We use standard terminology from graph theory [10]. For r ∈ N, we write [r]
as shorthand for the set {1, . . . , r}. Parameterized complexity [9,11] focuses on
the study of problem complexity not only with respect to the input size n but
also a parameter k ∈ N. The most desirable complexity class in this setting is
FPT (fixed-parameter tractable), which contains all problems that can be solved
by an algorithm running in time f(k) · nO(1), where f is a computable function.
Algorithms running in this time are called fixed-parameter algorithms.

A k-page book embedding of a graph G = (V,E) will be denoted by a pair
〈≺, σ〉, where ≺ is a linear order of V , and σ : E → [k] is a function that maps
each edge of E to one of k pages [k] = {1, 2, . . . , k}. In a k-page book embedding
〈≺, σ〉 it is required that for no pair of edges uv,wx ∈ E with σ(uv) = σ(wx)
the vertices are ordered as u ≺ w ≺ v ≺ x, i.e., each page is crossing-free.

We consider two graph parameters for our algorithms. A vertex cover C of
a graph G = (V,E) is a subset C ⊆ V such that each edge in E has at least
one end-vertex in C. The vertex cover number of G, denoted by τ(G), is the size
of a minimum vertex cover of G. The second parameter is pathwidth, a classical
graph parameter [27] which admits several equivalent definitions. The definition
that will be most useful here is the one tied to linear orders [22]; see also [23,24]
for recent works using this formulation. Given an n-vertex graph G = (V,E)
with a linear order ≺ of V such that v1 ≺ v2 ≺ · · · ≺ vn, the pathwidth of (G,≺)
is the minimum number κ such that for each vertex vi (i ∈ [n]), there are at
most κ vertices left of vi that are adjacent to vi or a vertex right of vi. Formally,
for each vi we call the set Pi = {vj | j < i,∃q ≥ i such that vjvq ∈ E} the guard
set for vi, and the pathwidth of (G,≺) is simply maxi∈[n] |Pi|. The elements of
the guard sets are called the guards (for vi). We remark that the pathwidth of
G is equal to the minimum pathwidth over all linear orders ≺.
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3 Algorithms for Fixed-Order Book Thickness

Recall that in Fixed-Order Book Thickness the input consists of a graph
G = (V,E), a linear order ≺ of V , and a positive integer k. We assume that
V = {v1, v2, . . . , vn} is indexed such that i < j ⇔ vi ≺ vj . The task is to
decide if there is a page assignment σ : E → [k] such that 〈≺, σ〉 is a k-page
book embedding of G, i.e., whether fo-bt(G,≺) ≤ k. If the answer is ‘YES’ we
shall return a corresponding k-page book embedding as a witness. In fact, our
algorithms will return a book embedding with the minimum number of pages.

3.1 Parameterization by the Vertex Cover Number

As our first result, we will show that Fixed-Order Book Thickness is fixed-
parameter tractable when parameterized by the vertex cover number. We note
that the vertex cover number is a graph parameter which, while restricting the
structure of the graph in a fairly strong way, has been used to obtain fixed-
parameter algorithms for numerous difficult problems [1,15,16].

Let C be a minimum vertex cover of size τ = τ(G); we remark that such a
vertex cover C can be computed in time O(2τ +τ ·n) [7]. Moreover, let U = V \C.
Our first observation shows that the problem becomes trivial if τ ≤ k.

Observation 1. Every n-vertex graph G with a vertex cover C of size k admits
a k-page book embedding with any vertex order ≺. Moreover, if G and C are
given as input, such a book embedding can be computed in O(n + k · n) time.

Proof. Let C = {c1, . . . , ck} be a vertex cover of size k and let σ be a page
assignment on k pages defined as follows. For each i ∈ [k] all edges uci with
u ∈ U ∪ {c1, . . . , ci−1} are assigned to page i. Now, consider the edges assigned
to any page i ∈ [k]. By construction, they are all incident to vertex ci, and thus
no two of them cross each other. Therefore, the pair 〈≺, σ〉 is a k-page book
embedding of G and can be computed in O(n + k · n) time. �

We note that the bound given in Observation 1 is tight, since it is known
that complete bipartite graphs with bipartitions of size k and h > k(k − 1) have
book thickness k [4] and vertex cover number k.

We now proceed to a description of our algorithm. For ease of presentation,
we will add to G an additional vertex of degree 0, add it to U , and place it at
the end of ≺ (observe that this does not change the solution to the instance).

If τ ≤ k then we are done by Observation 1. Otherwise, let S be the set of
all possible non-crossing page assignments of the edges whose both endpoints lie
in C, and note that |S| < τ τ2

and S can be constructed in time O(τ τ2
) (recall

that k < τ by assumption). As its first step, the algorithm branches over each
choice of s ∈ S, where no pair of edges assigned to the same page crosses.

For each such non-crossing assignment s, the algorithm performs a dynamic
programming procedure that runs on the vertices of the input graph in sequential
(left-to-right) order. We will define a record set that the algorithm is going to
compute for each individual vertex in left-to-right order. Let c1 ≺ . . . ≺ cτ be
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Fig. 2. A partial 2-page book embedding of a graph G with a vertex cover C of size 7.
The visibilities of vertices in C (squares) from u2 are marked by dashed edges (left).
Corresponding visibility matrix M2(2, α, s) (right).

the ordering of vertices of C, and let u1 ≺ . . . ≺ un−τ be the ordering of vertices
of U .

In order to formalize our records, we need the notion of visibility. Let i ∈
[n − τ ] and let Ei = {ujc ∈ E | j < i, c ∈ C} be the set of all edges with one
endpoint outside of C that lies to the left of ui. We call α : Ei → [k] a valid
partial page assignment if α ∪ s maps edges to pages in a non-crossing fashion.
Now, consider a valid partial page assignment α : Ei → [k]. We say that a vertex
c ∈ C is (α, s)-visible to ut (for t ∈ [n − τ ]) on page p if it is possible to draw an
edge from ut to c on page p without crossing any other edge mapped to page p
by α ∪ s. Figure 2 shows the visibilities of a vertex in two pages.

Based on this notion of visibility, for an index a ∈ [n − τ ] we can define
a k × τ visibility matrix Mi(a, α, s), where an entry (p, b) of Mi(a, α, s) is 1 if
cb is (α, s)-visible to ua on page p and 0 otherwise (see Fig. 2). Intuitively, this
visibility matrix captures information about the reachability via crossing-free
edges (i.e., visibility) to the vertices in C from ua on individual pages given a
particular assignment α of edges in Ei. Note that for a given tuple (i, a, α, s), it
is straightforward to compute Mi(a, α, s) in polynomial time.

Observe that while the number of possible choices of valid partial page assign-
ments α : Ei → [k] (for some i ∈ [n − τ ]) is not bounded by a function of τ , for
each i, a ∈ [n − τ ] the number of possible visibility matrices is upper-bounded
by 2τ2

. On a high level, the core idea in the algorithm is to dynamically process
the vertices in U in a left-to-right fashion and compute, for each such vertex, a
bounded-size “snapshot” of its visibility matrices—whereas for each such snap-
shot we will store only one (arbitrarily chosen) valid partial page assignment.
We will later (in Lemma 1) show that all valid partial page assignments leading
to the same visibility matrices are “interchangeable”.

With this basic intuition, we can proceed to formally defining our records.
Let X = {x ∈ [n − τ ] | ∃c ∈ C : ux is the immediate successor of c in ≺} be
the set of indices of vertices in U which occur immediately after a cover ver-
tex; we will denote the integers in X as x1, . . . , xz (in ascending order), and
we note that z ≤ τ . For a vertex ui ∈ U , we define our record set as fol-
lows: Ri(s) = {(Mi(i, α, s),Mi(x1, α, s),Mi(x2, α, s), . . . ,Mi(xz, α, s)

) | ∃ valid
partial page assignment α : Ei → [k]}. Note that each entry in Ri(s) captures
one possible set (a “snapshot”) of at most τ + 1 visibility matrices: the visi-
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bility matrix for ui itself, and the visibility matrices for the z non-cover ver-
tices which follow immediately after the vertices in C. The intuition behind
these latter visibility matrices is that they allow us to update our visibility
matrix when our left-to-right dynamic programming algorithm reaches a ver-
tex in C (in particular, as we will see later, for i ∈ X it is not possible
to update the visibility matrix Mi(i, α, s) only based on Mi−1(i − 1, α, s)).
Along with Ri(s), we also store a mapping Λs

i from Ri(s) to valid partial
page assignments of Ei which maps (M0, . . . , Mz) ∈ Ri(s) to some α such that
(M0, . . . , Mz) = (Mi(i, α, s),Mi(x1, α, s),Mi(x2, α, s), . . . ,Mi(xz, α, s)).

Let us make some observations about our records Ri(s). First, |Ri(s)| ≤
2τ3+τ2

. Second, if Rn−τ (s) �= ∅ for some s, since un−τ is a dummy vertex of
degree 0, then there is a valid partial page assignment α : En−τ → [k] such that
s∪α is a non-crossing page assignment of all edges in G. Hence we can output a
k-page book embedding by invoking Λs

n−τ on any entry in Rn−τ (s). Third (see
the full version [5] for the proof):

Observation 2. If for all s ∈ S it holds that Rn−τ (s) = ∅, then (G,≺, k) is a
NO-instance of Fixed-Order Book Thickness.

The above implies that in order to solve our instance, it suffices to compute
Rn−τ (s) for each s ∈ S. As mentioned earlier, we do this dynamically, with
the first step consisting of the computation of R1(s). Since E1 = ∅, the visibil-
ity matrices M1(1, ∅, s),M1(x1, ∅, s), . . . ,M1(xz, ∅, s) required to populate R1(s)
depend only on s and are easy to compute in polynomial time.

Finally, we proceed to the dynamic step. Assume we have computed Ri−1(s).
We branch over each possible page assignment β of the (at most τ) edges incident
to ui−1, and each tuple ρ ∈ Ri−1(s). For each such β and γ = Λs

i−1(ρ), we check
whether β ∪ γ is a valid partial page assignment (i.e., whether β ∪ γ ∪ s is
non-crossing); if this is not the case, we discard this pair of (β, ρ). Otherwise we
compute the visibility matrices Mi(i, β∪γ, s),Mi(x1, β∪γ, s), . . . ,Mi(xz, β∪γ, s),
add the corresponding tuple into Ri(s), and set Λs

i to map this tuple to β ∪ γ.
We remark that here the use of Λs

i−1(ρ) allows us not to distinguish between
i ∈ X and i �∈ X—in both cases, the partial page assignment γ will correctly
capture the visibility matrix for ui.

Lemma 1. The above procedure correctly computes Ri(s) from Ri−1(s).

Proof. Consider an entry (M0, . . . , Mz) computed by the above procedure from
some β ∪ γ. Since we explicitly checked that β ∪ γ is a valid partial page assign-
ment, this implies that (M0, . . . , Mz) ∈ Ri(s), as desired.

For the opposite direction, consider a tuple (M0, . . . , Mz) ∈ Ri(s). By def-
inition, there exists some valid partial page assignment α of Ei such that
M0 = Mi(i, α, s), M1 = Mi(x1, α, s), . . . , Mz = Mi(xz, α, s). Now let β be the
restriction of α to the edges incident to ui−1, and let γ′ be the restriction of α to
all other edges (i.e., all those not incident to ui−1). Since γ′ ∪ s is non-crossing
and in particular γ′ is a valid partial page assignment for Ei−1, Ri−1(s) must
contain an entry ω = (Mi−1(i − 1, γ′, s), . . . , (Mi−1(xz, γ

′, s))—let γ = Λs
i−1(ω).
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To conclude the proof, it suffices to show that (1) β ∪ γ is a valid par-
tial page assignment, and (2) (Mi(i, β ∪ γ′, s), . . . , Mi(xz, β ∪ γ′, s)), which is
the original tuple corresponding to the hypothetical α, is equal to (Mi(i, β ∪
γ, s), . . . ,Mi(xz, β ∪ γ, s)), which is the entry our algorithm computes from β
and γ. Point (1) follows from the fact that Mi−1(i − 1, γ′, s) = Mi−1(i − 1, γ, s)
in conjunction with the fact that ui−1 is adjacent only to vertices in C. Point
(2) then follows by the same argument, but applied to each visibility matrix in
the respective tuples: for each x ∈ X we have Mi−1(x, γ′, s) = Mi−1(x, γ, s)—
meaning that the visibilities of ux were identical before considering the edges
incident to ui−1—and so assigning these edges to pages as prescribed by β leads
to an identical outcome in terms of visibility. �

This proves the correctness of our algorithm. The runtime is upper-bounded
by the product of |S| < τ τ2

(the initial branching factor), n (the number of times
we compute a new record set Ri(s)), and 2τ3+τ2 ·τ τ (to consider all combinations
of γ and β so to compute a new record set from the previous one). A minimum-
page book embedding can be computed by trying all possible choices for k ∈ [τ ].
We summarize Result 1 below.

Theorem 1. There is an algorithm which takes as input an n-vertex graph G
with a vertex order ≺, runs in time 2O(τ3) ·n where τ is the vertex cover number
of G, and computes a page assignment σ such that (≺, σ) is a (fo-bt(G,≺))-page
book embedding of G.

3.2 Parameterization by the Pathwidth of the Vertex Ordering

As our second result, we show that Fixed-Order Book Thickness is fixed-
parameter tractable parameterized by the pathwidth of (G,≺). We note that
while the pathwidth of G is always upper-bounded by the vertex cover number,
this does not hold when we consider a fixed ordering ≺, and hence this result is
incomparable to Theorem 1. For instance, if G is a path, it has arbitrarily large
vertex cover number while (G,≺) may have a pathwidth of 1, while on the other
hand if G is a star, it has a vertex cover number of 1 while (G,≺) may have
arbitrarily large pathwidth. To begin, we can show that the pathwidth of (G,≺)
provides an upper bound on the number of pages required for an embedding (see
the full version [5] for the proof).

Lemma 2. Every n-vertex graph G = (V,E) with a linear order ≺ of V such
that (G,≺) has pathwidth k admits a k-page book embedding 〈≺, σ〉, which can
be computed in O(n + k · n) time.

We note that the bound given in Lemma 2 is also tight for the same reason
as for Observation 1: complete bipartite graphs with bipartitions of size k and
h > k(k−1) have book thickness k [4], but admit an ordering ≺ with pathwidth k.

We now proceed to a description of our algorithm. Our input consists of
the graph G, the vertex ordering ≺, and an integer k that upper-bounds the
desired number of pages in a book embedding. Let κ be our parameter, i.e., the
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Fig. 3. An assignment of the edges of Si to a page p, where the edge vcvd is the (α, i, p)-
important edge of va. Any vertex w with vc ≺ w ≺ va is visible to va, and any vertex
w′ ≺ vc is not visible to va.

pathwidth of (G,≺); observe that due to Lemma 2, we may assume that k ≤
κ. The algorithm performs a dynamic programming procedure on the vertices
v1, v2, . . . , vn of the input graph G in right-to-left order along ≺. For technical
reasons, we initially add a vertex v0 of degree 0 to G and place it to the left of
v1 in ≺; note that this does not increase the pathwidth of G.

We now adapt the concept of visibility introduced in Sect. 3.1 for use in this
algorithm. First, let us expand our notion of guard set (see Sect. 2) as follows:
for a vertex vi, let P ∗

vi
= {gi

1, . . . , g
i
m} where for each j ∈ [m − 1], gi

j is the
j-th guard of vi in reverse order of ≺ (i.e., gi

1 is the guard that is nearest to
vi in ≺), and gi

m = v0. For a vertex vi, let Ei = {vavb | vavb ∈ E, b > i}
be the set of all edges with at least one endpoint to the right of vi and let
Si = {gi

jvb | gi
j ∈ P ∗

vi
, gi

jvb ∈ Ei} be the restriction of Ei to edges between
a vertex to the right of vi and a guard in P ∗

vi
. An assignment α : Ei → [k] is

called a valid partial page assignment if α maps the edges in Ei to pages in a
non-crossing manner. Given a valid partial page assignment α : Ei → [k] and a
vertex va with a ≤ i, we say a vertex vx (x < a) is α-visible to va on a page p
if it is possible to draw the edge vavx in page p without crossing any other edge
mapped to p by α.

Before we proceed to describing our algorithm, we will show that the visibil-
ities of vertices w.r.t. valid partial page assignments exhibit a certain regularity
property. Given a ≤ i ≤ n, p ∈ [k], and a valid partial page assignment α of Ei,
let the (α, i, p)-important edge of va be the edge vcvd ∈ Si with the following
properties: (1) α(vcvd) = p, (2) c < a, and (3) |a−c| is minimum among all such
edges in Si. If multiple edges with these properties exist, we choose the edge
with minimum |d − c|. Intuitively, the (α, i, p)-important edge of va is simply
the shortest edge of Si which encloses va on page p; note that it may happen
that va has no (α, i, p)-important edge. Observe that, if the edge exists, its left
endpoint is vc ∈ P ∗

vi
, and we call vc the (α, i, p)-important guard of va. The next

observation easily follows from the definition of (α, i, p)-important edge, see also
Fig. 3.

Observation 3. If va has no (α, i, p)-important edge, then every vertex vx with
x < a is α-visible to va. If the (α, i, p)-important guard of va is vc, then vx

(x < a) is α-visible to va if and only if x ≥ c.

Observation 3 not only provides us with a way of handling vertex visibilities
in the pathwidth setting, but also allows us to store all the information we
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require about vertex visibilities in a more concise way than via the matrices
used in Sect. 3.1. For an index i ∈ [n], a vertex va where a ≤ i and a valid
partial page assignment α, we define the visibility vector Ui(va, α) as follows:
the p-th component of Ui(va, α) is the (α, i, p)-important guard of va, and � if
va has no (α, i, p)-important guard. Observe that since the number of pages is
upper-bounded by κ by assumption and the cardinality of P ∗

vi
is at most κ + 1,

there are at most (κ + 2)κ possible distinct visibility vectors for any fixed i.
Observe that thanks to Observation 3 the visibility vector Ui(vi, α) provides

us with complete information about the visibility of vertices vb (b < i) from vi—
notably, vb is not α-visible to vi on page p if and only if vb lies to the left of the
(α, i, p)-important guard Ui(vi, α)[p] (and, in particular, if Ui(vi, α)[p] = � then
every such vb is α-visible to vi on page p). On a high level, the algorithm will
traverse vertices in right-to-left order along ≺ and store the set of all possible
visibility vectors at each vertex. To this end, it will use the following observation
to update its visibility vectors.

Observation 4. Let α be a valid partial page assignment of Ei and p be a page.
If vi−1 �∈ P ∗

vi
, then a vertex vb (b < i − 1) is α-visible to vi−1 on page p if and

only if vb is α-visible to vi on page p.

Proof. By definition vi−1 and vi are consecutive in ≺. Let vb (for b < i − 1) be
a vertex that is α-visible to vi−1 on page p. If vb is not α-visible to vi on p, then
there must be a vertex w between vi−1 and vi that is incident to an edge in
Ei separating vi−1 and vi on page p. But this contradicts that vi−1 and vi are
consecutive in ≺. The other direction follows by the same argument. �

There is, however, a caveat: Observation 4 does not (and in fact cannot)
allow us to compute the new visibility vector if vi−1 ∈ P ∗

i . To circumvent this
issue, our algorithm will not only store the visibility vector Ui(vi, α) but also the
visibility vectors for each guard of vi. We now prove that we can compute the
visibility vector for any vertex from the visibility vectors of the guards—this is
important when updating our records, since we will need to obtain the visibility
records for new guards that are introduced at some step of the algorithm.

Lemma 3. Let va ≺ vi, α be a valid partial page assignment of Ei, p ∈ [k] be a
page, and assume va /∈ P ∗

i . Let vb ∈ P ∗
i ∪ {vi} be such that b > a and |b − a| is

minimized, i.e., vb is the first guard to the right of va. Then Ui(va, α) = Ui(vb, α).

Proof. Let vx for x < a be any vertex that is α-visible to va in page p and
assume vx is not α-visible to vb. Then there must be an edge wz ∈ Ei separating
va from vb in page p, i.e., va ≺ w ≺ vb. But in that case w is a guard in P ∗

i

closer to va contradicting the choice of vb. Conversely, let vx for x < a be a
vertex that is not α-visible to va in page p. Then there must be an edge wz ∈ Ei

separating vx from va on page p. Then edge wz also separates vx from vb and
vx is not α-visible to vb. Therefore, the visibility vectors Ui(va, α) and Ui(vb, α)
corresponding to the vertices va and vb, respectively, are equal. �
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We can now formally define our record set as Qi = {(Ui(vi, α),
Ui(gi

1, α), . . . , Ui(gi
m−1, α)) | ∃ valid partial page assignment α : Ei → [k]},

where each individual element (record) in Qi can be seen as a queue start-
ing with the visibility vector for vi and then storing the visibility vectors for
individual guards (note that there is no reason to store an “empty” visibility
vector for gi

m). To facilitate the construction of a solution, we will also store a
function Λi from Qi to valid partial page assignments of Ei which maps each
tuple ω ∈ Qi to some α such that ω = (Ui(vi, α), Ui(gi

1, α), . . . , Ui(gi
m−1, α)).

Let us make some observations about our records Qi. First of all, since there
are at most (κ+2)κ many visibility vectors, |Qi| ≤ (κ+2)κ2

. Second, if |Q0| > 0
then, since E0 = E, the mapping Λ0(ω) will produce a valid page assignment of
E for any ω ∈ Q0. On the other hand, if G admits a k-page book embedding α
with order ≺, then α witnesses the fact that Q0 cannot be empty. Hence, the
algorithm can return one, once it correctly computes Q0 and Λ0.

The computation is carried out dynamically and starts by setting Qn =
{ω}, where ω = (�), and Λn(ω) = ∅. For the inductive step, assume that we
have correctly computed Qi and Λi, and the aim is to compute Qi−1 and Λi−1.
For each ω = (ω1, . . . , ωm) ∈ Qi, we compute an intermediate record ω′ which
represents the visibility vector of vi−1 w.r.t. α = Λi(ω) as follows:

– if vi−1 ∈ P ∗
i , then ω′ = (ω2, . . . , ωm), and

– if vi−1 �∈ P ∗
i , then ω′ = (ω1, . . . , ωm) (Recall Observation 4).

We now need to update our intermediate record ω′ to take into account the
new guards. In particular, we expand ω′ by adding, for each new guard gi−1

j ∈
P ∗

i−1 \ P ∗
i , an intermediate visibility vector Ui−1(gi−1

j , α) at the appropriate
position in ω′ (i.e., mirroring the ordering of guards in P ∗

i−1). Recalling Lemma 3,
we compute this new intermediate visibility vector Ui−1(gi−1

j , α) by copying the
visibility vector that immediately succeeds it in ω′.

Next, let Fi−1 = Ei−1 \ Ei be the at most κ new edges that we need to
account for, and let us branch over all assignments β : Fi−1 → [k]. For each such
β, we check whether α∪β is a valid partial page assignment of Ei−1, i.e., whether
the new edges in Fi−1 do not cross with each other or other edges in Ei when
following the chosen assignment β and the assignment α obtained from Λi. As
expected, we discard any β such that α ∪ β is not valid.

Our final task is now to update the intermediate visibility vectors Ui−1(∗, α)
(with ∗ being a placeholder) to Ui−1(∗, α∪β). This can be done in a straightfor-
ward way by, e.g., looping over each edge e ∈ Fi−1, obtaining the page p = β(e)
that e is mapped to, reading Ui−1(∗, α)[p] and replacing that value by the guard
g incident to e if g occurs to the right of Ui−1(∗, α)[p] and to the left of ∗. Finally,
we enter the resulting record ω′ into Qi−1.

Lemma 4. The above procedure correctly computes Qi−1 from Qi.

Proof. Consider an entry ω′ computed by the above procedure from some α ∪ β
and ω. Since we explicitly checked that α ∪ β is a valid partial page assign-
ment for Ei−1, there must exist a record (Ui−1(vi−1, α ∪ β), Ui−1(gi−1

1 , α ∪
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β), . . . , Ui−1(gi−1
m−1)) ∈ Qi−1, and by recalling Observation 3, Lemma 3 and

Observation 4 it can be straightforwardly verified that this record is equal to ω′.
For the opposite direction, consider a tuple ω0 ∈ Qi−1 that arises from the

valid partial page assignment γ of Ei−1, and let β, α be the restrictions of γ
to Fi−1 and Ei, respectively. Since α is a valid partial page assignment of Ei,
there must exist a tuple ω ∈ Qi that arises from α. Let α′ = Λi(ω). To conclude
the proof, it suffices to note that during the branching stage the algorithm will
compute a record from a combination of α′ (due to ω being in Qi) and β, and
the record computed in this way will be precisely ω0. �

This proves the correctness of the algorithm. The runtime is upper bounded
by O(n · (κ + 2)κ2 · κκ) (the product of the number of times we compute a new
record, the number of records and the branching factor for β). A minimum-page
book embedding can be obtained by trying all possible choices for k ∈ [κ]). We
summarize Result 2 below.

Theorem 2. There is an algorithm which takes as input an n-vertex graph G =
(V,E) with a vertex ordering ≺ and computes a page assignment σ of E such
that (≺, σ) is a (fo-bt(G,≺))-page book embedding of G. The algorithm runs in
n · κO(κ2) time where κ is the pathwidth of (G,≺).

4 Algorithms for Book Thickness

We now turn our attention to the general definition of book thickness (without
a fixed vertex order). We show that, given a graph G, in polynomial time we can
construct an equivalent instance G∗ whose size is upper-bounded by a function
of τ(G). Such an algorithm is called a kernelization and directly implies the
fixed-parameter tractability of the problem with this parameterization [9,11].

Theorem 3. There is an algorithm which takes as input an n-vertex graph G =
(V,E) and a positive integer k, runs in time O(τ τO(τ)

+ 2τ · n) where τ = τ(G)
is the vertex cover number of G, and decides whether bt(G) ≤ k. If the answer
is positive, it can also output a k-page book embedding of G.

Proof. If k > τ , by Observation 1 we can immediately conclude that G admits a
k-page book embedding. Hence we shall assume that k ≤ τ . We will also compute
a vertex cover C of size τ in time O(2τ · n) using well-known results [7].

For any subset U ⊆ C we say that a vertex of V \ C is of type U if its set
of neighbors is equal to U . This defines an equivalence relation on V \ C and
partitions V \ C into at most

∑τ
i=0

(
τ
i

)
= 2τ distinct types. In what follows, we

denote by VU the set of vertices of type U . We claim the following.

Claim. Let v ∈ VU such that |VU | ≥ 2 · kτ + 2. Then G admits a k-page book
embedding if and only if G′ = G\{v} does. Moreover, a k-page book embedding
of G′ can be extended to such an embedding for G in linear time.
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Proof. (of the Claim). One direction is trivial, since removing a vertex from
a book embedding preserves the property of being a book embedding of the
resulting graph. So let 〈≺, σ〉 be a k-page book embedding of G′. We prove that
a k-page book embedding of G can be easily constructed by inserting v right
next to a suitable vertex u in VU and by assigning the edges of v to the same
pages as the corresponding edges of u. We say that two vertices u1, u2 ∈ VU

are page equivalent, if for each vertex w ∈ U , the edges u1w and u2w are both
assigned to the same page according to σ. Each vertex in VU has degree exactly
|U |, hence this relation partitions the vertices of VU into at most k|U | ≤ kτ sets.
Since |VU | \ {v} ≥ 2 · kτ + 1, at least three vertices of this set, which we denote
by u1, u2, and u3, are page equivalent. Consider now the graph induced by the
edges of these three vertices that are assigned to a particular page. By the above
argument, such a graph is a Kh,3, for some h > 0. However, since already K2,3

does not admit a 1-page book embedding, we have h ≤ 1, that is, each ui has
at most one edge on each page. Then we can extend ≺ by introducing v right
next to u1 and assign each edge vw to the same page as u1w. Since each such
edge vw runs arbitrarily close to the corresponding crossing-free edge u1w, this
results in a k-page book embedding of G and concludes the proof of the claim. �

We now construct a kernel G∗ from G of size O(kτ ) as follows. We first
classify each vertex of G based on its type. We then remove an arbitrary subset
of vertices from each set VU with |VU | > 2 · kτ + 1 until |VU | = 2 · kτ + 1. Thus,
constructing G∗ can be done in O(2τ + τ · n) time, where 2τ is the number of
types and τ · n is the maximum number of edges of G. From our claim above we
can conclude that G∗ admits a k-page book embedding if and only if G does.
Determining the book thickness of G∗ can be done by guessing all possible linear
orders and page assignments in O(kτ ! · kkτ

) = O(τ τO(τ)
) time. A k-page book

embedding of G∗ (if any) can be extended to one of G by iteratively applying
the constructive procedure from the proof of the above claim, in O(τ ·n) time. �

The next corollary easily follows from Theorem 3, by applying a binary search
on the number of pages k ≤ τ and by observing that a vertex cover of minimum
size τ can be computed in 2O(τ) + τ · n time [7].

Corollary 1. Let G be a graph with n vertices and vertex cover number τ .
A book embedding of G with minimum number of pages can be computed in
O(τ τO(τ)

+ τ log τ · n) time.

5 Conclusions and Open Problems

We investigated the parameterized complexity of Book Thickness and Fixed-
Order Book Thickness. We proved that both problems can be parameterized
by the vertex cover number of the graph, and that the second problem can be
parameterized by the pathwidth of the fixed linear order. The algorithm for
Book Thickness is the first fixed-parameter algorithm that works for general
values of k, while, to the best of our knowledge, no such algorithms were known
for Fixed-Order Book Thickness.
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We believe that our techniques can be extended to the setting in which we
allow edges on the same page to cross, with a given budget of at most c crossings
over all pages. This problem has been studied by Bannister and Eppstein [2] with
the number of pages k restricted to be either 1 or 2. It would also be interesting
to investigate the setting where an upper bound on the maximum number of
crossings per edge is given as part of the input, which is studied in [6].

The main question that remains open is whether Book Thickness (and
Fixed-Order Book Thickness) can be solved in polynomial time (and even
fixed-parameter time) for graphs of bounded treewidth, which was asked by
Dujmović and Wood [14]. As an intermediate step towards solving this problem,
we ask whether the two problems can be solved efficiently when parameterized
by the treedepth [25] of the graph. Treedepth restricts the graph structure in a
stronger way than treewidth, and has been used to obtain algorithms for several
problems which have proven resistant to parameterization by treewidth [17,19].

References

1. Bannister, M.J., Cabello, S., Eppstein, D.: Parameterized complexity of 1-planarity.
J. Graph Algorithms Appl. 22(1), 23–49 (2018). https://doi.org/10.7155/jgaa.
00457

2. Bannister, M.J., Eppstein, D.: Crossing minimization for 1-page and 2-page draw-
ings of graphs with bounded treewidth. J. Graph Algorithms Appl. 22(4), 577–606
(2018). https://doi.org/10.7155/jgaa.00479

3. Bekos, M.A., Gronemann, M., Raftopoulou, C.N.: Two-page book embeddings
of 4-planar graphs. Algorithmica 75(1), 158–185 (2016). https://doi.org/10.1007/
s00453-015-0016-8

4. Bernhart, F., Kainen, P.C.: The book thickness of a graph. J. Comb. Theory Ser.
B 27(3), 320–331 (1979). https://doi.org/10.1016/0095-8956(79)90021-2

5. Bhore, S., Ganian, R., Montecchiani, F., Nöllenburg, M.: Parameterized algorithms
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Abstract. Given a planar graph G and an integer b, OrthogonalPla-
narity is the problem of deciding whether G admits an orthogonal draw-
ing with at most b bends in total. We show that OrthogonalPlanarity
can be solved in polynomial time if G has bounded treewidth. Our proof
is based on an FPT algorithm whose parameters are the number of bends,
the treewidth and the number of degree-2 vertices of G. This result is
based on the concept of sketched orthogonal representation that synthet-
ically describes a family of equivalent orthogonal representations. Our
approach can be extended to related problems such as HV-Planarity
and FlexDraw. In particular, both OrthogonalPlanarity and HV-
Planarity can be decided in O(n3 log n) time for series-parallel graphs,
which improves over the previously known O(n4) bounds.

1 Introduction

An orthogonal drawing of a planar graph G is a planar drawing where each edge
is drawn as a chain of horizontal and vertical segments; see Fig. 1a. Orthogonal
drawings are among the most investigated research subjects in graph drawing,
see, e.g., [3–5,11,13,17,25,28,30,31] for a limited list of references, and also [12,
23] for surveys. The OrthogonalPlanarity problem asks whether G admits
an orthogonal drawing with at most b bends in total, for a given b ∈ N.

In a seminal paper, Garg and Tamassia [25] proved that OrthogonalPla-
narity is NP-complete when b = 0, which implies that minimizing the number
of bends is also NP-hard. In fact, it is even NP-hard to approximate the mini-
mum number of bends in an orthogonal drawing with an O(n1−ε) error for any
ε > 0 [25]. On the positive side, Tamassia [30] showed that OrthogonalPla-
narity can be decided in polynomial time if the input graph is plane, i.e., it has
a fixed embedding in the plane. When a planar embedding is not given as part
of the input, polynomial-time algorithms exist for some restricted cases, namely
subcubic planar graphs and series-parallel graphs, see, e.g., [11,13,17,28,31].
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Given the hardness result for OrthogonalPlanarity, a natural research
direction is to investigate its parameterized complexity [19]. Despite the rich
literature about orthogonal drawings, this direction has been surprisingly dis-
regarded. The only exception is a result by Didimo and Liotta [16], who
described an algorithm for biconnected planar graphs that runs in O(6rn4 log n)
time, where r is the number of degree-4 vertices. We recall that FPT algo-
rithms have been proposed for other graph drawing problems, such as upward
planarity [10,15,26], layered drawings [20], linear layouts [2,21,22], and 1-
planarity [1].

Contribution. We describe an FPT algorithm for OrthogonalPlanarity
whose parameters are the number of bends, the treewidth and the number of
degree-2 vertices of the input graph. We recall that the notion of treewidth [29]
is commonly used as a parameter in the parameterized complexity analysis (see
also Sect. 2). The algorithm works for planar graphs of degree four with no
restriction on the connectivity. Our main contribution is summarized as follows.

Theorem 1. Let G be an n-vertex planar graph with σ degree-2 vertices and
let b ∈ N. Given a tree-decomposition of G of width k, there is an algorithm
that decides OrthogonalPlanarity in f(k, σ, b) · n time, where f(k, σ, b) =
kO(k)(σ + b)k log(σ + b). The algorithm computes a drawing of G, if one exists.

For an n-vertex graph G of treewidth k, a tree-decomposition of G of width k
can be found in kO(k3) n time [7], while a tree-decomposition of width O(k) can
be computed in 2O(k) n time [9]. The function f(k, σ, b) depends exponentially on
neither σ nor b. Since both σ and b are O(n) [3], OrthogonalPlanarity can
be solved in time ng(k) for some polynomial function g(k), and thus it belongs to
the XP class when parameterized by treewidth [19]. Moreover, since the number
of bends in a bend-minimum orthogonal drawing is O(n), the next result follows
from Theorem 1, performing a binary search on b.

Corollary 1. Let G be an n-vertex planar graph. Given a tree-decomposition
of G of width k, there is an algorithm that decides OrthogonalPlanarity
in kO(k)nk+1 log n time. Also, a bend-minimum orthogonal drawing of G can be
computed in kO(k)nk+1 log2 n time.

By Corollary 1 OrthogonalPlanarity can be decided in O(n3 log n) time for
graphs of treewidth two, and hence bend-minimum orthogonal drawings can be
computed in O(n3 log2 n) time. We remark that the best previous result for these
graph, dating back to twenty years ago, is an O(n4) algorithm by Di Battista
et al. [13] which however is restricted to biconnected graphs (whereas ours is
not).

Our FPT approach can be applied to related problems, namely to HV-
Planarity and FlexDraw. HV-Planarity takes as input a planar graph G
whose edges are each labeled H (horizontal) or V (vertical) and it asks whether
G admits an orthogonal drawing with no bends and in which the direction of
each edge is consistent with its label. As a corollary of our results, we can decide
HV-Planarity in O(n3 log n) time for series-parallel graphs, which improves a
recent O(n4) bound by Didimo et al. [18] and addresses one of the open problems



Sketched Representations and Orthogonal Planarity 381

in that paper. FlexDraw takes as input a planar graph G whose edges have
integer weights and it asks whether G admits an orthogonal drawing where each
edge has a number of bends that is at most its weight [5,6].

Proof Strategy and Paper Organization. The first ingredient of our app-
roach is a well-known combinatorial characterization of orthogonal drawings
(see [12,30]) that transforms OrthogonalPlanarity to the problem of test-
ing the existence of a planar embedding along with a suitable angle assignment
to each vertex-face and edge-face incidence (see Sect. 2). The second ingredient
is the definition of a suitable data structure, called orthogonal sketches, that
encodes sufficient information about any such combinatorial representation, and
in particular it makes it possible to decide whether the representation can be
extended with further vertices incident to a given vertex cutset of the graph (see
Sect. 3). The proposed algorithm (see Sect. 4) traverses a tree-decomposition of
the input graph and stores a limited number of orthogonal sketches for each
node of the tree, rather than all its possible orthogonal drawings. This number
depends on the width of the tree-decomposition, on the number of bends, and on
the number of degree-2 vertices. The key observation is that a vertex of degree
greater than two may correspond to a right turn when walking clockwise along
the boundary of a face but not to a left turn, while a degree-2 vertex may cor-
respond to both a left or a right turn. Thus, the number of degree-2 vertices, as
well as the number of bends, have an impact in how much a face can “roll-up”
in the drawing, which in our approach translates in possible weights that can be
assigned to the edges of an orthogonal sketch. The extensions of our approach
can be found in Sect. 5, while conclusions and open problems are in Sect. 6. For
reasons of space, some proofs have been omitted and can be found in [14] (the
corresponding statements are marked with an asterisk (*)).

2 Preliminaries

Embeddings. We assume familiarity with basic notions about graph drawings.
A planar drawing of a planar graph G subdivides the plane into topologically
connected regions, called faces. The infinite region is the outer face. A planar
embedding of G is an equivalence class of planar drawings that define the same set
of faces and with the same outer face. A planar embedding of a connected graph
can be uniquely identified by specifying its rotation system, i.e., the clockwise
circular order of the edges around each vertex, and the outer face. A plane graph
G is a planar graph with a given planar embedding. The number of vertices
encountered in a closed walk along the boundary of a face f of G is the degree of
f , denoted as δ(f). If G is not 2-connected, a vertex may be encountered more
than once, thus contributing more than one unit to the degree of the face.

Orthogonal Representations. Let G = (V,E) be a planar graph with vertex
degree at most four. A planar drawing Γ of G is orthogonal if each edge is a
polygonal chain consisting of horizontal and vertical segments. A bend of an edge
e in Γ is a point shared by two consecutive segments of e. An angle formed by



382 E. Di Giacomo et al.

two consecutive segments incident to the same vertex (resp. bend) is a vertex-
angle (resp. bend-angle). An orthogonal representation of G can be derived from
Γ and it specifies the values of all vertex- and bend-angles (see [12,30]). More
formally, let E be a planar embedding of G, and let e = (u, v) be an edge that
belongs to the boundary of a face f of E . The two possible orientations (u, v) and
(v, u) of e are called darts. A dart is counterclockwise with respect to f , if f is
on the left side when walking along the dart following its orientation. Let D(u)
be the set of darts exiting from u and let D(f) be the set of counterclockwise
darts with respect to f .

Definition 1. Let G = (V,E) be a planar graph with vertex degree at most four.
An orthogonal representation H of G is a planar embedding E of G and an
assignment to each dart (u, v) of two values α(u, v) = cα · π

2 and β(u, v) = cβ · π
2 ,

where cα ∈ {1, 2, 3, 4} and cβ ∈ N, that satisfies the following conditions.

C1. For each vertex u:
∑

(u,v)∈D(u)

α(u, v) = 2π;

C2. For each internal face f :
∑

(u,v)∈D(f)

(α(u, v)+β(v, u)−β(u, v)) = π(δ(f)−2);

C3. For the outer face fo:
∑

(u,v)∈D(fo)

(α(u, v)+β(v, u)−β(u, v)) = π(δ(fo)+2).

Let f be the face counterclockwise with respect to dart (u, v). The value α(u, v)
represents the vertex-angle that dart (u, v) forms with the dart following it in
the circular counterclockwise order around u; we say that α(u, v) is a vertex-
angle of u in f . The value β(u, v) represents the sum of the π

2 bend-angles that
dart (u, v) forms in f . Condition C1 guarantees that the sum of angles around
each vertex is valid, while C2 (respectively, C3) guarantees that the sum of the
angles at the vertices and at the bends of an internal face (respectively, outer
face) is also valid. Given an orthogonal representation of an n-vertex graph G,
a corresponding orthogonal drawing can be computed in O(n) time [30].

Tree-Decompositions. Let (X , T ) be a pair such that X = {X1,X2, . . . , X�}
is a collection of subsets of vertices of a graph G called bags, and T is a tree
whose nodes are in a one-to-one mapping with the elements of X . With a slight
abuse of notation, Xi will denote both a bag of X and the node of T whose
corresponding bag is Xi. The pair (X , T ) is a tree-decomposition of G if : (i) For
every edge (u, v) of G, there exists a bag Xi that contains both u and v, and (ii)
For every vertex v of G, the set of nodes of T whose bags contain v induces a
non-empty (connected) subtree of T . The width of a tree-decomposition (X , T )
of G is max�

i=1 |Xi| − 1, and the treewidth of G is the minimum width of any
tree-decomposition of G. We use a particular tree-decomposition (which always
exists [27]) that limits the number of possible transitions between bags.

Definition 2 [27]. A tree-decomposition (X , T ) of G is nice if T is a rooted tree
and: (a) Every node of T has at most two children, (b) If a node Xi of T has
two children whose bags are Xj and Xj′ , then Xi = Xj = Xj′ , (c) If a node Xi

of T has only one child Xj, then there exists a vertex v ∈ G such that either
Xi = Xj ∪ {v} or Xi ∪ {v} = Xj. In the former case of (c) we say that Xi

introduces v, while in the latter case Xi forgets v.
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3 Orthogonal Sketches

Recall that an orthogonal representation of a planar graph G corresponds to a
planar embedding of G and to an assignment of vertex- and bend-angles in each
face of G. A fundamental observation for our approach is that the conditions that
make an assignment of such angles a valid orthogonal representation of G can
be verified for each vertex and for each face independently. In what follows we
define two equivalence relations on the set of orthogonal representations of G that
yields a set of equivalence classes whose size is bounded by some function of the
width of T , of the number of degree-2 vertices of G, and of the number of bends.

Fig. 1. (a) An orthogonal drawing Γ of a graph G = (V, E) with 8 bends; the white
vertices define a set X ⊆ V . (b) The representing cycles of the active faces of H with
respect to X, where H denotes the orthogonal representation of Γ . (c) The connected
sketched embedding C∗(H, G). (d) The orthogonal sketch 〈C(H, X), φ, ρ〉.

Sketched Embeddings. Let H be an orthogonal representation of a planar
graph G = (V,E) and let X ⊆ V ; see for example Fig. 1a. The vertices in X are
called active. A face f of H is active if it contains at least one active vertex. A
representing cycle Cf of an active face f is an oriented cycle such that: (i) It
contains all and only the active vertices of f in the order they appear in a closed
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walk along the boundary of f . (ii) Cf is counterclockwise with respect to f , that
is, Cf is oriented coherently with the counterclockwise darts of face f . Notice
that Cf may be non-simple because a cut-vertex may appear multiple times
when walking along Cf . Also, if H contains distinct components, the outer face
of each component is considered independently. See Fig. 1b for an illustration.

Let H be an orthogonal representation of a planar graph G. We may con-
veniently focus on an orthogonal drawing Γ that falls in the equivalence class
of drawings having H as an orthogonal representation. Assume first that H is
connected. The sketched embedding of H with respect to X is the plane graph
C(H,X) constructed as follows. For each active face f we draw in Γ its repre-
senting cycle Cf by identifying the vertices of Cf with the corresponding vertices
of f and by drawing the edges of Cf inside f without creating crossings. Graph
C(H,X) is the embedded graph formed by the edges that we drew inside the
active faces. This is a plane graph by construction, it may be disconnected, and
it may contain self-loops and multiple edges. Graph C(H,X) has a face f ′ for
each representing cycle Cf of an active face f of H; we call f ′ an active face of
C(H,X). If H is not connected, a sketched embedding C(Hi,X) is computed for
each connected component Hi of H (i = 1, . . . , h) and the sketched embedding
of H is C(H,X) =

⋃h
i=1 C(Hi,X). See for example Fig. 1b.

Definition 3. Let G = (V,E) be a planar graph and let X ⊆ V . Let H1 and
H2 be two orthogonal representations of G. H1 and H2 are X-equivalent if they
have the same sketched embedding.

Suppose that H is connected. We now aim at computing a connected super-
graph of C(H,X). By construction, the active faces of C(H,X) may share ver-
tices but not edges and hence C(H,X) also contains faces that are not active. For
each non-active face g of C(H,X), we add a dummy vertex vg in its interior and
we connect it to all vertices on the boundary of g by adding dummy edges. This
turns C(H,X) to a connected plane graph C∗(H,X), which we call a connected
sketched embedding of H with respect to X. If H is not connected, a connected
sketched embedding C∗(Hi,X) is computed for each C(Hi,X) independently,
and the connected sketched embedding of H is C∗(H,X) =

⋃h
i=1 C∗(Hi,X).

Figure 1c shows a connected sketched embedding obtained from Fig. 1b. Observe
that it may be possible to construct different connected sketched embeddings
of the same sketched embedding. However, any connected sketched embedding
encodes the information about the global structure of H that is sufficient for
the purposes of our algorithm. C∗(H,X) (and hence C(H,X)) has a number
of vertices that is O(|X|) and a number of edges that is also O(|X|) because
C∗(H,X) is planar and the multiplicity of an edge in C∗(H,X) is at most four.

Lemma 1 (*). Let G = (V,E) be a planar graph and let X ⊆ V . Let H be
the set of all possible orthogonal representations of G. The X-equivalent relation
partitions H in at most wO(w) equivalence classes, where w = |X|.

Orthogonal Sketches. Let H be an orthogonal representation of a plane graph
G = (V,E) and let X ⊆ V . Let C(H,X) be a sketched embedding of H with
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respect to X. Recall that H is defined by two functions, α and β, that assign the
vertex- and bend-angles made by darts inside their faces. The shape of C(H,X)
consists of two functions φ and ρ defined as follows. Let (u, v) be a dart of
C(H,X), which corresponds to a path Πuv in H. Let z be the vertex of Πuv

adjacent to u (possibly z = v). We set φ(u, v) = α(u, z); the value φ(u, v) still
represents the vertex-angle that u makes in the face on the left of (u, v). Function
ρ assigns to each dart (u, v) of C(H,X) a number that describes the shape of Πuv

in H. More precisely, for each representing cycle Cf and for each dart (u, v) of Cf ,
ρ(u, v, f) = nπ

2
(u, v) − n 3π

2
(u, v) − 2n2π(u, v), where na(u, v) (a ∈ {π

2 , 3π
2 , 2π})

is the number of vertex- and bend-angles between u and v whose value is a.
For example, Fig. 1d shows a sketched embedding together with its shape. We
call ρ(u, v, f) the roll-up number1 of (u, v) in f . If φ(u, v) > π

2 and f is the
counterclockwise face with respect to dart (u, v), we say that u is attachable in
f . Two X-equivalent sketched embeddings have the same shape, if they have the
same values of φ and ρ. A sketched embedding C(H,X), together with its shape
〈φ, ρ〉, is called an orthogonal sketch and it is denoted by 〈C(H,X), φ, ρ〉.
Definition 4. Let G = (V,E) be a planar graph and let X ⊆ V . Let H1 and H2

be two orthogonal representations of G. H1 and H2 are shape-equivalent if they
are X-equivalent and their orthogonal sketches have the same shape.

Lemma 2 (*). Let 〈C(H,X), φ, ρ〉 be an orthogonal sketch. Let Cf be a rep-
resenting cycle of C(H,X) and consider a closed walk along its boundary. Let
ρ∗ be the sum of the roll-up numbers over all the traversed edges, and let na

be the number of encountered vertex-angles with value a ∈ {π
2 , 3π

2 , 2π}. Then
ρ∗ + nπ

2
− n 3π

2
− 2n2π = c, with c = 4 (c = −4) if f is an inner (the outer) face.

Lemma 3 (*). Let G = (V,E) be a planar graph with σ vertices of degree
two. Let H be the set of all possible orthogonal representations of G with at
most b bends in total. The shape-equivalent relation partitions H in at most
wO(w) · (σ + b)w−1 equivalence classes, where w = |X|.
Proof sketch. We shall prove that nX · nS ≤ wO(w) · (σ + b)w−1, where nX

is the number of X-equivalent classes and nS is the number of possible shapes
for each X-equivalent class. By Lemma 1, nX ≤ wO(w); we can show that nS ≤
wO(w)(σ + b)w−1. For a fixed sketched embedding C(H,X), a shape is defined
by assigning to each dart (u, v) of C(H,X) the two values φ(u, v) and ρ(u, v, f).
The number of choices for the values φ(u, v) is at most 44w ≤ wO(w). As for the
possible choices for ρ(u, v, f), we claim that −(σ+b) ≤ ρ(u, v, f) ≤ σ+b+4 based
on two observations. (1) The number of vertices and bends forming an angle of
3π
2 inside a face cannot be greater than b + σ. (2) For each vertex forming an

angle of 2π inside a face there are two vertex-angles of π
2 inside the same face.

Finally, once the vertex-angles are fixed, the number of darts for which the roll-
up number can be fixed independently is at most w − 1. Thus, we have w − 1
values to choose and 2(σ + b) + 5 choices for each of them. �	
1 It may be worth observing that other papers used conceptually similar definitions,

called rotation (see, e.g., [5]) and spirality (see, e.g., [13]).



386 E. Di Giacomo et al.

4 The Parameterized Algorithm

Overview. We describe an algorithm, called OrthoPlanTester, that decides
whether a planar graph G admits an orthogonal drawing with at most b bends in
total, by using a dynamic programming approach on a nice tree-decomposition
T of G. The algorithm traverses T bottom-up and decides whether the subgraph
associated with each subtree admits an orthogonal drawing with at most b bends.
For each bag X, it stores all possible orthogonal sketches and, for each of them,
the minimum number of bends of any orthogonal representation encoded by that
orthogonal sketch. To generate this record, OrthoPlanTester executes one
of three possible procedures based on the type of transition with respect to the
children of X in T . If the execution of the procedure results in at least one
orthogonal sketch, then the algorithm proceeds, otherwise it halts and returns
a negative answer. If the root bag contains at least one orthogonal sketch, then
the algorithm returns a positive answer. In the positive case, the information
corresponding to the embedding of the graph and to the vertex- and bend-
angles can be reconstructed through a top-down traversal of T so to obtain an
orthogonal representation of G, and consequently an orthogonal drawing [30].

The Algorithm. Let G be an n-vertex planar graph with vertex degree at
most four and with σ vertices of degree two, and let (X , T ) be a nice tree-
decomposition of G of width k. Following a bottom-up traversal of T , let Xi be
the next bag to be visited and let Bi the set of all orthogonal sketches of Xi.
Let w = k +1 and recall that |Xi| ≤ w. Let Ti be the subtree of T rooted at Xi.
Let Gi be the subgraph of G induced by all the vertices that belong to the bags
in Ti. We distinguish the following four cases.

Xi is a Leaf. Without loss of generality, we can assume that Xi contains only
one vertex v (as otherwise we can root in Xi a chain of bags that introduce
the vertices of Xi one by one). Thus, Gi contains only v and it admits exactly
one orthogonal representation with no bends. In particular, there is a unique
sketched embedding consisting of a single representing cycle Cf having v and no
edges on its boundary. Also, the functions φ and ρ are undefined.

Xi Forgets a Vertex. Let v be the vertex forgotten by Xi. Let Xj be the child
of Xi in T . In this case Gi = Gj and we generate the orthogonal sketches for Bi

by suitably updating those in Bj . For each orthogonal sketch 〈C(H,Xj), φ, ρ〉 in
Bj and for each representing cycle Cf of C(H,Xj) containing v, we apply the
following operation. If v is the only vertex of Cf , we remove Cf from C(H,X).
Otherwise there are at most eight edges of Cf incident to v, based on whether
v appears one or more times in a closed walk along Cf . We first remove all self-
loops incident to v, if any. Let (u1, v), (v, u2) be any two edges of Cf incident to
v that appear consecutively in a counterclockwise walk along Cf . For any such
pair of edges we apply the following procedure. We remove the edges (u1, v),
(v, u2) from Cf and we add an edge (u1, u2). We assign to the dart (u1, u2) roll-
up number equal to the sum of the roll-up numbers of darts (u1, v) and (v, u2)
plus a constant c defined as follows. If φ(v, u2) = π, then c = 0; if φ(v, u2) = π

2 ,
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then c = 1; if φ(v, u2) = 3π
2 , then c = −1; if φ(v, u2) = 2π, then c = −2. Once

all consecutive pairs of edges incident to v have been processed, v is removed
from Cf . It is immediate to verify that Lemma 2 holds for Cf after applying
this operation. See Fig. 2a and b for an illustration.

Fig. 2. A portion of a orthogonal sketch before and after removing the bigger vertices.

The above operation does not change the number of bends associated with the
resulting orthogonal sketches, but it may create duplicated orthogonal sketches
for Bi, which we delete. When deleting the duplicates, we shall pay attention on
pairs of orthogonal sketches that are the same but with a different number of
bends. To see this, let (u, v) be a dart of an orthogonal sketch 〈C(H,Xj), φ, ρ〉,
which corresponds to a path Πuv in H, and let f be the face on the left of this
path in H. An angle along Πuv in f may be both a vertex-angle or a bend-angle.
Hence, removing v from different orthogonal sketches (with different numbers of
bends) may result in a set of orthogonal sketches that differ only in the number
of bends. In this case, the algorithm stores the one with fewer bends, because in
every step of the algorithm (see also the next two cases), the information about
the total number of bends of an orthogonal sketch is only used to verify that it
does not exceed the given parameter b.

Xi Introduces a Vertex. Let v be the vertex introduced in Xi. Let Xj be the
child of Xi in T . If v does not have neighbors in Xi, then Bi is the union of Bj

and the (unique) orthogonal sketch of the graph with the single vertex v (see the
leaf case). Otherwise, let u1, . . . , uh be the neighbors of v in Xi, with h ≤ w. We
generate Bi from Bj by applying the following procedure. At a high level, we
first update each sketched embedding that can be extracted from an orthogonal
sketch in Bj by adding v, we then generate all shapes for the resulting sketched
embeddings, and we finally discard those shapes that are not valid.

Let C(H,Xj) be a sketched embedding for which there is at least one orthog-
onal sketch in Bj . Suppose first that u1, . . . , uh all belong to the same component
of C(H,Xj). By planarity, an orthogonal representation of Gj , whose sketched
embedding is C(H,Xj), can be extended with v only if it contains at least one
face having all of v’s neighbors on its boundary. This corresponds to verifying
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first the existence of a representing cycle Cf in C(H,Xj) with all of v’s neigh-
bors on its boundary. We thus identify the representing cycles in which vertex v
can be inserted and connected to its neighbors. We consider each possible choice
independently; for each choice we duplicate C(H,Xj) and insert v accordingly.
For each of the resulting sketched embeddings, we generate all possible shapes.
Namely, for each representing cycle, we generate all possible vertex-angle assign-
ments for its vertices and all possible roll-up numbers for its edges that satisfy
Lemma 2. Next, for every such assignment, denoted by 〈φ, ρ〉, we verify its valid-
ity. Let Sj be the set of orthogonal sketches 〈C(H,Xj), φ, ρ〉 of Bj such that the
restriction of 〈φ, ρ〉 to the edges of C(H,Xj) corresponds to 〈φ, ρ〉. If Sj is empty,
〈φ, ρ〉 is discarded as it would not be possible to obtain it from Bj . Furthermore,
observe that ρ(v, ui) corresponds to the number of bends along the edge (v, ui).
Thus, we should ensure that b∗ +

∑h
i=1 ρ(v, ui) ≤ b, where b∗ is the number of

bends of 〈C(H,Xj), φ, ρ〉. If this is not the case, again the shape is discarded.
Finally, among the putative orthogonal sketches generated, we store in Bi only
those for which Lemma 2 holds for each of its representing cycles.

Xi Has Two Children. Let Xj and Xj′ be the children of Xi in T . Recall
that these three bags are all the same, although Gj and Gj′ differ. The only
orthogonal representations of Gi are those that can be obtained by merging at
the common vertices of Xi an orthogonal representation of Gj with an orthogonal
representation of Gj′ in such a way that the resulting representation has a planar
embedding, it has at most b bends in total, and it satisfies Definition 1. At a high
level, this can be done by merging two connected sketched embeddings (one in
Bj and one in Bj′) and then by verifying that there is a planar embedding for
the merged graph such that Lemma 2 is verified for each representing cycle, and
the overall number of bends is at most b. We split this procedure in two phases.

Let C(H,Xj) be a sketched embedding for which there is at least one orthog-
onal sketch in Bj and let C(H ′,Xj′) be a sketched embedding for which there
is at least one orthogonal sketch in Bj′ . We first compute a connected sketched
embedding C∗(H,Xj) and a connected sketched embedding C∗(H ′,Xj′). Let
C be the union of these two graphs disregarding the rotation system and the
choice of the outer face. For each connected component of C, we generate all
possible planar embeddings. (The embeddings of C that are not planar are dis-
carded because they correspond to non-planar embeddings of Gi.) For each pla-
nar embedding of C, we verify that the planar embedding of C restricted to the
edges of C(H,Xj) corresponds to the planar embedding of C(H,Xj) and the
same holds for the edges of C(H ′,Xj′). This condition ensures that the embed-
ding of C can be obtained from those of C(H,Xj) and C(H ′,Xj′). We then
remove the dummy vertices and the dummy edges from C and we analyze each
face of the resulting plane graph to verify whether the orientation of its edges
is consistent. Namely, a face of a sketched embedding contains only edges that
are either all counterclockwise or clockwise with respect to it. If this condition
is not satisfied, the candidate sketched embedding is discarded.

In the second phase, for each generated sketched embedding, we compute all
of its possible shapes and test the validity of each of them. Let C be a sketched
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embedding. For each representing cycle of C, we generate all possible vertex-
angle assignments for its vertices and roll-up numbers for its edges, keeping only
those that satisfy Lemma 2. For every such assignment 〈φ, ρ〉, let Sj be the set
of orthogonal sketches 〈C(H,Xj), φ, ρ〉 of Bj such that the restriction of 〈φ, ρ〉
to the edges of C(H,Xj) corresponds to 〈φ, ρ〉. Similarly, let Sj′ be the set of
orthogonal sketches 〈C(H ′,Xj′), φ′, ρ′〉 of Bj′ such that the restriction of 〈φ, ρ〉
to the edges of C(H ′,Xj′) corresponds to 〈φ′, ρ′〉. If any of Sj and Sj′ is empty,
〈φ, ρ〉 is discarded as it would not be possible to obtain it from Bj and Bj′ .
Finally, let b∗

j and b∗
j′ be the minimum number of bends among the orthogonal

sketches of Sj and Sj′ , respectively. The set Ei of edges shared by C(H,Xj)
and C(H ′,Xj′) contains edges (if any) that connect pairs of vertices of Xi and
that belong to G. In particular, for each edge in Ei, the absolute value of its
roll-up number corresponds to the number of bends along it. Hence, we verify
that b∗

j + b∗
j′ − ∑

(u,v)∈Ei
|ρ(u, v)| ≤ b, otherwise we discard 〈φ, ρ〉. We conclude:

Lemma 4. Graph G admits an orthogonal drawing with at most b bends if and
only if algorithm OrthoPlanTester returns a positive answer.

Lemma 5 (*). Algorithm OrthoPlanTester runs in kO(k)(b + σ)k log(b +
σ) · n time, where k is the treewidth of G, σ is the number of degree-two vertices
of G, and b is the maximum number of bends.

Proof sketch. Let T ′ be a tree-decomposition of G of width k and with O(n)
nodes. We compute, in O(k · n) time, a nice tree-decomposition T of G of width
k and O(n) nodes [8,27]. In what follows, we prove that OrthoPlanTester
spends kO(k)(b+σ)k log(b+σ) time for each bag Xi of T . The claim trivially fol-
lows if Xi is a leaf of T . If Xi forgets a vertex v, OrthoPlanTester considers
each orthogonal sketch of the child bag Xj , which are kO(k) · (b+σ)k by Lemma
3 (a bag of T has at most k + 1 vertices). For each orthogonal sketch, Ortho-
PlanTester removes v from each of its O(1) representing cycles. Clearly, this
can be done in O(1) time. Also, OrthoPlanTester removes possible dupli-
cates in Bi. Note that, before removing the duplicates, the elements in Bi are
at most as many as those in Bj . To efficiently remove the duplicates in Bi, we
represent each orthogonal sketch as a concatenation of three arrays, encoding its
sketched embedding (i.e., the rotation system and the outer face), its function
φ, and its function ρ. Thus we have a set of N = kO(k)(b + σ)k arrays each of
size O(k). Sorting the elements of this set, and hence deleting all duplicates,
takes O(k) · N log N time, which, with some manipulations, can be rewritten as
kO(k)(b+σ)k log(b+σ). If Xi introduces a vertex v, OrthoPlanTester consid-
ers each sketched embedding that can be extracted from Bj . Each of them, is then
extended with v in all possible ways, which are kO(k) (observe that |Xj | ≤ k−1).
Next OrthoPlanTester generates at most kO(k)(σ + b)k orthogonal sketches.
We remark that, as explained in the proof of Lemma 3, for each cycle of length
w ≤ k + 1 it suffices to generate the roll-up numbers of w − 1 edges. More-
over, for the edges incident to v the roll-up number is restricted to the range
[−b,+b] and it is subject to the additional constraint that the total number
of bends should not exceed b. For each generated shape, OrthoPlanTester
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checks whether the corresponding subsets of the values of φ and ρ exist in the
orthogonal sketches of Bj having the fixed sketched embedding. This can be
done by encoding the values of φ and ρ as two concatenated arrays, each of
size O(k), by sorting the set of arrays, and by searching among this set. Since
the number of orthogonal sketches is N = kO(k)(σ + b)k, this can be done in
O(k) ·N log N = O(k) ·kO(k)(σ+b)k O(k) log(k(σ+b)) = kO(k)(σ+b)k log(σ+b)
for a fixed sketched embedding, and in kO(k)(σ + b)k log(σ + b) time in total.
Finally, it remains to check Lemma 2 for each representing cycle, which takes
O(k2) time for each of the kO(k) · (σ + b)k orthogonal sketches in Bi. �	

Lemmas 4 and 5 imply Theorem 1 and Corollary 1.

5 Applications

HV Planarity. Let G be a graph such that each edge is labeled H (horizontal)
or V (vertical). HV-Planarity asks whether G has a planar drawing such that
each edge is drawn as a horizontal or vertical segment according to its label,
called a HV-drawing (see, e.g., [18,24]). This problem is NP-complete [18]. The
next theorem follows from our approach.

Theorem 2 (*). Let G be an n-vertex planar graph with σ vertices of degree
two. Given a tree-decomposition of G of width k, there is an algorithm that solves
HV-Planarity in kO(k)σk log σ · n time.

The next corollary improves the O(n4) bound in [18].

Corollary 2. Let G be an n-vertex series-parallel graph. There is a O(n3 log n)-
time algorithm that solves HV-Planarity.

Flexible Drawings. Let G = (V,E) be a planar graph with vertex degree at
most four, and let ψ : E → N. The FlexDraw problem [5,6] asks whether G
admits an orthogonal drawing such that for each edge e ∈ E the number of bends
of e is b(e) ≤ ψ(e). The problem becomes tractable when ψ(e) ≥ 1 [5] for all
edges, while it can be parameterized by the number of edges e such that ψ(e) =
0 [6]. By subdividing ψ(e) times each edge e, we can conclude the following.

Theorem 3 (*). Let G = (V,E) be an n-vertex planar graph, and let ψ : E →
N. Given a tree-decomposition of G of width k, there is an algorithm that solves
FlexDraw in kO(k)(n · b∗)k+1 log(n · b∗) time, where b∗ = maxe∈E ψ(e).

6 Open Problems

The results in this paper suggest some interesting questions. First, we ask
whether OrthogonalPlanarity is FPT when parameterized by the number
of bends and by treewidth. Improving the time complexity of Corollary 1 is also
an interesting problem on its own. Since HV-Planarity is NP-complete even
for graphs with vertex degree at most three [18], another research direction is to
devise new FPT approaches for HV-Planarity on subcubic planar graphs.



Sketched Representations and Orthogonal Planarity 391

References

1. Bannister, M.J., Cabello, S., Eppstein, D.: Parameterized complexity of 1-planarity.
J. Graph Algorithms Appl. 22(1), 23–49 (2018). https://doi.org/10.7155/jgaa.
00457

2. Bannister, M.J., Eppstein, D.: Crossing minimization for 1-page and 2-page draw-
ings of graphs with bounded treewidth. J. Graph Algorithms Appl. 22(4), 577–606
(2018). https://doi.org/10.7155/jgaa.00479

3. Biedl, T.C., Kant, G.: A better heuristic for orthogonal graph drawings. Comput.
Geom. 9(3), 159–180 (1998)

4. Biedl, T.C., Lubiw, A., Petrick, M., Spriggs, M.J.: Morphing orthogonal planar
graph drawings. ACM Trans. Algorithms 9(4), 29:1–29:24 (2013)

5. Bläsius, T., Krug, M., Rutter, I., Wagner, D.: Orthogonal graph drawing with
flexibility constraints. Algorithmica 68(4), 859–885 (2014)

6. Bläsius, T., Lehmann, S., Rutter, I.: Orthogonal graph drawing with inflexible
edges. Comput. Geom. 55, 26–40 (2016)

7. Bodlaender, H.L.: A linear-time algorithm for finding tree-decompositions of small
treewidth. SIAM J. Comput. 25(6), 1305–1317 (1996)

8. Bodlaender, H.L., Bonsma, P., Lokshtanov, D.: The fine details of fast dynamic
programming over tree decompositions. In: Gutin, G., Szeider, S. (eds.) IPEC 2013.
LNCS, vol. 8246, pp. 41–53. Springer, Cham (2013). https://doi.org/10.1007/978-
3-319-03898-8 5

9. Bodlaender, H.L., Drange, P.G., Dregi, M.S., Fomin, F.V., Lokshtanov, D.,
Pilipczuk, M.: A ck n 5-approximation algorithm for treewidth. SIAM J. Com-
put. 45(2), 317–378 (2016)

10. Chan, H.: A parameterized algorithm for upward planarity testing. In: Albers, S.,
Radzik, T. (eds.) ESA 2004. LNCS, vol. 3221, pp. 157–168. Springer, Heidelberg
(2004). https://doi.org/10.1007/978-3-540-30140-0 16

11. Chang, Y., Yen, H.: On bend-minimized orthogonal drawings of planar 3-graphs.
In: SOCG 2017. LIPIcs, vol. 77, pp. 29:1–29:15. Schloss Dagstuhl - Leibniz-Zentrum
fuer Informatik (2017)

12. Di Battista, G., Eades, P., Tamassia, R., Tollis, I.G.: Graph Drawing. Prentice-
Hall, Upper Saddle River (1999)

13. Di Battista, G., Liotta, G., Vargiu, F.: Spirality and optimal orthogonal drawings.
SIAM J. Comput. 27(6), 1764–1811 (1998)

14. Di Giacomo, E., Liotta, G., Montecchiani, F.: Sketched representations and orthog-
onal planarity of bounded treewidth graphs. CoRR abs/1908.05015 (2019). http://
arxiv.org/abs/1908.05015

15. Didimo, W., Giordano, F., Liotta, G.: Upward spirality and upward planarity test-
ing. SIAM J. Discrete Math. 23(4), 1842–1899 (2009). https://doi.org/10.1137/
070696854

16. Didimo, W., Liotta, G.: Computing orthogonal drawings in a variable embedding
setting. In: Chwa, K.-Y., Ibarra, O.H. (eds.) ISAAC 1998. LNCS, vol. 1533, pp.
80–89. Springer, Heidelberg (1998). https://doi.org/10.1007/3-540-49381-6 10

17. Didimo, W., Liotta, G., Patrignani, M.: Bend-minimum orthogonal drawings in
quadratic time. In: Biedl, T., Kerren, A. (eds.) GD 2018. LNCS, vol. 11282, pp.
481–494. Springer, Cham (2018). https://doi.org/10.1007/978-3-030-04414-5 34

18. Didimo, W., Liotta, G., Patrignani, M.: HV-planarity: algorithms and complexity.
J. Comput. Syst. Sci. 99, 72–90 (2019)

https://doi.org/10.7155/jgaa.00457
https://doi.org/10.7155/jgaa.00457
https://doi.org/10.7155/jgaa.00479
https://doi.org/10.1007/978-3-319-03898-8_5
https://doi.org/10.1007/978-3-319-03898-8_5
https://doi.org/10.1007/978-3-540-30140-0_16
http://arxiv.org/abs/1908.05015
http://arxiv.org/abs/1908.05015
https://doi.org/10.1137/070696854
https://doi.org/10.1137/070696854
https://doi.org/10.1007/3-540-49381-6_10
https://doi.org/10.1007/978-3-030-04414-5_34


392 E. Di Giacomo et al.

19. Downey, R.G., Fellows, M.R.: Parameterized Complexity. Monographs in Com-
puter Science. Springer, Heidelberg (1999)
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Abstract. We show that 4-connected plane triangulations can be
redrawn such that edges are represented by straight segments and the
vertices are covered by a set of at most

√
2n lines each of them horizontal

or vertical. The same holds for all subgraphs of such triangulations.
The proof is based on a corresponding result for diagrams of planar

lattices which makes use of orthogonal chain and antichain families.

1 Introduction

Given a planar graph G we denote by π(G) the minimum number � such that
G has a plane straight-line drawing in which the vertices can be covered by a
collection of � lines. Clearly π(G) = 1 if and only if G is a forest of paths. The
set of graphs with π(G) = 2, however, is already surprisingly rich, it contains
trees, outerplanar graphs and subgraphs of grids, see [1,7].

The parameter π(G) has received some attention in recent years, here is a
list of known results:

• It is NP-complete to decide whether π(G) = 2 (Biedl et al. [2]).
• For a stacked triangulation G, a.k.a. planar 3-tree or Apollonian network, let

dG be the stacking depth (e.g. K4 has stacking depth 1). On this class lower
and upper bounds on π(G) are dG + 1 and dG + 2 respectively, see Biedl
et al. [2] and for the lower bound also Eppstein [6, Thm. 16.13].

• Eppstein [7] constructed a planar, cubic, 3-connected, bipartite graph G� on
O(�3) vertices with π(G�) ≥ �.

Related parameters have been studied by Chaplick et al. [3,4].
The main result of this paper is the following theorem.

Theorem 1. If G is a 4-connected plane triangulation on n vertices, then
π(G) ≤ √

2n.

The result is not far from optimal since, using a constant number of additional
vertices and many additional edges, the graph G� mentioned above can be trans-
formed into a 4-connected plane triangulation, i.e., in the class we have graphs
with π(G) ∈ Ω(n1/3).

The full version of the paper with complete proofs is available at http://page.math.tu-
berlin.de/∼felsner/Paper/grid-lines.pdf and on arXiv:1908.04524 as version 2.
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Figures in this paper use colors which can be seen in the online versions.
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The proof of the theorem makes use of transversal structures, these are special
colorings of the edges of a 4-connected inner triangulation of a 4-gon with colors
red and blue.

In Sect. 2.1 we survey transversal structures. The red subgraph of a transver-
sal structure can be interpreted as the diagram of a planar lattice. Background
on posets and lattices is given in Sect. 2.2. Dimension of posets and the connec-
tion with planarity are covered in Sect. 2.3. In Sect. 2.4 we survey orthogonal
partitions of posets. The theory implies that every poset on n elements can be
covered by at most

√
2n − 1 subsets such that each of the subsets is a chain or

an antichain.
In Sect. 3 we prove that the diagram of a planar lattice on n elements has a

straight-line drawing with vertices placed on a set of
√

2n − 1 lines. All the lines
used for the construction are either horizontal or vertical.

Finally in Sect. 4 we prove the main result: transversal structures can be
drawn on at most

√
2n − 1 lines. In fact, the red subgraph of the transversal

structure has such a drawing by the result of the previous section. It is rather
easy to add the blue edges to this drawing. Theorem1 is obtained as a corollary.

2 Preliminaries

2.1 Transversal Structures

Fig. 1. The two local
properties.

Let G be an internally 4-connected inner triangulation of
a 4-gon, in other words G is a plane graph with quadran-
gular outer face, triangular inner faces, and no separating
triangle. Let s, a, t, b be the outer vertices of G in clockwise
order. A transversal structure for G is an orientation and
2-coloring of the inner edges of G such that

(1) All edges incident to s, a, t and b are red outgoing, blue
outgoing, red incoming, and blue incoming, respec-
tively.

(2) The edges incident to an inner vertex v come in clock-
wise order in four non-empty blocks consisting solely
of red outgoing, blue outgoing, red incoming, blue
incoming edges, respectively.

Figure 1 illustrates the properties and Fig. 2 shows an
example. Transversal structures have been studied in [17],
[12], and [13]. In particular it has been shown that every internally 4-connected
inner triangulation of a 4-gon admits a transversal structure. Fusy [13] used
transversal structures to prove the existence of straight-line drawings with ver-
tices being placed on integer points (x, y) with 0 ≤ x ≤ W , 0 ≤ y ≤ H, and
H + W ≤ n − 1.

An orientation of a graph G is said to be acyclic if it has no directed cycle.
Given an acyclic orientation of G, a vertex having no incoming edge is called a
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source, and a vertex having no outgoing edge is called a sink. A bipolar orienta-
tion is an acyclic orientation with a unique source s and a unique sink t, cf. [11].
Bipolar orientations of plane graphs are also required to have s and t incident
to the outer face.

Fig. 2. An example of a transver-
sal structure.

A bipolar orientation of a plane graph has
the property that at each vertex v the outgoing
edges form a contiguous block and the incom-
ing edges form a contiguous block. Moreover,
each face f of G has two special vertices sf

and tf such that the boundary of f consists of
two non-empty oriented paths from sf to tf .

Let G = (V,E) be an internally 4-
connected inner triangulation of a 4-gon with
outer vertices s, a, t, b in clockwise order, and
let ER and EB respectively be the red and
blue oriented edges of a transversal structure
on G. We define E+

R = ER ∪ {(s, a), (s, b), (a, t), (b, t)} and E+
B = EB ∪

{(a, s), (a, t), (s, b), (t, b)}, i.e., we think of the outer edges as having both, a
red direction and a blue direction. The following has been shown in [17] and
in [12].

Proposition 1. The red graph GR = (V,E+
R ) and the blue graph GB = (V,E+

B )
are both bipolar orientations. GR has source s and sink t, and GB has source a
and sink b.

The following two properties are easy consequences of the previous discussion.

(R) The red and the blue graph are both transitively reduced, i.e., if (v, v′) is
an edge, then there is no directed path v, u1, . . . , uk, v′ with k ≥ 1.

(F) For every blue edge e there is a face f in the red graph such that e has one
endpoint on each of the two oriented sf to tf paths on the boundary of f .

2.2 Posets

We assume basic familiarity with concepts and terminology for posets, refer-
ring the reader to the monograph [20] and survey article [21] for additional
background material. In this paper we consider a poset P = (X,<) as being
equipped with a strict partial order.

A cover relation of P is a pair (x, y) with x < y such that there is no z with
x < z < y, we write x ≺ y to denote a cover relation of the two elements. A
diagram (a.k.a. Hasse diagram) of a poset is an upward drawing of its transitive
reduction. That is, X is represented by a set of points in the plane and a cover
relation x ≺ y is represented by a y-monotone curve going upwards from x
to y. In general these curves (edges) may cross each other but must not touch
any vertices other than their endpoints. A diagram uniquely describes a poset,
therefore, we usually show diagrams in our figures. A poset is said to be planar
if it has a planar diagram.
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It is well known that in discussions of graph planarity, we can restrict our
attention to straight-line drawings. In fact, using for example a result of Schny-
der [19], if a planar graph has n vertices, then it admits a planar straight-line
drawing with vertices on an (n − 2) × (n − 2) grid. Discussions of planarity for
posets can also be restricted to straight-line drawings; however, this may come
at some cost in visual clarity. Di Battista et al. [5] have shown that an exponen-
tially large grid may be required for upward planar drawings of directed acyclic
planar graphs with straight lines. In the next subsection we will see that for
certain planar posets the situation is more favorable.

2.3 Dimension of Planar Posets

Let P = (X,<) be a poset. A realizer of P is a collection L1, L2, . . . , Lt of linear
extensions of P such that P = L1 ∩ L2 ∩ · · · ∩ Lt. The dimension of P = (X,<),
denoted dim(P ), is the least positive integer t such that P has a realizer of size t.
Obviously, a poset P has dimension 1 if and only if it is a chain (total order).
Also, there is an elementary characterization of posets of dimension at most 2
that we shall use.

Proposition 2. A poset P = (X,P ) has dimension as most 2 if and only if its
incomparability graph is also a comparability graph.

There are a number of results concerning the dimension of posets with planar
order diagrams. Recall that an element is called a zero of a poset P when it is
the unique minimal element. Dually, a one is a unique maximal element. A finite
lattice, i.e., a poset which has well defined meet and join operations, always has
a zero and a one.

The following result may be considered part of the folklore of the subject.

Theorem 2. Let P be a finite lattice. Then P is planar if and only if it has
dimension at most 2.

Fig. 3. Diagrams of a planar poset of dimension 3 (left), a non-planar lattice (middle),
and a planar lattice (right).

For the reverse direction in the theorem, let P be a lattice of dimension at
most 2. Let L1 and L2 be linear orders on X so that P = L1 ∩ L2. For each
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x ∈ X, and each i = 1, 2, let xi denote the height of x in Li. Then a planar
diagram of P is obtained by locating each x ∈ X at the point in the plane with
integer coordinates (x1, x2) and joining points x and y with a straight segment
when one of x and y covers the other in P . A pair of crossing edges in this
drawing would violate the lattice property, indeed if x ≺ y and x′ ≺ y′ are two
covers whose edges cross, then x ≤ y′ and x′ ≤ y whence x and x′ have no
unique least upper bound.

A planar digraph D with a unique sink and source, both of them on the outer
face, and no transitive edges is the digraph of a planar lattice. Hence, the above
discussion directly implies the following classical result.

Proposition 3. A planar digraph D on n vertices with a unique sink and source
on the outer face and no transitive edges has an upward planar drawing on an
(n − 1) × (n − 1) grid.

Fig. 4. The planar lattice from Fig. 3
with a realizer L1, L2.

In this paper we will, henceforth, use
the terms 2-dimensional poset and pla-
nar lattice respectively to refer to a poset
P = (X,<) together with a fixed ordered
realizer [L1, L2]. In the case of the lat-
tice, fixing the realizer can be interpreted
as fixing a plane drawing of the diagram.
By fixing the realizer of P we also have a
well-defined primary conjugate, this is the
poset Q on X with realizer [L1, L2], where
L2 is the reverse of L2. Define the left of
relation on X such that x is left of y if and
only of x = y or x and y are incomparable
in P and x < y in Q.

2.4 Orthogonal Partitions of Posets

Let P be a finite poset, Dilworth’s theorem states that the maximum size of an
antichain equals the minimum number of chains partitioning the elements of P.

Greene and Kleitman [16] found a nice generalization of Dilworth’s result.
Define a k-antichain to be a family of k pairwise disjoint antichains.

Theorem 3. For any partially ordered set P and any positive integer k

max
∑

A∈A
|A| = min

∑

C∈C
min(|C|, k)

where the maximum is taken over all k-antichains A and the minimum over all
chain partitions C of P .

Greene [15] stated the dual of this theorem. Let an �-chain be a family of �
pairwise disjoint chains.
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Theorem 4. For any partially ordered set P and any positive integer �

max
∑

C∈C
|C| = min

∑

A∈A
min(|A|, �)

where the maximum is taken over all �-chains C and the minimum over all
antichain partitions A of P .

A further theorem of Greene [15] can be interpreted as a generalization of the
Robinson-Schensted correspondence and its interpretation given by Greene [14].
With a partially ordered set P with n elements there is an associated partition
λ of n, such that for the Ferrer’s diagram G(P ) corresponding to λ we get:

Theorem 5. The number of squares in the � longest columns of G(P ) equals
the maximal number of elements covered by an �-chain of P and the number of
squares in the k longest rows of G(P ) equals the maximal number of elements
covered by a k-antichain.

Figure 5 shows an example, in this case the Ferrer’s diagram G(P ) corre-
sponds to the partition 6 + 3 + 3 + 1 + 1 |= 14. Several proofs of Greene’s results
are known, e.g. [8],[10], and [18]. For a not so recent, but at its time comprehen-
sive survey we recommend [22].

The approach taken by Frank [10] is particularly elegant. Following Frank
we call a chain family C and an antichain family A an orthogonal pair iff

1. P =
( ⋃

A∈A
A

)
∪

( ⋃

C∈C
C

)
, and

2. |A ∩ C| = 1 for all A ∈ A, C ∈ C.

If C is orthogonal to a k-antichain A and C+ is obtained from C by adding the
rest of P as singletons, then

∑

A∈A
|A| =

∑

C∈C+

∑

A∈A
|A ∩ C| =

∑

C∈C+

min(|C|, k).

Thus C+ is a k optimal chain partition in the sense of Theorem 3. Similarly an �
optimal antichain partition in the sense of Theorem 4 can be obtained from an
orthogonal pair A, C where C is an �-chain.

Using the minimum cost flow algorithm of Ford and Fulkerson [9], Frank
proved the existence of a sequence of orthogonal chain and antichain families.
This sequence is rich enough to allow the derivation of the whole theory. The
sequence consists of an orthogonal pair for every point from the boundary of
G(P ). With the point (k, �) from the boundary of G(P ) we get an orthogonal
pair A, C such that A is a k-antichain and C an �-chain, see Fig. 5. Since G(P ) is
the Ferrer’s diagram of a partition of n we can find a point (k, �) on the boundary
of G(P ) with k+� ≤ √

2n−1 (This is because every Ferrer’s shape of a partition
of m which contains no point (x, y) with x+y ≤ s on the boundary contains the
shape of the partition (1, 2, . . . , s + 1). From m ≥ (

s+2
2

)
we get s + 1 <

√
2m).
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Fig. 5. The Ferrer’s shape of the lattice L from Fig. 4 together with two orthogonal
pairs of L corresponding to the boundary points (1, 3) and (3, 1) of G(L); chains of C
are blue, antichains of A are red, green, and yellow.

We will use the following corollary of the theory:

Corollary 1. Let P = (X,<) be a partial order on n elements, then there is
an orthogonal pair A, C where A is a k-antichain and C an �-chain and k + � ≤√

2n − 1.

For our application we will need some additional structure on the antichains
and chains of an orthogonal pair A, C.

The canonical antichain partition of a poset P = (X,<) is constructed by
recursively removing all minimal elements from P and make them one of the
antichains of the partition. More explicitely A1 = Min(X) and Aj = Min

(
X \⋃{Ai : 1 ≤ i < j}) for j > 1. Note that by definition for each element y ∈ Aj

with j > 1 there is some x ∈ Aj−1 with x < y. Due to this property there
is a chain of h elements in P if the canonical antichain partition consists of h
non-empty antichains. This in essence is the dual of Dilworth’s theorem, i.e., the
statement: the maximal size of a chain equals the minimal number of antichains
partitioning the elements of P.

Lemma 1. Let A, C be an orthogonal pair of P = (X,<) and let PA be the order
induced by P on the set XA =

⋃{A : A ∈ A}. If A′ is the canonical antichain
partition of PA, then A′, C is again an orthogonal pair of P

Proof. Let A be the family A1, . . . , Ak. Starting with this family we will change
the antichains in the family while maintaining the invariant that the family of
antichains together with C forms an orthogonal pair. At the end of the process
the family of antichains will be the canonical antichain partition of PA.

The first phase of changes is the uncrossing phase. We iteratively choose two
antichains Ai, Aj with i < j from the present family and let Bi = {y ∈ Ai :
there is an x ∈ Aj with x < y} and Bj = {x ∈ Aj : there is a y ∈ Ai with x <

y}. Define A′
i = Ai − Bi + Bj and A′

j = Aj − Bj + Bi. It is easy to see that
A′

i and A′
j are antichains and that the family obtained by replacing Ai, Aj by

A′
i, A

′
j is orthogonal to C. This results in a family of k antichains such that if

i < j and x ∈ Ai and y ∈ Aj are comparable, then x < y.
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The second phase is the push-down phase. We iteratively choose i ∈ [k−1] and
let B = {y ∈ Ai+1 : there is no x ∈ Ai with x < y} and define A′

i+1 = Ai+1−B
and A′

i = Ai + B. It is again easy to see that A′
i and A′

i+1 are antichains and
that the family obtained by replacing Ai, Ai+1 by A′

i, A
′
i+1 is orthogonal to C.

This results in a family of k antichains such that if y ∈ Ai+1, then there is an
x ∈ Ai with x < y. This implies that Aj = Min(XA \⋃{Ai : 1 ≤ i < j}), whence
the family is the canonical antichain partition. 	


Let P = (X,<) be a 2-dimensional poset with realizer [L1, L2] and recall
that the primary conjugate has realizer [L1, L2]. The order Q corresponds to
a transitive relation on the complement of the comparability graph of P , in
particular chains of P and antichains of Q are in bijection.

The canonical antichain partition of Q yields the canonical chain partition
of P . The canonical chain partition C1, C2, . . . , Cw of P can be characterized by
the property that for each 1 ≤ i < j ≤ w and each element y ∈ Cj there is some
x ∈ Ci with x || y and in L1 element x comes before y. In particular C1 is a
maximal chain of P .

Let A, C be an orthogonal pair of the 2-dimensional P = (X,<). Applying
the proof of Lemma 1 to the orthogonal pair C,A of Q we obtain:

Lemma 2. Let A, C be an orthogonal pair of P = (X,<) and let PC be the
order induced by P on the set XC =

⋃{C : C ∈ C}. If C′ is the canonical chain
partition of PC, then C′,A is again an orthogonal pair of P

In a context where edges of the diagram are of interest, it is convenient to
work with maximal chains. The canonical chain partition C1, C2, . . . , Cw of a
2-dimensional P induces a canonical chain cover of P which consists of maximal
chains. With chain Ci associate a chain C+

i which is obtained by successively
adding to Ci all compatible elements of Ci−1, Ci−2, . . . in this order. Alternatively
C+

i can be described by looking at the conjugate of P with realizer [L1, L2] (this
is the dual of the primary conjugate Q), and defining C+

i as the first chain
in the canonical chain partition of the order induced by

⋃{Cj : 1 ≤ j ≤ i}.
The maximality of C+

i follows from the characterization of the canonical chain
partition given above.

3 Drawing Planar Lattices on Few Lines

In this section we prove that planar lattices with n elements have a straight-line
diagram with all vertices on a set of

√
2n − 1 horizontal and vertical lines. The

following proposition covers the case where the lattice has an antichain partition
of small size. We assume that a planar lattice is given with a realizer [L1, L2]
and, hence, with a fixed plane drawing of its diagram.

Proposition 4. For any planar lattice L = (X,<) with an extension h : X → IR
of L there is a plane straight-line drawing Γ of the diagram DL of L such that
each element x ∈ X is represented by a point with y-coordinate h(x). Additionally
all elements of the left boundary chain of DL are aligned vertically in the drawing.
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The proof of this proposition can be found in the full version. The idea is to
extend the drawing of a chain on a vertical line by ears. Such ear-extensions are
also used in the proof of the next theorem.

Theorem 6. For every planar lattice L = (X,<) with |X| = n, there is a plane
straight-line drawing of the diagram such that the elements are represented by
points on a set of at most

√
2n − 1 lines. Additionally

• each of the lines is either horizontal or vertical,
• each crossing of a horizontal and a vertical line hosts an element of X.

Proof. Let A, C be an orthogonal pair of L such that A is a k-antichain, C an
�-chain, and k + � ≤ √

2n − 1. It follows from Corollary 1 that such a pair exists.
Since L has a fixed ordered realizer [L1, L2], we can apply Lemma 1 to A

and Lemma 2 to C to get an orthogonal pair (A1, . . . , Ak), (C1, . . . , C�) where
the antichain family and the chain family are both canonical. Fix an extension
h : X → IR of L with the property that h(x) = i for all x ∈ Ai.

In the following we will construct a drawing Γ of DL such that each element
x ∈ X is represented by a point with y-coordinate h(x), and in addition all
elements of chain Ci lie on a common vertical line gi for 1 ≤ i ≤ �. By Property 1
of orthogonal pairs, for each x ∈ X there is an i such that x ∈ Ai or a j such
that x ∈ Cj or both. Therefore, Γ will be a drawing such that the k horizontal
lines y = i with i = 1, . . . , k together with the � vertical lines gj with j = 1, . . . , �
cover all the elements of X. Property 2 of orthogonal pairs implies the second
extra property mentioned in the theorem.

If the number � of chains is zero, then we get a drawing Γ with all the
necessary properties from Proposition 4. Now let � > 0.

The chain family C1, . . . , C� is the canonical chain partition of the order
induced on XC =

⋃{Ci : i = 1 . . . �}. Let C+
1 , . . . , C+

� be the corresponding
canonical chain covering of XC .

Let Xi for 1 ≤ i ≤ � be the set of all elements which are left of some element
of C+

i in L, and let X�+1 = X. Define Si as the suborder of L induced by Xi.
Also let Yi = Xi+1 − Xi + C+

i and let Ti be the suborder of L induced by Yi.
Note the following properties of these sets and orders:

• Xi ∩ Cj = ∅ for 1 ≤ i < j ≤ �.
• Each Si is a planar sublattice of L, its right boundary chain is C+

i .
• Ti is a planar sublattice of L.

A drawing Γ1 of S1 with the right boundary chain being aligned vertically is
obtained by applying Proposition 4 to the vertical reflection of the diagram
DL[X1] and reflecting the resulting drawing vertically.

We construct the drawing Γ of DL in phases. In phase i we aim for a drawing
Γi+1 of Si+1 extending the given drawing Γi of Si, i.e., we need to construct a
drawing Λi of Ti such that

(1) The left boundary chain of Λi matches the right boundary chain of Γi.
(2) In Λi all elements of Ci+1 are on a common vertical line gi+1.
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The construction of Λi is done in three stages. First we extend C+
i to the right

by adding ‘ears’. Then we extend C+
i+1 to the left by adding ‘ears’. Finally we

show that the left and the right part obtained from the first two stages can be
combined to yield the drawing Λi.

To avoid extensive use of indices let Y = Yi, T = Ti, C+ = C+
i , and let γ

be a copy of the y-monotone polygonal right boundary of Γi, i.e., γ is a drawing
of C. We initialize Λ′ = γ.

A left ear of T is a face F in the diagram DL[Y ] of T such that the left
boundary of F is a subchain of the left boundary chain C+ of DL[Y ]. The ear
is feasible if the right boundary chain contains no element of Ci+1. Given a
feasible ear we use the method from the proof of Proposition 4 to add F to γ.
We represent the right boundary z0 < z1 < . . . < zl excluding z0 and zl of F on
a vertical line g by points q1, . . . , ql−1 with y-coordinates as prescribed by h. The
points q0 and ql representing z0 and zl respectively are already represented on
γ. Then we place g at some distance β to the right of γ. The value of β has to be
chosen large enough to ensure that edges q0, q1 and ql−1, ql are drawn such that
they do not interfere with γ. Let Λ′ be the drawing augmented by the polygonal
path q0, q1, . . . , ql−1, ql and let C+ again refer to the right boundary chain γ of
Λ′. Delete all elements of the left boundary of F except z0 and zl from Y and T .
This shelling of a left ear from T is iterated until there remains no left feasible
ear. Upon stopping we have a drawing Λ′ which can be glued to the right side
of Γi. Let γ′ be the right boundary chain of Λ′.

In the second stage the procedure is quite similar; starting from C = Ci+1

on a line g right ears taken from T are added to the drawing until there remains
no feasible right ear. This yields a drawing Λ′′ with left boundary γ′′.

In the final stage we have to combine the drawings Λ′, Λ′′ into a single draw-
ing. This is done by drawing the edges and chains which remain in T between
the two boundary chains as straight segments between γ′ and γ′′. This will be
possible because we can shift γ′ and γ′′ as far apart horizontally as necessary.

First we draw all the edges connecting the two chains. If we place γ′ and γ′′

at sufficient horizontal distance, then the edges of E can be drawn such that
they do not interfere (introduce crossings) with γ′ and γ′′. Let Λ be the drawing
consisting of γ′, γ′′, and the deges between them. An important feature of Λ is
that if we move the two chains γ′ and γ′′ even further apart the drawing keeps
the needed properties, i.e., the height of elements remains unaltered, vertices of
a chain which should be vertically aligned remain vertically aligned because they
are vertically aligned in either γ′ or γ′′ and the drawing is crossing-free.

Now assume that T contains elements which are not represented in Λ. Let B
be a connected component of such elements where connectivity is with respect
to DL. All the elements of B have to be placed in a face FB of Λ. Let δ′ and δ′′

be the left and right boundary of FB .
In the following we will repeat the choice of a component B and a chain C

from B which is to be drawn in the corresponding face FB of Λ such that the
minimum and the maximum of C have connecting edges to the two sides of the
boundary of FB . Let us consider the case that in DL the maximum of C has



4-Connected Triangulations on Few Lines 405

an outgoing edge to an element which is represented by a point p ∈ δ′ and the
minimum of C has an incoming edge from an element represented by q ∈ δ′′.
We represent the elements of C as points on the prescribed heights on a line
segment ζ with endpoints p and q. It may become necessary to stretch the face
horizontally to be able to place C. In this case we stretch the whole drawing
between γ′ and γ′′ with a uniform stretch factor. There may be additional edges
between elements of C and elements on δ′ and δ′′. They can also be drawn
without crossing when the distance of δ′ and δ′′ exceeds some value b.

Stretching the whole drawing between γ′ and γ′′ allows us to draw the seg-
ment ζ and additional edges inside of FB because of the following invariant. For
each face F of the drawing Λ and two points x and y from the boundary of F
it holds that: if the segment x, y is not in the interior of F , then the parts of
the boundary obstructing the segment x, y belong to γ′ or γ′′.

When including a chain C in the drawing Λ, we place the elements of C at
the prescribed heights on a common line segment ζ. This ensures that each new
element contributes convex corners in all incident faces. Hence, new elements can
not obstruct a visibility within a face. Therefore, obstructing corners correspond
to elements of γ′ or γ′′ and the invariant holds.

Now consider the case where maximum and minimum of the chain C connect
to two elements p and q on the same side of F . Since γ′ and γ′′ do not admit
ear extensions we know that not both of p and q belong to one of γ′ and γ′′.
If the segment from p to q is obstructed, then the invariant ensures that with
sufficient horizontal stretch the segment ζ connecting p and q will be inside F .
Hence, chain C can be drawn and Λ can be extended.

When there remains no component B containing a chain C which can be
included in the drawing using the above strategy, then either all elements of
Y are drawn or we have the following: every component B only connects to
elements of a line segment ζB .

In this situation B is kind of a big ear over ζB . The details of how to draw B
are given in the full version. But note, that in this situation we will not maintain
or need the invariant.

Glueing the drawings Λ′ with Λ at the polygonal path γ′ and Λ with Λ′′ at
γ′′ (a y-monotone collection of paths) yields a drawing Λi of Ti. The drawing
Λi can be glued to Γi to form a drawing Γi+1 of Si+1. Eventually the drawing
Γ� will be constructed. From there the drawing Γ = Γ�+1 is obtained by adding
some left ears. 	


4 Transversal Structures on Few Lines

Theorem 7. For every internally 4-connected inner triangulation of a 4-gon
G = (V,E) with n vertices there is a planar straight-line drawing such that the
vertices are represented by points on a set of at most

√
2n−1 lines. Additionally

• each of the lines is either horizontal or vertical,
• each crossing point of a horizontal and a vertical line hosts a vertex.
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Due to Theorem 6 it is possible to draw the red subgraph GR of a transversal
structure on

√
2n − 1 lines. It would be nice if we could include the blue edges

of the transversal structure in the drawing. This, however, may yield crossings.
Therefore we have to go through the proof of Theorem6 and take care of blue
edges while constructing the drawing of the red graph. The proof can be found
in the full version. An example for an intermediate stage of the construction is
shown in Fig. 6.

Fig. 6. A partially drawn transversal structure. The figure shows a drawing of Γ4, these
are the vertices left of some element in C+

4 together with the induced edges.

It remains to see how Theorem 1 follows from Theorem 7. Let G be a 4-
connected triangulation and let G′ be obtained from G by deleting one of the
outer edges. Now G′ is an internally 4-connected inner triangulation of a 4-gon.
Label the outer vertices of G′ such that the deleted edge is the edge s, t. Slightly
stretching Theorem 7 we prescribe h(s) = −∞ and h(t) = ∞, this yields a
planar straight-line drawing Γ of G′ such that the vertices except s and t are
represented by points on a set of at most

√
2n−1 lines and the edges connecting

to s and t are vertical rays. Moreover with every edge v, s or v, t there is an
open cone K containing the vertical ray, such that the point representing v is
the apex of K and this is the only vertex contained in K. Now let g be a vertical
line which is disjoint from Γ . On g we find a point ps which is contained in all
the upward cones and a point pt contained in all the downward cones. Taking ps

and pt as representatives for s and t we can tilt the rays and make them finite
edges ending in ps and pt respectively, and in addition draw the edge ps, pt.

We conclude with a remark and two open problems.

• Our results are constructive and can be complemented with algorithms run-
ning in polynomial time.

• Is π(G) ∈ O(
√

n) for every planar graph G on n vertices?
• What size of a grid is needed for drawings of 4-connected plane graphs on

O(
√

n) lines?

Acknowledgments. Work on this problem began at the 2018 Bertinoro Workshop of
Graph Drawing. I thank the organizers of the event for making this possible. Special
thanks go to Pavel Valtr, Alex Pilz and Torsten Ueckerdt for helpful discussions.
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Abstract. A measure for the visual complexity of a straight-line
crossing-free drawing of a graph is the minimum number of lines needed
to cover all vertices. For a given graph G, the minimum such number
(over all drawings in dimension d ∈ {2, 3}) is called the d-dimensional
weak line cover number and denoted by π1

d(G). In 3D, the minimum
number of planes needed to cover all vertices of G is denoted by π2

3(G).
When edges are also required to be covered, the corresponding num-
bers ρ1

d(G) and ρ2
3(G) are called the (strong) line cover number and the

(strong) plane cover number.
Computing any of these cover numbers—except π1

2(G)—is known to
be NP-hard. The complexity of computing π1

2(G) was posed as an open
problem by Chaplick et al. [WADS 2017]. We show that it is NP-hard
to decide, for a given planar graph G, whether π1

2(G) = 2. We fur-
ther show that the universal stacked triangulation of depth d, Gd, has
π1
2(Gd) = d+1. Concerning 3D, we show that any n-vertex graph G with

ρ2
3(G) = 2 has at most 5n − 19 edges, which is tight.

1 Introduction

Recently, there has been considerable interest in representing graphs with as
few objects as possible. The idea behind this objective is to keep the visual
complexity of a drawing low for the observer. The types of objects that have
been used are straight-line segments [5,8,14,15] and circular arcs [14,16].

Chaplick et al. [3] considered covering straight-line drawings of graphs by
lines or planes and defined the following new graph parameters. Let 1 ≤ l < d,
and let G be a graph. The l-dimensional affine cover number of G in R

d, denoted
by ρld(G), is defined as the minimum number of l-dimensional planes in R

d such
that G has a crossing-free straight-line drawing that is contained in the union of
these planes. The weak l-dimensional affine cover number of G in R

d, denoted by
πl
d(G), is defined similarly to ρld(G), but under the weaker restriction that only

the vertices are contained in the union of the planes. Clearly, πl
d(G) ≤ ρld(G),

The full version of this article is available at Arxiv [2]. S.F. was supported by DFG
grant FE 340/11-1, A.W. by DFG grant WO 758/9-1, and T.B. by NSERC.
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and if l′ ≤ l and d′ ≤ d then πl
d(G) ≤ πl′

d′(G) and ρld(G) ≤ ρl
′
d′(G). It turns out

that it suffices to study the parameters ρ12, ρ13, ρ23, and π1
2 , π1

3 , π2
3 :

Theorem 1 (Collapse of the Affine Hierarchy [3]). For any integers 1 ≤
l < 3 ≤ d and for any graph G, it holds that πl

d(G) = πl
3(G) and ρld(G) = ρl3(G).

Disproving a conjecture of Firman et al. [12], Eppstein [10] constructed pla-
nar, cubic, 3-connected, bipartite graphs on n vertices with π1

2(G) ≥ n1/3.
Answering a question of Chaplick et al. [3] he also constructed a family of
subcubic series-parallel graphs with unbounded π1

2-value. Felsner [11] proved
that, for every 4-connected plane triangulation G on n vertices, it holds that
π1
2(G) ≤ √

2n. Chaplick et al. [4] also investigated the complexity of computing
the affine cover numbers. Among others, they showed that in 3D, for l ∈ {1, 2},
it is NP-complete to decide whether πl

3(G) ≤ 2 for a given graph G. In 2D,
the question has still been open, but a related question was raised by Dujmović
et al. [7] already in 2004. They investigated so-called track layouts which are
defined as follows. A graph admits a k-track layout if its vertices can be parti-
tioned into k ordered independent subsets such that any pair of subsets induces
a plane graph (w.r.t. the order of the subsets). The track number of a graph G,
tn(G), is the smallest k such that G admits a k-track layout. See also [6] for
some recent developments. Note that in general π1

2(G) �= tn(G); for example,
π1
2(K4) = 2, whereas tn(K4) = 4. Note further that a 3-track layout is necessar-

ily plane (which is not the case for k-track layouts with k > 3). Dujmović posed
the computational complexity of k-track layout as an open question.

While it is easy to decide efficiently whether a graph admits a 2-track layout,
Bannister et al. [1] answered the open question of Dujmović et al. already for
3-track layouts in the affirmative. They first showed that a graph has a leveled
planar drawing if and only if it is bipartite and has a 3-track layout. Combin-
ing this results with the NP-hardness of level planarity, proven by Heath and
Rosenberg [13], immediately showed that it is NP-hard to decide whether a given
graph has a 3-track layout. For k > 3, deciding the existence of a k-track layout
is NP-hard, too, since it suffices to add to the given graph k − 3 new vertices
each of which is incident to all original vertices of the graph [1].

Our contribution. We investigate several problems concerning the weak line cover
number π1

2(G) and the strong plane cover number ρ23(G):

– We settle the open question of Chaplick et al. [4, p. 268] by showing that it is
NP-hard to test whether, for a given planar graph G, π1

2(G) = 2; see Sect. 2.
– We show that Gd, the universal stacked triangulation of depth d, (which has

treewidth 3) has π1
2(Gd) = d + 1 = log3(2nd − 5)+ 1, where nd is the number

of vertices of Gd; see Sect. 3.
– Eppstein has identified classes of treewidth-2 graphs with unbounded π1

2-
value. We give an easy direct argument showing that some 2-tree Hd with n′

d

vertices has π1
2(Hd) ∈ Ω(log n′

d); see the full version [2].
– Concerning 3D, we show that any n-vertex graph G with ρ23(G) = 2 has at

most 5n − 19 edges; see Sect. 4. This bound is tight.
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2 Complexity of Computing Weak Line Covers in 2D

In this section we investigate the computational complexity of deciding whether
a graph can be drawn on two lines.

Theorem 2. It is NP-hard to decide whether a given plane (or planar) graph G
admits a drawing with π1

2(G) = 2.

Proof. Our proof is by reduction from the problem Level Planarity, which
Heath and Rosenberg [13] proved to be NP-hard. The problem is defined as
follows. A planar graph G is leveled-planar if its vertex set can be partitioned
into sets V1, . . . , Vm such that G has a planar straight-line drawing where, for
every i ∈ {1, . . . , m}, vertices in Vi lie on the vertical line �i : y = i and each
edge vjvk of G connects two vertices on consecutive lines (that is, |j − k| = 1).

Chaplick et al. [3] have shown that every leveled-planar graph can be drawn
on two lines. The converse, however, is not true. For example, K4 is not leveled-
planar, but π1

2(K4) = 2. Therefore, we modify the given graph in three ways.
(a) We replace each edge of G by a K2,4-gadget where the two nodes in one set
of the bipartition replace the endpoints of the former edge; see Fig. 1a. (b) We
add to the graph G′ that resulted from the previous step a new subgraph G0

(two copies of K4 sharing exactly two vertices), which we connect by a path to
a vertex on the outer face of G. (If the outer face is not fixed, we can try each
vertex.) In Fig. 1b, G0 is yellow and the path is red. The length L of the path is
any upper bound on the number of levels of G′, e.g., the diameter of G′ (plus 1).
(c) We attach to G0 a triangulated spiral S (dark green in Fig. 1b). The spiral
makes L+2 right turns; its final vertex is identified with the outermost vertex of
the previous turn. Hence, apart from its many triangular faces, the graph S+G0

has a large inner face F of degree 2(L+2) and a quadrangular outer face. Let G′′

be the resulting graph. It remains to show that G is leveled-planar if and only
if π1

2(G
′′) = 2.

“⇒”: Fix a leveled-planar drawing of G. By doubling the layers and using the
new layers to place the large sides of K2,4’s, one easily sees that G′ is also leveled-
planar, see Fig. 1a. As shown in Fig. 1b, the large inner face F of S + G0 can be
drawn so that it partitions the halflines emanating from the origin into L levels.
(It is no problem that consecutive levels are turned by 90◦.) Since we chose L
large enough (in particular L ≥ 2m − 1), we can easily draw G′ inside F . Note
that the red path attached to G0 is long enough to reach any vertex on the outer
face of G′. Hence, π1

2(G
′′) = 2.

“⇐”: Fix a drawing of G′′ on two lines. The two lines cannot be parallel
since G′′ contains K2,4 and is not outer-planar; so after translation and/or skew
we may assume that these two lines are the two coordinate axes. It is not hard
to verify that G0 must be drawn such that the origin is in its interior, at the
common edge of the two K4’s. Furthermore, given this drawing of G0, the 3-
connected spiral S must be drawn as in Fig. 1b. Due to planarity and the fact
that G′ is connected to G0 via the red path, G′ can only be drawn in the interior
of F . The drawing of S + G0 partitions the halflines emanating from the origin
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Fig. 1. Our reduction from Level Planarity

into levels, which we number 1, 2, . . . starting from the innermost level that
contains a vertex of G′. Inside this face, the only way to draw the K2,4-gadgets
is as in Fig. 1a, spanning three consecutive levels. This forces all vertices of G
to be placed on the odd-numbered levels and the vertices in G′ − G on the
even-numbered levels. Now we can get a level assignment for G by reverting the
transformation in Fig. 1a. Hence, G is leveled-planar.

This shows that our reduction is correct. It runs in polynomial time. 	


3 Weak Line Covers of Planar 3-Trees in 2D

In this section we consider the weak line cover number π1
2 for planar graphs, i.e.,

we are interested in crossing-free straight-line drawings with vertices located on
a small collection of lines. Clearly π1

2(G) = 1 if and only if G is a forest of
paths. The set of graphs with π1

2(G) = 2, however, is already surprisingly rich,
it contains all trees, outerplanar graphs and subgraphs of grids [1,10].

Stacked triangulations, a.k.a. planar 3-trees or Apollonian networks, are
obtained from a triangle by repeatedly selecting a triangular face T and adding
a new vertex (the vertex stacked inside T ) inside T with edges to the vertices
of T . This subdivides T into three smaller triangles, the children of T .

For d ≥ 0 let Gd be the universal stacked triangulation of depth d, defined as
follows. The graph G0 is a triangle T0, and Gd (for d ≥ 1) is obtained from Gd−1

by adding a stack vertex in each bounded face of Gd−1. Graph Gd has nd =
1
2 (3d+5) vertices and 3d bounded faces. We show that its weak line cover number
is d + 1 = log3(2nd − 5) + 1 ∈ Θ(log nd). (A lower bound of d can also be found
in Eppstein’s recent book [9, Thm. 16.13].)

Theorem 3. For d ≥ 1 it holds that π(Gd) = d + 1.
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Fig. 2. A drawing of G2 that can be extended to a drawing of G3 on 5 parallel lines.

Proof. Here we prove only the lower bound; the construction for the upper bound
is illustrated in Fig. 2 and given in the full version. Let L be a family of lines
covering the vertices of a drawing of Gd. Let a, b, and c be the vertices of T0.
We first argue that at least d lines are needed to cover V \T0. Let x1 be stacked
into T0. There is a line L1 ∈ L covering x1. Note that L1 can intersect only two
of the three child triangles of T0 (where “intersect” here means “in the interior”).
Let T1 be a child triangle avoided by L1, and let x2 be the vertex stacked into T1.
There is a line L2 ∈ L covering x2. Let T2 be a child triangle of T1 avoided by L2.
Iterating this yields d pairwise distinct lines in L.

To find one additional line in L, we distinguish some cases. If a line L ∈ L
covers two vertices of T0, then it covers no inner vertex, and we are done.

Assume some line La ∈ L intersects x1 and one vertex of T0, say a. Let Lb

and Lc be the lines intersecting b and c. The lines La, Lb, and Lc are pairwise
different, else we are in the previous case. Of the three child triangles of T0, at
most one is intersected by La and at most two each are intersected by Lb and Lc.
Therefore, some child triangle T1 of T0 is intersected by at most one of La, Lb,
or Lc. The graph Gd−1 inside T1 requires at least d − 1 lines for its interior
points, and at most one of those lines is La, Lb, or Lc, so in total at least d + 1
lines are needed.

The argument is similar if no line covers two of a, b, c, and x1. The four
distinct lines supporting a, b, c, and x1 then intersect at most two child trian-
gles each. So one child triangle T1 is intersected by at most two of these lines.
Combining the d − 1 lines needed for the interior of T1 with the two lines that
do not intersect it, shows that d + 1 lines are needed. 	


4 Maximal Graphs on Two Planes in 3D

We now switch to dimension d = 3 and the strong cover number. Obviously
any graph G with a drawing that is covered by two planes has at most 6n − 12
edges since it is the union of two planar graphs. Using maximality arguments
and counting, we show that in fact G has at most 5n − 19 edges if n ≥ 7. (The
restriction n ≥ 7 is required since for n = 3, 4, 5, 6 we can have 3, 6, 9, 12 edges.)

We argue first that our bound is tight. The spine is the intersection of two
planes A and B. Put a path with n − 4 vertices on the spine. Add one vertex in
each of the four halfplanes and connect each of these vertices to all vertices on
the spine and to the vertex on the opposite halfplane. (We provide a figure in
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the full version.) This yields n − 5 edges on the path and 2(n − 4) + 1 edges in
each of the two planes, so 5n − 19 edges in total.

Theorem 4. Any graph G with ρ23(G) = 2 and n ≥ 7 vertices has at most
5n − 19 edges.

Proof. Fix a drawing of G on planes A and B, inducing planar graphs GA and GB

within those planes. Let G+
A and G+

B be the graphs obtained from GA and GB by
adding any edge that can be inserted without crossing, within the same plane,
and with at most one bend on the spine. Clearly it suffices to argue that G+

A

and G+
B together have at most 5n−19 edges. Let s be the number of vertices on

the spine, let a be the number of vertices of G+
A not on the spine, and let b be

the number of vertices of G+
B not on the spine. Clearly, a + b + s = n. We may

assume a ≤ b. We also assume that 1 ≤ s ≤ n − 4 and that at least one edge
of G+

A crosses the spine (so 2 ≤ a ≤ b); see the full version.
Let t be the number of edges drawn along the spine. These are the only edges

that belong to G+
A and G+

B . Since G+
A and G+

B have at least three vertices each,
we can bound the number of edges of G, m(G), as follows:

m(G) ≤ m(G+
A) + m(G+

B) − t ≤ 3(s + a) − 6 + 3(s + b) − 6 − t (1)
= 3n − 12 + 3s − t ≤ 4n − 16 + 2s − t.

So we must show that 2s − t ≤ n − 3. Let an internal gap be a line segment
connecting two consecutive, non-adjacent vertices on the spine. There are s−t−1
internal gaps. Let the external gap be the two infinite parts of the spine. Note that
at least one edge of G+

A must cross the external gap, because G+
A has at least one

vertex on each side of the gap, and we could connect the extreme such vertices
(or re-route an existing edge) to cross the external gap, perhaps using a bend on
the spine. We may further assume that even after such re-routing every internal
gap is crossed by at least one edge of G+

A. Otherwise we could delete all edges
of G+

B passing through the gap, insert the edge between the spine vertices, and
re-triangulate the drawing of G+

B where we removed edges. This would remove
an internal gap, but would not decrease the number of edges. Since no edge can
cross two gaps, at least s − t edges of G+

A cross gaps. These edges form a planar
bipartite graph with at most a vertices; therefore s − t ≤ 2a − 3. 1 This yields
2s − t ≤ s + 2a − 3 ≤ s + a + b − 3 = n − 3 as desired. 	

We conjecture that the following more general statement holds:

Any n-vertex graph G with ρ23(G) = k has at most (2k+1)(n−2k)+k−1
edges, for all large enough n.

Acknowledgments. This research started at the Bertinoro Workshop on Graph
Drawing 2017. We thank the organizers and other participants, in particular Will
Evans, Sylvain Lazard, Pavel Valtr, Sue Whitesides, and Steve Wismath. We also
thank Alex Pilz and Piotr Micek for enlightening conversations.

1 One might be tempted to write a bound of 2a − 4 here, but we must allow for the
possibility of a = 2, in case of which the planar bipartite graph may have 1 = 2a− 3
edges.
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layouts, layered path decompositions, and leveled planarity. Algorithmica 81(4),
1561–1583 (2019). https://doi.org/10.1007/s00453-018-0487-5

2. Biedl, T., Felsner, S., Meijer, H., Wolff, A.: Line and plane cover numbers revisited.
Arxiv report (2019). http://arxiv.org/abs/1908.07647

3. Chaplick, S., Fleszar, K., Lipp, F., Ravsky, A., Verbitsky, O., Wolff, A.: Drawing
graphs on few lines and few planes. In: Hu, Y., Nöllenburg, M. (eds.) GD 2016.
LNCS, vol. 9801, pp. 166–180. Springer, Cham (2016). https://doi.org/10.1007/
978-3-319-50106-2 14. https://arxiv.org/abs/1607.01196

4. Chaplick, S., Fleszar, K., Lipp, F., Ravsky, A., Verbitsky, O., Wolff, A.: The com-
plexity of drawing graphs on few lines and few planes. Algorithms and Data Struc-
tures. LNCS, vol. 10389, pp. 265–276. Springer, Cham (2017). https://doi.org/10.
1007/978-3-319-62127-2 23. https://arxiv.org/abs/1607.06444
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C.D. (eds.) Proceedings of 27th International Symposium on Graph Drawing &
Network Visualization (GD 2019). LNCS, vol. 11904, pp. 395–408. Springer (2019).
https://arxiv.org/abs/1908.04524

12. Firman, O., Lipp, F., Straube, L., Wolff, A.: Examining weak line covers with two
lines in the plane. In: Biedl, T., Kerren, A. (eds.) Proceedings of International Sym-
posium on Graph Drawing Network Visualization (GD 2018). LNCS, vol. 11282,
pp. 643–645 (2018). https://link.springer.com/content/pdf/bbm:978-3-030-04414-
5/1.pdf (poster)

13. Heath, L.S., Rosenberg, A.L.: Laying out graphs using queues. SIAM J. Comput.
21(5), 927–958 (1992). https://doi.org/10.1137/0221055
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Abstract. The visual complexity of a graph drawing can be measured
by the number of geometric objects used for the representation of its
elements. In this paper, we study planar graph drawings where edges
are represented by few segments. In such a drawing, one segment may
represent multiple edges forming a path. Drawings of planar graphs with
few segments were intensively studied in the past years. However, the
area requirements were only considered for limited subclasses of planar
graphs. In this paper, we show that trees have drawings with 3n/4 − 1
segments and n2 area, improving the previous result of O(n3.58). We
also show that 3-connected planar graphs and biconnected outerplanar
graphs have a drawing with 8n/3 − O(1) and 3n/2 − O(1) segments,
respectively, and O(n3) area.

1 Introduction

The quality of a graph drawing can be assessed in a variety of ways: area, crossing
number, bends, angular resolution, and many more. All these measures have
their justification, but in general it is challenging to optimize all of them in a
single drawing. Recently, the visual complexity was suggested as another quality
measure for drawings [22]. The visual complexity denotes the number of simple
geometric entities used in the drawing.

The visual complexity of a straight-line graph drawing can be formalized as
the number of segments formed by its edges, which we refer to as segment com-
plexity. Notice that edges constituting a single segment form a path in the graph.
The idea of representing graphs with fewer segments complies with the Gestalt
principles of perception, which are rules for the organization of perceptual scenes
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introduced in the area of psychology in the 19th century [16]. According to the
law of continuation, the edges forming a segment may be easier grouped by our
perception into a single entity. Therefore, drawing graphs with fewer segments
may ease their perceptual processing. A recent user study [15] suggests that low-
ering the segment complexity may positively influence aesthetics, depending on
the background of the observer, as long as it does not introduce unnecessarily
sharp corners. From the theoretical perspective, it is natural to ask for a drawing
of a graph with the smallest segment complexity. It is not surprising that it is
NP-hard to determine whether a graph has a drawing with segment complexity
k [9]. However, we can still expect to prove bounds for certain graph classes.

Dujmović et al. [7] were the first to study drawings with few segments and
provided upper and lower bounds for several planar graph classes. Since then,
several new results have been provided ([8,12,13,19,20], refer also to Table 1).
These results shed only a little light on the area requirements of the drawings. In
particular, in his thesis, Mondal [19] gives an algorithm for triangulations that
produces drawings with 8n/3−O(1) segments on a grid of size 2O(n log n) in gen-
eral and 2O(n) for triangulations of bounded degree. Even with this large grid, the
algorithm uses substantially more segments than the best-known algorithm for
triangulations without the grid requirement by Durocher and Mondal [8], which
uses 7n/3 − O(1) segments. Recently, Hültenschmidt et al. [12] presented algo-
rithms that produce drawings with 3n/4 segments and O(n3.58) area for trees,
and 3n/2 and 8n/3 segments for outerplanar graphs and 3-trees, respectively,
and O(n3) area. Igamberdiev et al. [13] have provided an algorithm to construct
drawings of planar cubic 3-connected graphs with n/2 segments and O(n2) area.

Our Contribution. In this paper, we concentrate on finding drawings with low
segment complexity on a small grid. Our contribution is summarized in Table 1.
In Sect. 2, we show that every tree has a drawing with at most 3n/4−1 segments
on the n × n grid, improving the area bound by Hültenschmidt et al. [12]. We
then focus on drawing 3-connected planar graphs in Sect. 3. Using a combination
of Schnyder realizers and orderly spanning trees, we show that every 3-connected
planar graph can be drawn with m − (n − 4)/3 ≤ (8n − 14)/3 segments on an
O(n) × O(n2) grid. Finally, in Sect. 4, we use this result to draw on an O(n) ×
O(n2) grid maximal 4-connected graphs with 5n/2 − 4 segments, biconnected
outerplanar graphs with (3n−3)/2 segments, connected outerplanar graphs with
(7n − 9)/4 segments, and connected planar graphs with (17n − 38)/6 segments.
All our proofs are constructive and yield algorithms to obtain such drawings in
O(n) time. As a side result, we also prove that the total number of leaves in
every Schnyder realizer of a 3-connected planar graph is at most 2n + 1, which
was only known for maximal planar graphs [2,18]. For the results on biconnected
outerplanar 3- and 4-connected graphs, we use techniques that have been used
to construct monotone drawings; thus, as a side result, these drawings are also
monotone1.

1 A path P in a straight-line drawing of a graph is monotone if there exists a line l
such that the orthogonal projections of the vertices of P on l appear along l in the
order induced by P . A drawing is monotone if there is a monotone path between
every pair of vertices.
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Table 1. Upper and lower bounds on the visual complexity of segment drawings.
Here, n is the number of vertices, m is the number of edges, ϑ is the number of odd-
degree vertices, and b is the number of maximal biconnected components. Constant-
term additions or subtractions have been omitted. Entries marked by a * are monotone
drawings. FV corresponds to the full version [14].

dirgehtnostnemgeSstnemgeSssalC

Lower b. Upper b. Segments Grid Ref.

3n/4 O(n2) × O(n1.58) [12]
tree ϑ/2 [7] ϑ/2 [7] 3n/4 n×n Th. 1

ϑ/2 quasipoly. [12]
max. outerplanar n [7] n [7] 3n/2 O(n) × O(n2) [12]

* m − n/2 O(n)×O(n2) FV
2-conn. outerplanar n [7]

* 3n/2 O(n)×O(n2) FV
3n/2 + b O(n)×O(n2) FV

outerplanar n [7]
7n/4 O(n)×O(n2) FV

2-tree 3n/2 [7] 3n/2 [7]
planar 3-tree 2n [7] 2n [7] 8n/3 O(n) × O(n2) [12]
2-conn. planar 2n [7] 8n/3 [8] → planar

* m − n/3 O(n)×O(n2) Th. 2
3-conn. planar 2n [7] 5n/2 [7]

* 8n/3 O(n)×O(n2) Cor. 1
cubic 3-conn. planar n/2 [20] n/2 [13] n/2 O(n) × O(n) [13]
triangulation 2n [8] 7n/3 [8] * 8n/3 O(n)×O(n2) Cor. 1
4-conn. planar 2n [8] 21n/8 [8] * → 3-conn.
4-conn. triang. 2n [8] 9n/4 [8] * 5n/2 O(n)×O(n2) FV

17n/3 − m O(n)×O(n2) FV
planar 2n [8] 8n/3 [8]

17n/6 O(n)×O(n2) FV

We note that there are three trivial lower bounds for the segment complexity
of a general graph G = (V,E) with n vertices and m edges:(i) ϑ/2, where ϑ is
the number of odd-degree vertices, (ii) maxv∈V �deg(v)/2�, and (iii) �m/(n−1)�.
These trivial lower bounds are the same as for the slope number of graphs [23],
that is, the minimum number of slopes required to draw all edges, and the slope
number is upper bounded by the number of segments required.

Relevant to segment complexity are the studies by Chaplick et al. [3,4] who
consider drawings where all edges are to be covered by few lines (or planes); the
difference to our problem is that collinear segments are counted only once in
their model. In the same fashion, Kryven et al. [17] aim to cover all edges by
few circles (or spheres).
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Fig. 1. (a) A tree T . Degree-2 vertices are squared, leaves are filled. (b) The tree T ′

obtained from T by contracting the degree-2 vertices. (c) The tree T ′′ obtained from
T ′ by removing all leaves. (d) The drawing of our algorithm.

2 Trees

Let T = (V,E) be a tree with n vertices. In this section, we describe an algorithm
to draw T with at most 3n/4 − 1 segments on an n × n grid in O(n) time.

If T consist only of vertices of degree 1 and 2, then it is a path and we can
draw it with 1 segment and n × 1 area. So, we will assume that there is at
least one vertex with higher degree. We choose such a vertex as the root of T .
Denote the number of degree-2 vertices by β and the number of leaves by α. In
the first step, we create another tree T ′ with n − β vertices by contracting all
edges incident to a degree-2 vertex. We say that a degree-2 vertex u belongs to
a vertex v if v is the first descendent of u in T that has degree greater than 2.
Note that T ′ has the same number of leaves as T . In the next step, we remove
all leaves from T ′ and obtain a tree T ′′ with n − β − α vertices; see Fig. 1.

The main idea of our algorithm is as follows. We draw T ′′ with n−β −α− 1
segments. Then, we add the α leaves in such a way that they either extend the
segment of an edge, or that two of them share a segment, which results in at most
α/2 new segments. Finally, we place the β degree-2 vertices onto the segments
without increasing the number of segments. This way, we get a drawing with at
most n − β − α/2 segments. Since T ′ has no degree-2 vertices, more than half
of its vertices are leaves, so α > (n − β)/2. Hence, the drawing has at most
3(n − β)/4 < 3n/4 segments. Unfortunately, there are a few more details we
have to take care of to achieve this bound.

Let v be a vertex in T ′′, and let T [v] be the subtree of T rooted at v. Let nv

denote the number of vertices in T [v]. Let v1, . . . , vk be the children of v in T ′′.
As induction hypotheses, we assume that each T [vi] is drawn inside a polygon Bi

of dimensions (edge lengths) �i, ri, ti, bi, wi, hi as indicated in Fig. 2a such that

(I1) no vertex of T [vi] lies to the top-left of vi, and
(I2) Bi has area ni × ni.

Using three steps, we describe how to draw T [v] inside a polygon Bv of
dimensions �v, rv, tv, bv, wv, hv such that v lies at coordinate (0, 0). First, we place
T [v1], . . . , T [vk]. Second, we add the degree-2 vertices that belong to v1, . . . , vk.
Finally, we add the leaf-children of v and the degree-2 vertices belonging to them.
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Fig. 2. Drawing of T [v] with k = 4. (a) Bv; (b) the children of v in T ′′; (c) the degree-2
vertices belonging to these children; and (d) the remaining vertices of T [v] which form
Cv.

Step 1. We aim at placing v1 directly below v, and each polygon Bi, i ≥ 2,
to the right of polygon Bi−1, aligning vi with the top boundary of Bi−1; see
Fig. 2b. We place v1 at coordinate (0,−1 − ∑k

i=1 ti), and each vi at coordinate
(x(vi−1) + ri−1 + �i + 1, y(vi−1) + ti−1), where x(v) and y(v) are the x- and
y-coordinates of v, respectively. By invariant (I2), the total width and height of
the drawings of B1, . . . , Bk are both at most

∑k
i=1 nvi

.

Step 2. Let βi be the number of degree-2 vertices that belong to vi. We move
each polygon Bi downwards by βi, and place the degree-2 vertices above vi; see
Fig. 2c. This does not change the placement of any edge of v, the polygons are
only moved downwards and are still disjoint, so the drawing remains planar. The
height of the drawing increases by at most maxk

i=1 βi ≤ ∑k
i=1 βi to

∑k
i=1(nvi

+
βi), while the width remains

∑k
i=1 nvi

.

Step 3. Let Cv the subtree of T [v] that consists of v, its leaf-children in T ′, and
the degree-2 vertices belonging to them. Let u1, . . . , ua be the leaves of Cv and
let γ1, . . . , γa be the number of degree-2 vertices that belong to them. Without
lost of generality, assume that γ1 ≥ . . . ≥ γa. We first consider the case where a
is even. We place the leaves alternatively to the bottom-left and to the top-right
of v with as many rows between them and v as degree-2 vertices belong to them;
we draw each u2i−1 and u2i on a segment through v with slope 1/i. To this end,
we place u2i−1 at coordinate (−(γ2i−1 + 1) · i,−γ2i−1 − 1) and u2i at coordinate
((γ2i + 1) · i, γ2i + 1) (recall that u is placed at (0, 0)). We are able to place the
degree-2 vertices that belong to these leaves between them and v; see Fig. 2d.

If a is odd, then we apply the procedure described above for u1, . . . , ua−1.
Vertex ua is placed as follows. If v is a leaf in T ′′, then we place ua below v at
coordinate (0,−γa − 1). If v is not a leaf in T ′′, and no degree-2 vertex belongs
to v, and v is not the first child of its parent in T ′′ (that is, there will be no edge
that leaves v vertically above), then we place ua above v at coordinate (0, γa +1)
such that it shares a segment with (v, v1). Otherwise, we place ua as every other
vertex ui with odd index at coordinate (−(γa + 1) · i,−γa − 1).

By construction, the segments through v drawn at step 3 cannot intersect
B2, . . . , Bk, but there might be an intersection between the segment from u1

to v and B1. In this case, we move B1 downwards until the crossing disappears,
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which makes the drawing planar again. We call this action Step 4. Thus, we
have created a drawing of T [v] inside the polygon Bv that complies with invariant
(I1). In the following, we show that Bv satisfies invariant (I2).

We analyze the width and height of the part of the drawing of Cv. Let
γL =

∑�a/2�
i=1 γ2i−1 and γR =

∑�a/2�
i=1 γ2i be the number of degree-2 vertices

drawn to the left and right of v, respectively, and let γ = γL + γR.
Recall that γ1 ≥ . . . ≥ γa and leaf ui was placed at y-coordinate ±(γi + 1).

Hence, the vertices with the lowest and highest y-coordinate are u1 at y(u1) =
−γ1 − 1 and u2 at y(u2) = γ2 + 1, respectively. Thus, the height of the drawing
of Cv is 1 = 1 + a + γ if a = 0; 2 + γ1 = 1 + a + γ if a = 1; and 3 + γ1 + γ2 ≤
1 + a + γ if a ≥ 2, so at most 1 + a + γ in total.

For analyzing the width of the drawing of Cv, we first consider those vertices
that are drawn to the right of v. Let r be such that u2r is the rightmost vertex
at x-coordinate (γ2r + 1) · r. Since γ1 ≥ . . . ≥ γa, we have that

γR =
�a/2�∑

i=1

γ2i ≥
r∑

i=1

γ2i ≥ r · γ2r.

Symmetrically, let � be such that u2�−1 is the leftmost vertex at x-coordinate
−(γ2�−1 + 1) · �. We have that

γL =
�a/2�∑

i=1

γ2i−1 ≥
�∑

i=1

γ2i−1 ≥ � · γ2�−1.

Hence, the total width of this part of the drawing is at most

1 + (γ2r + 1) · r + (γ2�−1 + 1) · � ≤ 1 + � + r + γL + γR ≤ 1 + a + γ.

Recall that before step 3 the width of the drawing of T [v] was
∑k

i=1 nvi
and

the height was at most
∑k

i=1(nvi
+βi). In step 3, the width increases by at most

1 + a + γ. In step 4, we move the drawing of T [v1] downwards if it is crossed by
the segment between u1 and v until this crossing is resolved. There cannot be a
crossing if y(u1) > y(v1), so we move it by at most |y(u1)| downwards, which is
exactly the height of the part of the drawing of Cv that lies below v. Hence, the
height in Steps 3 and 4 increases by at most the height of the drawing of Cv,
which is 1 + a + γ. Since nv = 1 +

∑k
i=1(nvi

+ βi) + a + γ, the width and the
height of Bv is at most nv. With this we complete the proof of invariant (I2).

We will now discuss the number of segments in T . Let r be the root of T ,
and let v ∈ T ′′ \ {r}. We need a few definitions; see Fig. 3. Let pv be the parent
of v in T ′′. Let Pv be the path between v and pv in T ; let T+[v] = T [v] ∪ Pv;
let n+

v be the number of vertices in T+[v]\{pv};let ev be the edge of Pv incident
to pv; and let sv be the number of segments used in the drawing of T+[v].

Lemma 1. For any vertex v �= r of T ′′, if ev is drawn vertical, then sv ≤
(3n+

v − 1)/4, otherwise sv ≤ 3n+
v /4.
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Fig. 3. Illustration of T+[v] in the proof of Lemma 1.

Proof. We prove the lemma by induction on the height of T ′′, so we can assume
that the bound holds for all children of v in T ′′. Recall that u1, . . . , ua are the leaf-
children of v in T ′, v1, . . . , vk are the children of v in T ′′, and v1 is connected to v
by a vertical segment. Let b be the number of degree-2 vertices that belong to v.
Let n′ =

∑k
i=1 n+

vi
; then, n+

v ≥ n′ + a + b + 1. (There might be degree-2 vertices
between v and its leaf-children in T ′ which we do not count.) By induction,
sv1 ≤ 3(n+

v1
− 1)/4 and svi

≤ 3n+
vi

/4 for 2 ≤ i ≤ k, so
∑k

i=1 svi
≤ (3n′ − 1)/4. It

remains to analyze the number of segments for Cv and for the path Pv.

Case 1. v is a leaf in T ′′ and b = 0. Then, n+
v ≥ a + 1. Since v is a leaf in T ′′,

it has at least two children in T , so a ≥ 2.
Case 1.1. a is even. We use a/2 for Cv plus one for the edge ev. Thus, sv ≤
a/2 + 1 ≤ (n+

v − 1)/2 + 1 = (3n+
v − n+

v + 2)/4 ≤ (3n+
v − 1)/4 since n+

v ≥ 3.

Case 1.2. a is odd and ev is vertical, so a ≥ 3 and n+
v ≥ 4. We use (a − 1)/2

segments for u1, . . . , ua−1 and one segment for ua and ev. Thus, sv ≤ (a−1)/2 +
1 ≤ n+

v /2 ≤ 3n+
v /4 − 1.

Case 1.3. a is odd and ev is not vertical. We use one more segment than in
Case 1.2, so sv ≤ 3n+

v /4.

Case 2. v is a leaf in T ′′ and b > 0. Then, a ≥ 2 and n+
v ≥ a+ b+1 ≥ a+2 ≥ 4

Case 2.1. a is even and ev is vertical. We use a/2 segments for u1, . . . , u2, and
the degree-2 vertices that belong to v lie on a vertical segment with ev. Hence,
we have sv ≤ a/2 + 1 ≤ n+

v /2 ≤ 3n+
v /4 − 1.

Case 2.2. a is even and ev is not vertical. We again have n+
v ≥ 4. The degree-2

vertices that belong to v now lie on a different segment than ev, so we have one
more segment than in Case 2.1, so sv ≤ 3n/4.

Case 2.3. a is odd. We have a ≥ 3 and thus n+
v ≥ 5. We have drawn u1, . . . , ua−1

paired up. We have drawn ua on a vertical segment with the degree-2 vertices
that belong to v, and we have possibly one more segment for ev. Hence, we have
sv ≤ (a − 1)/2 + 2 ≤ (n+

v + 1)/2 = (3n+
v − n+

v + 2)/4 ≤ (3n+
v − 3)/4.

Case 3. v is not a leaf in T ′′ and b = 0. We have n+
v ≥ n′ + a + 1, so

n′ ≤ n+
v − a − 1.
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Case 3.1. a = 0 and ev is vertical. Then, n+
v = n′ + 1 and ev lies on a vertical

segment with the edge ev1 . Hence, sv ≤ (3n′ − 1)/4 = (3n+
v − 4)/4.

Case 3.2. a = 0 and ev is not vertical. Again, n+
v = n′ +1. We use one segment

for ev, so we have sv ≤ (3n′ − 1)/4 + 1 = 3n+
v /4.

Case 3.3. a ≥ 2 is even. We use a/2 segments for Cv and one more for ev. Hence,
sv ≤ (3n′ − 1)/4 + a/2 + 1 = (3n′ + 2a + 3)/4 ≤ (3n+

v − a)/4 ≤ (3n+
v − 2)/4.

Case 3.4. a is odd and ev is vertical. We use (a + 1)/2 segments for u1, . . . , ua,
but ev shares its vertical segment with ev1 . Hence, sv ≤ (3n′ −1)/4+(a+1)/2 =
(3n′ + 2a + 1)/4) ≤ (3n+

v − a − 2)/4 ≤ (3n+
v − 3)/4.

Case 3.5. a is odd and ev is not vertical. In this case, we place ua above v such
that it lies on a segment with ev1 . We use (a − 1)/2 segments for u1, . . . , ua−1

and one segment for ev, so we have the same number of segments as in Case 3.4.

Case 4. v is not a leaf in T ′′ and b > 0. We have n+
v ≥ n′ +a+b+1 ≥ n′ +a+2.

Case 4.1. a is even. We use a/2 segments for u1, . . . , ua. The edges of the path
Pv share a vertical segment with ev1 . We use at most one more segment for ev,
so sv ≤ (3n′ −1)/4+a/2+1 = (3n′ +2a+3)/4 ≤ (3n+

v −a−3)/4 ≤ (3n+
v −3)/4.

Case 4.2. a is odd and ev is vertical. We use the exact same number of segments
as in Case 3.4, so sv ≤ (3n+

v − 3)/4.

Case 4.3. a is odd and ev is not vertical. We use (a+1)/2 segments for u1, . . . , ua.
The edges of the path Pv share a vertical segment with ev1 , and we need one
more segment for ev. Hence, sv ≤ (3n′ −1)/4+(a+1)/2+1 = (3n′ +2a+5)/4 ≤
(3n+

v − a − 1)/4 ≤ (3n+
v − 2)/4. 	


Now we can bound the total number of segments in the drawing of T .

Lemma 2. Our algorithm draws T with at most 3n/4 − 1 segments if n ≥ 3.

Proof. If T is a path with n ≥ 3, then the bound trivially holds. If T is a
subdivision of a star, then the bound also clearly holds. Otherwise, T ′′ consists
of more than one vertex. Let v1, . . . , vk be the children of the root r of T ′′ such
that v1 is connected by a vertical edge. Recall that n′ =

∑k
i=1 n+

vi
. By Lemma 1,

the subtrees T [vi]+, i = 1, . . . , k contribute at most (3n′ − 1)/4 segments to
the drawing of T . Let a be the number of leaf children of r in T ′. If a is even,
then we use a/2 segments to draw them. If a is odd, then we align one of
them with the vertical segment of v1, and draw the remaining with (a − 1)/2
segments. Since n ≥ n′ + a + 1, the total number of segments is at most
(3n′ − 1)/4 + a/2 ≤ 3n/4 − a/4 − 1 ≤ 3n/4 − 1. 	


All steps of the algorithm work in linear time. Sorting the leaf-children by the
number of degree-2 vertices belonging to them can also be done in linear time
with, e.g., CountingSort, as the numbers are bounded by n. Thus, Theorem 1
follows. Figure 1d shows the result of our algorithm for the tree of Fig. 1a.

Theorem 1. Any tree with n ≥ 3 vertices can be drawn planar on an n×n grid
with 3n/4 − 1 segments in O(n) time.
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Fig. 4. Edges in a
Schnyder realizer.

Fig. 5. Definition of orderly
spanning tree (bold).

Fig. 6. Definition of
slope-disjointness.

3 3-Connected Planar Graphs

In this section, we present an algorithm to compute planar drawings with at
most (8n − 14)/3 segments for 3-connected planar graphs.

Let G be a triangulation. Let v1, v2, v3 be the vertices of the outer face. We
decompose the interior edges into three Schnyder trees T1, T2, and T3 rooted
at v1, v2, and v3, respectively. The edges of the trees are oriented towards their
roots. For k ∈ {1, 2, 3}, we call each edge in Tk a k-edge and the parent of
a vertex in Tk its k-parent. The decomposition is a Schnyder realizer [21] if
at every interior vertex the edges are counter-clockwise ordered as: outgoing 1-
edge, incoming 3-edges, outgoing 2-edge, incoming 1-edges, outgoing 3-edge, and
incoming 2-edges; see Fig. 4. A Schnyder tree Tk also contains the exterior edges
of vk, so each exterior edges lies in two Schnyder trees and each vk is a leaf in
the other two Schnyder trees; hence, each Schnyder tree is a spanning tree.

For 3-connected planar graphs, Schnyder realizers also exist [6,10], but the
interior edges can be bidirected : an edge (u, v) is bidirected if it is an outgoing i-
edge at u and an outgoing j-edge at v with i �= j. All other edges are unidirected,
that is, they are an outgoing i-edge at u and an incoming i-edge at v (or vice-
versa). The restriction on the cyclic ordering around each vertex remains the
same, but now the Schnyder trees are not necessarily edge-disjoint.

Chiang et al. [5] have introduced the notion of orderly spanning trees.
Recently, orderly spanning trees were redefined by Hossain and Rahman [11]
as good spanning trees. We will use the definition by Chiang et al., but note that
these two definitions are equivalent. Two vertices in a rooted spanning tree are
unrelated if neither of them is an ancestor of the other one. A tree is ordered if
the circular order of the edges around each vertex is fixed. Let G = (V,E) be a
plane graph and let r ∈ V lie on the outer face. Let T be an ordered spanning
tree of G rooted at r that respects the embedding of G. Let v1, . . . , vn be the
vertices of T as encountered in a counter-clockwise pre-order traversal. For any
vertex vi, let p(vi) be its parent in T , let C(vi) be the children of v in T , let
N(vi) be the neighbors of vi in G that are unrelated to vi; see Fig. 5. Further,
let N−(vi) = {vj ∈ N(vi) | j < i} and N+(vi) = {vj ∈ N(vi) | j > i}. Then, T
is called orderly if the neighbors around every vertex vi are in counter-clockwise
order p(vi), N−(vi), C(vi), N+(vi). In particular, this means that there is no
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edge in G between vi and an ancestor in T that is not its parent and there is
no edge in G between vi and a descendent in T that is not its child. This fact
is crucial, as it allows us to draw a path in an orderly spanning tree on a single
segment without introducing overlapping edges.

Angelini et al. [1] have introduced the notion of a slope-disjoint drawing of
a rooted tree T , which is defined as follows; see Fig. 6.

(S1) For every vertex u in T , there exist two slopes α1(u) and α2(u) with
0 < α1(u) < α2(u) < π, such that, for every edge e that is either (p(u), u)
or lies in T [u], it holds that α1(u) < slope(e) < α2(u);

(S2) for every directed edge (v, u) in T , it holds that α1(u) < α1(v) < α2(v) <
α2(u) (recall that edges are directed towards the root); and

(S3) for every two vertices u, v in T with p(u) = p(v), it holds that either
α1(u) < α2(u) < α1(v) < α2(v) or α1(v) < α2(v) < α1(u) < α2(u).

Lemma 3 ([1]). Every slope-disjoint drawing of a tree is planar and monotone.

We will now create a special slope-disjoint drawing for rooted orderly trees.

Lemma 4. Let T = (V,E) be an ordered tree rooted at a vertex r with λ leaves.
Then, T admits a slope-disjoint drawing with λ segments on an O(n) × O(n2)
grid such that all slopes are integer. Such a drawing can be found in O(n) time.

Proof sketch. Let v1, . . . , vn = r be the vertices of T as encountered in a counter-
clockwise post-order traversal. Let ei = (vi, p(vi)), 1 ≤ i < n. We assign the
slopes to the edges of T in the order e1, . . . , en−1. We start with assigning
slope s1 = 1 to e1. For any other edge ei, 1 < i < n, if vi is a leaf in T ,
then we assign the slope si = si−1 + 1 to ei. Otherwise, since we traverse the
vertices in a post-order, p(vi−1) = vi and we assign the slope si = si−1 to ei.

We create a drawing Γ of T as follows. We place r = vn at coordinate (0, 0).
For every other vertex v with parent p that is drawn at coordinate (x, y), we
place v at coordinate (x + 1, y + slope(v)).

We now analyze the number of segments used in Γ; slope-disjointness, area,
and running time are proven in the full version [14]. The root r is an endpoint
of deg(r) segments and every leaf is an endpoint of exactly 1 segment. For every
other vertex v, its incoming edge and one of its outgoing edges lie on the same
segment, so it is an endpoint of deg(v) − 2 segments. Since every segment has
two endpoints, the total number of segments is

1
2

⎛

⎝deg(r) +
∑

v not leaf,v 	=r

(deg(v) − 2) +
∑

v leaf

deg(v)

⎞

⎠

=
1
2

(
∑

v

deg(v) − 2(n − λ − 1)

)

=
1
2

(2n − 2 − 2n + 2λ + 2) = λ.
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Lemma 5. Let G = (V,E) be a planar graph and let T be an orderly spanning
tree of G with λ leaves. Then, G admits a planar monotone drawing with at
most m − n + 1 + λ segments on an O(n) × O(n2) grid in O(n) time.

Proof. We first create a drawing of T according to Lemma 4. Now, we will plug
this tree drawing into the algorithm by Hossain and Rahman [11].

This algorithm takes a slope-disjoint drawing of an orderly spanning tree T
of G and stretches the edges of T such that the remaining edges of G can be
inserted without crossings. In this stretching operation, the slopes of the edges
of T are not changed. Further, the total width of the drawing only increases by a
constant factor. Since T is drawn slope-disjoint, this produces a planar monotone
drawing of G on an O(n) × O(n2) grid. The algorithm runs in O(n) time.

To count the number of segments, assume that every edge of G that does
not lie on T is drawn with its own segment. We have drawn T with λ segments
and the slopes of the edges of T . Hence, our algorithm draws G with λ segments
for T and with m − n + 1 segments for the remaining edges. 	


Both Chiang et al. [5] and Hossain and Rahman [11] have shown that every
planar graph has an embedding that admits an orderly spanning tree. However,
we do not know anything about the number of leaves in an orderly spanning tree.
Miura et al. [18] have shown that Schnyder trees are orderly spanning trees, and
it is known that every 3-connected planar graph has a Schnyder realizer.

Lemma 6 ([18]). Let G = (V,E) be a 3-connected planar graph and let T1, T2,
and T3 be the Schnyder trees of a Schnyder realizer of G. Then, T1, T2, and T3

are orderly spanning trees of G.

Bonichon et al. [2] showed that there is a Schnyder realizer for every trian-
gulated graph such that the total number of leaves in T1, T2, and T3 is at most
2n+1, which already gives us a good bound on the number of segments for trian-
gulations. We will now show that the same holds for every Schnyder realizer of a
3-connected graph. Let v be a leaf in one of the Schnyder trees Tk, k ∈ {1, 2, 3},
that is not the root of a Schnyder tree, so v has no incoming k-edge. Hence, the
outgoing (k +1)-edge (v, u) and the outgoing (k − 1)-edge (v, w) are consecutive
in the cyclical ordering around v, so they lie on a common face f . We assign the
pair (v, k) to f . We first show two lemmas.

Lemma 7. Let u1, . . . , up be the vertices on an interior face f in ccw order. If
(u1, k) and (u2, i) are assigned to f for some i, k ∈ {1, 2, 3}, then i = k.

Proof. Refer to Fig. 7. By definition, (u1, u2) is an outgoing (k + 1)-edge at u1.
Since u1 is a leaf in Tk, (u1, u2) cannot be an outgoing k-edge at u2. Hence,
(u1, u2) is either an incoming (k + 1)-edge at u2 (if it is unidirected), or an
outgoing (k −1)-edge at u2 (if it is bidirected); it cannot be an outgoing (k +1)-
edge since bidirected edges have to belong to two different Schnyder trees. For
(u2, i) to be assigned to f , u2 must have two outgoing edges at f , so we are in
the latter case. Hence, (u2, u3) is outgoing at u2, and by the cyclical ordering of
the edges around u2, it is an outgoing (k + 1)-edge. Thus, u2 has an outgoing
(k + 1)-edge and an outgoing (k − 1)-edge at f , so i = k. 	
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Fig. 7. (Left) Proof of Lemma 7 and (right) proof of Lemma 8.

Lemma 8. Let u1, u2, . . . , up be vertices on an interior face f in counter-
clockwise order. If u3, . . . , up are assigned to f , then neither u1 nor u2 are.

Proof sketch. From Lemma 7, it follows that (u3, k), . . . , (up, k) are assigned to f
for some k ∈ {1, 2, 3}, so (u1, up) is an outgoing (k + 1)-edge at up and (u2, u3)
is an outgoing (k − 1)-edge at u3; since u1 and up are leaves in Tk, (u1, up) is
either an incoming (k +1)-edge or an outgoing (k − 1)-edge at u1 and (u2, u3) is
either an incoming (k−1)-edge or an outgoing (k+1)-edge at u2. However, each
of the four possible configurations violates the properties of a Schnyder realizer,
as illustrated in Fig. 7. The full proof is given in the full version [14]. 	


Now we prove the bound on the number of leaves in a Schnyder realizer.

Lemma 9. Let T1, T2, T3 be a Schnyder realizer of a 3-connected planar
graph G = (V,E). Then, there are at most 2n + 1 leaves in total in T1, T2,
and T3.

Proof. Consider any interior face f of G. By definition of the assignment, no
vertex can be assigned to f twice. By Lemma 8, at least two vertices on f are
not assigned to f , so we assign at most deg(f) − 2 leaves to f . At the outer
face f∗, every vertex that is not the root of a Schnyder tree can be assigned
as a leaf at most once. However, the root of each of the Schnyder trees has no
outgoing edges, but it can be a leaf in both the other two Schnyder trees. Hence,
we assign at most deg(f∗) + 3 leaves to the outer face. Let F be the faces in G.
Since, for every Schnyder tree, each of its leaves gets assigned to exactly one
face, the total number of leaves in T1, T2, and T3 is at most

∑

f∈F

(deg(f) − 2) + 5 = 2m − 2|F | + 5 = 2m + 2n − 2m − 4 + 5 = 2n + 1.

	

Now we have the tools to prove the main result of this section.

Theorem 2. Any 3-connected planar graph can be drawn planar monotone on
an O(n) × O(n2) grid with m − (n − 4)/3 segments in O(n) time.

Proof. Let G = (V,E) be a 3-connected planar graph. We compute a Schnyder
realizer of G, which is possible in O(n) time. By Lemma 9, the Schnyder trees
have at most 2n+1 leaves in total, so one of them, say T1, has at most (2n+1)/3



428 P. Kindermann et al.

leaves. By Lemma 6, T1 is an orderly spanning tree, so we can use Lemma 5 to
obtain a planar monotone drawing of G on an O(n) × O(n2) grid with at most
m − n + 1 + (2n + 1)/3 = m − n/3 + 4/3 segments in O(n) time. 	


Since a planar graph has at most m ≤ 3n − 6 edges, we have the following.

Corollary 1. Any 3-connected planar graph can be drawn planar monotone on
an O(n) × O(n2) grid with (8n − 14)/3 segments in O(n) time.

4 Other Planar Graph Classes

We can use the results of Sect. 3 to obtain grid drawings with few segments for
other planar graph classes on an O(n)×O(n2) grid in O(n) time. In particular, we
can draw (i) 4-connected triangulations with 5n/2−4 segments; (ii) biconnected
outerplanar graphs with m − (n − 3)/2 ≤ (3n − 3)/2 segments; (iii) outerplanar
graphs with (7n − 9)/4 segments, or with (3n − 5)/2 + b segments, where b is its
number of maximal biconnected components; and (iv) planar graphs with (17n −
38)/3 − m or (17n − 38)/6 segments. Details are given in the full version [14].

Acknowledgements. We thank Roman Prutkin for the initial discussion of the prob-
lem and Therese Biedl for helpful comments.
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2 RIKEN Center for Advanced Intelligence Project, Tokyo, Japan

3 Pidstryhach Institute for Applied Problems of Mechanics and Mathematics,
National Academy of Sciences of Ukraine, Lviv, Ukraine

alexander.ravsky@uni-wuerzburg.de
4 Universität Würzburg, Würzburg, Germany
usetheemailaddressonmyhomepage@gmail.com

http://www1.informatik.uni-wuerzburg.de/en/staff/wolff-alexander

Abstract. The segment number of a planar graph is the smallest num-
ber of line segments whose union represents a crossing-free straight-line
drawing of the given graph in the plane. The segment number is a
measure for the visual complexity of a drawing; it has been studied
extensively.

In this paper, we study three variants of the segment number: for
planar graphs, we consider crossing-free polyline drawings in 2D; for
arbitrary graphs, we consider crossing-free straight-line drawings in 3D
and straight-line drawings with crossings in 2D. We first construct an
infinite family of planar graphs where the classical segment number is
asymptotically twice as large as each of the new variants of the segment
number. Then we establish the ∃R-completeness (which implies the NP-
hardness) of all variants. Finally, for cubic graphs, we prove lower and
upper bounds on the new variants of the segment number, depending on
the connectivity of the given graph.

1 Introduction

When drawing a graph, a way to keep the visual complexity low is to use few
geometric objects for drawing the edges. This idea is captured by the segment
number of a (planar) graph, that is, the smallest number of crossing-free line
segments that together constitute a straight-line drawing of the given graph.
The arc number of a graph is defined analogously with respect to circular-arc
drawings. So far, both numbers have only been studied for planar graphs. Two
obvious lower bounds for the segment number are known [5]: (i) η(G)/2, where
η(G) is the number of odd-degree vertices of G, and (ii) the planar slope number
of G, that is, the smallest number k such that G admits a crossing-free straight-
line drawing whose edges have k different slopes.

A.W. acknowledges support from DFG grant WO 758/9-1.

c© Springer Nature Switzerland AG 2019
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Dujmović et al. [5], who introduced segment number and planar slope num-
ber, showed among others that trees can be drawn without crossings such
that the optimum segment number and the optimum planar slope number are
achieved simultaneously. In fact, any tree T admits a drawing with η(T )/2 seg-
ments and Δ(T )/2 slopes, where Δ(T ) is the maximum degree of T . Unfortu-
nately, these drawings need exponential area. Therefore, Schulz [19] suggested
to study the arc number of planar graphs. Among other things, he showed that
any n-vertex tree can be drawn on a polynomial-size grid (O(n1.81) × n) using
at most 3n/4 arcs.

Another measure for the visual complexity of a drawing of a graph is the min-
imum number of lines whose union contains a straight-line crossing-free drawing
of the given graph. This parameter is called the line cover number of a graph G
and denoted by ρ12(G) for 2D (where G must be planar) and ρ13(G) for 3D.
Together with the plane cover number ρ23(G) and other variants, these param-
eters have been introduced by Chaplick et al. [2]. They also showed that both
line cover numbers are ∃R-hard to compute [3]. (For background on ∃R, see
Schaefer’s work [18]).

Upper bounds for the segment number and the arc number (in terms of the
number of vertices, n, ignoring constant additive terms) are known for series-
parallel graphs (3n/2 vs. n), planar 3-trees (2n vs. 11n/6), and triconnected
planar graphs (5n/2 vs. 2n) [5,19]. The upper bound on the segment number for
triconnected planar graphs has been improved for the special cases of triangula-
tions and 4-connected triangulations (from 5n/2 to 7n/3 and 9n/4, respectively)
by Durocher and Mondal [6]. For the special case of triconnected cubic graphs,
Dujmović et al. [5] showed that the segment number is upperbounded by n + 2.
(A cubic graph with n vertices has 3n/2 edges.) The result of Dujmović et al.
was improved by Mondal et al. [16] who gave two linear-time algorithms based
on cannonical decompositions; one that uses at most n/2+3 segments for n ≥ 6
and one that uses n/2+4 segments but places all vertices on a grid of size n×n.
Both algorithms use at most six different slopes. Note that n/2 + 3 segments
are optimal for cubic planar graphs since in every vertex at least one segment
must end and in the at least three vertices on the convext hull all three inci-
dent segments must end. Igamberdiev et al. [12] fixed a bug in the algorithm of
Mondal et al., presented two conceptually different (but slower) algorithms that
meet the lower bound and compared them experimentally in terms of common
metrics such as angular resolution.

Hültenschmidt et al. [11] provided bounds for segment and arc number under
the additional constraint that vertices must lie on a polynomial-size grid. They
also showed that n-vertex triangulations can be drawn with at most 5n/3 arcs,
which is better than the lower bound of 2n for the segment number on this
class of graphs. For 4-connected triangulations, they need at most 3n/2 arcs.
Kindermann et al. [13] recently strengthened some of these results by showing
that many classes of planar graphs admit nontrivial bounds on the segment
number even when restricting vertices to a grid of size O(n) × O(n2). For draw-
ing n-vertex trees with at most 3n/4 segments, they reduced the grid size to
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n×n. Among other things, Durocher et al. [7] showed that the segment number
is NP-hard to compute with respect to a fixed embedding, even in the special
case of arrangement graphs. They also showed that the following partial
representation extension problem is NP-hard: given an outerplanar graph G,
an integer k, and a straight-line drawing δ of a subgraph of G, is there a
k-segment drawing that contains δ? It is still open, however, whether the segment
number is fixed-parameter tractable.

In this paper, we consider several variants of the planar segment number seg2
that has been studied extensively. In particular, we study the 3D segment number
seg3, which is the most obvious generalization of the planar segment number. It is
the smallest number of straight-line segments needed for a crossing-free straight-
line drawing of a given graph in 3D. We also study the crossing segment number
seg× in 3D, where edges are allowed to cross, but they are not allowed to overlap
or to contain vertices in their interiors. In this case, by Lemma 1, the minimum
number of segments constituting a drawing of a given graph can be achieved by
a plane drawing. Finally, for planar graphs, we study the bend segment number
seg∠ in 2D, which is the smallest number of straight-line segments needed for a
crossing-free polyline drawing of a given graph in 2D.

Durocher et al. [7] were also interested in the 3D segment number. They
stated that their proof of the NP-hardness of the above-mentioned partial repre-
sentation problem can be adjusted to 3D. They suspected that the 3D segment
number remains NP-hard to compute even if the given graph is subcubic. Instead,
they showed that a variant of the 3D segment number is NP-hard where one is
given a 3D drawing and additional co-planarity constraints that must be fulfilled
in the final drawing.

Our Contribution. First, we establish some relationships between the variants of
the segment number; see Sect. 2. Then we turn to the complexity of computing
the new variants of the segment number; see Sect. 3. By re-using ideas from the
∃R-completeness proof of Chaplick et al. [3] regarding the computation of the
line cover numbers ρ12 and ρ13, we establish the ∃R-completeness (and hence the
NP-hardness) of all variants of the segment number – seg2, seg3, seg×, and seg∠ –
even for graphs of maximum degree 4. Thus, we nearly answer the open problem
of Durocher et al. [7] concerning the computational complexity of the 3D segment
number for subcubic graphs. Note that Hoffmann [10] recently established the
∃R-hardness of computing the slope number slope(G) of a planar graph G.

Our main contribution consists in algorithms and lower-bound constructions
for connected (γ = 1), biconnected (γ = 2), and triconnected (γ = 3) cubic
graphs; see Table 1. To put these results into perspective, recall that any cubic
graph with n vertices needs at least n/2 + 3 and at most 3n/2 segments to be
drawn, regardless of the drawing style. (In contrast, four slopes suffice for cubic
graphs [17]). We prove our bounds in Sect. 4. Note that for cubic graphs, vertex-
and edge-connectivity are the same [4, Thm. 2.17].

Before we start, we introduce the following notation. For a given polyline
drawing δ of a graph in 2D or 3D, we denote by seg(δ) the number of (inclusion-
wise maximal) straight-line segments of which the drawing δ consists.
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Table 1. Overview over existing and new bounds on variants of the segment number
of cubic graphs. The upper bounds hold for all n-vertex graphs of a certain vertex
connectivity γ. The lower bounds are existential; there exist graphs for which they hold.
Note that seg2 and seg∠ are defined only for planar graphs. We skip more specialized
known results (e.g., concerning grid size [11] or triangulations [6]).

γ seg2(G) seg3(G) seg∠(G) seg×(G)

1 ≥ 5n/6 [Prp. 2] ≥ 5n/6 [Prp. 2] ≥ 5n/6 [Prp. 2] ≥ 5n/6 [Prp. 2]

2 ≤ n + 2 [Th. 5] ≤ n + 1 [Th. 4] ≤ n + 2 [Th. 5]

≥ 3n/4 [Prp. 4] ≥ 5n/6 [Prp. 3] ≥ 3n/4 [Prp. 4] ≥ 3n/4 [Prp. 4]

3 = n/2 + 3 [12,16] ≤ n + 2 [Th. 5] ≤ n + 2 [Th. 5]

(except for G = K4) ≥ 7n/10 [Prp. 5] seg∠ ≡ seg2

2 Relationships Between Segment Number Variants

Lemma 1. Given a graph G and a straight-line drawing δ of G in 3D with the
property that no two edges overlap and no edge contains a vertex in its interior,
then there exists a plane drawing δ′ of G with seg(δ′) ≤ seg(δ) and with the same
property as δ. (Note that both in δ and δ′ edges may cross).

Proof. For each triplet u, v, w of points in δ that correspond to three distinct
vertices of G, let P (u, v, w) be the plane or line spanned by the vectors −→uv
and −→wv, and let P be the set of all such planes or lines. Choose a point A in
R

3 \
⋃

P that does not lie in the xy-plane. Let δ′ be the drawing that results
from projecting δ parallel to the vector OA onto the xy-plane. Due to the
choice of the projection, δ′ may contain crossings, but no edge contains a ver-
tex to which it is not incident, and no two edges overlap. By construction,
seg(δ′) ≤ seg(δ). ��

Corollary 1. For any graph G it holds that seg×(G) ≤ seg3(G).

Proposition 1. There is an infinite family of planar graphs (Si)i≥3 such that Si

has ni = i3 − i + 6 vertices and the ratios seg2(Si)/ seg3(Si), seg2(Si)/ seg∠(Si),
and seg2(Si)/ seg×(Si) all converge to 2 with increasing i.

Proof. We construct, for i ≥ 3, a triangulation Ti with maximum degree 6
and ti = i2 − 2i + 3 vertices (and, hence, 3ti − 6 edges and 2ti − 4 faces),
as follows. Take two triangular grids of side length i − 1 (a single triangle is a
grid of side length 1) and glue their boundaries, identifying corresponding ver-
tices and edges. Clearly, the result is a (planar) triangulation. Let si = seg2(Ti).
Then, by the result of Dujmović et al. [5], si ≤ 5ti/2.

We assume that i is even. To each vertex v of the triangulation, we attach an
i-fan, that is, a path of length i each of whose vertices is connected to v. Let Si

be the resulting graph, which has ni = ti(i + 2) vertices.
In 2D, no matter how the triangulation is drawn, only three vertices lie on

the outer face. Consider an i-fan incident to one of the ti − 3 inner vertices; see
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Fig. 1. Attaching a fan (thin edges) to a vertex of a triangulation (thick edges) of
maximum degree 6

Fig. 1a. Each such i-fan must be placed into a triangular face and needs at least
i − 3 segments that are disjoint from the drawing of the triangulation. (Here we
use that every vertex has degree at most 6.) Hence, seg2(Si) ≥ (ti −3) · (i−3) =
i3 − O(i2).

In 3D on the other hand, we can draw every fan in a plane different from the
triangulation such that the fan’s path lies on three segments and the remain-
ing edges are paired such that each pair shares a segment; see Fig. 1b. Hence,
seg3(Si) ≤ ti·(i/2+3)+si = i3/2+O(i2). Due to Corollary 1, seg×(Si) ≤ seg3(Si).

To bound seg∠(Si), observe that we can modify the layout of the triangulation
as in Fig. 1c such that every vertex is incident to an angle greater than π without
any incoming edges. This can be achieved as follows. On each inner vertex v,
place a disk Dv whose radius is (slightly smaller than) the minimum over the
lengths of the incident edges divided by 2 and over the distances to all non-
incident edges. The resulting disks have positive radii and are pairwise disjoint.
Now we go through all vertices. Let v be the current vertex and let ∂Dv be the
boundary of Dv. We bend all edges incident to v at ∂Dv and place v on some
unused point on ∂Dv. As a result, every vertex is incident to an angle greater
than π without any incoming edges. In this area (marked red in Fig. 1c), we can
place the corresponding fan. The modification introduces at most two bends in
every edge of the triangulation. Hence, seg∠(Si) ≤ ti · (i/2 + 3) + 3 · (3ti − 6) =
i3/2 + O(i2). ��

Open Problem 1. What are upper bounds for the ratios seg2(G)/ seg3(G),
seg2(G)/ seg∠(G), and seg2(G)/ seg×(G) with G ranging over all planar graphs?

3 Computational Complexity

Chaplick et al. [3, Theorem 1] showed that it is ∃R-hard to decide for a planar
graph G and an integer k whether ρ12(G) ≤ k and whether ρ13(G) ≤ k. We follow
their approach to show the hardness of all variants of the segment number that
we study in this paper.

A simple line arrangement is a set L of k lines in R
2 such that each pair

of lines has one intersection point and no three lines share a common point.
We define the arrangement graph for a set of lines as follows [1]: The vertices
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correspond to the intersection points of lines and two vertices are adjacent in the
graph if and only if they lie on the same line and no other vertex lies between
them. The Arrangement Graph Recognition problem is to decide whether
a given graph is the arrangement graph of some set of lines.

Bose et al. [1] showed that this problem is NP-hard by reduction from a
version of Pseudoline Stretchability for the Euclidean plane, whose NP-
hardness was proved by Shor [20]. It turns out that Arrangement Graph
Recognition is actually an ∃R-complete problem [8, p. 212]. This stronger
statement follows from the fact that the Euclidean Pseudoline Stretchabil-
ity is ∃R-hard as well as the original projective version [15,18].

Theorem 1. Given a planar graph G of maximum degree 4 and an integer k,
it is ∃R-hard to decide whether seg2(G) ≤ k, whether seg∠(G) ≤ k, and whether
seg×(G) ≤ k.

Proof. Similarly to Chaplick et al. [3, proof of Theorem 1], we first observe
that if G is an arrangement graph, there must be an integer 	 such that G has
	(	 − 1)/2 vertices (of degree d ∈ {2, 3, 4}) and 	(	 − 2) edges. This uniquely
determines 	. We set the parameter k from the statement of our theorem to
this value of 	. Again, as Chaplick et al., we construct a graph G′ from G by
appending a tail (i.e., a degree-1 vertex) to each degree-3 vertex of G and two
tails to each degree-2 vertex of G.

We claim that the following five conditions are equivalent: (i) G is an arrange-
ment graph on k lines, (ii) ρ12(G

′) ≤ k, (iii) seg2(G′) ≤ k, (iv) seg∠(G′) ≤ k,
and (v) seg×(G′) ≤ k. Once the equivalence is established, the ∃R-hardness of
deciding (i) implies the ∃R-hardness of deciding any of the other statements.

Indeed, according to Chaplick et al. [3, proof of Theorem 1], G is an arrange-
ment graph if and only if ρ12(G

′) ≤ k, that is, (i) and (ii) are equivalent.
Assume (i). If G corresponds to a line arrangement of k lines, all edges of G lie

on these k lines and the tails of G′ can be added without increasing the number
of lines. This arrangement shows that seg2(G′) ≤ k, that is, (i) implies (iii).

Assume (iii), i.e., seg2(G′) ≤ k. Then seg∠(G′) ≤ k (iv) and seg×(G′) ≤ k (v).
Assume (iv), i.e., seg∠(G′) ≤ k. Let Γ ′ be a polyline drawing of G′ on

seg∠(G′) segments. The graph G′ contains
(
k
2

)
degree-4 vertices. As each of

these vertices lies on the intersection of two segments in Γ ′, we need k segments
to get enough intersections, that is, seg∠(G′) ≥ k. Thus seg∠(G′) = k and
each intersection of the segments of Γ ′ (in particular, each bend) is a vertex
of G′. Therefore edges in Γ ′ do not bend in interior points and Γ ′ witnesses that
seg2(G) ≤ k. Thus (iv) implies (ii).

Finally, assume (v), i.e., seg×(G′) ≤ k. Let Γ be a straight-line drawing
with possible crossings on seg×(G′) segments. Again, we need k segments to
get enough intersections, that is, seg×(G′) ≥ k. Thus seg×(G′) = k and each
intersection of the segments of Γ ′ is a vertex of G′. Therefore edges in Γ ′ do not
cross and Γ ′ witnesses that seg2(G) ≤ k. Thus (v) implies (ii).

Summing up, (iii) implies (iv) and (v), which both imply (ii), which
implies (i), which implies (iii). Hence, all statements are equivalent. ��
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Theorem 2. Given a graph G of maximum degree 4 and an integer k, it is
∃R-hard to decide whether seg3(G) ≤ k.

Proof. Chaplick et al. [3, proof of Theorem 1] argued that for the graph G′

constructed in the proof of Theorem 1 above, it holds that ρ12(G
′) = ρ13(G

′).
Then, by the proof of Theorem 1, we have ρ13(G

′) = seg×(G′).
By definition, we immediately obtain seg3(G′) ≤ ρ13(G

′). By Corollary 1, we
have that seg×(G′) ≤ seg3(G′). Therefore, seg×(G′) = seg3(G′). Together with
the arguments in the proof of Theorem 1, this implies the theorem. ��

Theorem 3. Given a planar graph G and an integer k, it is ∃R-complete to
decide whether seg2(G) ≤ k, whether seg3(G) ≤ k, whether seg∠(G) ≤ k, and
whether seg×(G) ≤ k.

Proof. Given the hardness results in Theorems 1 and 2, it remains to show
that each of the four problems lies in ∃R. Chaplick et al. [3] [ArXiv version,
Sect. 2] have shown that deciding whether ρ21(G) ≤ k and ρ31(G) ≤ k both lie in
∃R. To this end, they showed that these questions can be formulated as first-
order existential expressions over the reals. We now show how to extend their
expression for deciding whether ρ21(G) ≤ k to an expression for deciding whether
seg2(G) ≤ k. The expressions for the other variants can be extended in a similar
way.

Their existential statement over the reals starts with the quantifier prefix
∃v1 . . . ∃vn∃p1∃q1 . . . ∃pk∃qk, where quantification ∃a over a point a = (x, y)
means the quantifier block ∃x∃y, the points v1, . . . , vn are the points to which the
vertices of G, {1, . . . , n}, are mapped, and the pairs (p1, q1) . . . , (pk, qk) define the
k lines that cover the drawing of G. The expression Π over which they quantify
uses a subexpression that takes as input three points in R

2; for a, b, and c, they
define the expression B(a, b, c) such that it is true if and only if a lies on the line
segment bc.

To the expression Π we simply add a term that ensures that, for each pair of
consecutive points vi and vj on the same line, vertices i and j are adjacent in G:

∧

l∈{1,...,k},i,j,k∈V

B(vi, pl, ql) ∧ B(vj , pl, ql) ∧ ¬B(vk, vi, vj) ⇒ {i, j} ∈ E,

where V is the vertex set and E is the edge set of the graph G. ��

4 Algorithms and Lower Bounds for Cubic Graphs

Consider a polyline drawing δ of a cubic graph (in 2D or 3D). Note that there
are two types of vertices; those where exactly one segment ends and those where
three segments end. We call these vertices flat vertices and tripods, respectively.
Let f(δ) be the number of flat vertices, t(δ) the number of tripods, and b(δ) the
number of bends in δ.
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Fig. 2. The graph Gk (here k = 4) is a caterpillar with k − 2 inner vertices of degree 3
where each leaf has been replaced by a copy of the 5-vertex graph K′

4 (shaded gray).

Lemma 2. For any straight-line drawing δ of a cubic graph with n vertices,
seg(δ) = 3n/2 − f(δ) + b(δ) = n/2 + t(δ) + b(δ).

Proof. Clearly, n = f(δ)+ t(δ). The number of “segment ends” is 3t(δ)+ f(δ)+
2b(δ) = 3n − 2f(δ) + 2b(δ) = n + 2t(δ) + 2b(δ). The claim follows since every
segment has two ends. ��

4.1 Singly-Connected Cubic Graphs

Proposition 2. There is an infinite family (Gk)k≥1 of connected cubic graphs
such that Gk has nk = 6k − 2 vertices and seg2(Gk) = seg3(Gk) = seg∠(Gk) =
seg×(Gk) = 5k − 1 = 5nk/6 + 2/3.

Proof. Let K ′
4 be the graph K4 with a subdivided edge. Consider the graph Gk

depicted in Fig. 2 (for k = 4). It consists of a caterpillar with k −2 inner vertices
(of degree 3) where each of the k leaf nodes is replaced by a copy of K ′

4. The
convex hull of every polyline drawing of K ′

4 has at least three extreme points.
One of these points may connect K ′

4 to Gk − K ′
4, but each of the remaining two

must be a tripod or a bend. This holds for every copy of K ′
4. Hence, for any

drawing δ of G, t(δ) + b(δ) ≥ 2k. Now Lemma 2 yields that seg(δ) ≥ 5k − 1. For
the drawing in Fig. 2, the bound is tight. ��

4.2 Biconnected Cubic Graphs

Proposition 3. There is an infinite family of Hamiltonian (and hence bicon-
nected) cubic graphs (Hk)k≥3 such that Hk has nk = 6k vertices, seg3(Hk) =
5k = 5nk/6, and seg×(Hk) = 4k = 2nk/3.

Proof. Consider the graph Hk depicted in Fig. 3 (for k = 4). It is a k-cycle where
each vertex is replaced by a copy of a 6-vertex graph K (K3,3 minus an edge).
The graph Hk has nk = 6k vertices and is not planar.

In any 2D drawing of the subgraph K, at least three vertices lie on the convex
hull of the drawing of K. Two of these vertices may connect K to Hk − K, but
at least one of the convex-hull vertices is a tripod. This holds for every copy
of K. Hence, for any (3D) drawing δ of Hk, t(δ) ≥ k. Now Lemma 2 yields that
seg(δ) ≥ nk/2 + k = 2nk/3. The same bound holds for seg×(Hk).
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Fig. 3. The cubic graph Hk (here k = 4)
is a k-cycle whose vertices are replaced by
K3,3 minus an edge (shaded).

Fig. 4. The planar cubic graph Ik (here
k = 9) is a k-cycle whose vertices are
replaced by K4 minus an edge (shaded).

In order to bound seg3(Hk) we consider two possibilities for the drawing
of the subgraph K; either it lies in a plane or it doesn’t. In the planar case,
the two vertices that connect K to Hk − K cannot lie in the same face of the
planar embedding of K (otherwise we could connect these two vertices without
crossings, contradicting the fact that K3,3 is not planar). Hence, at least two
vertices on the convex hull of K must be tripods. In the non-planar case, the
convex hull consists of four vertices. Two of these may connect K to Hk − K,
but again at least two must be tripods. In both cases we hence have t(δ) ≥ 2k
for any 3D drawing δ of Hk. Now Lemma 2 yields seg(δ) ≥ nk/2 + 2k = 5nk/6.
The same bound holds for seg3(Hk).

For the drawing in Fig. 3, the bound for seg× is tight. Lifting the k white
vertices that do not lie on the outer face from the xy-plane (z = 0) to the plane
z = 1, yields a crossing-free 3D drawing where the bound for seg3 is tight. ��

Proposition 4. There is an infinite family of planar cubic Hamiltonian (and
hence biconnected) graphs (Ik)k≥3 such that Ik has nk = 4k vertices and
seg2(Ik) = seg3(Ik) = seg∠(Ik) = seg×(Ik) = 3k = 3nk/4.

Proof. Consider the graph Ik depicted in Fig. 4 (for k = 9). It is a k-cycle where
each vertex is replaced by a copy of the graph K ′, which is K4 minus an edge.
Therefore, Ik has 4k vertices. The depicted drawing consists of 3k segments.
This yields the upper bounds.

Concerning the lower bounds, note that, in any drawing style, each sub-
graph K ′ has an extreme point not connected to Ik − V (K ′). This point must
be a tripod or a bend. Hence, in any drawing δ of Ik, t(δ) + b(δ) ≥ k and, by
Lemma 2, seg2(Ik) = seg3(Ik) = seg∠(Ik) = seg×(Ik) ≥ 2k + t(δ) + b(δ) ≥ 3k. ��

Theorem 4. For any biconnected planar cubic graph G with n vertices, it holds
that seg∠(G) ≤ n + 1. A corresponding drawing can be found in linear time.

Proof. We draw G using the algorithm of Liu et al. [14] that draws any planar
biconnected cubic graph except the tetrahedron orthogonally with at most one
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bend per edge and at most n/2+1 bends in total. It remains to count the number
of segments in this drawing. In any vertex exactly one segment ends; in any bend
exactly two segments end. In total, this yields at most n + 2 · (n/2 + 1) = 2n + 2
segment ends and at most n + 1 segments.

Concerning the special case of the tetrahedron (K4), note that it can be
drawn with five segments when bending one of its six edges. ��

Open Problem 2. What about 4-regular graphs? They have 2n edges. If we
bend every edge once, we already need 2n segments – and not all 4-regular graphs
can be drawn with at most one bend per edge.

Every biconnected graph G admits an st-numbering, that is, an order-
ing 〈v1, . . . , vn〉 of the vertex set {v1, . . . , vn} of G such that for every j ∈
{2, . . . , n − 1} vertex vj has at least one predecessor (that is, a neighbor vi
with i < j) and at least one successor (that is, a neighbor vk with k > j). Such
a numbering can be computed in linear time [9]. Given a cubic graph with an
st-numbering 〈v1, . . . , vn〉, we call a vertex vj with j ∈ {1, . . . , n} a p-vertex if it
has p predecessors; p ∈ {0, 1, 2, 3}.

Lemma 3. Given a biconnected cubic graph with an st-numbering 〈v1, . . . , vn〉,
there is one 0-vertex and one 3-vertex and there are (n − 2)/2 1-vertices and
(n − 2)/2 2-vertices.

Proof. Direct every edge from the vertex with smaller index to the vertex with
higher index. In the resulting directed graph, the sum of the indegrees equals
the sum of the outdegrees. Hence, the number of 1-vertices (with indegree 1 and
outdegree 2) and the number of 2-vertices (with indegree 2 and outdegree 1)
must be equal. It is obvious that there is one 0- and 3-vertex each. ��

Theorem 5. For any biconnected cubic graph G with n vertices, seg3(G) ≤ n+2
and seg×(G) ≤ n + 21.

Proof. We show that seg3(G) ≤ n + 2. Then Corollary 1 yields seg×(G) ≤ n + 2.
For two different points x and y in R

3, we denote the line that goes through x
and y by xy.

Let 〈v1, . . . , vn〉 be an st-numbering of G. We construct a drawing δ
of G, going through the vertices according to the st-numbering and using x-
coordinate j ± ε for vertex vj , where 0 < ε  1. We place v1 at (1, 1, 1). At
every step j = 2, . . . , n, we maintain a set L of lines that are directed to the
right such that any two lines in L are either skew (that is, they don’t lie in the
same plane) or they intersect and their unique intersection point is the location
of a vertex vk with k ≤ j (that is, the intersection point is vj or it lies to the
left of vj). Initially, L is empty.

1 After submitting this article, we realized that our proof is incomplete. The correct
statement of the theorem and its proof can be found in the full version https://arxiv.
org/abs/1908.08871.

https://arxiv.org/abs/1908.08871
https://arxiv.org/abs/1908.08871
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If vj is a 1-vertex, we differentiate two cases depending on the unique prede-
cessor vi of vj .

Case I: If vi is the last vertex on a line 	 in L, we place vj on the intersection
point of 	 with the plane x = j. In this case, the set L doesn’t change.

Case II: Otherwise, we place vj in the plane x = j such that the line vivj is
skew with respect to all lines in L except for the line 	 that contains vi and the
unique predecessor of vi. (Note that the predecessor of vi and the line 	 don’t
exist if i = 1). Clearly, vivj and 	 intersect in vi and i < j. Hence, we can add
the line vivj to the set L.

If vj is a 2-vertex, let vi and vi′ be the two predecessors of vj . Again, we
consider two cases.

Case I’: At least one of vi or vi′ is flat (that is, it lies on an inner point of the
segment created by its incident edges that have already been drawn) or one of
them is the vertex v1.

In this case, we treat vj similarly as in Case II above; we make sure that the
lines vivj and vi′vj are skew with respect to all lines in L except that vivj won’t
be skew with respect to the at most two lines that connect vi to its predecessors
and vi′vj won’t be skew with respect to the at most two lines that connect vi′ to
its predecessors. Note that vivj intersects any line through vi and its neighbors
in vi, and it holds that i < j. Similarly, vi′vj intersects any line through vi′ and
its neighbors in vi′ , and it holds that i′ < j. The lines vivj and vi′vj intersect
in vj . Hence, we can add the lines vivj and vi′vj to the set L.

Case II’: Both vi and vi′ are the last vertices on their lines 	 and 	′, respectively.
If one of them, say vi, has a successor vk with k > j, we extend the line 	

of vi and put vj on the intersection of 	 and the plane x = j.
Otherwise vi has a successor vk with k < j and vi′ has a successor vk′ with

k′ < j, which both don’t lie on the lines 	 and 	′. In this case, we put vj on one of
	 and 	′, say 	, and add the line vi′vj to the set L. Now we pick some 0 < ε  1
such that we can place vj at the intersection of 	 and x = j + ε. We must avoid
to place vj on a plane spanned by any two non-skew lines in L (intersecting to
the left of x = j). With this trick, the invariant for L still holds since the new
line in L, vi′vj , intersects only 	′ (in vi′ , hence to the left).

Finally, we place vn (which is a 3-vertex) at a point in the plane x = n that
does not lie on any of the lines spanned by pairs and planes spanned by triples
of previously placed vertices.

This finishes the description of the drawing δ of G. Due to our invariant
regarding the set L, no two edges of G intersect in δ.

To bound the number of segments in δ, we use a simple charging argument.
Each non-first and non-last vertex v has a predecessor which is a flat vertex or v1.
To this predecessor v pays a coin. On the other hand, v1 receives at most three
coins and every flat vertex receives at most two coins. Hence, f(δ) ≥ (n − 5)/2.
Since n is even, f(δ) ≥ n/2 − 2. Now, Lemma 2 yields the claim. ��
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4.3 Triconnected Cubic Graphs

Proposition 5. There is an infinite family of triconnected cubic graphs (Fk)k≥4

such that Fk has nk = 5k vertices and seg3(Fk) = 3.5k = 7nk/10.

Proof. Let Gk be an arbitrary triconnected cubic graph with k vertices (k even).
By Steinitz’s theorem, there exists a drawing of the graph Gk as a 1-skeleton of
a 3D convex polyhedron. Replace each vertex v of Gk by a copy of K2,3 as shown
in Fig. 5, where v is the central (orange) vertex—a tripod—, all other vertices of
the copy are flat, and the three arrows correspond to the three edges of Gk. The
resulting geometric graph Fk has nk = 5k vertices and is not planar. Since Fk

has k tripod vertices, by Lemma 2, seg3(Fk) ≤ nk/2 + k = 3.5k = 7nk/10.

Fig. 5. Gadget for the
proof of Proposition 5
(Color figure online)

In order to bound seg3(Fk) from below, we consider
two possibilities for the drawing of each subgraph K2,3;
either it lies in a plane or it doesn’t. In the planar case,
the convex hull of the drawing has at least three extreme
points. If none of them was a tripod then there would be
exactly three extreme points, each a black vertex. Thus
we could place an additional white vertex in the exterior
of the convex hull and connect it to all black vertices,
obtaining an impossible plane drawing of K3,3. In the
non-planar case, the convex hull consists of at least four vertices. Three of these
may connect K2,3 to Fk − V (K2,3), but again at least one must be a tripod.

In both cases we hence have t(δ) ≥ k for any 3D drawing δ of Fk. Now
Lemma 2 yields seg(δ) = nk/2 + t(δ) ≥ 3.5k. ��

5 Open Problems

Apart from improving our bounds, we have the following open problem.

Open Problem 3. Can we produce drawings in 3D (or with bends or crossings
in 2D) that fit on grids of small size?

Acknowledgments. We thank the organizers and participants of the 2019 Dagstuhl
seminar “Beyond-planar graphs: Combinatorics, Models and Algorithms”. In particu-
lar, we thank Günter Rote and Martin Gronemann for suggestions that led to some of
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Abstract. We introduce the novel concepts of local and union book
embeddings, and, as the corresponding graph parameters, the local page
number pn�(G) and the union page number pnu(G). Both parameters
are relaxations of the classical page number pn(G), and for every graph
G we have pn�(G) � pnu(G) � pn(G). While for pn(G) one minimizes
the total number of pages in a book embedding of G, for pn�(G) we
instead minimize the number of pages incident to any one vertex, and
for pnu(G) we instead minimize the size of a partition of G with each part
being a vertex-disjoint union of crossing-free subgraphs. While pn�(G)
and pnu(G) are always within a multiplicative factor of 4, there is no
bound on the classical page number pn(G) in terms of pn�(G) or pnu(G).
We show that local and union page numbers are closer related to the
graph’s density, while for the classical page number the graph’s global
structure can play a much more decisive role. We introduce tools to
investigate local and union book embeddings in exemplary considerations
of the class of all planar graphs and the class of graphs of tree-width k.
As an incentive to pursue research in this new direction, we offer a list
of intriguing open problems.

Keywords: Book embedding · Page number · Stack number · Local
covering number · Planar graph · Tree-width

1 Introduction

A linear embedding of a graph G = (V,E) is a tuple (≺,P) where ≺ is a total
ordering1 of the vertex set V and P = {P1, . . . , Pk} is a partition of the edge set
E. The ordering ≺ is sometimes called the spine ordering, and each part Pi of P
is called a page. For a given spine ordering ≺, two edges uv, xy ∈ E with u ≺ v
and u ≺ x ≺ y are said to be crossing if u ≺ x ≺ v ≺ y. A linear embedding
(≺,P) is a book embedding if for any two edges uv and xy in E we have

if u ≺ x ≺ v ≺ y and uv ∈ Pi, xy ∈ Pj then i �= j. (1)

1 We define ≺ as a linear ordering. However, in a few places we shall think of ≺ as
a cyclic ordering. This is legitimate as we are interested in crossing edges only, and
these are preserved under cyclic shifts.
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So Eq. (1) simply states that no two edges in the same page are crossing, or
equivalently, any two crossing edges are assigned to distinct pages in P.

Book embeddings were introduced by Ollmann [24] as well as Bernhart and
Kainen [3], see also [17]. Besides their apparent applications in real-world prob-
lems (see e.g. [8,26] and the numerous references in [9]), book embeddings enjoy
steady popularity in graph theory; see for example [11,16,21,27,30,33], just
to name a few. In most cases (also including the generalizations for directed
graphs [4] or pages with limited crossings [5]), one seeks to find a book embed-
ding with as few pages as possible for given graph G. In particular, (≺,P) is
a k-page book embedding if |P| = k, and the page number of G, denoted by
pn(G), is the smallest k for which we can find a k-page book embedding of G.
(We remark that pn(G) is sometimes also called the book thickness [3] or stack
number [9] of G.)

As the main contribution of the present paper, we propose two relaxations
of the page number parameter: The local page number pn�(G) and the union
page number pnu(G). We initiate the study of these parameters by compar-
ing pn�(G), pnu(G), and pn(G) for graphs G in some natural graph classes,
such as planar graphs (c.f. Sect. 3), graphs of bounded density (c.f. Sect. 2), and
graphs of bounded tree-width (c.f. Sect. 4). Besides these bounds, a (perhaps not
surprising) result showing computational hardness (c.f. Theorem 4), and a few
structural observations, we also give some intriguing open problems at the end
of the paper in Sect. 5.

Before listing our specific results in Sect. 1.1 below, let us define and motivate
the novel parameters local and union page numbers.

Local Page Numbers. For a book embedding (≺,P) of graph G = (V,E)
and a vertex v ∈ V , let us denote by Pv the subset of pages that contain at least
one edge incident to v. Then we define:

– A book embedding is k-local if |Pv| � k for each v ∈ V , i.e., each vertex has
incident edges on at most k pages.

– The local page number, denoted by pn�(G), is the smallest k for which we can
find a k-local book embedding of G.

Thus, we seek to find a book embedding with any number of pages (possibly
more than pn(G)), but with no vertex having incident edges on more than k of
these pages. As each k-page book embedding is a k-local book embedding,

for any graph G we have pn�(G) � pn(G). (2)

However, pn�(G) can be strictly smaller than pn(G). For example, K5 and K3,3

both have page number 3 and local page number 2. As illustrated in Fig. 1, K5

admits a 2-local 3-page book embedding, i.e., this book embedding simultane-
ously certifies pn(K5) � 3 and pn�(K5) � 2. In the left of Fig. 1 we have a 2-local
4-page book embedding of K3,3 (when the three orange/thick edges are put into
three separate pages). So here, the introduction of “extra” pages, additionally
to the necessary pn(K3,3) = 3 pages in every book embedding of K3,3, allowed
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us to actually reduce the maximum number of pages incident to any one vertex
from 3 to pn�(K3,3) = 2. And for some graphs G with pn�(G) = k, in fact all
k-local book embeddings have more than pn(G) pages.

Fig. 1. Comparison of local, union, and classical page numbers on the examples of K3,3

and K5. Left: 2-page union embedding of K3,3. Right: 2-local book embedding of K5.

Union Page Numbers. For a linear embedding (≺,P) (so not necessarily a
book embedding) of graph G = (V,E) and a page P ∈ P, let us denote by GP

the subgraph of G on all edges in P and all vertices with some incident edge in
P . Then we define:

– A linear embedding (≺,P) is a union embedding if (≺, {E(C)}) is a (1-page)
book embedding for each connected component C of GP and each P ∈ P,
i.e., each connected component of each page is crossing-free.

– The union page number, denoted by pnu(G), is the smallest k for which we
can find a k-page union embedding of G.

In other words, in a union embedding, each page is the vertex-disjoint union of
crossing-free graphs; hence the name “union page number”. So we allow crossing
edges on a single page P , as long as these are contained in different components
of GP . For the union page number pnu(G) we minimize the number of pages,
just like for the classical page number pn(G).

Again, each k-page book embedding is also a k-page union embedding, giving
pnu(G) � pn(G). Moreover, each k-page union embedding can be transformed
into a k-local book embedding by putting each component of each page onto a
separate page, giving pn�(G) � pnu(G). Summarizing,

for any graph G we have pn�(G) � pnu(G) � pn(G). (3)

Consider again the linear embedding of K3,3 in the left of Fig. 1, but this time
put all three orange/thick edges on the same page P . These edges are pairwise
crossing, so this is not a book embedding. However these edges lie in separate
connected components of GP , so this is a union embedding. As we found a 2-page
union embedding of K3,3, we see pnu(K3,3) � 2 < 3 = pn(K3,3).

Comparing union and local page numbers, we have that pn�(G) can be strictly
smaller than pnu(G). For example, we have already seen in Fig. 1 that pn�(K5) �
2, and we claim that pnu(K5) > 2. Indeed, for the cyclic spine ordering v1 ≺
· · · ≺ v5 and pages P1, P2 we may assume by symmetry that v1v3, v1v4, v2v5 ∈ P1

and v2v4, v3v5 ∈ P2. As each connected component of GP1 and GP2 is crossing-
free, v2 and v3 are in distinct components in both page P1 and page P2, leaving
no way to assign the edge v2v3.
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Motivation. Local and union page numbers are motivated by local and union
covering numbers as introduced by Knauer and the second author [19]. In order
to give a brief summary of the covering number framework, consider a graph H
and a graph class G. An injective G-cover of H is a set S = {G1, . . . , Gm} of
subgraphs2 of H such that H = G1 ∪ · · · ∪ Gm and Gi ∈ G for i = 1, . . . , m.
In other words, H is covered by (is the union of) some m (possibly isomorphic)
graphs from G. Moreover, let G denote the class of all finite vertex-disjoint unions
of graphs in G, meaning that G ∈ G if and only if G is the vertex-disjoint union
of some number of graphs in G.

The global G-covering number of H, denoted by cnG
g (H), is the smallest m

such that there exists an injective G-cover of H of size m, i.e., using m graphs
in G. The union G-covering number of H, denoted by cnG

u(H), is the smallest m
such that there exists an injective G-cover of H of size m, i.e., using m vertex-
disjoint unions of graphs in G. The local G-covering number of H, denoted by
cnG

� (H), is the smallest k such that there exists an injective G-cover of H in
which every vertex of H is contained in at most k graphs of the cover, i.e., using
any number of graphs from G but with no vertex of H being contained in more
than k of these.3

Many graph parameters (including arboricities, thickness parameters, vari-
ants of chromatic numbers, several Ramsey numbers, and interval representa-
tions) are G-covering numbers of a certain type and for a certain graph class G.
Moreover, recently the global-union-local framework was extended to settings
that do not directly concern graph covers, such as the local and union boxic-
ity [6], and the local dimension of posets [29], which has stimulated research
drastically [2,7,12,18,20,28]. Our proposed local and union page numbers nat-
urally arise from the covering number framework by using ordered graphs and
ordered subgraphs in the above definitions and taking G to be the class of all
crossing-free ordered graphs.

Particularly the local page number might be very useful in applications. For
example, oftentimes the spine ordering ≺ of G is already given from the prob-
lem formulation (by time stamps, geographic positions or a genetic sequence).
Then the edges of G model some kind of connections and classical book embed-
dings are used to distribute the connections to machines that can process sets of
connections that satisfy the LIFO (last-in-first-out) property. Local book embed-
dings could be used to model situations in which the total number of machines
is not the scarce resource but rather the number of machines working on the
same element, i.e., vertex. Imagine for example limited capacity at each element
in terms of computing power (as for cell phones) or simply spatial restrictions
(as for genes). This kind of task is precisely modeled by local book embeddings
and the local page numbers.

2 In a general G-cover one considers graph homomorphisms from graphs in G into H.
However, we consider here only injective G-covers, which is equivalent to considering
subgraphs of H.

3 The covering number framework includes a fourth covering number, the folded G-
covering number of H, which we omit here, so as not to congest the discussion.
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1.1 Our Contribution

First, we show that the new parameters pn�(G) and pnu(G) can be arbitrarily
smaller than the classical page number pn(G), while local and union page number
are always at most a multiplicative factor of 4 apart.

Theorem 1. For any k � 3 and infinitely many values of n, there exist n-vertex
graphs G with

pn�(G) � pnu(G) � k + 2 and pn(G) = Ω
(√

kn1/2−1/k
)

.

In contrast, for every graph G we have pnu(G) � 4 pn�(G) + 2.

While for every planar graph G we have pn(G) � 4 [33], it is not known
whether there is a planar graph G with pn(G) = 4. The best known lower bound
was given by Bernhart and Kainen [3], who presented a planar graph G with
pn(G) = 3. That very graph satisfies pn�(G) = 2, but we can augment it to a
planar graph with local page number 3.

Theorem 2. There is a planar graph G with pn�(G) = 3.

For graphs G with tree-width k, it is known that pn(G) � k if k ∈ {1, 2} [25]
and pn(G) � k + 1 if k � 3 [13], and both bounds are best possible [10,30]. For
the local and union page number we get a lower bound of k.

Theorem 3. For every k � 1 there is a graph G of tree-width k with pnu(G) �
pn�(G) � k.

Finally, it is known that pn(G) � 2 if and only if G is a subgraph of a planar
Hamiltonian graph [3]. Hence, it follows from [31] that deciding pn(G) � 2 is
NP-complete, which easily generalizes to pn(G) � k for each k � 2. (Since
pn(G) = 1 is equivalent to G being outerplanar, this can be efficiently tested.) If
the spine ordering ≺ is already given, the problem of finding an edge partition
into k crossing-free pages is equivalent to that of properly k-coloring circle graphs
and hence determining the smallest such k is NP-complete [14]. While properly
k-coloring circle graphs is polynomial-time solvable for k = 2, it is open whether
the problem becomes NP-hard for fixed k � 3. For the local page number we
have NP-completeness for fixed spine ordering ≺ and each fixed k � 3.

Theorem 4. For any k � 3, it is NP-complete to decide for a given graph G
and given spine ordering ≺, whether there exists an edge partition P such that
(≺,P) is a k-local book embedding.

For a proof of Theorem 4 we refer the interested reader to the Bachelor’s
thesis of the first author [22].
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2 Bounds in Terms of Density

Though not a fixed mathematical concept, the density of a graph G = (V,E)
quantifies the number |E| of edges in terms of the number |V | of vertices. An
important specification of density is the maximum average degree of G defined
by

mad(G) = max
{

2|E(H)|
|V (H)| | H ⊆ G,H �= ∅

}
.

Recall that for a linear embedding (≺,P) of G = (V,E) and a page P ∈ P we
denote by GP = (VP , P ) the subgraph of G on all edges in P and all vertices of
G with at least one incident edge in P . Clearly, if P is crossing-free, then GP is
outerplanar and thus |P | � 2|VP | − 3. As

⋃
P∈P P = E and VP ⊆ V for each

page P , we immediately get an upper bound on the density of any graph with a
k-local book embedding.

Lemma 5. For any graph G = (V,E) we have

pn�(G) � max
{ |E(H)|

2|V (H)| − 3
| H ⊆ G,H �= ∅

}
.

Proof. Let H be any non-empty subgraph of a graph G of local page number
pn�(G) = k. Then there is a k-local book embedding (≺,P) of H, each page P
of which describes an outerplanar graph HP = (VP , P ). Thus

|E(H)| �
∑
P∈P

(2|VP | − 3) � 2k|V (H)| − 3|P| � pn�(G) · (2|V (H)| − 3).

	

From Lemma 5 and Eq. (3) we conclude for every graph G that

pn(G) � pnu(G) � pn�(G) � mad(G)/4. (4)

In other words, the graph’s density gives a lower bound on all three kinds of
page numbers. Perhaps surprisingly, there is also an upper bound on the union
and local page numbers in terms of the graph’s density.

Nash-Williams [23] proved that any graph G edge-partitions into k forests if
and only if

k � max
{ |E(H)|

|V (H)| − 1
| H ⊆ G, |V (H)| � 2

}
.

The smallest such k, the arboricity a(G) of G, thus satisfies 1
2 mad(G) < a(G) �

1
2 mad(G) + 1. The star arboricity sa(G) of G is the minimum k such that G
edge-partitions into k star forests. Thus sa(G) is the union G-covering number
of G with respect to the class G = {K1,n | n ∈ N} of all stars. Using the
covering number framework, Knauer and the second author [19] introduced the
corresponding local G-covering number, the local star arboricity sa�(G), as the
minimum k such that G edge-partitions into some number of stars, but with each
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vertex having an incident edge in at most k of these stars. It is known [1,19]
that sa(G) and sa�(G) can be bound in terms of a(G) as

a(G) � sa(G) � 2 a(G) and a(G) � sa�(G) � a(G) + 1.

Theorem 6. For any graph G we have pn�(G) � sa�(G) and pnu(G) � sa(G).
In particular, we have

mad(G)
4

� pn�(G) � mad(G)
2

+ 2 and
mad(G)

4
� pnu(G) � mad(G) + 2.

Proof. Take an arbitrary spine ordering ≺ and an edge-partition P into stars.
Then each page is crossing-free, which shows pn�(G) � sa�(G). Now take an
arbitrary spine ordering ≺ and an edge-partition P into star forests. Then each
connected component on each page is a star and thus crossing-free, which shows
pnu(G) � sa(G). 	


Though Theorem 6 is merely an observation, it has a number of interesting
consequences. First of all, the local and union page number are not too far
apart: pn�(G) � pnu(G) � 4 pn�(G) + 2. However, the local and union page
numbers can be very far from the classical page number. For example, we have
sa�(G) � k = mad(G) for every k-regular graph G, and hence pn�(G) � k and
pnu(G) � k + 2 whenever G is k-regular. On the other hand, Malitz [21] proved
that for every k � 3 there are n-vertex k-regular graphs G with page number
pn(G) = Ω(

√
kn1/2−1/k). Together this proves Theorem 1.

For planar G we have a(G) � 3 [23], hence sa�(G) � 4 [19], as well as
sa(G) � 5 [15]. Hence, Theorem 6 immediately gives the following (without
relying on Yannakakis’ result [33]).

Corollary 7. For every planar graph G we have pn�(G) � 4 and pnu(G) � 5.

3 Planar Graphs

In this section we consider planar graphs. In particular, we prove Theorem 2
stating the existence of a planar graph with local page number 3. Our planar
graph will be a large enough stacked triangulation (also known as planar 3-trees,
chordal triangulations, or Apollonian networks). For this let T0

∼= K3 and for
n � 1 define Tn as obtained from Tn−1 by placing a new vertex vΔ in each facial
triangle Δ of Tn−1, and connecting vΔ by edges to each of the three vertices of
Δ. Thus, for n � 0 we have |V (Tn)| = 3n + 2.

Suppose for the sake of contradiction there is a 2-local book embedding (≺,P)
of T9. We consider the subgraphs T0 ⊆ T1 ⊆ · · · ⊆ T9 of T9.

Claim. There exists an edge vw in T1 with Pv = Pw and |Pv| = |Pw| = 2.

Indeed, consider the four vertices v1, v2, v3, v4 of one of the two K4 subgraphs
in T1. Without loss of generality assume that |Pv1 | = · · · = |Pv4 | = 2. As
Pvi

∩ Pvj
�= ∅ for any i, j ∈ {1, . . . , 4}, we can see Pv1 , . . . ,Pv4 as four pairwise
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Fig. 2. Part of the planar graph with local page number 3 (left) and part of the
hypothetical 2-local book embedding (right).

incident edges in a multigraph I on vertex set P, where two vertices of I are
connected by an edge if there is common vertex of G on the two respective
pages. Thus, if Pv1 , . . . ,Pv4 were pairwise distinct, they would form a star, i.e.,
all pairwise intersections would be the same page P ∈ P. But then the whole
K4 subgraph on v1, . . . , v4 would be embedded on page P , which is impossible
as K4 is not outerplanar.

So let vw be an edge in T1 with Pv = Pw = {P1, P2}. By the inductive
construction of stacked triangulations, there is a set X = {x1, . . . , x7} of seven
vertices in T8 − T1 that are incident to v and w and induce a path in T9; see
Fig. 2. By pigeon-hole principle and cyclic shifts of ≺, we may assume that
v ≺ x1 ≺ x2 ≺ x3 ≺ x4 ≺ w, where x1, . . . , x4 are consecutive in ≺ when
restricted to X. Each of vxi and wxi, i = 1, . . . , 4, lies on P1 or P2; say vx4 ∈
P1. Then wx1, wx2, wx3 ∈ P2, and thus vx2, vx3 ∈ P1. In particular, we have
Px2 = Px3 = {P1, P2}.

Now observe that x2 cannot be adjacent to any vertex y with x3 ≺ y and
y �= w. Indeed, such an edge x2y would cross the edge vx3 ∈ P1 and one of
wx1, wx3 ∈ P2. Symmetrically, x3 cannot be adjacent to any vertex y with
y ≺ x2 and y �= v. As X induces a path in T9 and no vertex of X lies between
x2 and x3 in ≺, it follows that x2x3 is an edge of the path. By symmetry
assume x2x3 ∈ P1. This implies that v cannot be adjacent to any vertex y with
x2 ≺ y ≺ x3, as such an edge vy would cross the edges x2x3 ∈ P1 and wx2 ∈ P2.

But then v, x2, x3 form a facial triangle Δ of T8 with all three edges on page
P1. However, there is no possible placement for the vertex y = vΔ in T9 that is
adjacent to each of v, x2, x3. Thus, the planar graph T9 admits no 2-local book
embedding, which proves Theorem 2.

4 Graphs with Bounded Tree-Width

In this section we investigate the largest union page number and the largest
local page number among all graphs of tree-width k. Clearly it suffices to consider
edge-maximal graphs of tree-width k, the so-called k-trees, which are inductively
defined as follows: A graph G is a k-tree if and only if G ∼= Kk+1 or G is obtained
from a smaller k-tree G′ by adding one new vertex v whose neighborhood in G′

is a clique of order k.
As our main tool in this section, let us define a linear embedding (≺,P) to be

a forest embedding if the edges on each page P ∈ P form a forest. For a graph G,
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we say that a book embedding (≺,P) of some other graph Ḡ = (V̄ , Ē) contains
a forest embedding of G if there exists a set X ⊆ V̄ such that G ∼= Ḡ[X] and
(≺,P) restricted to Ḡ[X] is a forest embedding of G.

Lemma 8. For every � ∈ N and every k-tree G there exists a k-tree Ḡ such that
every �-local book embedding of Ḡ contains a forest embedding of G.

Proof. We find Ḡ based on G = (V,E) by induction on |V | as follows.
In the base case we have G ∼= Kk+1 and we find Ḡ by induction on k. In the

base case of this inner induction we have k = 1 and it suffices (for any �) to take
Ḡ = G ∼= K2. For k > 1, we get from induction a (k − 1)-tree Ḡk−1 all of whose
�-local book embeddings contain a forest embedding of Kk. Starting with Ḡk−1,
add for each k-clique C in Ḡk−1 an independent set IC of 3k2� vertices, together
with all possible edges between C and IC . The resulting graph has tree-width k
and hence can be augmented to a k-tree Ḡ. Consider any book embedding (≺,P)
of Ḡ. The inherited book embedding of Ḡk−1 ⊆ Ḡ contains a forest embedding
of Kk, i.e., we have a forest embedding of some k-clique C in Ḡk−1. If one vertex
v in IC has its k incident edges on k pairwise different pages, then we have a
forest embedding of C ∪ v ∼= Kk+1, as desired. Otherwise, each vertex v in IC

has two incident edges on the same page in P joining v with two vertices in C.
By pigeon-hole principle, for a set I ′ of at least |IC |/k2 = 3� vertices of IC these
are the same two vertices c, c′ of C. Since each of c, c′ has incident edges on at
most � pages, again by pigeon-hole principle, one page in P contains the edges
between c, c′ and at least |I ′|/� = 3 vertices in I ′. However this is a contradiction
as K2,3 is not outerplanar.

Now for the induction step of the outer induction, assume that G is a k-tree
with |V | > k + 1 vertices. Then G is obtained from a k-tree G′ by adding one
vertex v whose neighborhood in G′ is a clique of order k. From induction we get
a k-tree Ḡ′ all of whose �-local book embeddings contain a forest embedding of
G′. Now we can do the same argument as before: Obtain Ḡ from Ḡ′ by adding
for each k-clique C in Ḡ′ an independent set IC of size 3k2�, together with all
possible edges between C and IC . Then any �-local book embedding of Ḡ induces
an �-local book embedding of Ḡ′, which hence contains a forest embedding of
G′. Let C be the k-clique in G′ that forms the neighborhood of v in G. The
same argumentation as above then shows that at least one vertex in IC has its k
incident edges to C on k distinct pages, giving the desired forest embedding of G.
(Essentially, the only difference to the base case is that adding the independent
sets to Ḡ′ gives a full k-tree, since Ḡ′ is already a k-tree.) 	


Having Lemma 8, Theorem 3 (the existence of a k-tree with local page num-
ber k) follows with two simple edge counts.

If G = (V,E) admits a �-local forest embedding (≺,P), then

|E| �
∑
P∈P

(|VP | − 1) � �|V | − |P| � �(|V | − 1). (5)
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If G = (V,E) is a k-tree, then

|E| = k|V | −
(

k + 1
2

)
. (6)

To prove Theorem 3, we shall find for each k � 1 a k-tree whose local
page number is at least k. For k = 1 there is nothing to show. For k � 2,
let G0 = (V,E) be any k-tree with |V | >

(
k+1
2

) − (k − 1) (Note that this is a
vertex count!) and let G = Ḡ0 be the corresponding k-tree given by Lemma 8
for � = k − 1. Assuming for the sake of contradiction that pn�(G) � k − 1, we
obtain a (k − 1)-local forest embedding (≺,P) of G0. Then

|E| 5
� (k − 1)(|V | − 1) = k|V | − (|V | + (k − 1)) < k|V | −

(
k + 1

2

)
6= |E|,

a contradiction. Hence pn�(G) � k, as desired.
To end this section, let us also discuss some further implications of Lemma

8. We leave it open whether every k-tree has local page number at most k, i.e.,
whether the lower bound in Theorem 3 is tight. By Lemma 8 this is equivalent
to every k-tree admitting a k-local forest book embedding. By putting each
tree in each forest on a separate page, we even get a k-local forest embedding
(≺,P) with a tree on each page. Moreover, by Eqs. (5) and (6) we would have
|P| �

(
k+1
2

)
, i.e., no more than

(
k+1
2

)
trees in total, while at most k at any one

vertex.
And we get a similar statement for the maximum union page number of k-

trees. Suppose (≺,P) is an �-union embedding of some graph, and that on all
pages in P together we have m connected components. Putting each connected
component on a separate (new) page, we obtain an �-local book embedding
(≺, P̃) with |P̃| = m pages. Now if pnu(G) � k for all k-trees, then Lemma 8
implies that every k-tree even admits a k-union forest embedding. Moreover, by
Eqs. (5) and (6) we get a forest embedding with m �

(
k+1
2

)
trees in total, while

having at most k at any one vertex.
Specifically, in order to prove pn�(G) � k for every k-tree G, our task is to

find a partition P of the edges in G into at most
(
k+1
2

)
trees, such that every

vertex is contained in no more than k of these trees, as well as a spine ordering
≺ for which each of the trees is non-crossing. The first part has a very natural
solution: Every k-tree G has chromatic number k+1 and admits a unique4 proper
(k + 1)-vertex coloring φ. Moreover, there are exactly

(
k+1
2

)
pairs of colors in φ,

any pair of color classes induces a tree in G, and each vertex of G is contained
in exactly k of these trees. Hence every k-tree G edge-partitions into

(
k+1
2

)
trees

with each vertex being contained in k of these trees. Note that in this cover,
every (k + 1)-clique in G has all

(
k+1
2

)
edges in pairwise distinct trees.

We have however not been able to prove (or disprove) the existence of a
spine ordering ≺ under which no pair of color classes induces a crossing. If such
exists, it would show pn�(G) � k for all k � 1 and pnu(G) � k for k odd and

4 Up to relabeling of color classes.
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Fig. 3. Illustrations of some k-local book embeddings of Kn for n = 6, 9, 11, 15. The
shown page for n = 6 (n = 11, n = 15) is repeated 3 times (11 times, 15 times), each
shifted cyclically by one position.

pnu(G) � k +1 for k even. Note that for the union page number we also need to
group the

(
k+1
2

)
trees into as few forests of vertex-disjoint trees as possible. Due

to the nature of our coloring, this is equivalent to properly edge-coloring Kk+1;
hence the distinction on the parity of k.

5 Conclusions and Open Problems

In this paper we presented two novel graph parameters: the local page number
pn�(G) and the union page number pnu(G). Both parameters are weakenings of
the classical page number pn(G) and we have pn�(G) � pnu(G) � pn(G). Hence,
one might be able to strengthen existing lower bounds of the form pn(G) � X
by showing pnu(G) � X or even pn�(G) � X. On the other hand, one might be
able to support conjectured upper bounds of the form pn(G) � X by showing
the weaker bounds pn�(G) � X or even pnu(G) � X.

In this paper we started to pursue this direction of research. Let us list some
concrete cases that are still open:

– For the complete graph Kn it is known [3] that pn(Kn) = n/2�. On the
other hand, the density of Kn implies that pn�(Kn) � (n − 1)/4� (Lemma
5). In Fig. 3 we indicate some k-local book embeddings of Kn for some small
values of n. According to this pn�(K6) � 2, pn�(K9) � 3, pn�(K11) � 4, and
pn�(K15) � 5. Using the inequality |E(G)| � 2 pn�(G)|V (G)| − 3 pn(G) from
the proof of Lemma 5, we see that pn�(K7) � 3. (And with one further trick
we get pn�(K10) � 4.) We refer to [22] for more details, and state it is an
open problem to improve the following general bounds:

⌈
n − 1

4

⌉
� pn�(Kn) � pnu(Kn) � pn(Kn) =

⌈n

2

⌉

– In 1989, Yannakakis [33] proved that for any planar graph G we have pn(G) �
4, while removing an earlier claim [32] that there would be some planar graph
G with pn(G) � 4. Ganley and Heath [13] observed that stacked triangulation
T2 (using our notation from Sect. 3, but also known as the Goldner-Harary
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graph) is a planar graph with pn(T2) = 3, which remains until today the best
known lower bound. While pn�(T2) = 2, we show in Sect. 3 that pn�(T9) = 3,
while we leave it as an open problem to improve on the bounds

3 � max
G planar

pn�(G) � max
G planar

pnu(G) � max
G planar

pn(G) � 4.

– We have a similar open problem for k-trees, where we refer to the detailed
discussion at the end of Sect. 4.

k � max
G k-tree

pn�(G) � max
G k-tree

pnu(G) � max
G k-tree

pn(G) =

{
k if k � 2
k + 1 if k � 3

Besides determining the local and union page numbers for other graph classes
(like for example regular graphs), it is also interesting to further analyze the rela-
tion between pn�(G),pnu(G), a(G) and sa(G). For example, what is the maxi-
mum of pnu(G)/pn�(G) over all graphs G?

Finally, let us mention that changing the non-crossing condition Eq. (1)
underlying the notion of book embeddings to for example a non-nesting condi-
tion, we get local and union versions of queue numbers. Interestingly, the proof
of Theorem 6 remains valid and so does Corollary 7, giving that every planar
graph has local queue number at most 4 and union queue number at most 5.
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Abstract. A k-page linear graph layout of a graph G = (V, E) draws
all vertices along a line � and each edge in one of k disjoint halfplanes
called pages, which are bounded by �. We consider two types of pages.
In a stack page no two edges should cross and in a queue page no edge
should be nested by another edge. A crossing (nesting) in a stack (queue)
page is called a conflict. The algorithmic problem is twofold and requires
to compute (i) a vertex ordering and (ii) a page assignment of the edges
such that the resulting layout is either conflict-free or conflict-minimal.
While linear layouts with only stack or only queue pages are well-studied,
mixed s-stack q-queue layouts for s, q ≥ 1 have received less attention.
We show NP-completeness results on the recognition problem of certain
mixed linear layouts and present a new heuristic for minimizing conflicts.
In a computational experiment for the case s, q = 1 we show that the new
heuristic is an improvement over previous heuristics for linear layouts.

1 Introduction

Linear graph layouts, in particular book embeddings [1,12] (also known as stack
layouts) and queue layouts [9,10], form a classic research topic in graph drawing
with many applications beyond graph visualization as surveyed by Dujmović and
Wood [6]. A k-page linear layout Γ = (≺,P) of a graph G = (V,E) consists of an
order ≺ on the vertex set V and a partition of E into k subsets P = {P1, . . . , Pk}
called pages. Visually, we may represent Γ by mapping all vertices of V in the
order ≺ onto a line �. Each page can be represented by mapping all edges to
semi-circles connecting their endpoints in a halfplane bounded by �. If a page
P is a stack page, then no two edges in P may cross, or at least the number
of crossings should be minimized. More precisely, two edges uv, wx in P cross
(assuming u ≺ v, w ≺ x, and u ≺ w) if and only if their vertices are ordered as
u ≺ w ≺ v ≺ x. Conversely, if a page P is a queue page, then no two edges in P
may be nested, or at least the number of nestings should be minimized. Here,
an edge wx is nested by an edge uv if and only if their vertices are ordered as
u ≺ w ≺ x ≺ v (under the same assumptions as above).

Stack and queue layouts have mostly been studied for planar graphs with
a focus on investigating the stack number (also called book thickness) and the
queue number of graphs, which correspond to the minimum integer k, for which
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a graph admits a k-stack or k-queue layout. It is known that recognizing graphs
with queue number 1 or with stack number 2 is NP-complete [1,10]. Further, it
is known that every planar graph admits a 4-stack layout [16], but it is open
whether the stack number of planar graphs is actually 3. Due to their practi-
cal relevance, book drawings, i.e., stack layouts in which crossings are allowed,
have also been investigated from a practical point of view. Klawitter et al. [11]
surveyed the literature and performed an experimental study on several state-
of-the-art book drawing algorithms aiming to minimize the number of crossings
in layouts on a fixed number of stack pages. Conversely, for queue layouts it
was a longstanding open question whether planar graphs have bounded queue
number [9]; this was recently answered positively by Dujmović et al. [5].

Mixed layouts, which combine s ≥ 1 stack pages and q ≥ 1 queue pages,
are studied less. For an s-stack q-queue layout Γ = (≺,P), the set of pages P
is itself partitioned into the stack pages S = {S1, . . . , Ss} and the queue pages
Q = {Q1, . . . , Qq}. Heath and Rosenberg [10] conjectured that every planar
graph admits a 1-stack 1-queue layout, but this has been disproved recently by
Pupyrev [13], who conjectured that instead every bipartite planar graph has a
1-stack 1-queue layout. Pupyrev further provides a SAT-based online tool for
testing the existence of an s-stack q-queue layout1.

Contributions. We first show two NP-completeness results in Sect. 2. The first
one shows that testing the existence of a 2-stack 1-queue layout is NP-complete,
and the other proves that an NP-complete mixed layout recognition problem
with fixed vertex order remains NP-complete under addition of stack or queue
pages. Next, we focus our attention on 1-stack 1-queue layouts and propose, to
the best of our knowledge, the first heuristic targeted at minimizing conflicts in
1-stack 1-queue layouts, see Sect. 3. In a computational experiment in Sect. 4 we
show that our heuristic achieves fewer conflicts compared to previous heuristics
for stack layouts with a straightforward adaptation to mixed layouts.
Due to space constraints, proofs of statements marked with �, as well as some
additional plots are available only in the full version of this paper [4].

2 Complexity

In this section we give new complexity results regarding mixed linear layouts.
For Theorem 1 we first make some useful observations, see the full paper [4]
for details. Let K8 be the complete graph on eight vertices and Γ = (≺,
{S1, S2}, {Q}) a 2-stack 1-queue layout of a K8. Using exhaustive search2 we
verified that in such a 2-stack 1-queue layout the three longest edges are in
S1 ∪ S2 and the edges between the first and third, and the sixth and eighth
vertex in ≺ are in Q. Finally, for two K8’s only the last and first vertex from
each K8 can interleave.

1 http://be.cs.arizona.edu.
2 Source code available at https://github.com/pdecol/mixed-linear-layouts.

http://be.cs.arizona.edu
https://github.com/pdecol/mixed-linear-layouts
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Fig. 1. (a) A 2-stack 1-queue layout of a double-K8. Only the left K8 is drawn fully,
dashed edges are in the queue page. (b) Sketch of the gadget for Theorem 1.

Let G1 = (V1, E1) and G2 = (V2, E2) be two distinct K8’s. A double-K8

G is formed, by identifying two so-called shared vertices u, v of G1 and G2

with each other and adding one more edge wz between so-called outer vertices
w ∈ V1, z ∈ V2 such that neither w nor z is one of the shared vertices, see
Fig. 1(a). For any 2-stack, 1-queue layout Γ = (≺, {S1, S2}, {Q}) of a double-K8

we verified with exhaustive search that the shared vertices have to be the two
middle vertices in ≺ and that the outer vertices are always the first and last
vertices in the ordering of such a layout.

Lemma 1 (�). Let G = (V,E) be a double-K8 with outer vertices w, z and two
additional vertices a, b ∈ V with an edge ab ∈ E. In every 2-stack 1-queue layout
Γ = (≺, {S1, S2}, {Q}) of G, with w ≺ a ≺ z and b ≺ w or z ≺ b, it holds that
ab ∈ Q and a is between the first or last three vertices in the double-K8.

Corollary 1 (�). Let G1 = (V1, E1) and G2 = (V2, E2) be two double-K8’s. In
a 2-stack 1-queue layout Γ of G1 ∪G2 with linear order ≺, either u ≺ v or v ≺ u
for all u ∈ V1, v ∈ V2.

Let G = (V,E) be a graph consisting of two double-K8’s G1 = (V1, E1) and
G2 = (V2, E2). Let w1 ∈ V1 and w2 ∈ V2 be two outer vertices. Further, let
x1, x2 ∈ V1 and y1, y2 ∈ V2 be four vertices such that x1, x2 are in the same K8

as w1, w2 respectively for y1, y2, and none of them is a shared vertex. Finally,
add a vertex u to V and the edges x1y1, x2y2, w1u, and w2u to E, see Fig. 1(b).

Lemma 2 (�). Let G = (V,E) be the graph constructed as above. Then in any 2-
stack 1-queue layout Γ = (≺, {S1, S2}, {Q}) of G we find, w.l.o.g., w1 ≺ u ≺ w2

and w1u,w2u ∈ S1 ∪ S2.

Theorem 1. Let G = (V,E) be a simple undirected graph. It is NP-complete to
decide if G admits a 2-stack 1-queue layout.

Proof. The problem is clearly in NP. We show the result by a reduction from the
problem of deciding the existence of a 2-stack layout, which is NP-complete and
equivalent to decide whether a graph is subhamiltonian [1,2]. Let G′ = (V ′, E′)
be a graph constructed as in Lemma 2. Identify the special vertex u in V ′ with
any vertex in G and add the rest of G to G′. Clearly, if G has a 2-stack layout, we
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can construct a 2-stack 1-queue layout of G′ as sketched in Fig. 1(b). Conversely,
let Γ = (≺, {S1, S2}, {Q}) be a 2-stack 1-queue layout of G′. As for u in Lemma 2,
we find that w1 ≺ v ≺ w2 for every neighbor v ∈ V of u. By induction we find
for all v′ ∈ V that w1 ≺ v′ ≺ w2. Hence all edges in G are nested by x1y1 and
x2y2, which are both in Q. It follows that G has a 2-stack layout. ��

Our second complexity result shows that adding stack or queue pages to the
specification of an already NP-complete mixed linear layout problem with given
vertex order ≺ remains NP-complete. Note that for s = 4 and q = 0 the problem
of deciding if the edges can be assigned to the pages even when the vertex order
is fixed is known to be NP-complete [15].

Theorem 2. (�). Let G = (V,E) be a simple undirected graph and ≺ a fixed
order of V . If it is NP-complete to decide if G admits an s-stack q-queue layout
respecting ≺, then it is also NP-complete to decide if G admits (i) an s-stack (q+
1)-queue layout or (ii) an (s+1)-stack q-queue layout respecting ≺, respectively.

3 Heuristic Algorithm

Most heuristics for minimizing crossings in book drawings work in two steps [11].
First compute a vertex order and then a page assignment. We propose a new
page assignment heuristic, specifically tailored to mixed linear layouts. To the
best of our knowledge, this is the first heuristic for minimizing crossings and
nestings in mixed linear layouts. It uses stack and queue data structures for
keeping track of conflicts and estimating possible future conflicts. The design
allows us to consider the assigned and unassigned edges at the same time while
efficiently processing them to run in O(m2) time for a graph with m edges.

In the following, we describe how the algorithm works for a 1-stack 1-queue
layout. We note that it is straight forward to adapt our approach to s-stack,
q-queue layouts for arbitrary s and q. A stack (queue) can be used to validate
that a given page has no crossings (nestings) by visiting the vertices in their
linear order and inserting (removing) each edge when the left (right) end-vertex
is visited, respectively [9]. We can use a similar strategy for our heuristic. Here it
is allowed to remove edges even if they are not on top of the stack or in front of
the queue, but of course this might produce conflicts. Let S be a stack and Q a
queue. We additionally keep two counters for each edge e, the so called crossing
counter c(e) and the nesting counter n(e). The vertices are processed from left
to right in a given vertex order. For the current vertex u we insert all edges
e = uv into S and Q. If there are multiple edges uv, we add them according to
their length to S and Q. For S we sort them from long to short, for Q from short
to long. Once the second vertex v of an edge e = uv is visited, we remove e from
S and Q, and decide to which page we assign it. Let se be the number of edges
on top of e in S and qe the number of edges in front of e in Q. Then we assign e
to the stack page if c(e) + 0.5se ≤ n(e) + 0.5qe and update c(e′) for each edge e′

on top of e in S. Otherwise we assign e to the queue page and update n(e′) for
each edge e′ in front of e in Q. Intuitively we estimate for each edge e how many
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conflicts this edge produces for edges e′ to be processed later. The advantage of
this estimation is that we potentially assign the edge to a page that adds more
conflicts now, but might create fewer conflicts in the future.

4 Experiments

We denote our algorithm as stack-queue heuristic and compare it with the two
page assignment heuristics eLen [3] and ceilFloor [14] that are commonly usedwith
book drawings [11] (For the source code and benchmark instances see footnote 2).
Both can be adapted to mixed layouts, while other book drawing heuristics try
to explicitly partition the edges into planar sets, which is obviously not suitable
for queue pages in mixed layouts. Both process the edges by decreasing length
and greedily assign each edge to the page where it causes fewer conflicts at
the time of insertion. In case of ties, a stack page is preferred over a queue
page. The difference is that eLen computes the length based on the linear vertex
order and ceilFloor based on the corresponding cyclic vertex order as follows.
Given a vertex order 1 ≺ 2 ≺ . . . ≺ n, eLen considers the edge (1, n) first
and the edges (i, i + 1) last. In ceilFloor the length of an edge uv is defined as
min(|u − v|, n − |u − v|). All three heuristics run in O(m2).

The goal of our experiment is to explore the performance differences in terms
of the number of conflicts per edge of the adapted book drawing algorithms com-
pared to our new heuristic. We thus measure the resulting number of conflicts
per edge for all three algorithms, as well as record for each instance the algo-
rithm with the fewest number of conflicts. We first tested the algorithms on the
complete graphs with up to 50 vertices. Furthermore, we generated 500 ran-
dom graphs for each number of vertices in {25, 50, . . . , 400} from different sparse
graph classes, see Fig. 2, since it is known that both, stack and queue page,
can contain at most 2n − 3 conflict-free edges [1,10]. All experiments ran on a
Linux cluster (Ubuntu 16.04.6 LTS), where each node has two Intel Xeon E5540
(2.53 GHz Quad Core) processors and 24 GB RAM. The running time of one run
of each algorithm was relatively low, taking less than one second on average and
at most 2.5 s for the denser random graphs with 400 vertices.

For the complete graphs stack-queue was the best page assignment heuristic
producing about 2/3 of the conflicts of eLen and ceilFloor. For other graphs,
the vertex order has a strong effect on the results. In our experiments we
first compared three state-of-the-art vertex order heuristics (breadth-first search
(rbfs [14]), depth-first search (AVSDF [8]) and connectivity (conGreedy [11]))
before applying the page assignment heuristics. It turned out that for all of them
the same vertex order heuristic performed best on the same graph class, so that
all experiments could be run without bias on exactly the same input order.

Benchmark Graphs. We first generated random (not necessarily planar) graphs
of n vertices and either m = 3n or m = 6n edges. The graphs were created by
drawing uniformly at random the required number of edges, discarding discon-
nected graphs. The best vertex order heuristic was conGreedy.
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(a) Random m = 3n (b) Random m = 6n (c) Delaunay triangulations

(d) Planar bipartite graphs (e) 2-trees (f) 3-trees

Fig. 2. How many times each algorithm obtained the fewest conflicts in percent.

Since 1-stack 1-queue layouts are especially interesting for planar and planar
bipartite graphs [13], we generated random planar and maximal planar bipartite
graphs. The planar graphs are generated as Delaunay triangulations of n ran-
dom points in the plane. Since every planar bipartite graph has a 2-stack embed-
ding [7], we randomly generated a vertex order of alternating vertices from both
vertex sets to ensure that a Hamiltonian path exists. We then randomly selected
two vertices of the two sets and added the edge to the graph if it was possible
to do so without a crossing. We repeated the process of randomly selecting the
vertices until the maximum number of 2n−4 edges had been reached. The vertex
order for the Delaunay triangulations was computed by rbfs and for maximal
planar bipartite graphs by AVSDF. As it turned out that stack-queue did not
perform as well as ceilFloor and eLen on the Delaunay triangulations, which is
in contrast to the random and planar bipartite graphs, we wondered whether the
presence of many triangles might be the reason. Hence, we considered two graph
classes with many triangles and the same maximal edge densities as planar and
planar bipartite graphs, respectively, namely planar 3- and 2-trees. For 2-trees
the best vertex order was computed by AVSDF and for 3-trees by conGreedy.

Results. Aggregated results of our experiments are shown in Fig. 2. Additional
plots are provided in the full version [4]. For random graphs stack-queue per-
forms best among the three heuristics for almost all instances, even though the
difference to ceilFloor in conflicts per edge is small. For Delaunay triangulations,
stack-queue performs best for small graphs (n ≤ 25), but for the larger instances
ceilFloor computes better solutions for the majority of instances. In terms of
conflicts per edge, however, all three algorithms are quite close together. In the
case of planar bipartite graphs, stack-queue is the best algorithm for up to 300
vertices. Afterwards ceilFloor performs slightly better, but in both cases, again,
the difference in the number of conflicts is small. For 2-trees, the results are more
or less evenly split among all three algorithms. Yet, for 3-trees, stack-queue com-
putes the best solutions for 70–80% of the instances with up to 100 vertices. The
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differences in the number of conflicts per edge is also more noticeable. For larger
instances ceilFloor catches up with stack-queue.

Discussion. The results of our experiments showed that the proposed stack-queue
heuristic beats or competes with previously existing and suitably adapted page
assignment heuristics for book drawings on most of the tested benchmark graph
classes with the exception of Delaunay triangulations, where ceilFloor performed
best. Since the running time of all three algorithms is O(m2) this does make
stack-queue a suitable method for computing 1-stack 1-queue layouts.

5 Conclusion

We believe it is possible to adapt our technique from Theorem1 for s > 2
and q = 1. The biggest obstacle is to find such rigid structures as the double-
K8. In the algorithmic direction it could be interesting to investigate specialized
heuristics for finding vertex orders in the queue- and mixed layout case. Whether
every planar bipartite graph admits a 1-stack 1-queue layout remains open.
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Abstract. It is well-known that both the pathwidth and the outer-
planarity of a graph can be used to obtain lower bounds on the height
of a planar straight-line drawing of a graph. But both bounds fall short
for some graphs. In this paper, we consider two other parameters, the
(simple) homotopy height and the (simple) grid-minor height. We discuss
the relationship between them and to the other parameters, and argue
that they give lower bounds on the straight-line drawing height that are
never worse than the ones obtained from pathwidth and outer-planarity.

1 Introduction

Straight-line drawings of planar graphs are one of the oldest and most intensely
studied problems in graph drawing [1–6]. It has been known since the 1990s
that every planar graph has a straight-line drawing of height n−1 [5,6] and
that some planar graphs require height 2

3n if the outer-face must be respected
[7,8]. Nevertheless many problems surrounding the height of planar straight-line
drawings remain open; it is not even known whether minimizing height is NP-
hard (although the problem is NP-hard when edges may only connect adjacent
rows [9] and it is fixed-parameter tractable in the output height [10]).
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One of the chief obstacles is that very few tools are known for arguing that a
planar graph requires a certain height in all planar straight-line drawings. Two
graph parameters are commonly used for this: the pathwidth (as the height is
at least pw(G) [10,11]) and the outer-planarity (as the height is at least twice
the outer-planarity minus 1 [7,8]); for detailed definitions see Sect. 2. However,
both parameters may be constant in graphs that require linear height [12].

In this paper, we study two other graph parameters, the homotopy height
Hh(G) and the grid-major height GMh(G) and their simple variants sHh(G) and
sGMh(G). Roughly speaking, the homotopy height is defined as the minimum k
such that a sequence of paths of length at most k sweep the graph1, while the
grid-major height is the minimum height of a grid of which the graph is a minor.
Figure 1 illustrates this and graph parameters used in the paper. Our simple
variants add simplicity constraints to the paths involved in the sweeping or the
columns of the grid-major representation. We show that despite their apparent
differences, homotopy height and grid-major height are equal, and that both the
normal and the simple variants are lower bounds on the graph drawing height.
More precisely, any planar triangulated graph G has

pw(G)
(∗)
≤ Hh(G) = GMh(G)

(∗)
≤ sHh(G) = sGMh(G)

(∗)
≤ VRh(G) = SLh(G),

(1)
where VRh(G) and SLh(G) are the minimum height of a visibility representation
and straight-line drawing of G. As we will show, the inequalities marked with
(∗) are strict for some planar graphs. More strongly, the parameters separated
by these inequalities can differ by non-constant factors from each other.

In particular, the (simple) grid-major height and homotopy-height can both
serve as lower bounds on the height of a straight-line drawing. For some graphs
(e.g. the one in Fig. 4(b)) this gives a better lower bound than can be achieved
via pathwidth, though not a better lower bound than what was known [12]. We
should mention that the outer-planarity op is also related to these parameters
via

2op(G) − 1
(∗)
≤ GMh(G), (2)

so the homotopy-height and grid-major height can also can replace outer-
planarity as lower-bound tool for graph-drawing height, and in fact, provide
a convenient vehicle for unifying both tools. While these results have not yet led
us to new lower bound results for straight-line drawings, they provide new tools
which had not been considered previously, and suggest a promising new line of
inquiry.

Our results naturally raise the question of the complexity of computing these
parameters. Computing the optimal height of homotopies is conjectured but not

1 We note that there are many possible variants of homotopy height, all quantifying
in slightly different ways the optimal way to sweep a planar graph with a curve. We
have chosen here one particular variant that seems to be most suitable for graph
drawing purposes, and we only study it for triangulated graphs. We refer the reader
to other recent works on this parameter [13–15] for further discussion.
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Fig. 1. The same graph with (a) a straight-line drawing, (b) a flat visibility rep-
resentation, (c) a simple grid-major representation, (d) the corresponding contact-
representation, (e) a simple homotopy. The height is always four. The moves of the
homotopy are: a face-flip at {u, v, x}, a boundary-move, an edge-slide at (v, y), a face-
flip at {x, y, w} and face-flip at {u, x, w}.

known to be NP-hard [13]; even arguing that it is in NP is non-trivial [15],
although it has a logarithmic approximation [14,15]. Our equalities imply that
computing the homotopy-height k = Hh(G) is (non-uniform) fixed-parameter
tractable in k. Indeed, it equals grid-major height, which is closed under taking
minors. Minor testing can be expressed in second-order logic, and the graphs of
bounded grid-major height have bounded pathwidth, so it follows from graph
minor theory and Courcelle’s theorem [16] that for any k, the graphs with grid-
major height k can be recognized in linear time. However, this method uses
the (unknown!) forbidden minors for grid-major height; finding them remains
an open problem of independent interest. We can also show more directly using
Courcelle’s theorem that simple grid-major height is fixed-parameter tractable.

All our results are only for triangulated planar graphs, planar graphs where
all faces (including the outer-face) are triangles. This is not a big restriction
for graph drawing height, as any planar graph G is a subgraph of a triangulated
planar graph G′ that has a straight-line drawing of the same height, up to a small
additive term. (Obtain G′ by triangulating the convex hull of a drawing of G
and adding three vertices that surround the drawing.) Most of our parameters
naturally carry over to non-triangulated planar graphs, but some parameters
would be much more cumbersome to define and work with for non-triangle faces.

For space reasons we defer our algorithmic results and many proof details to
the full version of this paper.

2 Definitions

All graphs in this paper are planar : they can be drawn in the plane without
crossings. Their faces are maximal connected regions that remain when removing
the drawing); we call the unbounded face the outer-face. Unless otherwise stated,
we study only simple graphs that have no loops and at most one edge between
any two vertices, and we almost always study triangulated graphs, where all
faces (including the outer-face) are bounded by a simple cycle of length 3. Such
a graph is maximal planar : no edge can be added without violating simplicity
or planarity. Its planar embedding is unique up to the choice of outer-face.



Homotopy Height, Grid-Major Height and Graph-Drawing Height 471

Let G be a triangulated graph with fixed outer-face f . We define outer-
planarity op(G) via a removal process as follows: In a first step, remove all
vertices on the outer-face. In each subsequent step, remove all vertices on the
outer-face of the remaining graph. Then op(G, f) is the number of steps until no
vertices remain, and op(G) is the minimum of op(G, f) over all choices of face f .

Graph-Drawing Parameters: The W × H-grid has vertices at the grid-points
{1, . . . , W} × {1, . . . , H} and an edge between any two grid-points of distance
one. A straight-line drawing of G consists of a mapping of G to grid-points such
that if all edges are drawn as straight-line segments between their endpoints, no
two edges cross and no edge overlaps a non-incident vertex. Every planar graph
has such a drawing [1–3] whose supporting grid has height at most n − 1 [5,6].
We use SLh(G) to denote the smallest height h of a straight-line drawing of G.

A flat visibility-representation of G consists of an assignment of a horizontal
segment (bar) to every vertex of G such that for any edge (v, w) there exists
a line of visibility, i.e., a line segment connecting bars of v, w that intersects
no other bar. In the original definition lines of visibility had to be horizontal;
for us it will be more convenient to allow both horizontal and vertical lines of
visibility, as long as they do not cross. Every planar graph has a flat visibility
representation [17–19]. We use VRh(G) to denote the smallest height h of such
a representation, presuming all bars reside at positive integral y-coordinates.

Width Parameters: A path decomposition of a graph G is a collection X1, . . . , XL

of vertex-sets (bags) that satisfies the following: each vertex v appears in at least
one bag, the bags containing v are consecutive, and for each edge (v, w) at least
one bag contains both v and w. The width of a path decomposition of G is the
largest bag-size minus 1, and the pathwidth pw(G) of a graph is the smallest
possible width of a path decomposition.

We introduce another width parameter which is quite natural, but to our
knowledge has not been studied before. A grid-representation of a graph G con-
sists of a W × H-grid where each gridpoint is labelled with one vertex of G in
such a way that (1) every vertex appears at least once as a label, (2) for any
vertex v the grid-points that are labelled v induce a connected subgraph of the
grid, and (3) for any edge (v, w) of G there exists a grid-edge where the ends are
labelled v and w. In particular, if G has a grid-representation then it is a minor
of the W × H-grid. Let GMh(G) be the grid-major height, i.e., the smallest h
such that G has a grid-representation where the grid has height h.

We say that a grid-major representation of G is simple if in every column c
of the grid and for any vertex v of G, the nodes labeled v in c form a path. The
simple grid-major height of G, denoted sGMh(G), is the smallest h such that G
has a simple grid-major representation of height h.

A grid-major representation of height h can be viewed, equivalently, as a
contact-representation with integral orthogonal polygons as follows: Assign to
every vertex v the polygon P (v) that we obtain if we replace every grid-point
labelled v with a unit square centered at that grid-point and take their union.
Since the grid-representation uses integral points, the coordinates of sides of
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P (v) are halfway between integers. See Fig. 1(d). We get a set of interior-disjoint
orthogonal polygons with integer edge-lengths whose union is a rectangle of
height h, where (v, w) is an edge of G if and only if P (v) and P (w) share
at least one unit-length segment on their boundaries. Conversely any contact-
representation with integral orthogonal polygons that uses all points inside a
bounding rectangle can be viewed as a grid-major representation. A simple grid-
major representation becomes a contact representation with x-monotone poly-
gons (every vertical line intersects the polygon in an interval) and vice versa.
Contact-representations of graphs have been studied extensively (see e.g. [20]
and the references therein), but to our knowledge the question of the required
height of such representations has not previously been considered.

Homotopy Parameters: A (discrete) simple homotopy is defined for a planar tri-
angulated graph G with a fixed outer-face {u, v, w}, and it consists of a sequence
h0, . . . , hW of walks in G (we call these curves) such that:

1. h0 and hW are trivial curves at two distinct vertices of the outer-face, say u
and v.

2. The vertices u and v partition the outer-face into two subpaths s(uv) and
t(uv). For 0 ≤ i ≤ W , the curve hi starts on s(uv) and ends on t(uv).

3. For all 0 ≤ i < W we can obtain hi+1 from hi with a face-flip, edge-slide, a
boundary-move or a boundary-edge-slide.

4. Each curve hi is a simple path and for any 0 ≤ i < j ≤ W , if vertex v belongs
to hi and hj then it also belongs to all curves in between.

Here a face-flip consists of picking an inner face {x, y, z} such that the subse-
quence x-y is in hi, and replacing the sub-path x-y by x-z-y to obtain hi+1. The
reverse move, going from x-z-y to x-y, is also allowed. An edge-slide2 consists
of picking an edge e = (x, y) adjacent to two inner faces {x, y, z} and {x, y, t},
such that the subsequence z-x-t is in hi. Then replace the subpath z-x-t in hi

by z-y-t to obtain hi+1. A boundary-move consists of picking an edge e = (x, y)
on the outer face, and, if e ∈ s(uv), and x is the start of hi, it appends y so that
it becomes the new starting point (thus replacing x by the subsequence y-x). If
e ∈ t(uv) and x is the end of hi, it appends y at the end. The reverse operations
are also allowed. A boundary-edge-slide consists of picking an edge e = (x, y) on
the outer face adjacent to an inner face {x, y, z}, and, if e ∈ s(uv) and hi starts
with x-z, we flip {x, y, z} and remove e, i.e., we replace the starting subsequence
x-z by y-x. The symmetric operation for edges on t(uv) is also allowed. (Observe
that this boundary-edge-slide is the same as flipping a face and removing the
boundary edge with a boundary move.) see Fig. 1(e).

The height of a simple homotopy is the length of the longest path hi, counting
as path-length the number of vertices. Let sHh(G, f) be the minimum height of
a simple homotopy of G that uses f as outer-face, and set sHh(G) (the simple

2 Edge-slides are typically not allowed in discrete homotopies, but the result of one
edge-slide is the same as flipping two inner faces consecutively. Thus, allowing edge-
slides only results in an additive difference of at most one for the homotopy height.
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homotopy height) to be the minimum of sHh(G, f) over all choices of outer-faces
f . (Since we only study triangulated graphs the rotation scheme is unique and
so this covers all possible planar embeddings.)

The definition of a (non-simple) homotopy is obtained by removing the sim-
plicity assumption on the curves hi, and allowing two other kinds of moves
(spikes and unspikes) leveraging the non-simplicity of the curves. For technical
reasons and to obtain a maximal generality, we will also relax the conditions on
the endpoints and the starting and ending curves. Since the precise definition is
somewhat technical, we postpone it to Sect. 3.2 and the full version.

Some Simple Results: We briefly review some relationships that are well-known,
or easily derived.

– pw(G) ≤ GMh(G) since a W × H-grid has pathwidth at most H and path-
width is closed under taking minors.

– Obviously GMh(G) ≤ sGMh(G).
– sGMh(G) ≤ VRh(G) since a flat visibility representation can easily be con-

verted into a simple grid-major representation by assigning label v to all
grid-points of the bar of v as well as all grid-points that this bar can see
downward or rightward without intersecting other bars or non-incident edges.
See Fig. 1(b–c).

– VRh(G) = SLh(G) since flat visibility representations can be transformed into
straight-line drawings of the same height, and vice versa ([21]. using [22,23]).

– Finally we have 2op(G) − 1 ≤ GMh(G). To this end, assume that we have
a grid-major representation Γ of G of height h. Observe that the grid-graph
Γ has outer-planarity �h/2�. Since outer-planarity does not increase when
taking minors it follows that op(G) ≤ �h/2� ≤ h+1

2 .

3 Homotopy-Height and Grid-Major Height

The above inequalities fill in most of the chain in Eq. 1, but one key new part is
missing: how does the (simple) homotopy height relate to the (simple) grid-major
height?

3.1 Simple Grid-Major Height and Simple Homotopy Height

Lemma 1. For any triangulated planar graph G we have sGMh(G) ≤ sHh(G).

Proof. (Sketch) Let h0, . . . , hW be a simple homotopy of height k = sHh(G). The
rough idea is to label a W ×k-grid by giving the gridpoints in the ith column the
labels of the vertices in hi, in top-to-bottom-order, and adding some duplicate
copies of vertices in hi to fill the column. However, we must insert more columns
in between to ensure the properties of a simple grid-major representation.

It will be easier to describe this by giving a contact-representation of G
where all polygons are x-monotone and the height is k. Curve h0 is a vertex u;
we initialize P (u) as a 1 × k rectangle. Now assume that for some i ≥ 0, we
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Fig. 2. Converting a discrete simple homotopy into a contact-representation.

have built a contact representation Γi of the graph that was swept by h0, . . . , hi.
Furthermore, the right boundary of the bounding box of Γi contains sides of the
vertices in hi, in order. Figure 2 sketches how to expand Γi rightwards, depending
on the next move used for the homotopy; full details are in the full version.

In all cases the polygons remain connected and are x-monotone. Furthermore
we realized exactly those incidences that were added to the graph when sweeping
to hi+1, and the right boundary contains exactly the polygons of vertices of hi+1,
in order. Therefore, repeating gives a contact-representation of height k that uses
x-monotone polygons, and thus the desired simple grid-major representation. �	

Lemma 2. For any triangulated planar graph G we have sHh(G) ≤ sGMh(G).

Proof. (Sketch) Fix a simple grid representation Γ of G of height sGMh(G). For
this proof it will be easier to interpret Γ as a contact representation. So for
any vertex z, let P (z) be the orthogonal polygon obtained by taking the unions
of all unit squares whose centerpoint is a grid point labelled z. Since the grid-
representation uses integral points, the coordinates of sides of P (v) are halfway
between integers.

A junction is a point that belongs to at least three sides of polygons; we call it
interior/exterior depending on whether it lies on the boundary of the rectangle
R that encloses the contact representation. No junction can belong to four sides
since G is maximal, so it can be classified as horizontal or vertical depending
on the majority among its incident sides. A corner is a point that belongs to
exactly two sides of polygons. It is not possible for both ends of a side to be
exterior junctions, or else the corresponding edge of G would be a bridge of the
graph, contradicting the 3-connectivity of the triangulated graph G.

We show in the full version that with suitable local changes to the contact
representation, we can ensure the following while maintaining the same height:
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(1) Every interior junction is horizontal, (2) no two interior vertical sides have the
same x-coordinate, (3) exactly one vertex u touches the left boundary, exactly
one vertex v touches the right boundary, and u 
= v, and (4) exactly three
vertices u, v, w touch the boundary. Therefore {u, v, w} forms a face f ; declare f
to be the outer-face. As in the definition of homotopy, let s(uv) and t(uv) be the
subpaths of G between u and v on f . By definition, they consist of the vertices
occupying the top and bottom boundaries of R.

Let the contact representation now have x-range [− 1
2 ,W + 1

2 ]. For i =
0, . . . ,W , define hi to be the vertices whose polygons intersect the vertical line
{x = i}, enumerated from top to bottom. Clearly h0 = 〈u〉, hW = 〈v〉, and any
hi begins on s(uv) and ends on t(uv). It remains to show that for 0 ≤ i < W
going from hi to hi+1 is one of the permitted moves. Consider some vertical side
e that has x-coordinate i + 1

2 (if there is none then hi = hi+1 and we are done).
Note that the change from hi to hi+1 affects only vertices that are incident to
e or participate in junctions at the ends of e, because no other vertical side has
x-coordinate i + 1

2 (by 0 ≤ i < W and assumption) and so there is no difference
between the curves elsewhere. Figure 3 shows (up to symmetry) all possibilities
for what the ends of e are. One observe that this results in the following situ-
ations: (a) hi = hi+1 and no move is needed, (b) this is impossible if polygons
are x-monotone, (c) a face-flip, (d) a boundary-move, (e) an edge-slide and (f)
a boundary-edge-slide. Therefore we only use allowed moves and have found a
homotopy. It is simple since polygons are x-monotone. The height equals the
maximum number of intersected polygons, which is no more than the height of
the contact representation, hence the height of the grid representation. �	

Fig. 3. The cases of how curves change.

Putting the two results together, the homotopy-height and the simple grid-
major-height are exactly the same value.

3.2 Homotopy Height and Grid-Major Height

One can reasonably argue that the notion of grid-major height is more natural
than simple grid-major height. Furthermore, it is trivially a minor-closed quan-
tity, which is advantageous from a structural and algorithmic point of view. In
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this subsection we show that grid-major height can also be interpreted as the
height of a more general notion of homotopy than the one defined in the prelimi-
naries. Compared to the case of simple homotopies, in a (non-simple) homotopy,
we remove the hypothesis that the curves are simple and we allow two new moves,
spikes and unspikes, leveraging this non-simplicity. Figure 3(b) illustrates a spike.
Furthermore, the conditions are slightly relaxed: the endpoints are allowed to
move along an edge instead of a face, and the starting and ending vertices are
allowed to be the same. This could allow “trivial” homotopies (for example an
empty one, idling on a single vertex), and thus we add a new condition on
topological non-triviality to disallow those. The precise definition of a discrete
homotopy can be found in the full version.

Lemma 3. For any triangulated planar graph we have gmh(G) ≤ Hh(G).

Lemma 4. For any triangulated graph we have Hh(G) ≤ gmh(G).

The proofs are in spirit very similar to those in the previous subsection (we
may now have spikes or unspikes as moves, but these simply correspond to
Fig. 3b). However, numerous details need attention, in particular it is not at all
obvious why the polygons created from a homotopy would be connected if they
are not x-monotone, and some of the steps in the proof of Lemma2 do not seem
to hold in the non-simple setting anymore (this is why we relaxed the conditions
on the outer-face and the distinctness of the start and the end of the homotopy).
The full version gives the (somewhat lengthy) details.

Since grid-major height is trivially minor-closed, testing whether a graph has
grid-major height at most k can be decided in time O(f(k)|G|3) by testing the
(unknown!) forbidden minors, which are in finite number by Robertson-Seymour
theory. Because minor testing can be expressed in second-order logic, and the
graphs of bounded grid-major height have bounded pathwidth, it follows from
Courcelle’s theorem [16] that these minors can be tested in linear time. Therefore,
the two previous lemmas give us the following corollary.

Corollary 1. We can decide whether a triangulated planar graph has homotopy
height Hh(G) at most k in time O(f(k)poly(|G|)) for some computable function
f(k). In particular, the problem of computing the homotopy height is FPT when
parameterized by the output.

4 Strictness Examples

We have now given all the inequalities needed for Eqs. 1 and 2. In this section,
we argue that many of these inequalities are strict by exhibiting suitable planar
triangulations.

Lemma 5. There exists a planar triangulated graph G with pw(G) = 3 and
GMh(G) ∈ Ω(n).
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Fig. 4. (a) Nested triangles. (b) The graph from [12]. (c) A graph of which it is a
minor.

Proof. Graph G is the “nested triangles graph” from [7,8], consisting of n/3
triangles that are stacked inside each other and connected in such a way that
the result is triangulated and has pathwidth 3. See Fig. 4(a). For any choice of
outer-face there are at least n/6 triangles that remain stacked inside each other.
Therefore op(G) ≥ n/6 and GMh(G) ≥ n/3 − 1. �	
Lemma 6. There exists a planar triangulated graph that has grid-major height
at most 4, but simple grid-major-height Ω(n).

Proof. Consider graph G in Fig. 4(b), which is taken from [12]. It is a minor of
the graph G′ in Fig. 4(c), which has a straight-line drawing of height 4. Therefore
sGMh(G′) ≤ SLh(G′) ≤ 4, which implies GMh(G) ≤ 4 since G is a minor of G′.

We claim that sGMh(G) ∈ Ω(n), and prove this by arguing that sHh(G) ∈
Ω(n); the two parameters are the same. Crucial to our argument is that for many
vertex-pairs any path connecting them without using x has length Ω(n); we will
find such a path from the curves in a homotopy.

So consider a simple discrete homotopy of height k, and let f be the face it
uses as the outer-face (it need not be the outer-face used in Fig. 4(b)). Graph
G \ x is connected, but dG\x(a, b) = (n − 3)/2. Define da to be the minimum
distance in G\x from a to some vertex on face f , and similarly define db. Since f
is a triangle, we can combine two such shortest paths to obtain a path from a to
b in G\x of length at most da+db+1, therefore (up to renaming) da ≥ (n−5)/4.

In particular, for n ≥ 7 vertex a is not on f . Let hi be a curve of the
homotopy that contains a and note that it begins and ends on f . Split hi into
two paths π1 and π2 at vertex a. These paths are vertex-disjoint except for a
since the homotopy is simple. At most one of these paths contains x. Say π1

does not contain x and hence connects f to a without visiting x. Therefore
|π1| ≥ da ≥ (n − 5)/4, and the height of the homotopy is Ω(n). �	

In particular, Lemma6 provides a different (and in our opinion more acces-
sible) proof that the graph in Fig. 4(b) requires Ω(n) height in any straight-line
drawing [12].

We now want to show that the inequality sGMh(G) ≤ SLh(G) can be strict,
and for this, need a definition. A graph G is called a series-parallel graph (with
terminals s and t) if it either is an edge (s, t), or if it was obtained via a combina-
tion in series or in parallel. Here, a combination in series takes two such graphs
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Gi with terminals si, ti for i = 1, 2, and identifies t1 with s2. A combination in
parallel also takes two such graphs and identifies s1 with s2 and t1 with t2. It is
well-known that such graphs are planar.

Lemma 7. Any series-parallel graph has a simple grid-major representation of
height O(log n).

Proof. Roughly speaking, we “bend” some of the bars in the visibility representa-
tions of series-parallel graphs from [12] to guarantee logarithmic height. Formally
we proceed by induction on m, and prove that if G has m edges, then it has a sim-
ple grid-major representation of height 2�log m� + 2 where the top-right corner
is labelled s and the bottom-right corner is labelled t. Furthermore, any column
that contains s and/or t also has its topmost/bottommost grid point labelled
with s/t. In the base case G is an edge (s, t) and we can simply label a 1 × 2
grid with s and t.

Assume first that G was obtained by parallel combinations of G1 and G2.
Consider Fig. 5. After renaming we may assume m(G2) ≤ m(G1), so m(G2) ≤
m/2. Recursively obtain a grid-major representation Γ1 of G1, and pad it with
duplicate rows (if needed) so that it has height 2�log m� + 2. Recursively obtain
a grid-major representation Γ2 of G2 of height at most 2�log(m(G2)� + 2 ≤
2�log m�. Place Γ2 to the right of Γ1, leaving the top and bottom row unused.
Label the points above Γ2 with s and the points below Γ2 with t and verify all
conditions.

Now assume that G was obtained by a series combination of two graphs
G1, G2 where G1 had terminals s, x and G2 had terminals x, t. We assume
m(G2) ≤ m(G1), the other case is symmetric. Recursively obtain grid-major
representations Γ1 and Γ2 of G1 and G2 of height 2�log m� + 2 and 2�log m� as
before. Place Γ2 to the right of Γ1, leaving the top two rows unused, and leaving
one column between the representations unused. All grid-points in this column,
as well as in the row above Γ2, are labelled x. (In particular, the grid-points
labelled x form an “S-shape” as if we had bent a bar in the middle.) The sec-
ond row above Γ2 is labelled s so that again the top-right corner has s. One
easily verifies that this is a simple grid-major representation of G with height
2�log m� + 2 ∈ O(log n). �	

Fig. 5. Grid-Major representations of series-parallel graphs.
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Fig. 6. A graph with op(G) = 2 but GMh(G) ∈ Ω(log n) (Lemma 8): a complete
binary tree (thick black edges), augmented to become maximal outer-planar (dashed
blue edges), with a new vertex added in the outer face (thin red edges). (Color figure
online)

Theorem 1. There exists a planar triangulated graph G for which sGMh(G) ∈
O(log n) but SLh(G) ∈ Ω(2

√
logn).

Proof. (Sketch) We know from Frati [24] that for any N , there exists a series-
parallel graph GN with n ≥ N vertices for which any planar straight-line drawing
has height Ω(2

√
logn). Also sGMh(GN ) ∈ O(log n) by Lemma 7. A suitable super-

graph of GN (see the full version) is triangulated and satisfies all properties. �	
Lemma 8. There exists a planar triangulated graph G with op(G) = 2 but
GMh(G) ∈ Ω(log n).

Proof. Take any tree T that has pathwidth Ω(log n), for example a complete
binary tree. This is an outer-planar graph; add edges to the graph while maintain-
ing outer-planarity until the graph is maximal outer-planar, hence 2-connected
and all faces except the outer-face are triangles. Insert a new vertex in the
outer-face and make it adjacent to all other vertices; the result (see Fig. 6) is
a triangulated planar graph G with outer-planarity 2 and GMh(G) ≥ pw(G) ≥
pw(T ) ∈ Ω(log n). �	

5 Outlook

In this paper, we studied two parameters of planar triangulated graphs, the homo-
topy height (well-known in computational geometry but not previously used for
graph drawing) and the grid-major height (related to contact-representations,
but not explicitly expressed as a graph parameter before). We argue that these
two seemingly unrelated parameters are actually equal, and that they, as well as
their variations that require simplicity in some sense, can serve as lower bounds
for the height of straight-line drawings of planar graphs. Their equality also
implies that testing whether homotopy height is at most k is fixed-parameter
tractable in k. We leave many open problems:
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– What is the complexity of computing these various graph parameters? In
particular, while it is strongly believed that computing the minimum height
of a planar drawing is NP-hard, we are not aware of any proof of this. Similarly,
it is not known whether computing the homotopy height, or equivalently the
grid-major height, is NP-hard or polynomial. The same goes for the simple
variants. On the other hand, computing the pathwidth is NP-hard even for
planar graphs [25], while computing the outerplanarity is polynomial [26].

– The trivial minor-closedness of grid-major height proves the existence of an
FPT algorithm to compute it when parameterized by the output. However,
this algorithm relies on finding the forbidden minors, which are unknown.
Finding an explicit algorithm for this problem is still open.

– We focused on straight-line drawings, but poly-line drawings of G (i.e.,
straight-line drawings of some subdivision G′ of G) are also of interest. Let-
ting PLh(G) be the smallest height of such drawings, one sees that GMh(G) ≤
sGMh(G′) ≤ SLh(G′) ≤ PLh(G), but is it true that sGMh(G) ≤ PLh(G)?
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Abstract. A drawing of a graph in the plane is a thrackle if every pair
of edges intersects exactly once, either at a common vertex or at a proper
crossing. Conway’s conjecture states that a thrackle has at most as many
edges as vertices. In this paper, we investigate the edge-vertex ratio of
maximal thrackles, that is, thrackles in which no edge between already
existing vertices can be inserted such that the resulting drawing remains
a thrackle. For maximal geometric and topological thrackles, we show
that the edge-vertex ratio can be arbitrarily small. When forbidding iso-
lated vertices, the edge-vertex ratio of maximal geometric thrackles can
be arbitrarily close to the natural lower bound of 1/2. For maximal topo-
logical thrackles without isolated vertices, we present an infinite family
with an edge-vertex ratio of 5/6.

1 Introduction

A drawing of a graph in the plane is a thrackle if every pair of edges inter-
sects exactly once, either at a common vertex or at a proper crossing. Conway’s
conjecture from the 1960s states that a thrackle has at most as many edges
as vertices [7]. While it is known that the conjecture holds true for geometric
thrackles in which edges are drawn as straight-line segments [18], it is widely
open in general. In this paper, we investigate maximal thrackles. A thrackle is
maximal if no edge between already existing vertices can be inserted such that
the resulting drawing remains a thrackle. Our work is partially motivated by the
results of Hajnal et al. [11] on saturated k-simple graphs. A graph is k-simple if
every pair of edges has at most k common points, either proper crossings and/or
a common endpoint. A k-simple graph is saturated if no further edge can be
added while maintaining th k-simple property. In [11], simple graphs on n ver-
tices with only 7n edges are constructed, as well as saturated 2-simple graphs
on n vertices with 14.5n edges.
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If true, Conway’s conjecture implies that in every thrackle the ratio between
the number of edges and the number of vertices is at most 1. We denote the
edge-vertex ratio of a thrackle T by ε(T ). In this paper, we investigate the other
extreme, namely maximal thrackles with a low edge-vertex ratio.

In Sect. 2, we consider geometric thrackles. We show that for this class the
edge-vertex ratio can be arbitrarily small. This is done by a construction that
allows to add isolated vertices while maintaining maximality. If we disallow iso-
lated vertices, then a natural lower bound for the edge-vertex ratio is 1

2 . A similar
construction can be used to get arbitrarily close to this bound.

Theorem 1. For any c > 0, there exists

(a) a maximal geometric thrackle Ta such that ε(Ta) < c, as well as
(b) a maximal geometric thrackle Tb without isolated vertices such that

ε(Tb) < 1
2 + c.

We then consider topological thrackles in Sect. 3. Similar as before we show
that the edge-vertex ratio can approach zero using isolated vertices.

Theorem 2. For every c > 0, there is a maximal thrackle T ′ with ε(T ′) < c.

Note that Theorem 2 is not just a trivial implication of Theorem 1, as a maximal
geometric thrackle is not necessarily a maximal topological thrackle. As our main
result, in Sect. 4, we show that there exists an infinite family of thrackles without
isolated vertices which has an edge-vertex ratio of 5

6 .

Theorem 3. There exists an infinite family of thrackles F without isolated ver-
tices, such that for all T ∈ F it holds that ε(T ) = 5

6 .

Our construction is based on an example presented by Kynčl [12] in the context of
simple drawings where he showed that not every simple drawing can be extended
to a simple drawing of the complete graph. The example was also used in [13]
for a related problem.

Due to space constraints, several proofs of this work are either sketched or
completely omitted. They can be found in the arXiv version [1].

Related Work. In one of the first works on Conway’s Thrackle Conjecture,
Woodall [22] characterized all thrackles under the assumption that the conjecture
is true. For example, he showed that a cycle Cn has a thrackle embedding with
straight edges if and only if n is odd. It is not hard to come up with other
graphs on n vertices with n edges that have a thrackle embedding, but adding
an additional edge always seems to be impossible. Consequently, two lines of
research emerged from Conway’s conjecture. In the first, the goal is to prove
the conjecture for special classes of drawings, while the second direction aims
for upper bounds on the number of pairwise crossing or incident edges in any
simple topological drawing with n vertices.

For straight line drawings of thrackles, so called geometric thrackles, already
Erdős provided a proof for the conjecture, actually answering a question from
1934 by Hopf and Pannwitz on distances between points. Probably the most
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elegant argument is due to Perles and can be found in [18]. Extending geometric
drawings, a drawing is called x-monotone if each curve representing an edge is
intersected by every vertical line in at most one point. In the same paper, Pach
and Sterling [18] show that the conjecture holds for x-monotone drawings by
imposing a partial order on the edges.

A drawing of a graph is called outerplanar if its vertices lie on a circle and
its edges are represented by continuous curves contained in the interior of this
circle. In [5] several properties for outerplanar thrackles are shown, with the
final result that outerplanar thrackles are another class where the conjecture is
true. Misereh and Nikolayevsky [16] generalized this further to thrackle drawings
where all vertices lie on the boundaries of d ≤ 3 connected domains which are in
the complement of the drawing. They characterize annular thrackles (d = 2) and
pants thrackles (d = 3) and show that in all cases Conway’s conjecture holds.
Finally, Cairns, Koussas, and Nikolayevsky [2] prove that the conjecture holds
for spherical thrackles, that is, thrackles drawn on the sphere such that the edges
are arcs of great circles.

In a similar direction, several attempts show that some types of thrackles are
non-extensible. A thrackle is called non-extensible if it cannot be a subthrackle
of a counterexample to Conway’s conjecture. Wehner [21] stated the hypothe-
sis that a potential counterexample to Conway’s conjecture would have certain
graphtheoretic properties. Li, Daniels, and Rybnikov [14] support this hypoth-
esis by reducing Conway’s conjecture to the problem of proving that thrackles
from a special class (which they call 1-2-3 group) are non-extensible. Actually,
already Woodall [22] had shown that if the conjecture is false, then there exists
a counterexample consisting of two even cycles that share a vertex.

On the negative side, we mention tangled- and generalized thrackles. A tan-
gled-thrackle is a thrackle where two edges can have a common point of tangency
instead of a proper crossing. Besides the fact that tangled-thrackles with at
least �7n/6� edges are known [17] – and therefore Conway’s conjecture can not
be extended to tangled-thrackles – Ruiz-Vargas, Suk, and Tóth [20] show that
the number of edges for tangled-thrackles is O(n). A generalized thrackle is a
drawing where any pair of edges shares an odd number of points. Lovász, Pach,
and Szegedy [15] showed that a bipartite graph can be drawn as a generalized
thrackle if and only if it is planar. As planar bipartite graphs can have up to
2n − 4 edges, this implies that generalized thrackles exist with a edge-vertex
ratio close to 2. A tight upper bound of 2n − 2 edges for generalized thrackles
was later provided by Cairns and Nikolayevsky [3].

The race for an upper bound on the number m of edges of a thrackle was
started by the two just mentioned papers. Lovász, Pach, and Szegedy [15] pro-
vided the first linear bound of m ≤ 2n − 3 and Cairns and Nikolayevsky [3]
improved this to m ≤ 3

2 (n − 1). They also consider more general drawings of
thrackles on closed orientable surfaces; see also [4].

By exploiting certain properties of the structure of possible counterexamples,
Fulek and Pach [8] gave an algorithm that, for any c > 0, decides whether the
number of edges are at most (1 + c)n for all thrackles with n ≥ 3. As the
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running time of this algorithm is exponential in 1/c, the possible improvement
by the algorithm is limited, but the authors managed to show an upper bound of
m ≤ 167

117n ≈ 1.428n. Combining several previous results in a clever way, Goddyn
and Xu [10] slightly improved this bound to m ≤ 1.4n − 1.4. Among other
observations they also used the fact that it was known that Conway’s conjecture
holds for n ≤ 11. This has been improved to n ≤ 12 in the course of enumerating
all path-thrackles for n up to 12 in [19]. The currently best known upper bound
of m ≤ 1.3984n is again provided by Fulek and Pach [9]. They also show that for
quasi-thrackles Conway’s conjecture does not hold. A quasi-thrackle is a thrackle
where two edges that do not share a vertex are allowed to cross an odd number
of times. For this class they provide an upper bound of m ≤ 3

2 (n − 1) and show
that this bound is tight for infinitely many values of n.

2 Geometric Thrackles

For maximal geometric thrackles, the edge-vertex ratio can be arbitrarily small.
Even if we forbid isolated vertices, it may be arbitrarily close to the natural
lower bound of 1

2 , which is implied by the handshaking lemma.

Theorem 1. For any c > 0, there exists

(a) a maximal geometric thrackle Ta such that ε(Ta) < c, as well as
(b) a maximal geometric thrackle Tb without isolated vertices such that

ε(Tb) < 1
2 + c.

Proof sketch. Consider the thrackle T formed by the seven dark, thick edges
in Fig. 1, which we call the butterfly. The butterfly is a maximal thrackle: Any
segment between the bottom three vertices b1, b2, b3 or between the top seven

Fig. 1. The butterfly T (thick, dark edges).
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vertices t1, . . . , t7 is disjoint from the central edge b3t6 or from one of the long
edges b1t2, b1t7, b2t1, and b2b5. Moreover, aside from b1t6 and b2t6, all segments
with one bottom and one top vertex as an endpoint are disjoint from the central
edge or one of the long edges. Finally, the two remaining segments b1t6 and b2t6
are disjoint from b3t4 or b3t3, respectively.
To prove the theorem, we extend the butterfly in two different ways.

(a) To obtain Ta from T , we insert a sufficient number of isolated vertices in
a small circular region R (indicated in Fig. 1) that is placed to the left of t6 such
that the lower tangent of R that passes through t6 is below all top vertices other
than t6, and the upper tangent of R that passes through b3 is above all bottom
vertices except for b3. These properties imply each segment between R and a
vertex of T is disjoint from the central edge or one of the long edges. Hence, Ta

is indeed a maximal thrackle.
(b) To obtain Tb from T , we add a sufficient number of segments uivi with i =

1, 2, . . . ,m as indicated in Fig. 2. All these segments pass through a common
point along the central edge. All upper endpoints ui are placed on the line
through t1 and t2, and all lower endpoints vi are placed on the line through b1
and b2. For each index i, the slope s(uivi) is negative. Moreover, we have s(uivi) <
s(ujvj) for i < j.

Fig. 2. The thrackle Tb is obtained by adding several segments uivi.

Suppose that the first i−1 segments have already been created for some i ≥ 1.
Then we choose the slope of uivi such that the vertices

– V +
i = {v1, v2, . . . , vi−1} ∪ {b1, b2} are below the line uib3; and

– V −
i = {u1, u2, . . . , ui−1} ∪ {t1, t2, t3, t4, t5, t7} are above the line vit6.

This choice implies that all non-edge segments between vertices of Tb are disjoint
from the central edge or one of the long edges. Hence, Tb is maximal. 	
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3 Topological Thrackles of Arbitrarily Small Edge-Vertex
Ratio

In this section, we show that the edge-vertex ratio of a maximal thrackle in
the topological setting may be arbitrarily small, unless isolated vertices are
forbidden.

Theorem 2. For every c > 0, there is a maximal thrackle T ′ with ε(T ′) < c.

Proof sketch. Consider the thrackle T of a simple cycle on six vertices depicted
in Fig. 3. Adding a sufficiently large number of isolated vertices into the central
triangular face f0 of T yields a thrackle T ′ with ε(T ′) < c. It remains to show
that T ′ is maximal. Towards a contradiction, assume that it is possible to insert
an edge uv into T ′ such that the resulting drawing remains a thrackle. Our plan
is to show that uv is self-intersecting or intersects one of the edges of T twice,
which yields the desired contradiction. To this end, we explore the drawing of e,
going from u to v. We distinguish three cases, depending on how many of the
vertices u, v are isolated vertices of T ′.

Fig. 3. Case 1 in Theorem 2. Fig. 4. Case 2 in Theorem 2.

Case 1: Both u and v are isolated vertices of T ′. To begin with, the edge uv has to
leave f0 and, by symmetry, we may assume that it does so by intersecting ab. The
thereby entered face f1 has degree four. Consequently, there are three options
for uv to proceed. First, assume that uv leaves f1 by intersecting the edge af , as
depicted in Fig. 3. By planarity, in order to reach v, the edge uv has to intersect
the closed curve C1 formed by parts of ab and af , and the part of uv that
intersects f1. This implies that uv intersects itself, or it intersects ab or af at
least twice, which yields the desired contradiction. It follows that uv leaves f1
via cd or ef . This implies that leaving f0 via f1 already requires crossings with
two of the three segments ab, cd, and ef that bound f0. However, traversing e
in reverse, that is, going from v to u, requires us to leave f0 via one of the other
adjacent faces f2 and f3. By symmetry, this requires two additional crossings
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with the segments ab, cd, and ef . Consequently, one of these segments is crossed
at least twice, which again yields a contradiction.
Case 2: Precisely one of u and v is isolated in T ′. Without loss of generality, we
may assume that u is the isolated endpoint of uv. As in the previous case, we
may assume that uv leaves f0 via ab and enters f1. Given that uv has to intersect
the edge de (among others), it has to leave f1 (by passing through af , ef , or cd).

The case that f1 is left via af can be excluded using similar arguments
as in Case 1. It remains to consider the cases that uv leaves f1 via cd or ef ,
respectively. First, consider the former case, for an illustration refer to Fig. 4.
Given that uv has already intersected ab and cd, it follows that v ∈ {e, f}.
By planarity, it is not possible that v = f , since this would imply that uv
has to intersect the closed curve C2, which is composed of parts of the already
intersected edges ab and cd and the edge af , which is incident to f . It follows
that v = e. At some point, the edge uv intersects the edge af in its interior
and, thereby, enters the region interior to C2 that does not contain e. However,
the edges bounding C2 have now all been intersected and, hence, it is no longer
possible to reach e. It follows that uv does actually not leave f1 via cd. It remains
to consider the case that f1 is left via ef . While not symmetric, this case can be
handled similarly to the previous one.
Case 3: Both u and v belong to T . Note that this implies that T + uv is a
counterexample to Conways’s conjecture. We obtain a contradiction, as it was
established in the master’s thesis by Pammer [19] that Conways’s conjecture
holds for n ≤ 12. 	


4 Topological Thrackles Without Isolated Vertices

In this section, we investigate maximal thrackles without isolated vertices, such
that the edge-vertex ratio is strictly smaller than 1. An example of such a
thrackle, depicted in Fig. 5, was presented by Kynčl [12] in the context of simple
drawings, i.e., drawings in which every two edges intersect at most once.

Fig. 5. Kynčl’s example K.

Proposition 1. Kynčl’s example K is a maximal thrackle.

Note that the edge-vertex ratio of Kynčl’s example is 4
6 = 2

3 . To date, we know
of no maximal thrackle without isolated vertices that has a lower edge-vertex
ratio, with the exception of the trackle consisting of one edge, namely K1,1. Now,
we present an infinite family of thrackles with a low edge-vertex ratio.
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Theorem 3. There exists an infinite family of thrackles F without isolated ver-
tices, such that for all T ∈ F it holds that ε(T ) = 5

6 .

We start with a high-level overview of the proof strategy. We start our construc-
tion with a geometric star-shaped thrackle T of the cycle C2n+1, for some n ≥ 2,
as depicted in Fig. 6 for n = 4. In the first step, we duplicate every vertex and
edge of T . This results in a thrackle drawing T1 of the cycle C4n+2. Then we
apply another vertex/edge duplication step that consists of adding a copy of
Kynčl’s example to each edge. This yields a thrackle T2. We show that if T2 was
not maximal, we can assume that the additional edge starts from vertices of T1.
Therefore, the maximality of T1 implies the maximality of T2.

Fig. 6. C2n+1 as a star trackle. Fig. 7. C4n+2 as a blown up star trackle.

Now, we define T1 precisely. To this end, we choose an orientation of C2n+1

and consider three consecutive vertices u,v, and w of C2n+1. We replace every
vertex v of T by two vertices v1 and v2 very close to v. Every directed edge uv
of T is replaced by the edges u2v1 and u1v2, which are routed in a thin tunnel
around uv in the following way: The edge starting at u1 goes along uv without
crossing it, surrounds v1, and then crosses the edge vw of T to connect to v2.
Analogously, the edge starting at u2 goes along uv, surrounds v2, and then crosses
the edge vw of T as well as u1v2 to connect to v1; see Fig. 8 for an illustration.
The edges emanating from v1 and v2 are drawn analogously and hence intersect
the edges u1v2 and u2v1, respectively.

Fig. 8. Step 1: Duplicating the vertices and edges. The tunnel of uv is depicted by the
gray region.
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The result T1 is a drawing of the cycle C4n+2; a drawing for n = 4 is depicted
in Fig. 7. It is not hard to see that every pair of edges of T1 intersects and, hence,
T1 is a thrackle.

Lemma 1. T1 is a thrackle.

Moreover, T1 is maximal.

Proposition 2. The thrackle T1 of C4n+2 is maximal.

For the next step, we introduce the Kynčl belt construction, which is applied to T1

in order to obtain a drawing T2. We will show that T2 is a maximal thrackle with
edge-vertex-ratio of 5

6 .
The Kynčl belt construction creates a copy of Kynčl’s example for each edge

of T1. The edges of T1 are preserved and the Kynčl copy Ke created for an edge e
of T1 is drawn very close to e and interlaced with e and its incident edges, in
order to ensure that the edges of Ke intersect with all edges of T1 (and T2). For
an illustration consider Fig. 9.

Fig. 9. Kynčl belt construction, the original edges (thick) are preserved

More precisely, the construction works as follows: for each vertex v of T1 there
exists a small disk Dv containing v such that the intersection of Dv with T1 is a
simple curve consisting of parts of the two edges incident to v. In particular, the
disk Dv is disjoint from all edges that are not incident to v. We refer to Dv as the
vicinity of v. We may assume without loss of generality that the vertex vicinities
are pairwise disjoint. As in the previous step, we consider the edges of T1 to be
directed. Consider a directed edge e = uv of T1 and let f and g denote the edges
that precede and succeed e along T1, respectively. The vertices of the Kynčl
copy Ke that is created for e are denoted by ae, be, ce and xe, ye, ze, where ie
corresponds to its pendant i ∈ {a, b, c, x, y, z} of Kynčl’s example illustrated in
Fig. 5. We may assume that the small triangular faces incident to e are to the
right side of e at u and to the left side of e at v; note that this property holds for
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every second edge of T1; see again Fig. 7. The vertices ae, ye, and ze are placed
in Dv, to the left side of the directed path eg. On the other hand, the vertices ce
and xe are placed in Du, to the right side of the directed path fe. Finally, the
vertex be is identified with u.

All intersections between the edges of Ke are placed inside Dv as illustrated
in Fig. 9. All edges of Ke cross g in Dv and then follow the edge e closely in
order to reach Du. In particular, we draw the edges close enough to e such that
they are disjoint from all vertex vicinities except for Dv and Du. Note that in
this way, the edges pass through all edges of E(T1) \ {f, e, g}. Finally, inside Du,
the edges of Ke that are non-incident to be cross e and then f .

This construction is repeated for every second edge of T1; recall that T1 is
a cycle of even length. For the remaining edges of T1, we proceed analogously,
except that we use a reflected version of Kynčl’s example and we exchange the
roles of the two sides of the directed paths eg and fe inside the disks Du and Dv,
as illustrated in Fig. 9, by this ensuring that all additional vertices are located
in the small triangular cells. Note that this ensures that each edge e′ of Ke

crosses each edge of Kf (and Kg) precisely once. Additionally, the edges of the
remaining Kynčl copies are intersected by the part of e′ that is disjoint from Du

and Dv. This shows that T2 is indeed a thrackle. Moreover, for each edge of the
cycle T1, we have added four new edges and five new vertices, which results in
the claimed edge-vertex-ratio of 5

6 . We will refer to Be := E(Ke) ∪ {e} as the
edge bundle of e. Note that these are exactly the edges that run in parallel close
to each other, when outside of Du or Dv. The region Re of this bundle is the
region of T2\(Du∪Dv) that is enclosed by its outer edges e and aebe (see Fig. 9).

It remains to prove that T2 is a maximal thrackle. Therefore, we assume
by contradiction that there exists a new edge s that can be introduced into T2

such that T2 ∪ s is a thrackle. To arrive at contradiction, we show the following
properties of s.

Property 1. For every vertex u and edge e = uv of T1 it holds that a new edge s
does not enter Du within a bundle, i.e., s ∩ Re ∩ ∂Du = ∅.
Property 2. Let e and f be two edges of T1 sharing an endpoint u. If s has
one of its endpoints v in Du \ {u}, it intersects all edges of Be ∪ Bf inside Du.
Moreover, v ∈ {af , yf , zf}.
Property 3. If there exists a new edge s with vertices in T2 such that T2 ∪ s is
a thrackle, then there exists an edge s′ such that T2 ∪s′ is a thrackle, the vertices
of s′ belong to T1, and the vertices of s′ do not share an edge in T1.

Proof sketch. Let UV := s. If both U, V are vertices of T1, then the claim is
proved. Therefore, we may assume that U does not belong to T1. Let u denote
the vertex of T1 such that U is contained in Du; likewise, let v denote the vertex
of T1 such that V is contained in Dv. When constructing T2 from T1, we ensure
to place all new vertices in the small triangular faces incident to each vertex
of T1, see Fig. 7. Due to this placement, it may be derived from Property 2 that
u = v.
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We now show that u and v do not share an edge in T1. Suppose for a contra-
diction, that e := uv is an edge of T1. If U = u and V = v, then by Property 2,
s intersects all edges of Be in both Du and Dv; a contradiction. Similarly, if
U = u and V = v, then s intersects all edges of Be in Du and e = Uv in Dv ; a
contradiction. Consequently, u and v do not share an edge.

Now we use the fact that s intersects all edges present in Du (by Property 2)
to reroute s inside Du. As before, let the sections of e and f inside Du parti-
tion Du in its top and bottom half.

Let w1, w2, . . . , wk denote the sequence of intersections of s with ∂Du. Since
the vertex U of s is inside Du, k is an odd integer. Moreover, by Properties
1 and 2, no section w2i−1w2i connects the top and bottom half. Consequently,
w1w2, . . . , wk−2wk−1 form pairs contained in the top or bottom part that are
additionally nested since s has no self-intersections. We replace the sections
w2i−1w2i of s by curves close to the boundary of DU such that no edge of Du is
intersected.

The last part wkU we reroute as follows, see also Fig. 10: If wk is contained in
the top half of Du, we replace the part of s inside Du by a straight line segment
that connects u and ∂Du ∩ s; note that this segment intersects all edges in Du.
If wk is contained in the bottom half of Du, we replace wkU inside Du with a
curve from u to ∂Du ∩ s as illustrated; note that this curve intersects all edges
of Du.

After this replacement, the new edge s′ intersects the same set of edges as s.
Therefore, T2 + s′ is a thrackle. Moreover, the vertex U of s is replaced by the
vertex u of s′ where u is in T1. If V = v, we apply the same rerouting for the
other vertex V of s. �

Property 3 implies that if T1 is maximal, then T2 is maximal. Therefore,
Proposition 2 implies that T2 is a maximal thrackle with ε(T2) = 5

6 . This com-
pletes the proof of Theorem 3.

Fig. 10. Illustration of Property 3.
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5 Ongoing Work and Open Problems

We believe that by repeating the Kynčl belt construction, one obtains a class
of maximal trackles such that for every c, there exists maximal thrackle T with
ε(T ) < 4

5 +c. The idea is as follows: Since the original edges of T1 are preserved in
T2, we can apply the Kynčl belt construction to T2 by using only the edges of T1.
This results in a thrackle T3. To do this, we find new, smaller vicinities around
every vertex of T1 which are free of other vertices and non-incident edges. For
an illustration, consider Fig. 11. By repeating the procedure k times, we obtain
a trackle Tk with

ε(Tk) =
2n + 1 + 4k

2n + 1 + 5k
=

4
5

+
2n + 1

10n + 5 + 25k
<

4
5

+ c ⇔ k >
(1 − 5c)(2n + 1)

25c
.

Showing that Tk is (potentially) maximal is more involved and ongoing work, in
which we are done with proving most appearing cases.

Fig. 11. Applying the Kynčl belt construction multiple times.

We conclude with a list of interesting open problems:

– What is the minimal number of edges that a maximal thrackle without iso-
lated vertices can have? Can such a maximal thrackle T have ε(T ) < 4

5?
– Is it true that for every maximal thrackle T it holds that ε(T ) > 1

2 or do
maximal matching thrackles (other than K1,1) exist? It has been very recently
shown [6] that geometric matching thrackles are not maximal. The question
remains open for topological thrackles.

– Does Conway’s conjecture hold?
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vertex ratio of maximal thrackles. https://arxiv.org/abs/1908.08857v2

2. Cairns, G., Koussas, T., Nikolayevsky, Y.: Great-circle spherical thrackles. Discrete
Math. 338(12), 2507–2513 (2015)

3. Cairns, G., Nikolayevsky, Y.: Bounds for generalized thrackles. Discrete Comput.
Geometry 23(2), 191–206 (2000)

4. Cairns, G., Nikolayevsky, Y.: Generalized thrackle drawings of non-bipartite
graphs. Discrete Comput. Geometry 41(1), 119–134 (2009)

5. Cairns, G., Nikolayevsky, Y.: Outerplanar thrackles. Graphs Comb. 28(1), 85–96
(2012)

6. Cleve, J., Mulzer, W., Perz, D., Steiner, R., Welzl, E.: Personal communication,
August 2019

7. Conway, J.H.: Unsolved problems in combinatorics, pp. 351–363. Mathematical
Institute, Oxford (1972)

8. Fulek, R., Pach, J.: A computational approach to Conway’s Thrackle Conjecture.
Comput. Geom. Theor. Appl. 44(6–7), 345–355 (2011)

9. Fulek, R., Pach, J.: Thrackles: an improved upper bound. Discrete Appl. Math.
259, 226–231 (2019)

10. Goddyn, L., Xu, Y.: On the bounds of Conway’s thrackles. Discrete Comput. Geom.
58(2), 410–416 (2017)

11. Hajnal, P., Igamberdiev, A., Rote, G., Schulz, A.: Saturated simple and 2-simple
topological graphs with few edges. J. Graph Algorithms Appl. 22(1), 117–138
(2018)
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Abstract. Symmetry is a key feature observed in nature (from flow-
ers and leaves, to butterflies and birds) and in human-made objects
(from paintings and sculptures, to manufactured objects and architec-
tural design). Rotational, translational, and especially reflectional sym-
metries, are also important in drawings of graphs. Detecting and clas-
sifying symmetries can be very useful in algorithms that aim to create
symmetric graph drawings and in this paper we present a machine learn-
ing approach for these tasks. Specifically, we show that deep neural net-
works can be used to detect reflectional symmetries with 92% accuracy.
We also build a multi-class classifier to distinguish between reflectional
horizontal, reflectional vertical, rotational, and translational symmetries.
Finally, we make available a collection of images of graph drawings with
specific symmetric features that can be used in machine learning systems
for training, testing and validation purposes. Our datasets, best trained
ML models, source code are available online.

1 Introduction

The surrounding world contains symmetric patterns in objects, animals, plants
and celestial bodies. A symmetric feature is defined by the repetition of a pattern
along one of more axes, called axes of symmetry. Depending on how the repeti-
tion occurs the symmetry is classified as reflection when the feature is reflected
across the reflection axis, and translation when the pattern is shifted in the
space. Special cases of reflection symmetries are horizontal (reflective) symme-
try when the axis of symmetry is horizontal or a vertical (reflective) symmetry
when such axis is vertical. Rotational symmetries occur when the translational
axes of symmetry are radial.

Symmetry has been studied in many different fields such as psychology, art,
computer vision, and even graph drawing. In psychology, for example, studies on
the impact of symmetry on humans show that the vertical symmetry in objects
is perceived pre-attentively. A similar study conducted in the context of graph
drawing also shows that the vertical symmetry in drawings of graphs is best
perceived among all others [8]. In this context, algorithms to measure symmetries
in graph drawings have been proposed although it has been shown that these
measures do not always agree with what humans perceive as symmetric [34].

c© Springer Nature Switzerland AG 2019
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Convolutional Neural Networks (CNN) have become a standard image clas-
sification technique [18]. CNNs automatically extract features by using informa-
tion about adjacent pixels to down-sample the image in the first layers, followed
by a prediction layer at the end.

Led by the lack of a reliable way to identify a symmetric layout and eventually
classify it by the symmetry it contains, in this paper we consider CNNs for
the detection and classification of symmetries in graph drawing. Specifically we
consider the following two problems: (i) Binary classification of symmetric and
non-symmetric layout; and (ii) multi-class classification of symmetric layouts
by their type: horizontal, vertical, rotational, translational. In particular, our
contributions are as follows:

1. We describe a machine learning model that can be used to determine whether
a given drawing of a graph has reflectional symmetry or is not-symmetric
(binary classification). This model provides 92% accuracy on our test dataset.

2. We describe a multi-class classification model to determine whether a given
drawing of a graph has vertical, horizontal, rotational, or translational sym-
metry. This model provides 99% accuracy on our test dataset.

3. We make available training datasets, as well as the algorithms to generate
them.

The full version of this paper contains more details, figures and tables [7].

2 Related Work

Symmetry detection has applications in different areas such as computer vision,
computer graphics, medical imaging, and robotics. Competitions for symme-
try detection algorithms have taken place several times; for example, see Liu
et al. [20]. For reflection and translation symmetries the problem can be inter-
preted as computing one or more axes of symmetry [17]. In the context of graph
drawing, symmetry is one of the main aesthetic criteria [26].

Symmetry Detection and Computer Vision: Detection of symmetry is an impor-
tant subject of study in computer vision [1,21,24]. The last decades have seen
a growing interest in this area although the study of bilateral symmetries in
shapes dates back to the 1930s [2]. The main focus is on the detection of sym-
metry in real-world 2D or 3D images. As Park et al. [25] point out, although
symmetry detection in real-world images has been widely studied it still remains
a challenging, unsolved problem in computer vision. The method proposed by
Loy and Eklundh [22] performed best in a competition for symmetry detec-
tion [20] and is considered a state-of-the-art algorithm for computer vision sym-
metry detection [6,25]. Symmetries in 2D points set have also been studied and
Highnam [11] proposes an algorithm for discovering mirror symmetries. More
recently, Cicconet et al. [6] proposed a computer vision technique to detect the
line of reflection (mirror) symmetry in 2D and the straight segment that divides
the symmetric object into its mirror symmetric parts. Their technique outper-
forms the winner of the 2013 competition [20] on single symmetry detection.
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Symmetry Detection and Graphs: In graph theory the symmetry of a graphs is
known as automorphism [23] and testing whether a graph has any axial sym-
metry is an NP-complete problem [3]. A mathematical heuristic to detect sym-
metries in graphs is given in [9]. Klapaukh [15,16] and Purchase [26] describe
algorithms for measuring the symmetry of a graph drawing. While the first mea-
sure analyzes the drawing to find reflection, rotation and translation symmetries,
the latter considers only the reflection. Welsh and Kobourov [34] evaluate how
well the measures of symmetry agree with human evaluation of symmetry. The
results show that in cases where the Klapaukh and Purchase measures strongly
disagreed on the scoring of symmetry, human judgment agrees more often with
the Purchase metric.

Symmetry Detection and Machine Learning: Convolutional neural networks
can be a powerful tool for the automatic detection of symmetries. Vasude-
van et al. [33] use this approach for the detection of symmetries in atomically
resolved imaging data. The authors train a deep convolutional neural network for
symmetry classification using 4000 simulated images, 3 convolutional layers, a
fully connected layer, and a final “softmax” output layer on this training dataset.
After training over 30 epochs, the authors obtained an accuracy of 85% on the
validation set. Tsogkas and Kokkinos [32] propose a learning-based approach to
detect symmetry axes in natural images, where the symmetry axes are contours
lying in the middle of elongated structures. To the best of our knowledge, there
are no prior machine learning approaches for detecting or classifying symmetries
in graph drawings.

Neural Networks for Image Classification and Detection: Convolutional Neural
Networks (CNNs) are standard in image recognition and classification, object
detection, and video analysis. The Mark I Perception machine was the first imple-
mentation of the perceptron algorithm in 1957 by Rosenblatt [27]. Widrow and
Hoff proposed a multilayer perceptron [35]. Back-propagation was introduced by
Rumelhart et al. [28]. LeNet-5 [19] was deployed for zip code and digit recog-
nition. In 2012, Alex Krizhevsky [18] introduced CNNs with AlexNet. Szegedy
et al. [14] introduced GoogLeNet and the Inception module. Other notable devel-
opments include VGGNet [30] and residual networks (ResNet) [10].

3 Background and Preliminaries

In this section we give a brief overview of machine learning in the context of our
experiments. We also attempt to clarify some of the terminology we use through-
out the paper, focusing in particular on Deep Neural Networks and Convolutional
Neural Networks.

A deep neural network is made of several layers of neurons. Information flows
through a neural network in two ways: via the feedforward network and via
backpropagation. During the training phase, information is fed into the network
via the input units, which trigger the layers of hidden units, and these in turn
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arrive at the output units. This common design is called a feedforward network.
Not all units fire all the time. Each unit receives inputs from the units of the
previous layer, and the inputs are multiplied by the weights of the connections
they travel along. Every unit adds up all the inputs it receives in this way and
if the sum exceeds a certain threshold value, the unit fires and triggers the units
it is connected to in the next layer.

Importantly, there is a feedback process called backpropagation that can be
used to improve the weights. This involves the comparison of the output the net-
work produces with the output it was meant to produce, and using the difference
between them to modify the weights of the connections between the units in the
network, working from the output units, through the hidden units, and to the
input units. Over time, backpropagation helps the network to “learn,” reducing
the difference between actual and intended outputs.

Convolutional neural network (CNN) are used mainly for image data classifi-
cation where intermediate layers and computations are a bit different then fully
connected neural networks. Each pixel of input image is mapped with a neuron
of the input layer. Output neurons are mapped to target classes. Figure 1 shows
a simple CNN architecture. Different types of layers in a typical CNN include:

Fig. 1. A typical convolutional neural network.

– convolution layer (convnet): in this layer a small filter (usually 3×3) is taken
and moved over the image. Applying filters in the layer helps to detect low
and high level features in the image so that spatial features are preserved in
the layer. The convolutional layer helps to reduce the number of parameters
compared to a fully connected layer. Keeping the same set of filters helps to
share parameters and sparsity helps to further reduce the parameters. For
example, in a 3 × 3 filter every node in the next layer is only connected to 9
nodes in the previous layer. This sparse connection helps to avoid over-fitting.

– activation layer : this layer applies an activation function from the previous
layer. Example functions include ReLU, tanh and sigmoid.

– pooling : the pooling layer is used to reduce size of the convnet. Filter size
f , stride s, padding p are used as parameters of the pooling layer. Average
pooling or max pooling are the standard options. After applying the pooling to
a given image shape (Nh×Nw×Nc), it turns into �Nh−f

s +1�×�Nw−f
s +1�×Nc.
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– Fully Connected Layer (FCL): a fully connected layer creates a complete
bipartite graph with the previous layer. Adding a fully-connected layer is
useful when learning combinations of non-linear features.

We now review some common machine learning terms. Training loss is the error
on the training set of data, and validation loss is the error after running the
validation set of data through the trained network. Ideally, train loss and valida-
tion loss should gradually decrease, and training and validation accuracy should
increase over training epochs. The training set is the data used to adjust the
weights on the neural network. The validation set is used to verify that increase
in accuracy over the training data actually yields an increase in accuracy. If the
accuracy over the training data set increases, but the accuracy over the valida-
tion data decreases, it is a sign of overfitting. The testing set is used only for
testing the final solution in order to confirm the actual predictive power of the
network. A confusion matrix is a table summarizing the performance in clas-
sification tasks. Each row of the matrix represents the instances in a predicted
class while each column represents the instances in an actual class. The precision
p represents how many selected item are relevant and recall r represents how
many relevant items are selected. F1 -score is measured by the formula 2 ∗ r∗p

p+r .

4 Datasets

In this section we describe how we generated datasets for our machine learning
systems. To the best of our knowledge, there is no dataset of images suitable
for training machine learning systems for symmetry detection in graph drawings.
Our dataset contains images that feature different types of symmetries, including
reflection, translation or rotation symmetries and variants thereof. An overview
all types of layouts is given in Fig. 2.

We started with a dataset of simple symmetric images and inspected the
results trying to identify which characteristic of the layout leads to its classi-
fication as symmetric or not symmetric. If we observed a characteristic in the
symmetric layouts we generated non symmetric layouts that expose it and sym-
metric layouts without it. Then we fed them to the system for the classification.
In case of inaccurate results we included the new layouts (that we call breaking
instances of the dataset) in the training system and repeated the process until
we could not identify any other specific feature.

In order to distinguish inputs of different sizes, we refer to layouts in our
dataset as small or large based on the number of vertices, |V |. A small layout
has |V | ∈ [5, 8] while a large layout has |V | ∈ [10, 20]. The number of edges is a
random integer |E| ∈ [|V |, �1.2�∗|V |]. The layouts included in the global dataset
used for all experiments can be summarized as follows:

– SmallSym: small reflective symmetric layout
– SmallNonSym: non symmetric generated from SmallSym with random node

positions
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Fig. 2. Examples of the different layout instances in our dataset.

– ReflectionalLarge: large reflective symmetric layouts with random axis of sym-
metry

– NonSymLarge: non symmetric generated from ReflectionalLarge layouts
– HorizontalLarge: large reflective symmetric layouts with a 0◦ axis of symmetry
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– VerticalLarge: large reflective symmetric layouts with a 90◦ axis of symmetry
– RotationalLarge: rotational symmetric with random axes between 4 and 10
– TranslationalLarge: translational symmetric translated along x-axis

In the remainder of this section we discuss how we generated our layouts and
the process that led to them.

4.1 Reflectional Layout Generation

A reflectional symmetric layout may expose different characteristics such as “par-
allel lines” orthogonal to the axis of symmetry and edge crossings on the axis of
symmetry.

The generation procedure for symmetric graphs and layouts thereof differs
slightly depending on the type of symmetry we attempt to capture.

We used the procedure for generating a graph and a reflectional symmetric
layout with the “parallel lines” feature following the algorithm in [8] as follows.
Given a graph with n

2 vertices, called a component, we assign to each vertex of
the component positive random coordinates. Then we copy this component and
replace the x-coordinates of each vertex with the negative value of the original.
This results in a layout with two disjoint components that are then connected
by a random number of edges in [1, �|V |/3�] selecting random vertices in one
component and connecting them to their corresponding vertices in the other
component. This results in layouts with vertical axis of symmetry; see Fig. 3(b).
To create layouts with horizontal axis of symmetry we add a 90◦ rotation; see
Fig. 3(a).

The procedure for generating a graph and a reflectional symmetric layout
without the “parallel lines” feature is described in Algorithm SymGG. This
algorithm gives an overview on how to create the symmetric versions with the
different features. In the following we explain how we defined SymGG based
on experimental improvements of our dataset. Given a symmetric graph with
n vertices by Algorithm SymGG, we create a non-symmetric layout by assign-
ing to each vertex of the input graph any random y-coordinate and a positive
random x-coordinate to the vertices with identifier < n

2 and a negative random
x-coordinate, otherwise.

To create reflectional symmetric layouts, instead, if a vertex with identifier
i < n

2 gets coordinates (xr, yr) then the vertex with identifier ic = i + n
2 gets

assigned coordinates (−xr, yr). If the graph has an odd number of vertices then
the vertex with identifier n − 1 gets x = 0. Note that, by construction, the
resulting layouts have a vertical axis of symmetry; see Fig. 3(e). To create layouts
with horizontal axis of symmetry we add a 90◦ rotation; see Fig. 3(f).

4.2 Dataset Definition

Here we describe the process that led to us to the dataset of reflectional sym-
metric layouts.

To this aim we generated the SmallSym, SmallNonSym, NonSymLarge and
ReflectionalLarge layouts.
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Algorithm SymGG(n,m): Symmetric graph generation with n vertices and
m edges
1: define G = (V,E) where |V | = n with id [0, n − 1] and |E| = 0
2: add m edges to G selecting one or more edge types from [3-6] and continuing with

steps [7-12]
3: for a random edge choose random integers u, v in [0, n − 1] such as (u, v) /∈ E;
4: for a random edge that does not cross the axis of reflection choose random integers

u, v in [0, �� ∗ n/2 − 1] such as (u, v) /∈ E;
5: for parallel edge feature choose random integer u in [0, �� ∗ n/2 − 1] and v =

u + �� ∗ n/2 such as (u, v) /∈ E;
6: for crossing edge feature choose random integer u in [0, �� ∗ n/2 − 1] and v in

[n/2, n − 1] such as (u, v) /∈ E;
7: Generate the symmetric edge (u sym, v sym) of (u, v)
8: u sym = u ∓ �� ∗ n/2 if u ≷ �� ∗ n/2
9: v sym = v ∓ �� ∗ n/2 if v ≷ �� ∗ n/2

10: u sym = u if n is odd and u = n − 1
11: v sym = v if n is odd and v = n − 1
12: add (u, v) and (u sym, v sym) to E

First Improvement: At first, we trained our system with the reflective sym-
metric layouts and random layouts generated using the approach in [8] as
described above.

Observations: Using this simple dataset we observed that the system could
always classify the layouts correctly for any of the used layouts.

Layouts Characteristic: Analyzing the used dataset we observed that the gener-
ation algorithm used gives symmetric layout for reflective symmetry with a clear
symmetric feature that is ‘parallel lines’ orthogonal to the reflection axis. These
lines separate two identical but reflected subcomponents, as Fig. 3(a-b) show.

Breaking Layout: After identifying the ‘parallel lines’ feature, we generated non-
symmetric layouts with the same feature. These layouts were created starting
from the symmetric layouts and then assigning random positions to the vertices
not linked to the parallel edges; an example of random layout with parallel
edges is shown in Fig. 4b. Without re-training the system, these layouts are
misclassified as symmetric, breaking the previously built model.

Second Improvement: Here we added to our dataset the breaking instances
of the previous model and new symmetric layouts that do not show the ‘parallel
lines’ feature. The parallel lines of a symmetric layouts are given by vertices that
are connected to their reflected copy (since they share either the x or y coordinate
in the space). The new layouts we generated have the two subcomponents not
only connected by edges between a vertex and his reflected copy but also by
edges connecting a random vertex of one component to a random vertex of the
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Fig. 3. Symmetric layouts in the dataset: (a) Horizontal, (b) Vertical, (c) Translational,
(d) Rotational, (e) Vertical without parallel lines, (f) Horizontal without parallel lines.

(a) (b) (c)

Fig. 4. Non symmetric layouts in the dataset: (a) Random, (b) with Parallel Lines, (c)
with Crossings

other (and viceversa to keep the symmetry). These edges generate crossings
on the axis of symmetry of the symmetric layout, instead of the parallel lines.
Pseudocode for the symmetric graph generation Algorithm SymGG (with even
number of edges as input) can be found above.

Analogously we generated some random layouts that show the same fea-
ture, starting from a symmetric layout with non-parallel edges and shuffling
the position of the vertices not connected to such edges. Figure 3(e) illustrates
and example of symmetric layout with crossings while Fig. 4(c) depicts a non
symmetric layout with crossings.

Observations: Training the system with these new layouts we obtained good
results on all layouts, including those misclassified in the previous setup.

Breaking Instance: Inspecting the current dataset we identified another char-
acteristic of the current symmetric layouts: an even number of vertices. We
then generates symmetric layouts with an odd number of vertices. The genera-
tion algorithm for these layouts is given in Algorithm SymGG. Again, without
training, the the current system fails on such layouts misclassifying them as a
non-symmetric. Further, we observed that rotating the symmetric layouts also
makes our machinery fail.

Final Improvement: Here we added to our dataset instances with odd num-
ber of vertices for both symmetric and non symmetric layouts. We also added
instances rotated by a random angle between 0 and 360. Since we could not find
further breaking instance for this dataset, we used it for our experiments.
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4.3 Other Symmetric Layouts

In addition to the instances above we generated the translational layouts and
rotational layouts using the algorithm in [8], as follows.

To create translational symmetric layouts we use the same process of gen-
eration of reflectional symmetric layout with parallel edges above but instead
of taking the negative value of the x-coordinate of the copied component we
shift each component by a predefined value δ. If a vertex in the given compo-
nent gets coordinates (x, y) then the vertex in the copied component is assigned
coordinates (x − δ, y); see Fig. 3(c).

The generation process for rotational symmetric layouts is different, since the
number of vertices depends on the number of symmetric axes. To generate such
layouts we start from a given graph component with n vertices and then we select
a random number of radial symmetric axes in the range [4, 10]. After assigning a
random position to the vertices of the component we copy and shift it over the
reflection axes. Then we choose two random vertices in the component and use
them to connect pairs of rotationally consecutive components; see Fig. 3(d).

5 Experimental Setup

Our images are in black and white with a size of 200×200 pixels. We use 1 pixel
for the edge width and 3 × 3 pixels for a vertex. We configured our system with
the following settings: 1 grayscale channel, with resealing by 1/255, batch size
16 and number of epochs 20. In all of our experiment we use 80% of our data
as training set, 10% as validation set, and 10% as test set. Test sets are never
used in during training, those are reserved for computing the final accuracy.
During training, in every epoch we check the validation accuracy and save the
best trained model as checkpoint. The best trained model is used on the final
test set.

Since images of graph drawings have different features than that of real-world
images (e.g., textures and shapes), we tested different popular CNN architectures
with same parameter settings.

We use CNN architectures from the Keras implementation; Keras is a high-
level API of Tensorflow that supports training with multiple CPUs1. For our
experiments, we used the High Performance Computing system at the University
of Arizona. Specifically, training was done on 28 CPUs, each with Intel Xeon
3.2 GHz processor and 6 GB of memory. Training time for the different models
ranged from 6 to 29 h; see Table 1.

6 Detecting Reflectional Symmetry

Small Binary Classification (SPBC) Experiment: In this experiment
we test how accurately we can distinguish between drawings of graphs with

1 https://github.com/keras-team/keras/tree/master/keras/applications.

https://github.com/keras-team/keras/tree/master/keras/applications
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Table 1. Overview of the CNN models used in the experiment.

Name Parameters Layers References Our training time (h)

ResNet50 23.59M 177 [10] 15.25

MobileNet 3.23M 93 [12] 6.22

MobileNetV2 2.26M 157 [29] 8.36

NASNetMobile 4.27M 771 [36] 5.79

NASNetLarge 84.93M 1041 [36] 10.21

VGG16 107.01M 23 [30] 24.24

VGG19 112.32M 26 [4] 25.32

Xception 20.87M 134 [5] 19.59

InceptionResNetV2 54.34M 782 [31] 15.18

DenseNet121 7.04M 429 [13] 20.11

DenseNet201 18.32M 709 [13] 28.49

reflectional symmetry and ones without. We use a binary classifier trained on
SmallSym and SmallNonSym instances from our dataset; see Fig. 2. We use the
InceptionResNet CNN model with 12000 images for training, 2000 images for
validation, and 2000 image for testing. The model achieves 92% accuracy. We
evaluated several different models before settling on InceptionResNet ; see the
full paper for more details [7].

We cross-validate our results with two earlier metrics specifically designed to
evaluate the symmetry in drawing of graphs, namely the Purchase metric [26]
and the Klapaukh metric [15]. These two metrics were not designed for binary
classification, but given a graph layout they provide a score in the range [0, 1].
We interpret a score of ≥ 0.5 as a vote for “symmetry” and a score of < 0.5 as
a vote of “no symmetry”. We can now compare the performance of our CNN
model against those of the Purchase metric and the Klapaukh metric on the
same set of 2000 test images. We report accuracy, precision, recall and F1-score
in Table 2. We can see that while the two older metrics perform well, the CNN
is better in all aspects (except recall, where the Purchase metric is .01% better).

Table 2. Comparison between the CNN model and existing symmetry metrics.

Model Accuracy Precision recall F1-Score

Purchase [26] 82% 0.67 0.96 0.79

Klapaukh [15] 82% 0.80 0.86 0.83

InceptionResNet 92% 0.90 0.95 0.93

Training loss, validation loss, training accuracy and validation accuracy for
our Experiment SPBC are shown in the full version of the paper [7].
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7 Detecting Different Types of Symmetries

Multi-class symmetric layouts classification (LHVRT) Experiement:
In this experiment we test how accurately we can distinguish between draw-
ings of graphs with different types of symmetries. We use a multi-class classi-
fier trained on several types of symmetries: Horizontal, Vertical, Rotational and
Translational. Recall that Horizontal and Vertical are special cases of reflection
symmetry, where the axis of reflection is horizontal or vertical, respectively.

We train the CNN with HorizontalLarge, VerticalLarge, RotationalLarge, and
TranslationalLarge instances from our dataset; see Fig. 2.

We use the ResNet50 CNN model with 16000 images for training, 2000 images
for validation, and 4480 images for testing. The model achieves 99% accuracy.
Table 3 shows the corresponding confusion matrix. We evaluated several differ-
ent models before settling on ResNet50. Training loss, validation loss, training
accuracy and validation accuracy for our Experiment LHVRT are shown in the
full version of the paper, where more results and discussion thereof can also be
found [7].

Table 3. Confusion matrix from ResNet50. Each row of the matrix represents the
instances in a predicted class while each column represents the instances in an actual
class.

HorizontalLarge RotationalLarge TranslationalLarge VerticalLarge

HorizontalLarge 1280 0 0 0

RotationalLarge 0 800 0 0

TranslationalLarge 0 0 798 2

VerticalLarge 0 0 1 1599

8 Conclusions

In the experiments above we achieved high accuracy for both detection and
classification. Compared to existing evaluation metrics for symmetric layout we
observed that our machinery outperforms the mathematical formulae proposed
when used as classifiers.

Note, however, that there are many limitations to consider. First of all, we
generated all the datasets and have not tested the models on layouts obtained
from other layout algorithms. Further, the graphs we used are small and we have
not confirmed how well humans agree with the decisions of the machine learning
system. Finally, the two tasks we performed are limited in power, and we do
not yet have a model that can accurately predict whether a graph drawing is
symmetric or not, or which of two drawings of the same graph is more symmetric.

Nevertheless, we believe our dataset can be useful for future experiments and
our initial results on limited tasks indicate that a machine learning framework
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can be useful for symmetry detection and classification. Our dataset, models,
results details can be found in https://github.com/enggiqbal/mlsymmetric.
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CCF-1712119, DMS-1839274, and DMS-1839307. This experiment uses High Perfor-
mance Computing resources supported by the University of Arizona TRIF, UITS, and
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Abstract. The SPQR-tree is a data structure that compactly represents
all planar embeddings of a biconnected planar graph. It plays a key role
in constrained planarity testing.

We develop a similar data structure, called the UP-tree, that com-
pactly represents all upward planar embeddings of a biconnected single-
source directed graph. We demonstrate the usefulness of the UP-tree by
solving the upward planar embedding extension problem for biconnected
single-source directed graphs.

1 Introduction

A natural extension of planarity to directed graphs (digraphs) is to consider
planar drawings where each edge is drawn as a y-monotone curve. Such draw-
ings are called upward planar, and a graph admitting an upward planar drawing
is upward planar. A planar (combinatorial) embedding E of a graph G is an
upward planar embedding if G has an upward planar drawing whose (combina-
torial) embedding is E . Whereas undirected graphes can be tested for planarity
in linear time, upward planarity testing is NP-complete in general, though there
are efficient algorithms for graphs with a single source [4,24] and graphs with a
fixed embedding [3]. In the special case of st-graphs, i.e., graphs with a single
source s and a single sink t with s and t on the same face, planar embeddings
are the same as the upward planar embeddings [28], and hence upward planarity
and planarity are equivalent.

A related but different planarity notion for digraphs is level planarity, where
the vertices of the graph have fixed levels that correspond to horizontal lines in
the drawing. The task is to order the vertices on each level so that the drawing
is planar. Level planarity can be tested in linear time [26] by a quite involved
algorithm, or in quadratic time by several simpler algorithms [11,20,29].

In a constrained embedding problem, one seeks a planar embedding of a given
graph that satisfies additional constraints. Typical examples are simultaneous

This work was partially supported by grant RU 1903/3-1 of the German Research
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embeddings with fixed edges [5], cluster planarity [19], constraints on the face
sizes [13,14], optimizing the depth of the embedding [2] and optimizing the bends
in an orthogonal drawing [6,7,18]. One of the most prominent examples of the
last years is the partial drawing extension problem, which asks whether a given
drawing of a subgraph can be extended to a planar drawing of the whole graph.
The partial embedding extension problem is strongly related, here the input is a
planar embedding of a subgraph and the question is whether it can be extended
to a planar embedding of the whole graph. For undirected planar graphs the two
problems are equivalent and can be solved in linear time [1,25].

One of the key tools for all of these applications is the SPQR-tree, which
compactly represents all planar embeddings of a biconnected planar graph G
and breaks down the complicated task of choosing a planar embedding of G
into simpler independent embedding choices of its triconnected components [15–
17,23,27,30]. In fact, these embeddings are either uniquely determined up to
reversal, or they consist in arbitrarily choosing a permutation of parallel edges
between two pole vertices. The common approach for attacking the above-
mentioned constrained embedding problems is to project the constraints on the
global embedding to local constraints on the skeleton embeddings that can then
be satisfied by consistent local choices. While the implementation details are
often highly technical and non-trivial, the approach has proven to be extremely
successful.

In comparison, relatively little is known about constrained planarity problems
for planarity notions of digraphs. Brückner and Rutter [10] study the problem
of extending a given partial drawing of a level graph and Da Lozzo et al. [12]
study the same question for upward planarity. In general, extending a given par-
tial upward planar drawing requires to determine an upward planar embedding
that (i) extends the embedding of the partial drawing, and (ii) admits a drawing
that extends the given drawing. Here step (i) requires solving the embedding
extension problem but with additional constraints that ensure that a drawing
extension is feasible. It is worth noting that for upward planarity the embedding
extension problem and the drawing extension problem are distinct; Da Lozzo
et al. show that, generally, even if an upward planar embedding of the whole
graph is given, it is NP-complete to decide whether it can be drawn such that
it extends a given partial drawing [12, Theorem 2]. On the positive side, they
present tractability results for directed paths and cycles with a given upward
planar embedding, and for st-graphs. The restriction to st-graphs allows a rela-
tively simple characterization of the upward planar embeddings that extend the
given partial drawings [12, Lemma 6], which yields an O(n log n)-time algorithm
for step (ii). For step (i), Da Lozzo et al. exploit the fact that for st-graphs, the
choice of an upward planar embedding is equivalent to choosing a planar embed-
ding, and hence the SPQR-tree allows to efficiently search for an upward planar
embedding satisfying the additional constraints required by condition (ii).

In this paper, we seek to generalize the approach of Da Lozzo et al. to bicon-
nected single-source graphs. The key difficulty in this case is that neither do we
have access to all the upward planar embeddings of such graphs, nor is it known
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what the necessary and sufficient conditions are for an upward planar embedding
to admit a drawing that extends a given subdrawing.

Contribution and Outline. We construct a novel SPQR-tree-like embedding
representation, called the UP-tree, that represents exactly the upward planar
embeddings of a biconnected single-source graph. As in SPQR-trees, the embed-
ding choices in the UP-tree are broken down into independent embedding choices
of skeleton graphs that are either unique up to reversal or allow to arbitrarily
permute parallel edges between two poles. As such, UP-trees can take the role
of SPQR-trees for constrained embedding problems in upward planarity, making
them a powerful tool with a broad range of applications. We demonstrate this by
giving an quadratic-time algorithm for the upward planar embedding extension
problem for biconnected single-source graphs.

After introducing some preliminaries in Sect. 2, we review the results on
decomposing upward planar single-source digraphs due to Hutton and Lubiw [24]
in Sect. 3. We proceed to extend this idea from a single decomposition to decom-
position trees. Proofs of statements marked with a star (�) can be found in the
full version [9]. In Sect. 4, we define the UP-tree and in Sect. 5 we use it to solve
the partial upward embedding extension problem.

2 Preliminaries

Let G = (V,E) be a connected simple undirected graph. A cutvertex of G is a
vertex whose removal disconnects G. We say that G is biconnected if it has no
cutvertex. We say that {u, v} is a cutpair if there are connected subgraphs H1,H2

of G with H1 ∪ H2 = G and H1 ∩ H2 = {u, v}. If a graph has no cutpair it is
triconnected.

Decomposition Trees. Assume that G is biconnected. A decomposition along a
cutpair {u, v} of G is defined as follows. Let μ1, μ2 be two nodes connected
by an undirected arc (μ1, μ2). Node μi is equipped with a multigraph Hi ∪
{(u, v)} called its skeleton denoted by skel(μi). The newly added edge (u, v) is
a virtual edge and corresponds to μ2 in μ1 and to μ1 in μ2, respectively. This
is formalized as functions corrμ1 : (u, v) �→ μ2 and corrμ2 : (u, v) �→ μ1. If there
exists a cutpair {u′, v′} in skel(μi) and we may once again decompose along that
cutpair. By repeating this process we obtain an unrooted decomposition tree T .

Let a = (μ, ν) be an arc of T . Then skel(μ) and skel(ν) share two vertices u, v
and the existence of a can be traced back to a decomposition along u, v. We then
say that the poles of μ in ν are u and v. When ν is clear from the context we
also simply refer to u and v as the poles of μ.

A decomposition can be reverted by contracting an arc (μ, ν) of T and merg-
ing the skeletons of μ and ν. To merge skel(μ) and skel(ν), remove from skel(μ)
the virtual edge e with corrμ(e) = ν and from skel(ν) the virtual edge e′

with corrν(e′) = μ and set the union of these two graphs as the skeleton of
the node obtained by contracting (μ, ν) in T . This is a composition along (μ, ν).
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Consider an arc a = (μ, ν) of T . Removing a from T separates T into two
subtrees Tμ and Tν containing μ and ν, respectively. Define the pertinent graph
of μ in ν as the skeleton of the single node obtained by contracting all arcs
in Tμ. Again, when ν is clear from the context we simply refer to this graph as
the pertinent graph of μ and denote it by G(μ).

Rooted Decomposition Trees and Planar Embeddings. Throughout this paper
let an embedding of a graph denote a rotation system together with an outer
face. Decomposition trees can be used to decompose not only a graph, but also
an embedding of it. Consider a biconnected graph G together with a planar
embedding E . Let e� be an edge of G incident to the outer face of E . Further, let T
be a decomposition tree of G rooted at a node whose skeleton contains e�. Equip
the skeleton of each node μ of T with an embedding as follows. The embedding
of skel(μ) is obtained from E by contracting for each virtual edge (u, v) of skel(μ)
the pertinent graph G(corrμ(u, v)) into a single edge. These embeddings of the
skeletons of the nodes of T are referred to as a configuration. The fact that e�

is incident to the outer face gives two properties. First, the edge e� lies on the
outer face of the skeleton of the root node of T . Second, every non-root node ν
of T has some parent node μ and the virtual edge e with corrν(e) = μ lies on
the outer face of skel(ν). We extend our notion of a configuration to any set of
embeddings of the skeletons of the nodes of T that fulfills these two properties.

Recall that decomposition trees allow for (graph) composition along arcs. We
can also compose embeddings. When contracting an arc (μ, ν), we merge skel(μ)
and skel(ν) as described above. Obtain the embedding of the merged skeleton by
replacing the occurrences of the virtual edge in the rotation system around its
poles by the appropriate rotation system in the embedding of the other skeleton.
This means that G together with a planar embedding can be decomposed into
a decomposition tree T together with a configuration. And symmetrically, T
together with any configuration can be composed into a planar embedding of G.

SPQR-Trees. As described in the previous paragraph, decomposition trees sepa-
rate independent choices in finding planar embeddings of a graph. We may either
choose an embedding of the entire graph, which is generally very complex, or we
may decompose the graph into smaller skeletons, independently choose embed-
dings of these skeletons and compose them into an embedding of the entire
graph. In this sense decomposition trees implement a tradeoff between making
few complex choices or many simple choices.

The SPQR-tree is a decomposition tree that makes this tradeoff in favor of
many simple choices. SPQR-trees have four kinds of nodes, all of whose skeletons
offer only few and well-structured embedding choices. (i) R-nodes are nodes
whose skeleton is triconnected. Such skeletons have a unique planar embedding
up to flipping. (ii) S-nodes are nodes whose skeleton is a simple cycle. Such
skeletons offer no embedding choice (recall that the outer face is fixed by the
rooting). Adjacent S-nodes are contracted into one larger S-node, i.e., an S-node
whose skeleton is a larger simple cycle. This means that in SPQR-trees no two
S-nodes are adjacent. (iii) P-nodes are nodes whose skeleton is a multigraph that
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Fig. 1. The four markers used by Hutton and Lubiw. The markers are digraphs; in the
figure, all edges are directed upward.

consists of two vertices connected by three or more edges. The order of these
edges may be arbitrarily permuted. Again, adjacent P-nodes are contracted into
one larger P-node, i.e., no two P-nodes are adjacent. (iv) Q-nodes are nodes
whose skeleton consists of two vertices connected by two edges, namely one
virtual edge and one non-virtual edge. They offer no embedding choice. Note that
only the skeletons of Q-nodes contain non-virtual edges. See Fig. 3(a) and (b)
for a graph and its SPQR-tree decomposition.

3 Decomposition Trees and Upward Planar Embeddings

Recall from the previous section that for biconnected graphs we can decompose
any planar embedding into planar embeddings of the skeletons of a decomposi-
tion tree; and symmetrically, we can compose a planar embedding of the whole
graph from planar embeddings of the skeletons. In this section we find a similar
relationship between upward planar embeddings of a biconnected single-source
digraph G and upward planar embeddings of the skeletons of a suitably-defined
decomposition tree of G.

3.1 Decompositions and Upward Planar Embeddings

In this section we review the decomposition result of Hutton and Lubiw and
formulate the interface between their result and our results.

Let G be a biconnected single-source digraph together with an upward planar
embedding E . Further, let e� denote the edge around the source of G that is
leftmost in E . Now let H1,H2 be two subgraphs of G with (i) H1 ∪ H2 = G, (ii)
H1 ∩ H2 = {u, v}, (iii) e� ∈ H1 and (iv) H1 \ {u, v} or H2 \ {u, v} is connected.

Hutton and Lubiw construct two graphs H ′
1 and H ′

2 from H1 and H2 by
including one of the markers shown in Fig. 1. Markers are simple digraphs with
two vertices u, v that connect the marker to the remaining graph. The marker
in H ′

1 is designed to represent H2 and the marker in H ′
2 is designed to repre-

sent H1. If there exists a directed path from u to v we say that u dominates v
and write u < v for short. Otherwise u and v are incomparable. The vertex v is
a source if it has no incoming edges in G, a sink if it has no outgoing edges in G
and an internal vertex if it has both incoming and outgoing edges in G. Markers
are determined based on whether u < v and whether v is a source, sink or inter-
nal vertex in H1 and H2: If u and v are incomparable in G, set H ′

1 = H1 ∪ Mt

and H ′
2 = H2 ∪ Ms. Otherwise, assume u < v. Define H ′

1 as follows. If v is a
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source in H2 set H ′
1 = H1 ∪ Mt. If v is a sink in H2 set H ′

1 = H1 ∪ Muv. Oth-
erwise v is an internal vertex in H2 and we set H ′

1 = H1 ∪ Muvt. Define H ′
2 as

follows. If v is a source in H1 set H ′
2 = H2 ∪ Mt, otherwise set H ′

2 = H2 ∪ Muv.
See Fig. 4 in the full version for example decompositions.

Recall that decomposition trees of planar graphs allow for (de-)composition
of planar embeddings. Hutton and Lubiw provide a similar property for the
graphs G,H ′

1 and H ′
2.

Theorem 1 (�, implicit in [24]). Let E be an upward planar embedding of G
with e� as the leftmost edge around s. Then E induces upward planar embed-
dings F1,F2 of H ′

1,H
′
2, respectively with the following properties. In F1, e� is

the leftmost edge around the source of H ′
1. In F2, the edges of the marker are

leftmost around the source of H ′
2. Conversely, if F1 and F2 are upward planar

embeddings of H ′
1 and H ′

2 such that e� is the leftmost edge around the source
of H ′

1 and the edges of the marker are leftmost around the source of H ′
2, then

the composition of these embeddings is upward planar.

Hutton and Lubiw do not explicitly state Theorem1. Instead, Theorems 6.5,
6.7, 6.8 and 6.9 in [24] discuss the same situation as Theorem 1, but are only
concerned with upward planarity, not with the embeddings involved. See the full
version for a detailed discussion.

3.2 Decomposition Trees and Upward Planar Embeddings

The approach of Hutton and Lubiw is to decompose a single-source digraph G
into two smaller single-source digraphs G1, G2 and use Theorem 1 to trans-
late upward-planarity testing of G to upward-planarity testing of two smaller
instances H ′

1,H
′
2. Observe that the markers and the replacement rules are defined

so that both H ′
1 and H ′

2 are single-source digraphs. This means that H ′
1 and H ′

2

can be recursively decomposed. Note that in the context of connectivity markers
are treated simply as edges, i.e., markers are not decomposed further. When a
graph cannot be further decomposed it is triconnected and therefore has a unique
planar embedding which can be tested for upward planarity in linear time using
the algorithm of Bertolazzi et al. [4]. In the context of upward planarity testing
the full marker graph is considered. Upward planar embeddings of H ′

1 and H ′
2

can then be composed to an upward planar embedding of G. In the context of
embedding composition markers are again treated simply as edges. In particular,
it does not matter whether the clockwise order of the edges incident to u in Muvt

is (u, v), (u, x), (u,wt) or (u,wt), (u, x), (u, v).
We use a different approach. Instead of testing H ′

1 and H ′
2 for upward-

planarity separately, we manage them as the skeletons of two nodes in a decom-
position tree T . Note that Theorem 1 requires H1 \ {u, v} or H2 \ {u, v} to
be connected. We call such a decomposition maximal. We then decompose these
skeletons further, which grows the decomposition tree. A maximal-decomposition
tree is a decomposition tree obtained by performing only maximal decompo-
sitions. A configuration equips the skeleton of each node in the tree with an
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upward planar embedding. In this embedding, e� or the marker that represents
the component that contains e� must be incident to the outer face and leftmost
around the source of the skeleton. See Fig. 3(c) for an example of a maximal-
decomposition tree. Applying Theorem 1 at each decomposition step gives the
following.

Theorem 2. Let G be a biconnected graph with a single source s, let e� be an
edge of G incident to s and let T denote a maximal-decomposition tree of G. Then
the upward-planar embeddings of G in which e� is the leftmost edge around s
correspond bijectively to the configurations of T .

We could use Theorem 2 directly to represent all upward planar embeddings
of a graph. But we also show that decomposition trees are uniquely defined by the
decompositions that are executed, but not by the order of these decompositions.
This means that just like we can talk about the SPQR-tree decomposition for
a graph we will be able to talk about the UP-tree decomposition. The benefit
of this is that we can use a UP-tree decomposition to determine that some
constrained representation problem has no solution without having to consider
other conceivable UP-tree decompositions.

To prove uniqueness, we show that the order of the decompositions is irrele-
vant. We then apply the decompositions as defined by the SPQR-tree decompo-
sition, which is unique, and obtain the unique UP-tree decomposition. To this
end, we prove that the marker replacement rules do not depend on the order of
the decompositions. Recall that the marker replacement rules depend on vertex
dominance and the local neighborhood of certain vertices. We prove Lemma1,
which states that decompositions preserve vertex dominance and Lemma 2,
which states that decompositions preserve the local neighborhood of certain
vertices.

Lemma 1 (�). Let G be a biconnected single-source digraph and let H ′
1,H

′
2

denote the result of decomposing along a cutpair {u, v} of G. For i = 1, 2 and
any two vertices x, y in H ′

i it is x < y in H ′
i if and only if x < y in G.

Lemma 2 (�). Let G be a biconnected single-source digraph and let H ′
1,H

′
2

denote the result of decomposing along a cutpair {u, v} of G. For i = 1, 2
let {x, y} denote a cutpair of H ′

i that separates H ′
i into F1 and F2 and G into D1

and D2. Then y is a source in F1 if and only if y is a source in D1. Moreover, y
is a source, sink or internal vertex in F2 if and only if y is a source, sink or
internal vertex in D2, respectively.

Lemmas 1 and 2 immediately give the following.

Lemma 3. Let G be a biconnected graph with a single source s, let e� be an edge
of G incident to s and let T denote a decomposition tree of G. Then T relative
to e� is uniquely defined by the decompositions regardless of their order.

A configuration of T can be computed as follows. Recall that all skele-
tons are single-source digraphs. We may therefore run the algorithm due to
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Bertolazzi et al. [4] on each skeleton. Observe that in a configuration of T rel-
ative to e� the skeleton of each node μ of T must be embedded so that e� or
the marker that corresponds to the component that contains e� must appear
leftmost around the source of skel(μ). We can enforce this by rooting the decom-
position tree constructed by the algorithm of Bertolazzi et al. at the Q-node
corresponding to e� or an edge of the marker that corresponds to the component
that contains e�.

4 UP-Trees

We are ready to construct the UP-tree, a maximal-decomposition tree designed
to mimic the SPQR-tree. Let G be a biconnected directed single-source graph.
The base of the construction is the decomposition tree obtained by perform-
ing the same set of decompositions as in the construction of the SPQR-tree
decomposition of the underlying undirected graph of G. We then perform two
additional steps. The first step is to split P-nodes into chains of smaller nodes.
The second step is to determine whether skeletons of R-nodes can be reversed
and to contract some arcs of the decomposition tree. In both steps, we reason
about upward planarity of fixed embeddings with the following lemma due to
Bertolazzi et al. [4].

Let G be a biconnected single-source graph together with a planar embed-
ding. The face-sink graph F of G has the vertices and faces of G as its vertices.
It contains an undirected edge {f, v} if f is a face of G and v is a vertex of G
that is incident to f and both edges incident to v and f are directed towards v.
The following lemma implies a linear-time algorithm that tests an embedding
for upward planarity and outputs for each face whether it can be the outer face.

Lemma 4 ([4, Theorem 1]). Let G be an embedded planar single-source digraph
and let h be a face of G. Graph G has an upward planar drawing that preserves
the embedding with outer face h if and only if all of the following is true: (i)
graph F is a forest (ii) there is exactly one tree T of F with no internal vertices
of G, while the remaining trees have exactly one internal vertex; (iii) h is in
tree T ; and (iv) the source of G is in the boundary of h.

4.1 P-Node Splits

In SPQR-trees, the edges of P-nodes may be arbitrarily permuted. In decompo-
sition trees for upward planar graphs there are stricter rules for the ordering of
the markers in P-nodes. In this section, we determine these rules and find that
by breaking up the P-nodes into chains of smaller nodes we obtain a decom-
position tree for upward planarity whose P-nodes exhibit the same behavior as
in SPQR-trees, i.e., their edges may be arbitrarily permuted. The idea is that
certain kinds of markers must appear consecutively.

First, we argue that all Muv markers must appear consecutively. To see this,
note that if Ms appears between two Muv markers then the outer face is not
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Fig. 2. Splitting a P-node λ obtained from the SPQR-tree (a) into a chain of smaller
nodes μ, ν, ξ (b). The bold marker represents the component that contains the edge e�.

incident to the source of the skeleton, which is vertex ws of Ms. If a marker M
with M = Mt or M = Muvt appears between two Muv markers then the face
incident to wt of M and a marker Muv is not connected to the outer face and
not connected to an internal vertex. In all cases the conditions from Lemma 4
are violated.

Moreover, all Muv and Muvt markers must appear consecutively. To see this,
note that if Mt appears between two markers Muv or Muvt the vertex wt of Mt

cannot be connected to an internal vertex or the outer face and apply Lemma4.
These observations motivate the following restructuring of P-nodes. Let λ

denote a P-node obtained from the SPQR-tree. The parent marker in skel(λ)
is the marker that corresponds to the parent node of λ. If the parent marker
in skel(λ) is Ms all other markers must be Mt. In this case these markers can
already be arbitrarily permuted and nothing further needs to be shown. Other-
wise the parent marker is Mt or Mu (recall that by definition of H ′

2 the parent
marker is not Muvt). See Fig. 2(a) where the parent marker is Mt (the case for Mu

is similar). Because all Muv and Muvt markers must appear consecutively, we
create a new P-node μ that contains the parent marker of skel(λ), all Mt mark-
ers of skel(λ) and a single Muvt marker to represent all Muv and Muvt markers
of skel(λ). This marker corresponds to a new node ν that contains all Muvt

markers of skel(λ) and—because all Muv markers must appear consecutively—
a single Muv marker. This marker corresponds to a new node ξ that contains
all Muv markers of skel(λ). If skel(λ) contains no Muvt marker we can include
a Muv marker instead of a Muvt marker in skel(μ) and connect it directly to ξ,
the node ν can then be omitted.

The new node μ has the property that its markers can be arbitrarily per-
muted, i.e., it is a P-node. Observe that there can be at most two Muvt markers
in skel(λ). This means that skel(ν) has at most four markers and its embedding
is fixed up to reversal, i.e., it is an R-node. Finally, the new node ξ also has
the property that its markers can be arbitrarily permuted, i.e., it is also a P-
node. See Fig. 2(b) and Fig. 3(c) and (d) for a larger example. We conclude the
following.

Lemma 5. Let G be a biconnected digraph with a single source s and let e�

denote an edge incident to s. There exists a decomposition tree T that (i) rep-
resents all upward planar embeddings of G in which e� is the leftmost edge
around s, and (ii) the children of all P-nodes in T can be arbitrarily permuted.
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4.2 Arc Contractions

Recall that in SPQR-trees the skeletons of R-nodes are triconnected, i.e., their
planar embedding is fixed up to reversal. So, every R-node offers one degree
of freedom, namely, whether it has some reference embedding or the reversal
thereof. In this section we alter our decomposition tree so that it has this same
property.

By definition the marker corresponding to the parent node is leftmost in
any embedding of a skeleton. Hence, this marker is incident to the outer face.
Reversing the embedding of the skeleton is equivalent to choosing the other
face incident to the marker as the outer face. Theorem2 guarantees that any
configuration of T can be composed to an upward planar embedding. This means
that a skeleton can be reversed if and only if both faces incident to the parent
marker can be chosen as the outer face. This can be checked with the upward
planarity test for embedded single-source graphs due to Bertolazzi et al. [4],
which also outputs the set of faces that can be chosen as the outer face. If
both incident faces are candidates for the outer face this node does indeed offer
a degree of freedom and we leave it unchanged. Otherwise, if only one incident
face is a candidate for the outer face this node does not offer a degree of freedom.
We then merge it with its parent node and contract the corresponding arc in the
decomposition tree. This leads to an R-node with a larger skeleton.

See Fig. 5 (a) in the full version for an upward planar graph G and (b) a
decomposition tree thereof. Parts of the face sink graphs of skel(μ) and skel(ν)
are shown in red, namely the two quadratic vertices dual to the faces incident
to the parent marker and the edges incident to those vertices. One criterion for
a face to be a candidate for becoming the outer face due to Bertolazzi et al. is
that there has to be a path from this face to the outer face in the face sink
graph. This holds true for both faces incident to the parent marker in skel(ν),
but not in skel(μ). Therefore the arc (μ, ν) is not contracted but the arc (λ, μ) is
contracted. This leads to the decomposition tree shown in (c). See also Fig. 3(c)
and (d) for a larger example.

Lemma 6. Let G be a biconnected digraph with a single source s and let e�

denote an edge incident to s. There exists a decomposition tree T that (i) rep-
resents all upward planar embeddings of G in which e� is the leftmost edge
around s, and (ii) the children of all P-nodes in T can be arbitrarily permuted.
(iii) the skeletons of all R-nodes in T can be reversed.

We call the decomposition tree T the UP-tree of G relative to e�.

4.3 Computation in Linear Time

Let G be a biconnected digraph with a single source s and let e� denote an
edge incident to s. Recall that the construction of the UP-tree T of G relative
to e� consists of the following seven steps. 1. Construct the SPQR-tree T of G
in linear time [22,23]. 2. For each pair of vertices u, v that are the poles of
a marker in some skeleton of T , we have to determine whether u < v in G.
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Fig. 3. Construction of the UP-tree. An upward planar biconnected single-source
graph (a), the SPQR-tree of its underlying undirected graph (b) with the Q-nodes
omitted, the result of replacing virtual edges with markers (c) and the UP-tree after
splitting P-nodes and contracting arcs (d).

To compute this information for all pairs in linear time, we use a union-find-
based technique described by Bläsius et al. [8]. Process all skeletons of T and
for every pair of poles u, v that is encountered register v as a candidate at u
and register u as a candidate at v. Next, initialize every vertex of G in its own
singleton set. Then, process each vertex u in some reverse topological order of G.
Unify the singleton set of u with the sets of its direct descendants in G. Now
for any candidate v stored at u we can query in whether u and v belong to
the same set, which is equivalent to u < v. Note that the operands to all unify
operations are completely determined by the structure of G. We exploit this fact
to run the linear-time union-find algorithm due to Gabow and Tarjan [21]. 3.
For each arc a = (μ, ν) of T , decide whether the poles of a are sources, sinks
or internal vertices in G(μ) and G(ν). This information can be found using a
simple bottom-up technique. We first compute the indegree and outdegree of
every node of G. We then perform a depth-first traversal of T . We maintain
a list of the number of incoming and outgoing edges for each node seen so
far, which is updated when a Q-node is visited. Upon entering a subtree, we
store these numbers for the poles of the arc leaving the subtree at the root
of the subtree. Upon leaving a subtree, we can now calculate the differences
between the current numbers and the stored numbers, which gives the in- and
outdegree of the poles in the graph G(μ). Using the in- and outdegree of the
poles in G computed earlier, we can also compute the in- and outdegree of the
poles in G(ν). This step clearly takes linear time. 4. In each skeleton, replace
all virtual edges with their respective markers. With the information that was
computed in the previous step and the fact that all markers have constant size
this step is feasible in linear time. 5. Construct a configuration of T by running
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the linear-time upward planar embedding algorithm of Bertolazzi et al. [4] on
every skeleton. Because the size of all skeletons is linear in the size of G this
step takes linear time. 6. Perform P-node splits. The running time spent on
one P-node is clearly linear in the size of its skeleton. This gives linear running
time overall. 7. Perform arc contractions. The upward planarity test for fixed
embeddings due to Bertolazzi et al. runs in linear time. Contracting an arc is
feasible in constant time. This gives linear running time overall.

Theorem 3. Let G be a biconnected digraph with a single source s and let e�

denote an edge incident to s. The UP-tree T of G relative to e� is a decom-
position tree whose internal nodes are (i) S-nodes whose skeletons have a fixed
embedding, (ii) R-nodes whose skeletons have a fixed embedding up to reversal,
or (iii) P-nodes where the markers can be arbitrarily permuted in the skeleton
and whose leaves are Q-nodes that offer no embedding choice. The configura-
tions of T correspond bijectively to the upward planar embeddings of G where e�

appears leftmost around s. Moreover, T can be computed in linear time.

5 Partial Upward Embedding

In this section we apply the UP-tree to solve the partial upward embedding prob-
lem in quadratic time. A partially embedded graph is a tuple (G,H,H), where G
is a planar graph, H is a subgraph of G and H is a planar embedding of H. An
embedding G of G extends the partial embedding H if all edges e, f, g in H that
share a common endpoint v appear in the same cyclic order around v in G and H.
The partial embedding problem asks whether there exists an embedding G of G
that extends H. Angelini et al. solve the partial embedding problem in linear
time [1]. The algorithm considers every triple of edges (e, f, g) in H that share a
common endpoint v and enforces the constraints imposed by these edges in the
SPQR-tree T . Note that e, f, g each correspond to a Q node in T . Because T is
a tree there is exactly one node μ in T so that the paths from μ to these Q nodes
are disjoint. The relative order of e, f, g in the embedding represented by T is
determined by the embedding of skel(μ). If skel(μ) offers no embedding choice
(as in S nodes) determine whether the ordering of e, f, g given by H is the same
as the one given by the unique embedding of skel(μ). If not, reject the instance.
If skel(μ) has two possible embeddings (as in R nodes) the ordering of e, f, g
given by H fixes one of the two embeddings of skel(μ) as the only candidate.
Finally, if μ is a P node the ordering of e, f, g given by H restricts the set of
admissible permutations of the virtual edges in skel(μ). The algorithm collects
all these constraints and checks whether they can be fulfilled at the same time.

A partially embedded upward graph is defined as a tuple (G,H,H), where G
is an upward planar graph, H is a subgraph of H and H is an upward planar
embedding of H. Note that UP-trees have all properties of SPQR-trees that are
needed in the algorithm described above. In particular, the markers in P-nodes
may be arbitrarily permuted, R-nodes may be reversed and all other nodes offer
no embedding choice. Hence, we use the UP-tree as a drop-in replacement for
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the SPQR-tree in the algorithm of Angelini et al. to obtain an algorithm that
solves the partial upward embedding problem. Note that the UP-tree is rooted
at some edge that must be embedded as the leftmost edge around the source of
the graph. We may have to try a linear number of candidate edges in the worst
case. This gives the following.

Theorem 4. The partial upward embedding problem can be solved in quadratic
running time for biconnected single-source digraphs.

6 Conclusion

We have developed the UP-tree, which is an SPQR-tree-like embedding represen-
tation for upward planarity. We expect that the UP-tree is a valuable tool that
makes it possible to translate existing constrained planar embedding algorithms
that use SPQR-trees to the upward planar setting. As an example, we have
demonstrated how to use the UP-tree as a drop-in replacement for the SPQR-
tree in the partial embedding extension problem, solving the previously open
partial upward embedding extension problem for the biconnected single-source
case.
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Abstract. We propose a new exact approach to the generalized graph
layering problem that is based on a particular quadratic assignment for-
mulation. It expresses, in a natural way, the associated layout restrictions
and several possible objectives, such as a minimum total arc length, min-
imum number of reversed arcs, and minimum width, or the adaptation
to a specific drawing area. Our computational experiments show a com-
petitive performance compared to prior exact models.

Keywords: Graph drawing · Layering · Integer programming

1 Introduction

Hierarchical graph drawing is an indispensable tool to automate the cleaned-
up illustration of e.g. flow diagrams or data dependency representations. Here,
the dominant methodological framework studied in research and implemented in
software is the one proposed by Sugiyama et al. [9]. It involves four successive and
interdependent steps for cycle removal, vertex layering, crossing minimization,
and, finally, horizontal coordinate assignment and arc routing.

Classically, the workflow is carried out by solving the feedback arc set prob-
lem, i.e., reversing (a minimum number of) arcs, in the first step such that all
arcs have a common direction during the others. Then, for the final drawing,
original directions are restored. As a result, the height of a graph’s layering is
bounded from below by the total height or number of vertices on a longest path
after the first step. In particular, a poor aspect ratio of the final drawing may
thus be inevitable from the very beginning. Also, the number and placement of
dummy vertices, usually introduced if an arc spans a layer to facilitate the other
steps and to more accurately account for the width, is strongly affected.

This motivates the recently studied integration of the first two steps [4,6–8].
Here, the central idea is to identify (a small number of) suitable arcs to be drawn
reverse to the intended hierarchical direction such that this enables a layout that
is two-dimensionally compact, possibly meets other common aesthetic criteria
such as a minimum total arc length, or even adapts to a drawing area of a certain
aspect ratio. Figure 1 exemplifies the potential effects on aesthetics and readabil-
ity. Moreover, previous experimental studies in the referenced articles show that

The original version of this chapter was revised: the final formula in section 4.1 was
corrected. The correction to this chapter is available at https://doi.org/10.1007/978-
3-030-35802-0 44
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Fig. 1. Two layered drawings of the same directed acyclic graph. On the left a classic
one, i.e., adhering to its longest path with all arcs pointing downwards, and on the right
with a better aspect ratio achieved by reversing only two arcs (drawn dash-dotted).

significant improvements in terms of the drawing area or aspect ratio are frequent
when optimizing the layering with respect to the corresponding objectives.

In this paper, we present a new exact approach to integrate vertex layering,
the feedback arc set problem, and width or drawing area optimization. Its most
appealing novelty is that it adheres to the quadratic nature of the problem rather
than avoiding it. This quadratic nature does not only exist geometrically. Even
when optimizing only for one direction (e.g. width), several aspects of a layered
drawing depend on conjunctive decisions. For instance, the questions whether an
arc is reversed, or whether it causes a dummy vertex on a particular layer, depend
on the layer assignments of both of the arc’s end vertices at the same time.

Our approach allows to express such conditions that depend on two simul-
taneous decisions, and thus all the present generalizations of the classical graph
layering problem and their objective functions, in a natural and intuitive way. It
is based on a quadratic assignment problem (QAP) formulated and solved as a
mixed-integer program (MIP). As our computational results show, it can com-
pete with the currently best known, but less intuitive MIP formulations. This
is surprising since the QAP is considered to be among the hardest NP-hard
optimization problems. However, the graph layering problem poses a particu-
larly well-suited special case: Our model does not require artificial constructions
to model common drawing restrictions and objectives as linear expressions but
profits from a sophisticated linearization technique, is compact in the number of
constraints, and comparably insensitive to a graph’s density. Ideally, our drawn
links to the QAP inspire also new models for related layout styles or heuristic
approaches to tackle larger instances or to support interactive user applications.

The paper is organized as follows. In Sect. 2, we give a quick survey of the
state of the art generalizations of the classical graph layering problem. The
major existing exact approaches to solve these are highlighted in Sect. 3. We
then present our quadratic formulation of the most generalized graph layering
problem variants in Sect. 4. Finally, we report in Sect. 5 on our computational
evaluation, and close with a conclusion in Sect. 6.
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2 A Landscape of Graph Layering Problems

A layering L of a directed graph G = (V,A) with vertex set V and arc set A is a
mapping L : V → N

+ that assigns each vertex v ∈ V a unique layer index L(v).
Classically, and presuming that G is acyclic, a layering L is considered feasible if
L(v) − L(u) ≥ 1 holds for all uv ∈ A. In 1993, the following associated problem
was introduced and shown to be polynomial time solvable by Gansner et al. [2]:

Problem 1. Directed Layering Problem (DLP). Let G = (V,A) be a directed
acyclic graph. Find a feasible layering L of G minimizing the total arc length

∑

uv∈A

(
L(v) − L(u)

)
.

Since, in a final layered drawing of non-acyclic graphs, the presence of
reversed arcs is inevitable, and to overcome the limitations mentioned in the
introduction (as well for acyclic graphs), a straightforward generalization of
DLP discussed by Rüegg et al. [6,7], is to integrate arc reversals into the lay-
ering phase, and thus to consider a layering L feasible if L(v) �= L(u), i.e.,
|L(v) − L(u)| ≥ 1, holds for all uv ∈ A. This gives rise to a second objective
besides edge length minimization, namely the minimization of the number of
reversed arcs. The trade off between both goals may be addressed by introduc-
ing respective weights ωlen and ωrev into the objective function. The resulting
optimization problem is then:

Problem 2. Generalized Layering Problem (GLP). Let G = (V,A) be a directed
graph. Find a feasible layering L of G minimizing

ωlen

( ∑

uv∈A

|L(v) − L(u)|
)

+ ωrev |{uv ∈ A | L(v) < L(u)}|.

As opposed to DLP, GLP is NP-hard, and it remains so even if one of ωlen and
ωrev is zero [6]. Both problems have also been combined with width minimization
which is worthwhile, even though the final drawing width is further influenced
by the horizontal coordinate assignment and arc routing [7]. In this context, the
estimated width W of a layering is given by the maximum number or maximum
total width of original and dummy vertices in any of its layers. With an associated
objective function weight ωwid, we have the two according problems:

Problem 3. Minimum Width Directed Layering Problem (DLP-W). Find a lay-
ering L of a directed acyclic graph G = (V,A) feasible for DLP that minimizes

ωlen

( ∑

uv∈A

(L(v) − L(u))
)

+ ωwid W.

Problem 4. Minimum Width Generalized Layering Problem (GLP-W)1. Find
a layering L of a directed graph G = (V,A) feasible for GLP that minimizes
1 This problem is called Compact Generalized Layering Problem (CGLP) in [4,8] but

renamed here to harmonize with the other variants.
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ωlen

( ∑

uv∈A

|L(v) − L(u)|) + ωrev |{uv ∈ A | L(v) < L(u)}| + ωwid W.

Here, it should be mentioned that DLP-W is equivalent to the precedence-
constrained multiprocessor scheduling problem (when ignoring dummy vertices),
and thus as well NP-hard [10].

Finally, Rüegg et al. propose to optimize a layering with respect to a target
drawing area of width rW and height rH [8]. Informally, a ‘best’ such drawing is
considered one that can be maximally scaled (‘zoomed in’) until it exhausts one
of the two dimensions (cf. Figs. 1 and 2).

Fig. 2. A directed graph drawn based on a layering created by solving GLP-MS with
the ratio rW : rH set to 1 : 2 (left), 1 : 1 (middle), and 2 : 1 (right). The obtained
optimal W : H combinations are respectively 5 : 10, 6 : 6, and 8 : 4.

Formally, define H := maxv∈V L(v) to be the height of a layering L. This defi-
nition is suitable as we may assume w.l.o.g. (and, if necessary, enforce a posteriori
for any given and feasible layering) that vertices are assigned to consecutive lay-
ers starting from index one. The scaling factor S to be maximized is then the
minimum of the ratios between the targeted and the actually used width and
height, respectively, i.e., S = min{ rW

W , rH

H }. Adding once more a corresponding
weight ωscl, the problem can be expressed as follows:

Problem 5. Maximum Scale Generalized Layering Problem (GLP-MS). Given
a drawing area of (normalized2) width rW and (normalized) height rH , find a
feasible layering L of a directed graph G = (V,A) that minimizes the expression

ωlen

( ∑

uv∈A

|L(v) − L(u)|) + ωrev |{uv ∈ A | L(v) < L(u)}| − ωscl S.

2 We remark that the parameters rW and rH used to characterize the target drawing
area introduce undesired economies of scale since different values representing the
same aspect ratio lead to different numeric maxima of S. At the same time, it is
not necessary to specify the dimensions of the drawing area in absolute values as the
goal is a best effort layering for the relative aspect ratio of the targeted area. We
thus propose to normalize rW and rH to rW

min{rW ,rH} and rH
min{rW ,rH} , respectively.
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A slight variation of GLP-MS as well proposed in [8] will be denoted GLP-
MS∗: Here, instead of minimizing −ωscl S, one minimizes ωscl S̄ where S̄ := 1

S .

3 Evolution of Exact Approaches to Graph Layering

To our best knowledge, all existing exact methods are based on integer program-
ming, and can be coarsely classified based on three different types of variables
involved to model the layering of the vertices of a directed graph G = (V,A):

– Assignment-based: Binary variables xv,k taking on value one if L(v) = k, and
taking on value zero otherwise.

– Ordering-based: This refers to binary variables yk,v taking on value one if
L(v) > k, and taking on value zero otherwise (see, e.g., the appendix).

– Direct: L(v) is directly modeled as a general integer variable.

Table 1 gives a quick overview of the formulations proposed so far. Some
of them are named to ease their reference. Of course, GLP models can solve
DLP (by setting ωrev = ∞), width minimization may be turned off (by setting
ωwid = 0), and models to maximize the scaling factor can be used to minimize
the width (by setting rW = 1 and rH = ∞).

Table 1. An overview of pre-existing MIP models for the different layering problems.

Problem Assignment-based Ordering-based Direct

DLP [2]

DLP-W WHS [3]

GLP [7]

GLP-W EXT [4] CGL-W [4]

GLP-MS∗ CGL-MS∗ [8]

The direct approach is a perfect fit for the DLP since the resulting problem
can be solved in polynomial time by combinatorial algorithms as discussed by
Gansner et al. [2]. However, this property (more precisely, the underlying struc-
ture) is lost when incorporating width constraints or arc reversals, and the direct
method becomes inferior to models with binary variables in practice [4,7].

The first assignment-based formulation (WHS) was proposed by Healy and
Nikolov in [3]. They considered width constraints, but their model may be easily
altered to solve DLP-W. Here, the breakthrough to computational tractability
for small and medium-sized graphs was to exploit the fixed direction of arcs.

Naturally, this could again not be preserved when it comes to GLP. Rather,
modeling whether an arc is reversed or causes a dummy vertex comes then at the
cost of additional variables and linearization constraints. Moreover, as Jabrayilov
et al. [4] show, the corresponding assignment-based formulation (model EXT)
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for GLP-W rendered inferior to the first ordering-based one (called CGL-W).
Consequently, in [8], Rüegg et al. used the latter as a basis to design a MIP
model (that is, to the best of our knowledge, the only one so far) for GLP-MS∗

and that we thus consistently refer to as CGL-MS∗.
However, as described in the following, a quadratic assignment-based app-

roach re-enables the possibility to express conditions regarding arc reversals and
dummy vertices intuitively, and without artificial linearization constraints.

4 A Natural Quadratic Graph Layering Framework

4.1 A Basic Quadratic Layer Assignment Model (QLA)

Let G = (V,A) be a directed graph, and let Y be an upper bound on the number
of layers such that assignment variables xv,k are to be introduced for all v ∈ V
and all k ∈ {1, . . . , Y }. Consider as well the variables pu,k,v,�, for all uv ∈ A
and all k, � ∈ {1, . . . , Y }, that shall express the product xu,k ·xv,�. Then, a basic
formulation of the layering constraints for any of the GLP problems (DLP as
well, but this would permit to be more restrictive) can be expressed as follows:

Y∑
k=1

xv,k = 1 for all v ∈ V (1)

Y∑
�=1

pu,k,v,� = xu,k for all uv ∈ A, k ∈ {1, . . . , Y } (2)

Y∑
k=1

pu,k,v,� = xv,� for all uv ∈ A, � ∈ {1, . . . , Y } (3)

pu,k,v,k = 0 for all uv ∈ A, k ∈ {1, . . . , Y } (4)
xv,k ∈ {0, 1} for all v ∈ V, k ∈ {1, . . . , Y }
pu,k,v,� ∈ [0, 1] for all uv ∈ A, k, � ∈ {1, . . . , Y }

Equations (1) let each vertex be assigned a unique layer. Following the
compact linearization approach [5], Eqs. (2) and (3) establish that variable
pu,k,v,� = xu,k ·xv,� if the latter two take binary values3. As a nice feature of this
model, the condition that two adjacent vertices cannot share a common layer
can simply be expressed as the variable fixings (4), i.e., the variables may just
be omitted in practice. Without accounting for these, the total number of con-
straints is 2|A|·Y +|V |, and the total number of variables is |V |·Y +|A|·(Y −1)2.

3 An intuitive interpretation for (2) is: If xu,k is zero, all products involving it must
be zero as well. Conversely, if xu,k is one, then exactly one of the pu,k,v,� on the left
hand side (which are all the products of xu,k with different xv,� for some fixed v ∈ V ,
v �= u) need to be equal to one as well due to (1). Equations (3) imply the same for
the second factor of any product variable pu,k,v,�. Of course, these as well as (2) and
(3) could be avoided under employment of an evolved non-linear solution method.
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In terms of the latter, the ordering-based CGL models (a compacted refor-
mulation of those in [4] and [8] is displayed in the appendix) are more econom-
ical. Even if auxiliary variables for arc reversals or dummy vertices are intro-
duced, their total number is still only (|V | + |A|) · (Y − 1). However, the CGL
models induce about twice the number of constraints compared to the model
above (which is more critical to a MIP solver), and they are more sensitive to a
graph’s density.

For any arc uv ∈ A, there is exactly one pair of layers � and k, � �= k, such
that xu,� · xv,k = 1. All other products are zero. The length of uv ∈ A thus
equals

Y∑
�=2

�−1∑
k=1

((� − k) · (xu,k · xv,� + xu,� · xv,k)) =
Y∑

�=2

�−1∑
k=1

((� − k) · (pu,k,v,� + pu,�,v,k)) .

Similarly, the arc uv ∈ A is reversed if and only if the expression

Y∑
�=2

(
xu,� ·

�−1∑
k=1

xv,k

)
=

Y∑
�=2

�−1∑
k=1

pu,�,v,k

evaluates to one. Otherwise, the expression will evaluate to zero.
Finally, an arc uv ∈ A causes a dummy vertex on a layer k ∈ {2, . . . , Y −1} if

and only if k is between the layers u and v are assigned to, i.e., if the expression

k−1∑

�=1

Y∑

m=k+1

(pu,�,v,m + pu,m,v,�)

evaluates to one. Again, it will be zero otherwise.

4.2 Quadratic Layer Assignment for GLP-W (QLA-W)

To build model QLA-W from the above basis, it suffices to add a additional con-
tinuous variable W ∈ R≥0 to capture the width together with the Y constraints:

∑
v∈V

xv,k ≤ W for all k ∈ {1, Y }

∑
uv∈A

k−1∑
�=1

Y∑
m=k+1

(pu,�,v,m + pu,m,v,�) +
∑

v∈V

xv,k ≤ W for all k ∈ {2, . . . , Y − 1}

The objective function can be stated as

minimize
∑

uv∈A

( Y∑
�=2

�−1∑
k=1

ωlen(� − k)(pu,k,v,� + pu,�,v,k) + ωrev pu,�,v,k

)
+ ωwid W.

4.3 Quadratic Layer Assignment for GLP-MS∗ (QLA-MS∗)

Recalling the definitions from Sect. 2, GLP-MS∗ asks for the (weighted) mini-
mization of the inverse scaling factor

S̄ =
1
S =

1
min{ rW

W , rH

H } = max
{ W

rW
,

H
rH

}
.
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Thus, to obtain model QLA-MS∗, the basic model is to be extended with an
according variable S̄ ∈ R≥0, and with the Y + |V | constraints:

∑
v∈V

xv,k ≤ rW S̄ for all k ∈ {1, Y }

∑
uv∈A

k−1∑
�=1

Y∑
m=k+1

(pu,�,v,m + pu,m,v,�) +
∑

v∈V

xv,k ≤ rW S̄ for all k ∈ {2, . . . , Y − 1}
Y∑

k=1

k xv,k ≤ rH S̄ for all v ∈ V

Finally, the objective function is

minimize
∑

uv∈A

( Y∑
�=2

�−1∑
k=1

ωlen(� − k)(pu,k,v,� + pu,�,v,k) + ωrev pu,�,v,k

)
+ ωscl S̄.

5 Experimental Evaluation

The aesthetic effects when integrating GLP-MS and GLP-W into the hierarchical
framework by Sugiyama et al. were extensively studied already in [4,6–8]. Here,
we thus confine ourselves to evaluate (i) the computational effects when targeting
different aesthetic objectives and aspect ratios, and (ii) the competitiveness of
QLA-W and QLA-MS∗ with respect to CGL-W and CGL-MS∗.

To accomplish this, we employed the original models CGL-W from [4] and
CGL-MS∗ from [8], except for leaving out constraints that enforce at least one
vertex to be placed on the first layer4. Also, we employ the same two instance
sets as in the mentioned prior studies: The first set ATTar are the AT&T graphs
from [1] whereof we extracted all non-tree instances with 20 ≤ |V | ≤ 60, and
20 ≤ |A| ≤ 168. Their density |A|

|V | is within [1, 4.72] (on average 1.47). The
second set Random consists of 180 randomly generated and also acyclic and
non-tree graphs with 17 to 60 vertices, and 30 to 91 arcs. These were obtained
as follows: First, a respective number of vertices was created. Then, for each
vertex, a random number of outgoing arcs (with arbitrary random target) is
added such that the total number of arcs is 1.5 times the number of vertices.
Finally, isolated vertices were removed.

During our experiments, all MIPs were solved using Gurobi5 (release version
8) single-threadedly on a Debian Linux system with an Intel Core i7-3770T CPU
(2.5 GHz) and 8 GB RAM, and with a time limit set to half an hour.

4 Any solution violating these constraints may be normalized a posteriori by sim-
ply ignoring empty layers. Moreover, in case of GLP-MS∗, they are implied if the
height imposes a stronger restriction on the minimization of S̄ than the width (which
depends on the adjacency structure of the graph as well as on the choice of rW , rH ,
and Y ). In any other case, they do break some symmetries, but did not lead to better
experimental results.

5 A proprietary MIP solver, see https://www.gurobi.com.

https://www.gurobi.com


540 S. Mallach

5.1 GLP and GLP-W

Here, we consider two experiments. In experiment (1), we set Y = �1.6 · √|V |	,
ωlen = 1, ωrev = Y ωlen|A|, and ωwid = 1 as in [4]. This can be seen as an almost
pure GLP setting, since one saved unit of width has the same (small) effect in
the objective function as one saved unit of (total) edge length. Moreover, arcs
are reversed only if this is inevitable due to the choice of Y or because they are
part of a cycle. In experiment (2), we instead give priority to width minimization
by increasing ωwid to ωrev|A| + |A| · Y + 1.

The results are shown in Fig. 3. The most distinctive observation is that the
layering problem is considerably harder to solve with both MIPs if emphasis
is given to width minimization. In this case, the solution times are higher and
several timeouts occur for the larger graphs, while the pure GLP setting can be
solved routinely for all instances considered. With respect to experiment (2), the
results obtained with QLA-W are slightly better on average than with CGL-W
for the ATTar graphs, whereas the opposite is true for the Random graphs,
especially due to the increased number of timeouts for the larger ones. Thus,
in total, there is no clear superior or inferior model – on average both show a
comparable or competitive performance with the MIP solver employed.
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Fig. 3. The plots depict the solution times in seconds (a cross per graph) for GLP
with neglected (1) and emphasized width minimization (2). Crosses at the top (1800 s)
correspond to timeouts, their quantities are given to the left of the respective cross.
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5.2 GLP-MS∗

In this experiment, the parameters are set (almost) as in [8]: Y = |V |, ωlen = 1,
ωrev = Y ωlen|A|, and ωscl = ωrev|A| + |A| · Y + 1. Priorities are thus the same
as in experiment (2) before, except now emphasizing on a maximum scaling
factor instead of the width alone. The rH : rW ratios considered are 1 : 2, 1 : 1,
and 2 : 1.
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Fig. 4. The plots depict the solution times in seconds (a cross per graph) for the
different rH : rW combinations. Crosses at the top (1800 s) correspond to timeouts,
their quantities are given to the left of the respective cross.

As Fig. 4 shows, the results are again diverse under fine-grained inspection,
and comparable from a coarse perspective. For both QLA-MS∗ and CGL-MS∗

there are instance subsets and rH : rW ratios where the use of either one leads
to faster solutions and less timeouts.

Also, for both formulations, the 2 : 1-case, where the height is constrained to
be at most twice the width, turns out to be the hardest - which is not surprising
as e.g. the ATTar graphs are at least twice as high as wide when drawn with
the classic framework [4]. As opposed to that, in the 1 : 2-case, the condition
that the height is restricted to be no more than half of the width is a strong
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one, as most of the considered graphs cannot be layered very widely. This entails
better bounds on the objective function during the MIP solution process.

An interesting question is the relative tractability of GLP-W and (especially
the 2 : 1-case of) the more general GLP-MS∗, since (in a sense) both aim at a
(relatively) small width, but the first with respect to a fixed (but larger) height
limit, and the second additionally requiring to find the best H : W-pair under the
given aspect ratio constraint. As could be expected, comparing the two results
indicates that GLP-W appears to be considerably easier to solve to optimality,
at least with the present modeling techniques.

6 Conclusion

In recent years, several extensions of the graph layering problem of increasing
generality have been studied, and several algorithmic solution approaches have
been proposed. Exact methods are based on integer programming where assign-
ment and ordering variables have dominated the most successful models for the
more general variants of the problem.

In this paper, we proposed a new quadratic assignment approach that can
be adapted to each of these, allows a natural expression of the associated layout
restrictions or aesthetic objectives, and turns out to be computationally com-
petitive. However, as soon as the emphasis is on width minimization or even a
particular drawing area is targeted, still neither of the present methods is able to
routinely solve arbitrary instances beyond about 50 vertices. Moreover, as long
as the proposed quadratic model is solved based on linearization, its problem
size will become a limitation if the number of vertices is considerably increased.
Nevertheless, depending on the adjacency structure of the graphs to be layered,
this may be possible, and our results show that different settings (aspect ratios,
emphasis or neglection of the width, restrictive or non-restrictive heights) have
a strong impact on the tractability of the problem – which also means that some
can be handled quite well.

Also, the recent generalizations of the layering problem are a clear step
towards the requirements of real-world applications – and real-world displays. We
hope that our drawn links to the quadratic assignment problem inspire also some
novel heuristic solution approaches, or exact models for related graph drawing
paradigms.

A Ordering-Based Reference Models

As a reference, we display here slightly more compact reformulations of CGL-W
and CGL-MS∗ compared to their respective original presentations in [4] and [8].

Let G = (V,A) be a directed graph, and let Y be an upper bound on the
height of the layering to be chosen a priori. A basic CGL model then involves
binary variables yk,v, for all v ∈ V and all layer indices k ∈ {1, . . . , Y −1}, being
equal to 1 if k < L(v) and being equal to zero otherwise. In particular L(v) = 1
if and only if y1,v = 0, L(v) = Y if and only if yk,v = 1 for all k ∈ {1, . . . , Y −1},



A Natural Quadratic Approach to the Generalized Graph Layering Problem 543

and L(v) = k if and only if yk−1,v −yk,v = 1. The number of basic variables thus
amounts to |V | · (Y − 1).

Moreover, there are only the following |V | · (Y − 2) basic constraints that
establish transitivity in the sense that L(v) > k implies L(v) > k − 1 for each
k ∈ {2, . . . , Y − 1}:

yk,v − yk−1,v ≤ 0 for all v ∈ V, k ∈ {2, . . . , Y − 1}
However, to model GLP, |A| further auxiliary variables ruv as well as |A| · Y

constraints – ensuring that ruv is equal to one if uv ∈ A is reversed and equal
to zero otherwise – are required.

These constraints are:

y1,u − ruv ≥ 0 for all uv ∈ A
y1,v + ruv ≥ 1 for all uv ∈ A
yk−1,u − yk,v − ruv ≤ 0 for all uv ∈ A, k ∈ {2, . . . , Y − 1}
yk−1,v − yk,u + ruv ≤ 1 for all uv ∈ A, k ∈ {2, . . . , Y − 1}
yY −1,u − ruv ≤ 0 for all uv ∈ A
yY −1,v + ruv ≤ 1 for all uv ∈ A

Moreover, to model dummy vertices (and thus the width), |A|·(Y −2) further
variables duv,k for each arc uv ∈ A and each layer k ∈ {2, . . . , Y − 1} are
required. The associated constraints enforcing duv,k to be one if uv ∈ A causes
a dummy vertex on layer k (otherwise, an optimum solution has duv,k = 0
whenever ωlen > 0) are:

yk,u − yk−1,v − duv,k ≤ 0 for all uv ∈ A, k ∈ {2, . . . , Y − 1}
yk,v − yk−1,u − duv,k ≤ 0 for all uv ∈ A, k ∈ {2, . . . , Y − 1}

To obtain CGL-W, one further adds a variable W and the Y constraints:
∑

v∈V

(1 − y1,v) ≤ W (5)

∑
v∈V

yY −1,v ≤ W (6)

∑
v∈V

(yk−1,v − yk,v) +
∑

uv∈A

duv,k ≤ W for all k ∈ {2, . . . , Y − 1} (7)

The total number of constraints is then (4|A|+|V |+1)·(Y −2)+4|A|+2. One
can now exploit that the length of an arc (i.e., the difference of the layer indices
its endpoints are assigned to) is equivalent to the number of dummy vertices it
causes plus one. Thus, the objective function for CGL-W can be expressed as:

minimize
∑

uv∈A

(
ωrev ruv + ωlen(1 +

Y −1∑
k=2

duv,k)
)

+ ωwid W
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To rather obtain CGL-MS∗, it suffices to introduce the variable S̄ instead,
replace W with rW S̄ in (5)–(7), and to add the |V | additional constraints:

1 +
∑

k∈{1,...,Y −1}
yk,v ≤ rH S̄ for all v ∈ V

Then, the objective is

minimize
∑

uv∈A

(
ωrev ruv + ωlen(1 +

Y −1∑
k=2

duv,k)
)

+ ωscl S̄.

and the total number of constraints amounts to (4|A|+ |V |+1) · (Y −2)+4|A|+
|V | + 2.
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Abstract. We study the problem of drawing a dynamic graph, where
each vertex appears in the graph at a certain time and remains in the
graph for a fixed amount of time, called the window size. This defines a
graph story, i.e., a sequence of subgraphs, each induced by the vertices
that are in the graph at the same time. The drawing of a graph story
is a sequence of drawings of such subgraphs. To support readability,
we require that each drawing is straight-line and planar and that each
vertex maintains its placement in all the drawings. Ideally, the area of
the drawing of each subgraph should be a function of the window size,
rather than a function of the size of the entire graph, which could be too
large. We show that the graph stories of paths and trees can be drawn on
a 2W × 2W and on an (8W + 1)× (8W + 1) grid, respectively, where W
is the window size. These results yield linear-time algorithms. Further,
we show that there exist graph stories of planar graphs whose subgraphs
cannot be drawn within an area that is only a function of W .

1 Introduction

We consider a graph that changes over time. Its vertices enter the graph one after
the other and persist in the graph for a fixed amount of time, called the window
size. We call such a dynamic graph a graph story. More formally, let V be the
set of vertices of a graph G. Each vertex v ∈ V is equipped with a label τ(v),
which specifies the time instant at which v appears in the graph. The labeling
τ : V → {1, 2, . . . , |V |} is a bijective function specifying a total ordering for V .
At any time t, the graph Gt is the subgraph of G induced by the set of vertices
{v ∈ V : t − W < τ(v) ≤ t}. We denote a graph story by 〈G, τ,W 〉.

We are interested in devising an algorithm for visualizing graph stories. The
input of the algorithm is an entire graph story and the output is what we call
a drawing story. A drawing story is a sequence of drawings of the graphs Gt.
The typical graph drawing conventions can be applied to a drawing story. E.g.,
a drawing story is planar, straight-line, or on the grid if all its drawings are
planar, straight-line, or on the grid, respectively.
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A trivial way for constructing a drawing story would be to first produce a
drawing of G and then to obtain a drawing of Gt, for each time t, by filtering
out vertices and edges that do not belong to Gt. However, if the number of
vertices of G is much larger than W , this strategy might produce unnecessarily
large drawings. Ideally, the area of the drawing of each graph Gt should be a
(polynomial) function of W , rather than a function of the size of the entire graph.

In this paper we show that the graph stories of paths and trees can be drawn
on a 2W × 2W and on an (8W + 1) × (8W + 1) grid, respectively, so that all
the drawings of the story are straight-line and planar, and so that vertices do
not change their position during the drawing story. Further, we show that there
exist graph stories of planar graphs that cannot be drawn within an area that
is only a function of W , if planarity is required and vertices are not allowed to
change their position during the drawing story.

The visualization of dynamic graphs is a classic research topic in graph draw-
ing. In what follows we compare our model and results with the literature. We
can broadly classify the different approaches in terms of the following features [2].
(i) The objects that appear and disappear over time can be vertices or edges.
(ii) The lifetime of the objects may be fixed or variable. (iii) The story may be
entirely known in advance (off-line model) or not (on-line model). In this paper,
the considered objects are vertices, the lifetime is fixed and the model is off-line.

A considerable amount of the literature on the theoretical aspects of dynamic
graphs focuses on trees. In [3], the objects are edges, the lifetime W is fixed, and
the model is on-line; an algorithm is shown for drawing a tree in O(W 3) area,
under the assumption that the edges arrive in the order of a Eulerian tour of the
tree. In [10], the objects are vertices, the lifetime W is fixed, the model is off-line
(namely, the sequence of vertices is known in advance, up to a certain threshold
k), and the vertices can move. A bound in terms of W and k is given on the
total amount of movement of the vertices. In [22], each subgraph of the story is
given (each subgraph is a tree, whereas the entire graph may be arbitrary), each
object can have an arbitrary lifetime, the model is off-line, and the vertices can
move. Aesthetic criteria as in the classical Reingold-Tilford algorithm [19] are
pursued.

Other contributions consider more general types of graphs. In [15], the objects
are edges, which enter the drawing and never leave it, the model is on-line, the
considered graphs are outerplanar, and the vertices are allowed to move by a
polylogarithmic distance. In [8], the objects are edges, the lifetime is fixed, and
the model is off-line; NP-completeness is shown for the problem of computing
planar topological drawings of the graphs in the story; other results for the
topological setting are presented in [1,21]. Further related results appear in [7,11,
12,16,18,20]; in particular, geometric simultaneous embeddings [4,6] are closely
related to the setting we consider in this paper. Contributions focused on the
information-visualization aspects of dynamic graphs are surveyed in [2]; further,
a survey on temporal graph problems appears in [17].

Missing proofs can be found in the full version of the paper [5].
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2 Preliminaries

In this section, we present definitions and preliminaries.

Graphs and Drawings. We denote the set of vertices and edges of a graph
G by V (G) and E(G), respectively. A drawing of G maps each vertex in V (G)
to a distinct point in the plane and each edge in E to Jordan arc between its
end-points. A drawing is straight-line if each arc is a straight-line segment, it
is planar if no two arcs intersect, except at a common endpoint, and it is on
the grid (or, a grid drawing) if each vertex is mapped to a point with integer
coordinates.

Rooted Ordered Forests and Their Drawings. A rooted tree T is a tree
with one distinguished vertex, called root and denoted by r(T ). We denote by
T (u) the subtree of T rooted at a node u.

A rooted ordered tree T is a rooted tree such that, for each vertex v ∈ V (T ), a
left-to-right (linear) order u1, . . . , uk of the children of v is specified. A sequence
F = T1, T2, . . . , Tk of rooted ordered trees is a rooted ordered forest.

A strictly-upward drawing of a rooted tree T is such that each edge is repre-
sented by a curve monotonically increasing in the y-direction from a vertex to its
parent. A strictly-upward drawing Γ of a rooted forest F is such that the draw-
ing of each tree Ti ∈ F in Γ is strictly-upward. A strictly-upward drawing of an
ordered tree T is order-preserving if, for each vertex v ∈ V (T ), the left-to-right
order of the edges from v to its children in the drawing is the same as the order
associated with v in T . A strictly-upward drawing of a rooted ordered forest F
is order-preserving if the drawing of each tree Ti ∈ F is order-preserving. The
definitions of (order-preserving) strictly-leftward, strictly-downward, and strictly-
rightward drawings of (ordered) rooted trees and forests are similar.

Geometry. Given two points p1 and p2 in R
2, we denote by [p1, p2] the closed

straight-line segment connecting p1 and p2. The width and height of a grid [a, b]×
[c, d] are |[a, b] ∩ Z| = b − a + 1 and |[c, d] ∩ Z| = d − c + 1, respectively. A grid
drawing Γ of a graph lies on a W ×H grid if Γ is enclosed by the bounding box
of some grid of width W and height H, and lies on the grid [a, b] × [c, d] if Γ is
enclosed by the bounding box of the grid [a, b] × [c, d].

Graph Stories. A graph story 〈G, τ,W 〉 is naturally associated with a sequence
〈G1, G2, . . . , Gn+W−1〉; for any t ∈ {1, . . . , n + W − 1}, the graph Gt is the
subgraph of G induced by the set of vertices {v ∈ V : t − W < τ(v) ≤ t}.
Clearly, |V (Gt)| ≤ W . Note that G1, G2, . . . , GW−1 are subgraphs of GW and
Gn+1, Gn+2, . . . , Gn+W−1 are subgraphs of Gn, while each of Gt and Gt+1 has
a vertex that the other graph does not have, for t = W, . . . , n− 1. A graph story
〈G, τ,W 〉 in which G is a planar graph, a path, or a tree is a planar graph story,
a path story, or a tree story, respectively.

A drawing story for 〈G, τ,W 〉 is a sequence 〈Γ1, Γ2, . . . , Γn+W−1〉 of drawings
such that, for every t = 1, . . . , n+W −1: (i) Γt is a drawing of Gt, (ii) a vertex v is
drawn at the same position in all the Γt’s such that v ∈ V (Gt), and (iii) an edge
(u, v) is represented by the same curve in all the Γt’s such that (u, v) ∈ E(Gt).
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The above definition implies that the drawings Γ1, Γ2, . . . , ΓW−1 are the restric-
tions of ΓW to the vertices and edges of G1, G2, . . . , GW−1, respectively, and that
the drawings Γn+1, Γn+2, . . . , Γn+W−1 are the restrictions of Γn to the vertices
and edges of Gn+1, Gn+2, . . . , Gn+W−1, respectively. Hence, an algorithm that
constructs a drawing story only has to specify the drawings ΓW , ΓW+1, . . . , Γn.

We only consider drawing stories Γ that are planar, straight-line, and on the
grid. Storing each drawing in Γ would require Ω(n ·W ) space in total. However,
since each vertex has the same position in all the drawings where it appears,
since edges are straight-line segments, and since any two consecutive graphs in
a graph story differ by O(1) vertices, we can encode Γ in total O(n) space.

Let Γ be a straight-line drawing story of a graph story 〈G, τ,W 〉 and let
G′ be a subgraph of G (possibly G′ = G). The drawing of G′ induced by Γ is
the straight-line drawing of G′ in which each vertex has the same position as in
every drawing Γt ∈ Γ where it appears. Note that the drawing of G′ induced by
Γ might have crossings even if Γ is planar. For a subset B ⊆ V (G), let G[B] be
the subgraph of G induced by the vertices in B and let Γ [B] be the straight-line
drawing of G[B] induced by Γ .

Given a graph story 〈G, τ,W 〉, we will often consider a partition of V into
buckets B1, . . . , Bh, where h = 	 n

W 
. For i = 1, . . . , h, the bucket Bi is the set of
vertices v such that (i − 1)W + 1 ≤ τ(v) ≤ min{i · W,n}. Note that all buckets
have W vertices, except, possibly, for Bh. We have the following useful property.

Property 1. For any t, let i = 	 t
W 
. Then Gt is a subgraph of G[Bi−1 ∪ Bi].

3 Planar Graph Stories

In this section we prove a lower bound on the size of any drawing story of a planar
graph story. Let n ≡ 0 mod 3. An n-vertex nested triangles graph G contains
the vertices and the edges of the 3-cycle Ci = (vi−2, vi−1, vi), for i = 3, 6, . . . , n,
plus the edges (vi, vi+3), for i = 1, 2, . . . , n − 3. The nested triangles graphs
with n ≥ 6 vertices are 3-connected and thus they have a unique combinatorial
embedding (up to a flip) [23]. We have the following.

Theorem 1. Let 〈G, τ, 9〉 be a planar graph story such that G is an n-vertex
nested triangles graph and τ(vi) = i. Then any drawing story of 〈G, τ, 9〉 lies on
a Ω(n) × Ω(n) grid.

Proof. In order to prove the statement we show that, for any drawing story Γ
of 〈G, τ, 9〉, the straight-line drawing of G induced by Γ is planar. Then the
statement follows from well-known lower bounds in the literature [9,13,14].

Let Γ = Γ1, Γ2, . . . , Γn+8. Note that, for any m = 9, 12, . . . , n, the graph Gm

contains the cycles Cm−6 = (vm−8, vm−7, vm−6), Cm−3 = (vm−5, vm−4, vm−3),
and Cm = (vm−2, vm−1, vm). For any m = 9, 12, . . . , n, let Hm and Im be the sub-
graphs of G induced by v1, v2, . . . , vm and by vm−5, vm−4, . . . , vm, respectively,
and let ΓH

m and Γ I
m be the drawings of Hm and Im induced by Γ , respectively.
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τ -1(1) τ -1(n)

Fig. 1. Examples of buckets, x-buckets, and y-buckets when W = 4.

Since G = Hn, in order to show that the drawing of G induced by Γ is
planar, it suffices to show that ΓH

m is planar, for each m = 9, 12, . . . , n. We prove
this statement by induction on m. The induction also proves that the cycle Cm

bounds a face of ΓH
m and of Γ I

m.
Suppose first that m = 9. Then H9 = G9 and the drawing ΓH

9 = Γ9 of G9

is planar since Γ is a planar straight-line drawing of 〈G, τ, 9〉 and Γ9 ∈ Γ . The
3-connectivity of H9 and I9 implies that C9 bounds a face of ΓH

9 and Γ I
9 .

Suppose now that m > 9. We show that ΓH
m is planar. By induction, ΓH

m−3 is
planar. Thus, we only need to prove that no crossing is introduced by placing the
vertices vm−2, vm−1, and vm, which belong to Hm and not to Hm−3, in ΓH

m−3

as they are placed in Γm and by drawing their incident edges as straight-line
segments. First, by induction, the cycle Cm−3 = (vm−5, vm−4, vm−3) bounds a
face of ΓH

m−3 and of Γ I
m−3. Second, the vertices vm−2, vm−1, and vm, as well

as their incident edges, lie inside such a face in Γm. Namely, vm−2, vm−1, and
vm lie inside the same face of Γ I

m−3 in Γm, as otherwise the cycle Cm would
cross edges of Im−3 in Γm; further, the face of Γ I

m−3 in which vm−2, vm−1, and
vm lie in Γm is incident to all of vm−5, vm−4, and vm−3, as otherwise the edges
(vm−5, vm−2), (vm−4, vm−1), and (vm−3, vm) would cross edges of Im−3 in Γm;
however, no face of Γ I

m−3 other than the one delimited by Cm−3 is incident to
all of vm−5, vm−4, and vm−3. This proves the planarity of ΓH

m . The induction
and the proof of the theorem are completed by observing that Cm bounds a face
of ΓH

m and Γ I
m. ��

4 Path Stories

Let 〈G, τ,W 〉 be a path story, where G = (v1, v2, . . . , vn). Note that the ordering
of V (G) given by the path is, in general, different from the ordering given by τ .

The x-buckets of G are the sets Bx
i , with i = 1, . . . , 	h+1

2 
, such that Bx
1 = B1,

and Bx
i = B2i−2 ∪ B2i−1, for i = 2, . . . , 	h+1

2 
. Note that each x-bucket has 2W
vertices, except for B1 and, possibly, the last x-bucket; see Fig. 1. The y-buckets
of G are the sets By

j , with j = 1, . . . , 	h
2 
, such that By

j = B2j−1∪B2j . Note that
each y-bucket has 2W vertices, except possibly for the last y-bucket; see Fig. 1.
Also, each vertex belongs to exactly one x-bucket and to exactly one y-bucket.

We now present the following theorem; its proof is similar in spirit to the
proof that any two paths admit a simultaneous geometric embedding [6].

Theorem 2. For any path story 〈G, τ,W 〉, it is possible to compute in O(n)
time a drawing story that is planar, straight-line, and lies on a 2W × 2W grid.
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Proof. Let G be the path (v1, v2, . . . , vn) and let h = 	 n
W 
 be the number of buck-

ets of V (G). We now order the vertices in each x-bucket and in each y-bucket;
this is done according to the ordering in which the vertices appear in the path G.
Formally, for i = 1, 2, . . . , 	h+1

2 
, let xi : Bx
i → {1, . . . , |Bx

i |} be a bijective func-
tion such that, for any va, vb ∈ Bx

i , we have xi(va) < xi(vb) if and only if a < b.
Similarly, for i = 1, 2, . . . , 	h

2 
, let yi : By
i → {1, . . . , |By

i |} be a bijective function
such that, for any va, vb ∈ By

i , we have yi(va) < yi(vb) if and only if a < b. We
assign the coordinates to the vertices of G in Γ as follows. For any vertex v of G,
let Bx

i and By
j be the x-bucket and the y-bucket containing v, respectively. We

place v at the point (xi(v), yj(v)) in all the drawings Γt ∈ Γ such that v belongs
to Gt. Also, we draw each edge as a straight-line segment.

We now prove that the constructed drawing story Γ satisfies the properties in
the statement. Since x-buckets and y-buckets have size at most 2W , we have that
each drawing Γt ∈ Γ lies on the [1, 2W ] × [1, 2W ] grid. We have the following.

Property 2. For i = 1, . . . , 	h+1
2 
, the straight-line drawing Γ [Bx

i ] of G[Bx
i ] is

planar. For j = 1, . . . , 	h
2 
, the straight-line drawing Γ [By

j ] of G[By
j ] is planar.

Proof. By Property 1, there exists an x-bucket Bx
i or a y-bucket By

j that contains
V (Gt). Then Γt coincides with Γ [Bx

i ] or with Γ [By
j ], respectively, restricted to

the vertices in V (Gt). By Property 2, we have that Γt is planar.
Finally, the time needed to compute Γ coincides with the time needed

to compute the functions xi and yj , for each i ∈ {1, 2, . . . , 	h+1
2 
} and j ∈

{1, 2, . . . , 	h
2 
}. This can be done in total O(n) time as follows. For i = 1, . . . , n,

traverse the path G from v1 to vn. When a vertex vk is considered, the buckets
Bx

i and By
j where vk should be inserted are determined in O(1) time; then vk

is inserted in each of these buckets as the currently last vertex. This process
provides each x-bucket Bx

i and each y-bucket By
j with the desired orderings xi

and yj , respectively. ��

5 Tree Stories

In this section we show how to draw a tree story 〈T, τ,W 〉. Our algorithm parti-
tions V (T ) into buckets B1, . . . , Bh and then partitions the subtrees of T induced
by each bucket Bi into two rooted ordered forests. For odd values of i, the forests
corresponding to Bi are drawn “close” to the y-axis, while for even values of i,
the forests corresponding to Bi are drawn “close” to the x-axis. The drawings
of these forests need to satisfy strong visibility properties, as edges of T might
connect vertices in a bucket Bi with the roots of the forests corresponding to the
bucket Bi+1, and vice versa. We now introduce a drawing standard for (static)
rooted ordered forests that guarantees these visibility properties.

For a vertex v in a drawing Γ , denote by � (v) the half-line originating at v
with slope −2. Also, consider a horizontal half-line originating at v and directed
rightward; rotate such a line in clockwise direction around v until it overlaps
with � (v); this rotation spans a closed wedge centered at v, which we call the

of v and denote by . We have the following definition.
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Fig. 2. Construction of a -drawing: the first inductive case, in which k = 1 and m > 1.

Definition 1. Let F = T1, T2, . . . , Tk be a rooted ordered forest, with a total of
m ≤ W vertices. A Γ of F is a planar straight-line strictly-upward
strictly-leftward order-preserving grid drawing of F such that:

(i) Γ lies on the [0,m − 1] × [4W − 2m + 2, 4W ] grid;
(ii) the roots r(T1), r(T2), . . . , r(Tk) lie along the segment

[
(0, 2W +2), (0, 4W )

]
,

in this order from bottom to top, and r(Tk) lies on (0, 4W );
(iii) the vertices of Ti have y-coordinates strictly smaller than the vertices of

Ti+1, for i = 1, . . . , k − 1;
(iv) for each tree Ti and for each vertex v of Ti, let u1, u2, . . . , u� be the children

of v in left-to-right order; then the vertices of Ti(uj) have y-coordinates
strictly smaller than the vertices of Ti(uj+1), for j = 1, . . . , � − 1; and

(v) for each vertex v of F , the wedge does not intersect Γ other than
along � (v).

We are going to use the following property.

Property 3. For each vertex v in a -drawing Γ of F , the wedge contains
the segment

[
(2W + 2, 0), (4W, 0)

]
in its interior.

We can similarly define -, -, and -drawings; in particular, a drawing of
F is a -, -, or - drawing if and only if it can be obtained from a -drawing
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Fig. 3. Construction of a -drawing: the second inductive case, in which k > 1.

by a clockwise rotation around the origin of the Cartesian axes by 90◦, 180◦,
or 270◦, respectively. A property similar to Property 3 can be stated for such
drawings.

We now present an algorithm, called -Drawer, that constructs a -drawing
Γ of F = T1, . . . , Tk. The algorithm -Drawer constructs Γ by induction,
primarily, on k and, secondarily, on the number of vertices m of F .

The base case of the algorithm -Drawer happens when m = 1 (and thus
k = 1); then we obtain Γ by placing r(T1) at (0, 4W ). In the first inductive
case, we have k = 1 and m > 1; see Fig. 2. Let F1 be the rooted ordered
forest T1(u1), T1(u2), . . . , T1(u�1), where u1, u2, . . . , u�1 are the children of r(T1)
in left-to-right order. Inductively construct a -drawing Γ1 of F1. We obtain Γ by
placing r(T1) at (0, 4W ) and by translating Γ1 one unit to the right and two units
down. In the second inductive case, we have k > 1; see Fig. 3. We inductively
construct a -drawing Γ1 of T1 and a -drawing Γ2 of the rooted ordered forest
F2 = T2, T3, . . . , Tk. Then, we obtain Γ from Γ1 and Γ2 by translating Γ1 down
so that r(T1) lies two units below the lowest vertex in Γ2. We have the following.

Lemma 1. The algorithm -Drawer constructs a -drawing of F in
O(m) time.

Algorithms -Drawer, -Drawer, and -Drawer that construct a -
drawing, a -drawing, and a -drawing of F can be defined analogously.
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We now go back to the problem of drawing a tree story 〈T, τ,W 〉. Let n =
|V (T )|. Recall that V (T ) is partitioned into buckets B1, . . . , Bh, where h = 	 n

W 
.
We now show how to partition the subtrees of T induced by each bucket into
up to two rooted ordered forests, so that the algorithms -, -, -, and -
Drawer can be exploited in order to draw such forests, thus obtaining a drawing
story of 〈T, τ,W 〉. We proceed in several phases as follows.

Phase 1: We label each vertex v of T belonging to a bucket Bi with the label
b(v) = i and we remove from T all the edges (u, v) such that |b(u) − b(v)| > 1.
Observe that such edges are not visualized in a drawing story of 〈T, τ,W 〉.
Phase 2: As T might be a forest because of the previous edge removal, we add
dummy edges to T to turn it back into a tree, while ensuring that |b(u)−b(v)| ≤ 1
for every edge (u, v) of T . This is possible due to the following.

Lemma 2. Dummy edges can be added to T in total O(n) time so that T
becomes a tree and every edge (u, v) of T is such that |b(u) − b(v)| ≤ 1.

Phase 3: We now root T at an arbitrary vertex r(T ) in B1. A pertinent compo-
nent of T is a maximal connected component of T composed of vertices in the
same bucket. We assign a label b(P ) = i to a pertinent component P if every
vertex of P belongs to Bi. We now construct the following sets R1, R2, . . . , Rk

of pertinent components of T ; see Fig. 4. The set R1 only contains the pertinent
component of T the vertex r(T ) belongs to. For j > 1, the set Rj contains every
pertinent component P of T such that (i) P does not belong to

⋃j−1
i=1 Ri and

(ii) P contains a vertex that is adjacent to a vertex belonging to a pertinent
component in Rj−1.

By the construction of the Rj ’s, since |b(u) − b(v)| ≤ 1 for every edge (u, v)
of T , and by the rooting of T , we have the following simple property.

Property 4. For every vertex v ∈ Rj , each child of v belongs to either
Rj or Rj+1.

Phase 4: Next, we turn T into an ordered tree. Consider any vertex v and let
Rj be the set v belongs to. Then, by Proposition 4, each child of v is either in
Rj or in Rj+1. We set the left-to-right order of the children of v so that all those
in Rj come first, in any order, and all those in Rj+1 come next, in any order.

Phase 5: We now define rooted ordered forests. For i = 1, . . . , h with i odd, let
(resp., ) be the forest containing all the pertinent components P such

that b(P ) = i and such that P ∈ Rj with j ≡ 1 mod 4 (resp., j ≡ 3 mod 4).
Also, for i = 1, . . . , h with i even, let (resp., ) be the forest containing
all the pertinent components P such that b(P ) = i and such that P ∈ Rj with
j ≡ 2 mod 4 (resp., j ≡ 0 mod 4). We have the following.

Observation 1. Let v be a vertex of T and u be its parent. Let Ri and Rj be
the sets containing the pertinent components u and v belong to, respectively,
where j = i or j = i + 1, by Property 4. Then the following cases are possible.
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1a If j = i, then u and v both belong to either , , , or .
1b If j = i + 1, then v is the root of a pertinent component in Rj . Also, either:

(i) i is odd, , and ;
(ii) i is even, , and ;
(iii) i is odd, , and ; or
(iv) i is even, , and .

For each pertinent component P in any Fi·X , with i ∈ {1, . . . , h} and
, let Rj be the set P belongs to. If j = 1, then the root of

P is r(T ), otherwise the root of P is the vertex of P that is adjacent to a vertex
in Rj−1. Further, the left-to-right order of the children of every vertex of P is the
one inherited from T . Finally, the linear ordering of the pertinent components
in Fi·X is defined as follows. Let P1 and P2 be any two pertinent components in
Fi·X and let Rj and Rk be the sets containing P1 and P2, respectively. If j < k,
then P1 precedes P2 in Fi·X . If j > k, then P1 follows P2 in Fi·X . Otherwise
j = k; let x be the lowest common ancestor of the roots of P1 and of P2 in T .
Also, let p1 and p2 be the paths connecting the roots of P1 and of P2 with x,
respectively. Further, let x1 and x2 be the children of x belonging to p1 and to
p2, respectively. Then, P1 precedes P2 in Fi·X if and only if x1 precedes x2 in
the left-to-right order of the children of x. We have the following.

Lemma 3. Given the sets R1, . . . , Rk, the rooted ordered forests Fi·X , with
i = 1, . . . , h and , can be computed in total O(n) time.

We are now ready to state the following main result.

Theorem 3. For any tree story 〈T, τ,W 〉 such that T has n vertices, it is pos-
sible to construct in O(n) time a drawing story that is planar, straight-line, and
lies on an (8W + 1) × (8W + 1) grid.

Proof. We construct a planar straight-line drawing story Γ of 〈T, τ,W 〉. We
perform Phases 1–5 in order to construct the rooted ordered forests Fi·X with
i ∈ {1, . . . , h} and . Note that Phase 2 introduces in T some
dummy edges, which are removed from the actual drawing story of 〈T, τ,W 〉
after the construction of Γ . Since Γ is a straight-line drawing, we only need
to assign coordinates to the vertices of T ; see Fig. 4. We apply the algorithm
X-Drawer to construct an X-drawing Γi·X of each rooted ordered forest Fi·X .
We let the coordinates of each vertex v of Fi·X in Γ coincide with its coordinates
in Γi·X .

We now prove that Γ satisfies the properties in the statement of the theorem.
By Condition i of Definition 1, a -drawing lies on the [0, 4W ] × [0, 4W ] grid.
Similarly, a -, a -, and a -drawing lies on the [0, 4W ] × [−4W, 0] grid, on
the [−4W, 0] × [−4W, 0] grid, and on the [−4W, 0] × [0, 4W ] grid, respectively.
Thus, Γ lies on the [−4W, 4W ] × [−4W, 4W ] grid.
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Fig. 4. Illustration for the proof of Theorem 3, with W = 12. The upper part of the
figure shows the rooted ordered tree T ; vertices and edges that are not in T [B1,2] are
gray. A pertinent component P j

i of T belongs to the bucket Bi; further, the index j
represents the order of the components in the corresponding rooted forests. The lower
part of the figure shows the drawing Γ [B1,2] of T [B1,2] constructed by the algorithm.

Concerning the running time for the construction of Γ , we have that the
initial modification of T , which ensures that |b(u) − b(v)| ≤ 1 for every edge
(u, v) of T , can be done in O(n) time, by Lemma 2. The labeling b(u) of each
vertex u of T is easily done in O(n) time. The construction of the sets R1, . . . , Rk

can be accomplished by an O(n)-time traversal of T starting from r(T ). The
construction of the rooted ordered forests Fi·X , with i = 1, . . . , h and with
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, can be performed in total O(n) time by Lemma 3. Finally,
by Lemma 1, the algorithm X-Drawer runs in linear time in the size of its
input Fi·X .

It remains to show that each drawing Γt ∈ Γ is planar. We exploit the
following lemma. Let Bi,i+1 = Bi ∪ Bi+1.

Lemma 4. For i = 1, . . . , h − 1, the drawing Γ [Bi,i+1] of T [Bi,i+1] is planar.

Proof. Suppose that i is odd; the case in which i is even can be treated analo-
gously. Let (u, v) and (w, z) be any two edges of T [Bi,i+1]. We prove that (u, v)
and (w, z) do not cross in Γ [Bi,i+1]. We only discuss the most interesting case,
in which u and w both belong to and v and z both belong to ; see
the full version of the paper for a proof that covers the other cases.

By Observation 1b, we have that v and z are the roots of two pertinent
components Pv and Pz of , respectively. By Condition ii of Definition 1,
the vertices v and z lie on the segment

[
(2W + 2, 0), (4W, 0)

]
. Assume w.l.o.g.

that z lies to the right of v. We have the following.

Claim 1. The vertex w lies above the vertex u in Γ [Bi,i+1].

Proof. Let Rj and Rk be the sets containing v and z, respectively. By the con-
struction of and since z lies to the right of v, two cases are possible.

In the first case j < k. By Observation 1b, we have that u and w belong
to Rj−1 and Rk−1, respectively. Since j − 1 < k − 1, we have that u and w
belong to distinct pertinent components Pu and Pw of T , respectively, where Pu

precedes Pw in . By Condition iii of Definition 1, we have that w lies above
u in Γ [Bi,i+1].

In the second case j = k. Let x be the lowest common ancestor of v and z
in T . Also, let v′ and z′ be the children of x on the paths from x to v and z,
respectively. Then v′ precedes z′ in the left-to-right order of the children of x.
Note that j−1 = k−1 and that x is also the lowest common ancestor of u and w
in T , where u lies on the path between v and x and w lies on the path between
z and x.

If u and w belong to distinct pertinent components Pu and Pw of T then, as
in the first case, Pu precedes Pw in . By Condition iii of Definition 1 we have
that w lies above u in Γ [Bi,i+1].

If u and w belong to the same pertinent component of T and neither of them
is x, then by Condition iv of Definition 1 we have that w lies above u in Γ [Bi,i+1].

If u and w belong to the same pertinent component of T and w = x, then
we have that w lies above u in Γ [Bi,i+1] since is strictly-upward.

Finally, note that u �= x. Indeed, suppose, for a contradiction, that u is the
lowest common ancestor of v and z. By the choice of the left-to-right ordering of
the children of u (given in Phase 4), we have that z′ precedes v in this ordering.
Therefore, by the construction of the ordering of (given in Phase 5),
we have that Pz precedes Pv in ; by Condition ii of Definition 1, this
contradicts the assumption that z lies to the right of v. ��



Graph Stories in Small Area 557

By Claim 1 and by Condition i of Definition 1, we have that w lies above u,
which lies above v and z; recall that these last two vertices lie on the segment[
(2W + 2, 0), (4W, 0)

]
. Hence, the edge (u, v) crosses the edge (w, z) if and only

if u lies to the right of the edge (w, z). By Property 3, the edge (w, z) lies in the
wedge , except at w. However, if u lies to the right of the edge (w, z), then

contains u, which contradicts Condition v of Definition 1. ��
By Property 1 and Lemma 4, we have that Γ is planar. ��

6 Conclusions and Open Problems

We have shown how to draw dynamic trees with straight-line edges, using an area
that only depends on the number of vertices that are simultaneously present in
the tree, while maintaining planarity. This result is obtained by partitioning the
vertices of the tree into buckets and by establishing topological and geometric
properties for the forests induced by pairs of consecutive buckets. Further, we
proved that this result cannot be generalized to arbitrary planar graphs.

Several interesting problems arise. (OP1) Which families of planar graphs
admit a planar straight-line drawing story on a grid whose size is polynomial in
W? How about outerplanar graphs? (OP2) Which bounds can be shown for a
dynamic graph that is not a tree, while each graph of the story is a forest?

Acknowledgments. We are indebted to Giuseppe Di Battista for interesting conver-
sations and suggestions that helped us improve and direct our investigation.
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Abstract. We introduce and study level-planar straight-line drawings
with a fixed number λ of slopes. For proper level graphs, we give an
O(n log2 n/ log log n)-time algorithm that either finds such a drawing or
determines that no such drawing exists. Moreover, we consider the par-
tial drawing extension problem, where we seek to extend an immutable
drawing of a subgraph to a drawing of the whole graph, and the simul-
taneous drawing problem, which asks about the existence of drawings
of two graphs whose restrictions to their shared subgraph coincide. We
present O(n4/3 log n)-time and O(λn10/3 log n)-time algorithms for these
respective problems on proper level-planar graphs.

We complement these positive results by showing that testing whether
non-proper level graphs admit level-planar drawings with λ slopes is NP-
hard even in restricted cases.

1 Introduction

Directed graphs explaining hierarchy naturally appear in multiple industrial and
academic applications. Some examples include PERT diagrams, UML compo-
nent diagrams, text edition networks [1], text variant graphs [19], philogenetic
and neural networks. In these, and many other applications, it is essential to
visualize the implied directed graph so that the viewer can perceive the hierar-
chical structure it contains. By far the most popular way to achieve this is to
apply the Sugyiama framework – a generic network visualization algorithm that
results in a drawing where each vertex lies on a horizontal line, called layer, and
each edge is directed from a lower layer to a higher layer [14].

The Sugyiama framework consists of several steps: elimination of directed
cycles in the initial graph, assignement of vertices to layers, vertex ordering and
coordinate assignement. During each of these steps several criteria are optimized,
by leading to more readable visualizations, see e.g. [14]. In this paper we con-
centrate on the last step of the framework, namely coordinate assignment. Thus,
the subject of our study are level graphs defined as follows. Let G = (V,E) be
a directed graph. A k-level assignment of G is a function � : V → {1, 2, . . . , k}
that assigns each vertex of G to one of k levels. We refer to G together with � as
to a (k-)level graph. The length of an edge (u, v) is defined as �(v)− �(u). We say
that G is proper if all edges have length one. The level graph shown in Fig. 1(a)
is proper, whereas the one shown in (b) is not. For a non-proper level graph G
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there exists a proper subdivision obtained by subdividing all edges with length
greater than one which result in a proper graph.

A level drawing Γ of a level graph G maps each vertex v ∈ V to a point
on the horizontal line with y-coordinate �(v) and a real x-coordinate Γ (v), and
each edge to a y-monotone curve between its endpoints. A level drawing is called
level-planar if no two edges intersect except in common endpoints. It is straight-
line if the edges are straight lines. A level drawing of a proper (subdivision of a)
level graph G induces a total left-to-right order on the vertices of a level. We say
that two drawings are equivalent if they induce the same order on every level.
An equivalence class of this equivalence relation is an embedding of G. We refer
to G together with an embedding to as embedded level graph G. The third step
of Sugyiama framework, vertex ordering, results in an embedded level graph.

The general goal of the coordinate assignment step is to produce a final
visualization while further improving its readability. The criteria of readability
that have been considered in the literature for this step include straightness and
verticality of the edges [14]. Here we study the problem of coordinate assignment
step with bounded number of slopes. The slope of an edge (u, v) in Γ is defined
as (Γ (v) − Γ (u))/(�(v) − �(u)). For proper level graphs this simplifies to Γ (v) −
Γ (u). We restrict our study to drawings in which all slopes are non-negative; such
drawings can be transformed into drawings with negative slopes by shearing; see
Fig. 1. A level drawing Γ is a λ-slope drawing if all slopes in Γ appear in the
set {0, 1, . . . , λ−1}. We study embedding-preserving straight-line level-planar λ-
slope drawings, or λ-drawings for short and refer to the problem of finding these
drawings as λ-Drawability. Since the possible edge slopes in a λ-drawing are
integers all vertices lie on the integer grid.

Fig. 1. Shearing drawings to change the slopes. In (a), the left drawing with slopes 0
and 1 is transformed into the right orthogonal drawing, i.e., one with slopes −1 and 1.
In (b), the left drawing with slopes 0, 1 and 2 is transformed into a drawing with
slopes −1, 0 and 1.

Related Work. The number of slopes used for the edges in a graph drawing
can be seen as an indication of the simplicity of the drawing. For instance, the
measure edge orthogonality, which specifies how close a drawing is to an orthog-
onal drawing, where edges are polylines consisting of horizontal and vertical
segments only, has been proposed as a measure of aesthetic quality of a graph
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drawing [31]. In a similar spirit, Kindermann et al. studied the effect reducing the
segment complexity on the aesthetics preference of graph drawings and observed
that in some cases people prefer drawings using lower segment complexity [22].
More generally, the use of few slopes for a graph drawing may contribute to the
formation of “Prägnanz” (“good figure” in German) of the visualization, that
accordingly to the Gestalt law of Prägnanz, or law of simplicity, contributes to
the perceived quality of the visualizations. This is design principle often guides
the visualization of metro maps. See [28] for a survey of the existing approaches,
most of which generate octilinear layouts of metro maps, and [27] for a recent
model for drawing more general k-linear metro maps.

Level-planar drawing with few slopes have not been considered in the liter-
ature but drawings of undirected graphs with few slopes have been extensively
studied. The (planar) slope number of a (planar) graph G is the smallest num-
ber s so that G has a (planar) straight-line drawing with edges of at most s dis-
tinct slopes. Special attention has been given to proving bounds on the (planar)
slope number of undirected graph classes [4,9–12,20,21,23,24,29]. Determining
the planar slope number is hard in the existential theory of reals [16].

Several graph visualization problems have been considered in the partial and
simultaneous settings. In the partial drawing extension problem, one is presented
with a graph and an immutable drawing of some subgraph thereof. The task is
to determine whether the given drawing of the subgraph can be completed to
a drawing of the entire graph. The problem has been studied for the planar
setting [25,30] and also the level-planar setting [8]. In the simultaneous drawing
problem, one is presented with two graphs that may share some subgraph. The
task is to draw both graphs so that the restrictions of both drawings to the shared
subgraph are identical. We refer the reader to [5] for an older literature overview.
The problem has been considered for orthogonal drawings [2] and level-planar
drawings [3]. Up to our knowledge, neither partial nor simultaneous drawings
have been considered in the restricted slope setting.

Contribution. We introduce and study the λ-Drawability problem. To solve
this problem for proper level graphs, we introduce two models. In Sect. 3 we
describe the first model, which uses a classic integer-circulation-based approach.
This model allows us to solve the λ-Drawability in O(n log3 n) time and
obtain a λ-drawing within the same running time if one exists. In Sect. 4, we
describe the second distance-based model. It uses the duality between flows
in the primal graph and distances in the dual graph and allows us to solve
the λ-Drawability in O(n log2 n/ log log n) time. We also address the partial
and simultaneous settings. The classic integer-circulation-based approach can
be used to extend connected partial λ-drawings in O(n log3 n) time. In Sect. 5,
we build on the distance-based model to extend not-necessarily-connected par-
tial λ-drawings in O(n4/3 log n) time, and to obtain simultaneous λ-drawings
in O(λn10/3 log n) time if they exist. We finish with some concluding remarks
in Sect. 6 and refer to the full version [7] for a proof that 2-Drawability is
NP-hard even for biconnected graphs where all edges have length one or two.
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2 Preliminaries

Let Γ be a level-planar drawing of an embedded level-planar graph G. The width
of Γ is defined as maxv∈V Γ (v) − minv∈V Γ (v). An integer x̄ is a gap in Γ if
it is Γ (v) �= x̄ for all v ∈ V , Γ (v1) < x̄ and Γ (v2) > x̄ for some v1, v2 ∈ V ,
and Γ (u) < x̄ < Γ (v) for no edge (u, v) ∈ E. A drawing Γ is compact if it has
no gap. Note that a λ-drawing of a connected level-planar graph is inherently
compact. While in a λ-drawing of a non-connected level-planar graph every gap
can be eliminated by a shift. The fact that we only need to consider compact λ-
drawings helps us to limit their width. Thus, any compact λ-drawing has a width
of at most (λ − 1)(n − 1).

Let u and v be two vertices on the same level i. With [u, v]G (or [u, v] when G
is clear from the context) we denote the set of vertices that contains u, v and all
vertices in between u and v on level i in G. We say that two vertices u and v
are consecutive in G when [u, v] = {u, v}. Two edges e = (u,w), e′ = (v, x) are
consecutive in G when the only edges with one endpoint in [u, v]G and the other
endpoint in [w, x]G are e and e′.

A flow network F = (N,A) consists of a set of nodes N connected by a set of
directed arcs A. Each arc has a demand specified by a function d : A → N0 and
a capacity specified by a function c : A → N ∪ {∞} where ∞ encodes unlimited
capacity. A circulation in F is a function ϕ : A → N0 that assigns an integral flow
to each arc of F and satisifies the two following conditions. First, the circulation
has to respect the demands and capacities of the arcs, i.e., for each arc a ∈ A it
is d(a) ≤ ϕ(a) ≤ c(a). Second, the circulation has to respect flow conservation,
i.e., for each node v ∈ N it is

∑
(u,v)∈A ϕ(u, v) =

∑
(v,u)∈A ϕ(v, u). Depending

on the flow network no circulation may exist.

3 Flow Model

In this section, we model the λ-Drawability as a problem of finding a circu-
lation in a flow network. Let G be an embedded proper k-level graph together
with a level-planar drawing Γ . As a first step, we add two directed paths pleft
and pright that consist of one vertex on each level from 1 to k to G. Insert pleft
and pright into Γ to the left and right of all other vertices as the left and right
boundary, respectively. See Fig. 2(a) and (c). From now on, we assume that G
and Γ contain the left and right boundary.

The flow network Fλ
G consists of nodes and arcs and is similar to a directed

dual of G with the difference that it takes the levels of G into account. In par-
ticular, for every edge e of G, Fλ

G contains two nodes eleft and eright, in the left
and the right faces incident to e, and a dual slope arc e� = (eright, eleft) with
demand 0 and capacity λ − 1; see the blue arcs in Fig. 2(b) and (c). The flow
across e� determines the slope of e. Additionally, for every pair of consecutive
vertices u, v we add two nodes [u, v]low and [u, v]high to Fλ

G and connect them by
a space arc [u, v]�; see the red arcs in Fig. 2(b) and (c). The flow across [u, v]�

determines the space between u and v. The space between u and v needs to be
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Fig. 2. (a) An embedded level graph G. (b) The definition of the arcs of the flow
network. (c) The graph G together with the paths pleft and pright in black. The resulting
flow network F λ

G (c) consists of the blue slope arcs and the red space arcs, its nodes
are formed by merging the nodes in the gray areas. The red space arcs have a demand
of 1 and a capacity of (λ − 1)(n − 1) and the blue slope arcs have a demand of zero
and a capacity of λ − 1.

at least one to prevent u and v from colliding and can be at most (λ − 1)(n − 1)
due to the restriction to compact drawings. So, assign to [u, v]� a demand of
one and a capacity of (λ − 1)(n − 1). To obtain the final flow network we merge
certain nodes. Let e = (u,w) and e′ = (v, x) be consecutive edges. Merge the
nodes eright, e

′
left, the nodes {{u′, v′}high : ∀u′, v′ consecutive in [u, v]} and the

nodes {{w′, x′}low : ∀w′, x′ consecutive in [w, x]} into a single node. Next, merge
all remaining source and sink nodes into one source node s and one sink node t,
respectively. See Fig. 2(c), where the gray areas touch nodes that are merged
into a single node. Finally, insert an arc from t to s with unlimited capacity.

The network Fλ
G is designed in such a way that the circulations in Fλ

G corre-
spond bijectively to the λ-drawings of G. Let Γ be a drawing of G and let x be
the function that assigns to each vertex of G its x-coordinate in Γ . We define a
dual circulation x� as follows. Recall that every arc a of Fλ

G is either dual to an
edge of G or to two consecutive vertices in G. Hence, the left and right incident
faces fleft and fright of a in Fλ

G contain vertices of G. Define the circulation x� by
setting x�(a) := x(fright) − x(fleft). We remark the following, although we defer
the proof to the next section.

Lemma 1. Let G be an embedded proper level-planar graph together with a λ-
drawing Γ . The dual x� of the function x that assigns to each vertex of G its x-
coordinate in Γ is a circulation in Fλ

G .

In the reverse direction, given a circulation ϕ in Fλ
G we define a dual func-

tion ϕ� that, when interpeted as assigning an x-coordinate to the vertices of G,
defines a λ-drawing of G. Refer to the level-1-vertex pright as vright. Start by
setting ϕ�(vright) = 0, i.e., the x-coordinate of vright is 0. Process the remaining
vertices of the right boundary in ascending order with respect to their levels.
Let (u, v) be an edge of the right boundary so that u has already been pro-
cessed and v has not been processed yet. Then set ϕ�(v) = ϕ�(u) + ϕ((u, v)�),
where (u, v)� is the slope arc dual to (u, v). Let w, x be a pair of consecutive
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vertices so that x has already been processed and w has not yet been processed
yet. Then set ϕ�(w) = ϕ�(x) + ϕ([w, x]�), where [w, x]� is a space arc. It turns
out that ϕ� defines a λ-drawing of G.

Lemma 2. Let G be an embedded proper level-planar graph, let λ ∈ N and let ϕ
be a circulation in Fλ

G . Then the dual ϕ�, when interpeted as assigning an x-
coordinate to the vertices of G, defines a λ-drawing of G.

While both Lemmas 1 and 2 can be proven directly, we defer their proofs to
Sect. 4 where we introduce the distance model and prove Lemmas 3 and 4, the
stronger versions of Lemmas 1 and 2, respectively. Combining Lemmas 1 and 2
we obtain the following.

Theorem 1. Let G be an embedded proper level-planar graph and let λ ∈ N.
The circulations in Fλ

G correspond bijectively to the λ-drawings of G.

Theorem 1 implies that a λ-drawing can be found by applying existing flow
algorithms to Fλ

G . For that, we transform our flow network with arc demands to
the standard maximum flow setting without demands by introducing new sources
and sinks. We can then use the O(n log3 n)-time multiple-source multiple-sink
maximum flow algorithm due to Borradaile et al. [6] to find a circulation in Fλ

G
or to determine that no circulation exists.

Corollary 1. Let G be an embedded proper level-planar graph and let λ ∈ N.
It can be tested in O(n log3 n) time whether a λ-drawing of G exists, and if so,
such a drawing can be found within the same running time.

3.1 Connected Partial Drawings

Recall that a partial λ-drawing is a tuple (G,H,Π), where G is an embedded
level-planar graph, H is an embedded subgraph of G and Π is a λ-drawing
of H. We say that (G,H,Π) is λ-extendable if G admits a λ-drawing Γ whose
restriction to H is Π. Here Γ is referred to as a λ-extension of (G,H,Π).

In this section we show that in case H is connected, we can use the flow
model to decide whether (G,H,Π) is λ-extendable. Observe that when H is
connected Π is completely defined by the slopes of the edges in H up to horizontal
translation. Let Fλ

G be the flow network corresponding to G. In order to fix the
slopes of an edge e of H to a value �, we fix the flow across the dual slope arc e�

in H to �. Checking whether a circulation in the resulting flow network exists
can be reduced to a multiple-source multiple-sink maximum flow problem, which
once again can be solved by the algorithm due to Borradaile et al. [6].

Corollary 2. Let (G,H,Π) be a partial λ-drawing where H is connected. It can
be tested in O(n log3 n) time whether (G,H,Π) is λ-extendable, and if so, a
corresponding λ-extension can be constructed within the same running time.
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4 Dual Distance Model

A minimum cut (and, equivalently, the value of the maximum flow) of an st-
planar graph G can be determined by computing a shortest (s�, t�)-path in a
dual of G [17,18]. Hassin showed that to construct a flow, it is sufficient to
compute the distances from s� to all other vertices in the dual graph [13]. To
the best of our knowledge, this duality has been exploited only for flow networks
with arc capacities, but not with arc demands. In this section, we extend this
duality to arcs with demands. The resulting dual distance model improves the
running time for the λ-Drawability, lets us test the existence of λ-extensions
of partial λ-drawings for non-connected subgraphs, and allows us to develop an
efficient algorithm for testing the existence of simultaneous λ-drawings.

We define Dλ
G to be the directed dual of Fλ

G as follows. Let a = (u, v) be an
arc of Fλ

G with demand d(a) and capacity c(a). Further, let fleft and fright denote
the left and the right faces of a in Fλ

G , respectively. The dual Dλ
G contains fleft

and fright as vertices connected by one edge (fleft, fright) with length c(a) and
another edge (fright, fleft) with length −d(a); see Fig. 3.

Observe that to obtain Fλ
G from G (with left and right paths pleft and pright)

we added dual arcs to edges of G and dual arcs to the space between two consec-
utive vertices on one level. Consider for a moment the graph G′ obtained from G
by adding edges (u, v) for all consecutive vertices u v, where u is to the right
of v. Graph G′ and Dλ

G are identical and therefore Dλ
G has the vertex set V of G

and contains a subset of its edges. Recall that the dual slope arcs in Fλ
G have

demand 0 and capacity λ − 1, therefore the edges of Dλ
G that connect vertices

on different layers have non-negative length. While the edges of Dλ
G between

consecutive vertices on the same level have length −1.

Fig. 3. Definition of the dual edges for a flow network arc a = (u, v) with demand d(a)
and capacity c(a). Let fleft and fright denote the vertices corresponding to the faces to
the left and right of a in F λ

G . Then add the edge (fleft, fright) with length c(a) and the
reverse edge (fright, fleft) with length −d(a). Edges with infinite length are not created
because they do not add constraints.

A distance labeling is a function x : V → Z that for every edge (u, v) of Dλ
G

with length l satisfies x(v) ≤ x(u)+l. We also say that (u, v) imposes the distance
constraint x(v) ≤ x(u)+ l. A distance labeling for Dλ

G is the x-coordinate assign-
ment for a λ-drawing: For an edge (u, v) of Dλ

G where u, v are consecutive vertices
in G, the distance labeling guarantees x(v) ≤ x(u) − 1, i.e., the consecutive ver-
tices are in the correct order and do not overlap. If an edge (u, v) between layers
has length λ−1, then the distance labeling ensures x(v) ≤ x(u)+λ−1, i.e., (u, v)
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Fig. 4. The distance network D2
G obtained from the flow network F 2

G shown in Fig. 2(c).
The x-coordinate of every vertex is its distance from vright in D2

G . All red arcs have
length −1, all blue arcs pointing up have length 1 and all blue arcs pointing down have
length 0. For every red arc there exists an arc in the reverse direction with length ∞.
We omit these arcs because they do not impose any constraints on the shortest distance
labeling.

has a slope in {0, . . . , λ−1}. Computing the shortest distances from vright in Dλ
G

to every vertex (if they are well-defined) gives a distance labeling that we refer to
as the shortest distance labeling. A distance labeling of Dλ

G does not necessarily
exist. This is the case when Dλ

G contains a negative cycle, e.g., when the in- or
out-degree of a vertex in G is strictly larger than λ. For a distance labeling x
of Dλ

G we define a dual circulation x� by setting x�(a) := x(fright) − x(fleft) for
each arc a of Fλ

G with left and right incident faces fleft and fright (Fig. 4).

Lemma 3. Let G be an embedded level-planar graph and Γ be a λ-drawing of G.
The function x that assigns to each vertex of G its x-coordinate in Γ is a distance
labeling of Dλ

G and its dual x� is a circulation in Fλ
G .

Proof. Since Γ preserves the embedding of G, for each consecutive vertices v, u,
with v preceeding u in G it holds that Γ (v) < Γ (u). Since Γ is a grid drawing
Γ (v) ≤ Γ (u) − 1, which implies x(v) ≤ x(u) + �, where � = −1 is the length
of (u, v). Since Γ is a λ-drawing, i.e. every edge (u, v) between the two levels
has a slope in {0, . . . λ − 1}, it holds that Γ (u) ≤ Γ (v) ≤ Γ (u) + λ − 1, which
implies x(u) ≤ x(v) + 0, for the edge (v, u) of Dλ

G with length zero and x(v) <
x(u) + λ − 1 for the edge (u, v) of Dλ

G with length λ − 1. Hence, x is a distance
labeling of Dλ

G .
We now show that x� is a circulation in Fλ

G . Let f1, f2, . . . , ft, ft+1 = f1 be
the faces incident to some node v of Fλ

G in counter-clockwise order. Let a be the
arc incident to v and dual to the edge between fi and fi+1 with 1 ≤ i ≤ t. If a
is an incoming arc, it adds a flow of x(fi+1) − x(fi) to v. If a is an outgoing
arc, it removes a flow of x(fi) − x(fi+1) from v, or, equivalently, it adds a flow
of x(fi+1) − x(fi) to v. Therefore, the flow through v is

∑
i (x(fi+1) − x(fi)).

This sum cancels to zero, i.e., the flow is preserved at v. Recall that the
edge (fleft, fright) with length c(a) in Dλ

G ensures x(fright) ≤ x(fleft) + c(a),
which gives x�(a) ≤ c(a). So, no capacities are exceeded. Analogously, the
edge (fright, fleft) with length −d(a) in Dλ

G ensures x(fleft) ≤ x(fright) − d(a),
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which gives x�(a) ≥ d(a). Hence, all demands are fulfilled and x� is indeed a
circulation in Fλ

G . 
�
Recall from Sect. 3 that for a circulation ϕ in Fλ

G we define a dual drawing ϕ�

by setting the x-coordinates of the vertices of G as follows. For the lowest vertex
of the right boundary set ϕ�(vright) = 0. Process the remaining vertices of the
right boundary in ascending order with respect to their levels. Let (u, v) be an
edge of the right boundary so that u has already been processed and v has
not been processed yet. Then set ϕ�(v) = ϕ�(u) + ϕ((u, v)�), where (u, v)�

is the slope arc dual to (u, v). Let w, x be a pair of consecutive vertices so
that x has already been processed and w has not yet been processed yet. Then
set ϕ�(w) = ϕ�(x)+ϕ([w, x]�), where [w, x]� is a space arc. It turns out that ϕ�

is a distance labeling of Dλ
G and a λ-drawing of G.

Lemma 4. Let G be an embedded level-planar graph, let λ ∈ N, and let ϕ be
a circulation in Fλ

G . The dual ϕ� is a distance labeling of Dλ
G and the drawing

induced by interpreting the distance label of a vertex as its x-coordinate is a λ-
drawing of G.

Proof. We show that ϕ� is a distance labeling in Dλ
G . The algorithm described

above assings a value to every vertex of Dλ
G . We now show that ϕ� is indeed a

distance labeling by showing that every edge satisfies a distance constraint.
Observe that the distance constraints imposed by edges dual to the space arcs

are satisfied by construction. To show that the distance constraints imposed by
edges dual to the slope arcs are also satisfied, we prove that for every edge (u, v),
it holds that ϕ�(v) = ϕ�(u)+ϕ((u, v)�). We refer to this as condition C for short.
Since ϕ((u, v)�) ≤ λ − 1 and the length � of (u, v) is λ − 1 we obtain ϕ�(v) =
ϕ�(u) + �, which implied that φ� is a distance labeling of Dλ

G .
The proof is by induction based on the bottom to top and right to left

order among the edges of Dλ
G . We say that (a, b) precedes (c, d) if either �(a) <

�(c), or �(a) = �(c) and a is to the right of c, or �(a) = �(c) and b is to the
right of d (in case a = c). For the base case observe that the edges with both
end-vertices on the first level and the edges of pright satisfy condition C by the
definition of ϕ�. Now let (u, v) be an edge not addressed in the base case and
assume that for every edge (u′, v′) preceding edge (u, v) condition C holds. For
the inductive step we show that condition C also holds for (u, v). Let (u′, v′)
denote the edge to the right of (u, v) so that (u, v) and (u′, v′) are consecutive;
see Fig. 5. Because v is not the rightmost vertex on its level this edge exists. Let A
denote the set of space arcs v1v

�
2 in Fλ

G with v1, v2 ∈ [v′, v]. Analogously, let B
denote the set of space arcs u1u

�
2 in Fλ

G with u1, u2 ∈ [u′, u]. It is ϕ�(v) = ϕ�(v′)+∑
a∈A ϕ(a) by definition of ϕ�. Further, by induction hypothesis and since (u′, v′)

precedes (u, v) it holds that ϕ�(v′) = ϕ�(u′) + ϕ((u′, v′)�). Inserting the latter
into the former equation, we obtain ϕ�(v) = ϕ�(u′) + ϕ((u′, v′)�) +

∑
a∈A ϕ(a).

Again, by definition of ϕ�, it is ϕ�(u) = ϕ�(u′)+
∑

b∈B ϕ(b). By subtracting ϕ�(u)
from ϕ�(v) we obtain

ϕ�(v) = ϕ�(u) −
∑

b∈B

ϕ(b) + ϕ((u′, v′)�) +
∑

a∈A

ϕ(a) (1)
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Flow conservation on the vertex of Fλ
G to which edges of A and B are incident

gives ϕ((u, v)�)−∑
a∈A ϕ(a)−ϕ((u′, v′)�)+

∑
b∈B ϕ(b) = 0. Solving this equation

for ϕ(u, v) and inserting it into (1) yields ϕ�(v) = ϕ�(u) + ϕ((u, v)�), i.e. the
condition C holds for (u, v). Therefore ϕ� is a distance labeling, which we have
shown to define a λ-drawing of G. 
�

Fig. 5. Proof of Lemma 4. Sets A and B contain the outgoing and incoming red flow
network arcs incident to the gray oval, respectively.

Because Dλ
G is planar we can use the O(n log2 n/ log log n)-time shortest path

algorithm due to Mozes and Wulff-Nilsen [26] to compute the shortest distance
labeling. This improves our O(n log3 n)-time algorithm from Sect. 3.

Theorem 2. Let G be an embedded proper level-planar graph. The distance label-
ings of Dk

G correspond bijectively to the λ-drawings of G. If such a drawing exists,
it can be found in O(n log2 n/ log log n) time.

5 Partial and Simultaneous Drawings

In this section we use the distance model from Sect. 4 to construct partial and
simultaneous λ-drawings. We start with introducing a useful kind of drawing.
Let Γ be a λ-drawing of G. We call Γ a λ-rightmost drawing when there exists
no λ-drawing Γ ′ with Γ (v) < Γ ′(v) for some v ∈ V . In this definition, we
assume x(Γ (vright)) = x(Γ ′(vright)) = 0 to exclude trivial horizontal translations.
Hence, a drawing is rightmost when every vertex is at its rightmost position
across all level-planar λ-slope grid drawings of G. It is not trivial that a λ-
rightmost drawing exists, but it follows directly from the definition that if such
a drawing exists, it is unique. The following lemma establishes the relationship
between λ-rightmost drawings and shortest distance labelings of Dλ

G .

Lemma 5. Let G be an embedded proper level-planar graph. If Dλ
G has a shortest

distance labeling it describes the λ-rightmost drawing of G.

Proof. The shortest distance labeling of Dλ
G is maximal in the sense that for any

vertex v there exists a vertex u and an edge (u, v) with length l so that it is x(v) =
x(u) + l. Recall that the definition of distance labelings only requires x(v) ≤
x(u) + l. The claim then follows by induction over V in ascending order with
respect to the shortest distance labeling. 
�
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5.1 Partial Drawings

Let (G,H,Π) be a partial λ-drawing. In Sect. 3.1 we have shown that the flow
model can be adapted to check whether (G,H,Π) has a λ-extension, in case H is
connected. In this section, we show how to adapt the distance model to extend
partial λ-drawings, including the case H is disconnected. Recall that the distance
label of a vertex v is its x-coordinate. A partial λ-drawing fixes the x-coordinates
of the vertices of H. The idea is to express this with additional constraints
in Dλ

G . Let vref be a vertex of H. In a λ-extension of (G,H,Π), the relative
distance along the x-axis between a vertex v of H and vertex vref should be dv =
Π(vref) − Π(v). This can be achieved by adding an edge (v, vref) with length dv

and an edge (vref , v) with length −dv. The first edge ensures that it is x(vref) ≤
x(v)+dv, i.e., x(v) ≥ x(vref)−dv and the second edge ensures x(v) ≤ x(vref)−d.
Together, this gives x(v) = x(vref) − dv. Let Dλ

G,Π be Dλ
G augmented by the

edges {(v, vref), (vref,v) : ∀v ∈ H} with lengths as described above.
To decide existence of λ-extension and in affirmative construct the corre-

sponding drawing we compute the shortest distance labeling in Dλ
G,Π . Observe

that this network can contain negative cycles and therefore no shortest dis-
tance labeling. Unfortunately, Dλ

G,Π is not planar, and thus we cannot use the
embedding-based algorithm of Mozes and Wulff-Nilsen. However, since all newly
introduced edges have vref as one endpoint, vref is an apex of Dλ

G , i.e., remov-
ing vref from Dλ

G,Π makes it planar. Therefore Dλ
G,Π can be recursively sepa-

rated by separators of size O(
√

n). We can therefore use the shortest-path algo-
rithm due to Henzinger et al. to compute the shortest distance labeling of Dλ

G,Π

in O(n4/3 log n) time [15].

Theorem 3. Let (G,H,Π) be a partial λ-drawing. In O(n4/3 log n) time it can
be determined whether (G,H,Π) has a λ-extension and in the affirmative the
corresponding drawing can be computed within the same running time.

5.2 Simultaneous Drawings

In the simultaneous λ-drawing problem, we are given a tuple (G1,G2) of two
embedded level-planar graphs that share a common subgraph G1∩2 = G1 ∩ G2.
We assume w.l.o.g. that G1 and G2 share the same right boundary and that the
embeddings of G1 and G2 coincide on G1∩2. The task is to determine whether
there exist λ-drawings Γ1, Γ2 of G1,G2, respectively, so that Γ1 and Γ2 coincide
on the shared graph G1∩2. The approach is the following. Start by computing the
rightmost drawings of G1 and G2. Then, as long as these drawings do not coincide
on G1∩2 add necessary constraints to Dλ

G1
and Dλ

G2
. This process terminates after

a polynomial number of iterations, either by finding a simultaneous λ-drawing,
or by determining that no such drawing exist.

Finding the necessary constraints works as follows. Suppose that Γ1, Γ2 are
the rightmost drawings of G1,G2, respectively. Because both G1 and G2 have the
same right boundary they both contain vertex vright. We define the coordinates
in the distance labelings of Dλ

G1
and Dλ

G2
in terms of this reference vertex.
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Now suppose that for some vertex v of G1∩2 the x-coordinates in Γ1 and Γ2

differ, i.e., it is Γ1(v) �= Γ2(v). Assume Γ1(v) < Γ2(v) without loss of generality.
Because Γ1 is a rightmost drawing, there exists no drawing of G1 where v has
an x-coordinate greater than Γ1(v). In particular, there exist no simultaneous
drawings where v has an x-coordinate greater than Γ1(v). Therefore, we must
search for a simultaneous drawing where Γ2(v) ≤ Γ1(v). We can enforce this con-
straint by adding an edge (vright, v) with length Γ1(v) into Dλ

G2
. We then attempt

to compute the drawing Γ2 of G2 defined by the shortest distance labeling in Dλ
G2

.
This attempt produces one of two possible outcomes. The first possibility is that
there now exists a negative cycle in Dλ

G2
. This means that there exists no draw-

ing Γ2 of G2 with Γ2(v) ≤ Γ (v). Because Γ1 is a rightmost drawing, this means
that no simultaneous drawings of G1 and G2 exist. The algorithm then termi-
nates and rejects this instance. The second possiblity is that we obtain a new
drawing Γ2. This drawing is rightmost among all drawings that satisfy the added
constraint Γ2(v) ≤ Γ1(v). In this case there are again two possibilities. Either
we have Γ1(v) = Γ2(v) for each vertex v in G1∩2. In this case Γ1 and Γ2 are
simultaneous drawings and the algorithm terminates. Otherwise there exists at
least one vertex w in G1∩2 with Γ1(w) �= Γ2(w). We then repeat the procedure
just described for adding a new constraint.

We repeat this procedure of adding other constraints. To bound the number
of iterations, recall that we only consider compact drawings, i.e., drawings whose
width is at most (λ − 1)(n − 1). In each iteration the x-coordinate of at least
one vertex is decreased by at least one. Therefore, each vertex is responsible for
at most (λ − 1)(n − 1) iterations. The total number of iterations is therefore
bounded by n(λ − 1)(n − 1) ∈ O(λn2).

Note that due to the added constraints Dλ
G1

and Dλ
G2

are generally not pla-
nar. We therefore apply the O(n4/3 log n)-time shortest-path algorithm due to
Henzinger et al. that relies not on planarity but on O(

√
n)-sized separators to

compute the shortest distance labellings. This gives the following.

Theorem 4. Let G1,G2 be embedded level-planar graphs that share a common
subgraph G1∩2. In O(λn10/3 log n) time it can be determined whether G1,G2 admit
simultaneous λ-drawings and if so, such drawings can be computed within the
same running time.

6 Conclusion

In this paper we studied λ-drawings, i.e., level-planar drawings with λ slopes. We
model λ-drawings of proper level-planar graphs as integer flow networks. This
lets us find λ-drawings and extend connected partial λ-drawings in O(n log3 n)
time. We extend the duality between integer flows in a primal graph and shortest
distances in its dual to obtain a more powerful distance model. This distance
model allows us to find λ-drawings in O(n log2 n/ log log n) time, extend not-
necessarily-connected partial λ-drawings in O(n4/3 log n) time and find simulta-
neous λ-drawings in O(λn10/3 log n) time.
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In the non proper case, testing the existence of a 2-drawing becomes NP-hard,
even for biconnected graphs with maximum edge length two [7].
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10. Dujmović, V., Eppstein, D., Suderman, M., Wood, D.R.: Drawings of planar graphs
with few slopes and segments. Comput. Geom. 38(3), 194–212 (2007)
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Abstract. This report describes the 26th Annual Graph Draw-
ing Contest, held in conjunction with the 27th International Sym-
posium on Graph Drawing and Network Visualization (GD’19) in
Pr̊uhonice/Prague, Czech Republic. The mission of the Graph Draw-
ing Contest is to monitor and challenge the current state of the art in
graph-drawing technology.

1 Introduction

Following the tradition of the past years, the Graph Drawing Contest was divided
into two parts: the creative topics and the live challenge.

Creative topics were comprised by two data sets. The first data set described
appearances of superheroes in the Marvel Cinematic Universe movie. The sec-
ond data set was comprised by occurrences of ingredients in popular meals. The
data sets were published a year in advance, and contestants submitted their visu-
alizations before the conference started. Submissions were evaluated according
to aesthetic appeal, domain-specific requirements, readability and clarity of the
visualization and novelty of the visualization concept.

The live challenge took place during the conference in a format similar to a
typical programming contest. Teams were presented with a collection of challenge
graphs and had one hour to submit their highest scoring drawings. This year’s
topic was to minimize the number of crossings an upward straight-line drawing
of a graph with vertex locations restricted to a grid.

Overall, we received 29 submissions: 10 submissions for the creative topics
and 19 submissions for the live challenge.

2 Creative Topics

The general goal of the creative topics was to model each data set as a graph and
visualize it with complete artistic freedom, and with the aim of communicating
as information much as possible from the provided data in the most readable
and clear way.
c© Springer Nature Switzerland AG 2019
D. Archambault and C. D. Tóth (Eds.): GD 2019, LNCS 11904, pp. 575–583, 2019.
https://doi.org/10.1007/978-3-030-35802-0_43

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35802-0_43&domain=pdf
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We received 6 submissions for the first topic, and 4 for the second. For each
topic, we selected the top three submissions before the conference, which were
printed on large poster boards and presented at the Graph Drawing Symposium.
During the conference dinner, we presented these submissions and announced
the winners. We will now review the top three submissions for each topic (for a
complete list of submissions, refer to http://www.graphdrawing.org/gdcontest/
contest2019/results.html).

2.1 Marvel Cinematic Universe

The Marvel Cinematic Universe is a media franchise and shared universe that is
centered on a series of superhero films, based on characters that appear in comic
books published by Marvel. The data set describes a selection of 28 characters
(heroes) and in which of the 24 movies released so far they appeared. The data
was compiled from the Marvel Cinematic Universe Wiki1.

Third Place: Velitchko Filipov, Alessio Arleo, Davice Ceneda,
and Silvia Miksch (TU Vienna). The committee appreciated the extensive
use of glyphs, the use of the non-provided information on when the movies were
filmed, the clarity, the minimalistic style, and the aesthetics of the visualization.

Second Place: Markus Wallinger (TU Vienna). The committee valued the
choice of the metro-map visualization metaphor, the well-constructed layout, the
use of glyphs. On the other hand the committee observed that the visualization
1 https://marvelcinematicuniverse.fandom.com/wiki/Marvel Cinematic Universe Wiki.

http://www.graphdrawing.org/gdcontest/contest2019/results.html
http://www.graphdrawing.org/gdcontest/contest2019/results.html
https://marvelcinematicuniverse.fandom.com/wiki/Marvel_Cinematic_Universe_Wiki


Graph Drawing Contest Report 577

would gain in readability from a better choice of color palette and from the
selective use of text labels on the lines.
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Metro Network of the Marvel Cinematic Universe

Iron Man
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Markus Wallinger

Winner: Evmorfia Argyriou, Christian Brunnermeier, Anne Eberle,
and Johannes Rössel (yWorks). The committee especially valued the mini-
malism and the clarity of the presentation, the choice of the hierarchical layout
resembling Sankey diagrams, the use of the non-provided information such as
the timeline and the screen time, the choice of the color pallete and the glyphs.
The committee was also impressed by the design choices of the overall poster.
The visualization and an explanation of the drawing process is available online:
http://yworks.com/marvel.

http://yworks.com/marvel
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In this visualization of the Marvel Cinematic Universe and its charac-
ters, we’ve arranged all movies in their in-universe timeline. Characters
are shown as edges that pass through the movies they appear in. The
thickness of edges models the relative screen time of characters within
a movie. The overall layout is automatically computed and uses yFiles’
support for Sugiyama-style graph drawing with several adjustments and
enhancements for parts of the graph. The accompanying interactive ap-
plication (yworks.com/marvel) also allows to filter the graph by charac-
ter or film series.
Evmorfia Argyriou

2.2 Meal Ingredients

The data set describes 151 food recipes extracted from the TheMealDB
database2. TheMealDB was built in 2016 to provide a free data source API
for recipes online. It originated on the Kodi forums as a way to browse recipes
on a TV.

The provided data set consisted of three types. There were 297 food ingre-
dients, e.g. “Beef”, “Flour”, “Red Wine”. There were 11 areas (countries) that
are popular for their dishes around the globe: “American”, “British”, “Chi-
nese”, “French”, “Greek”, “Indian”, “Italian”, “Japanese”, “Mexican”, “Span-
ish”, “Thai”. Finally, there were 151 recipes that contain a list of ingredients
and belong to one area.

The task was to visualize the data either in a form of a graph or any other
form the authors prefer. The authors could decide whether they omit relatively
uninformative parts of the data.

Third Place: James Wood, Marni Torkel, Ereina Gomez, Amyra Mei-
diana, Peter Eades, and Seok-Hee Hong (University of Sydney). The
committee noticed that the constructed graph of meals, where the edges repre-
sent shared ingredients, and the graph of ingredients, where the edges represent
the number of meals using both ingredients, provide a interesting overview on
the data, by revealing the clusters of similar meals and relative ingredients.

2 https://www.themealdb.com.

https://www.themealdb.com
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Second Place: Elektra Kypridemou (University of Liverpool) and
Christos Rodosthenous (Open University of Cyprus). The committee
appreciated the interactive design of the system which allowed to investigate the
data set in details. The interactive tool is available online: http://cognition-srv1.
ouc.ac.cy/food db.

Winner: Guangping Li, Soeren Nickel, Martin Nöllenburg, Ivan Viola,
and Hsiang-Yun Wu (TU Vienna). The committee valued the attempt
to visualize both the details of the data set but also an overview, which was
presented by showing the clusters of the meals by the country of origin. The
committee also valued the idea of splitting the ingredient vertices to untangle
the visualization.

http://cognition-srv1.ouc.ac.cy/food_db
http://cognition-srv1.ouc.ac.cy/food_db
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Common ingredient

Globally unique ingredient

Onion

Feta

Ingredient highlighting (Soy Sauce)

Recipe connection (Worcestershire sauce) Recipe connection (Puff pastry)

Recipe connection (Egg white)
Pumpkin Pie Recipe

Wontons Selected recipe

Country-unique ingredientPrawns

Ingredient used in recipeEgg Dough

Created by Guanping Li, Soeren Nickel, Martin Nöllenburg, Ivan Viola, Hsiang-Yun Wu

Example highlighting

In our World Map of Recipes, we used a multi-level force-based algo-
rithm to partition screen space among the countries and to harmonize
the label territory. The visibility management is achieved by duplicating
high-frequency ingredient nodes coupled with a spanning-tree-based vi-
sual integration. The technique automatically grouped countries sharing
common ingredients in their recipes close to each other, which happened
to produce continental clusters, and it visually discriminates ingredient
nodes with different levels of importance. It also allows us to highlight
ingredients and recipes of interest using an occlusion-free curve routing
scheme.
Martin Nöllenburg

3 Live Challenge

The live challenge took place during the conference and lasted exactly one hour.
During this hour, local participants of the conference could take part in the man-
ual category (in which they could attempt to draw the graphs using a supplied
tool3), or in the automatic category (in which they could use their own software
to draw the graphs). At the same time, remote participants could also take part
in the automatic category.
3 http://graphdrawing.org/gdcontest/tool/.

http://graphdrawing.org/gdcontest/tool/
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The challenge focused on minimizing the number of crossings in an upward
straight-line embedding of a given directed graph, with vertex locations restricted
to a grid. The results were judged solely with respect to the number of crossings;
other aesthetic criteria were not taken into account. This allows an objective way
to evaluate each drawing.

3.1 The Graphs

In the manual category, participants were presented with six graphs. These were
arranged from small to large and chosen to contain different types of graphs and
graph structures. In the automatic category, participants had to draw the same
six graphs as in the manual category, and in addition another six larger graphs.
Again, the graphs were constructed to have different structure.

For illustration, we include the fifth graph in its initial state, the best manual
solution we received (by team Dinosaurs), and the best automatic solution we
received (by team Tübingen-Bus).

For the complete set of graphs and submissions, refer to the contest website at
http://www.graphdrawing.org/gdcontest/contest2019/results.html. The graphs
are still available for exploration and solving Graph Drawing Contest Submission
System4.

Similarly to the past years, the committee observed that manual (human)
drawings of graphs often display a deeper understanding of the underlying graph
structure than automatic and therefore gain in readability. The committee was
also impressed by the fact that for all the small graphs the manual drawing were
almost as good as the automatic drawings.

3.2 Results: Manual Category

We are happy to present the full list of scores for all teams. The numbers listed
are the numbers of crossings in the drawings; the horizontal bars visualize the
corresponding scores.

4 https://graphdrawingcontest.appspot.com.

http://www.graphdrawing.org/gdcontest/contest2019/results.html
https://graphdrawingcontest.appspot.com
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Third place: Discrete geometers, consisting of Jan Kyncl and Birgit Vogten-
huber.
Second place: #OnlyGoodCrossings, consisting of Fabrizio Montecchiani,
Luca Castelli Aleardi, and Giacomo Ortali.
Winner: 36% Battery Remaining League, consisting of Evmorvia Argyriou,
Henry Förster, and Martin Gronemann.

For the manual contest, we followed first of all the basic rules that are
independent of the problem to be solved. So at the beginning we sub-
mitted all instances right away with their initial layout to ensure that
at the end we have a feasible entry for every instance. We started with
the smaller instances in which we invested more time compared to the
larger instances. For this particular problem, it was quite beneficial to
try to figure out how these instances have been created. For example,
while trying to untangle Instance 5, it became quickly evident that the
underlying undirected graph is a 1-planar graph with a planar skeleton
that resembles some kind of grid graph. This then led to a pattern that
we used for the layout and we were quickly done with the second largest
instance. The last and largest instance, however, was very difficult. After
a “good” start trying to figure out the structure, we managed to increase
the number of crossings from 448 to over 600 which forced us to start
over. On the second try we simply followed a greedy approach as there
were only 5 minutes and 40% of battery left.
Martin Gronemann
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3.3 Results: Automatic Category

We are happy to present the full list of scores for all teams that participated in
the automatic category. The numbers listed are the numbers of crossings in the
drawings; the horizontal bars visualize the corresponding scores.
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Third place: JáMa, consisting of Tomáš Masař́ık and Jana Novotná.
Second place: InfitIntersect? Uni Kassel, consisting of Dominik
Dürrschnabel, Jannik Raabe, Christoph Sandrock, and Joschka Wittich.
Winner: Tübingen-Bus, consisting of Solveig Klepper, Axel Kuckuk, Paul
Palomero Bernardo, Maximilian Pfister, Patrizio Angelini, Michalis Bekos, and
Michael Kaufmann.

We adopted a variant of the probabilistic hill-climbing method that gave
us the first place last year, which we adjusted and optimized to the
given task. The performed optimization made it even faster than the

drawrofgnikoolwoneraeW.eugarPotsuthguorbtahtsuB-negnibüT
to participate next year and defend our title.
Maximilian Pfister

Acknowledgments. The contest committee would like to thank the organizing com-
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testants for their participation. Further details including all submitted drawings and
challenge graphs can be found at the contest website:

http://www.graphdrawing.org/gdcontest/contest2019/results.html

http://www.graphdrawing.org/gdcontest/contest2019/results.html


Correction to: A Natural Quadratic Approach
to the Generalized Graph Layering Problem

Sven Mallach

Correction to:
Chapter “A Natural Quadratic Approach to the Generalized
Graph Layering Problem” in: D. Archambault
and C. D. Tóth (Eds.): Graph Drawing and Network
Visualization, LNCS 11904,
https://doi.org/10.1007/978-3-030-35802-0_40

The original version of this chapter was revised. The final formula in section 4.1 was
corrected.

The updated version of this chapter can be found at
https://doi.org/10.1007/978-3-030-35802-0_40

© Springer Nature Switzerland AG 2019
D. Archambault and C. D. Tóth (Eds.): GD 2019, LNCS 11904, p. C1, 2019.
https://doi.org/10.1007/978-3-030-35802-0_44

http://dx.doi.org/10.1007/978-3-030-35802-0_40
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35802-0_44&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35802-0_44&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35802-0_44&amp;domain=pdf
http://dx.doi.org/10.1007/978-3-030-35802-0_40
https://doi.org/10.1007/978-3-030-35802-0_44


Poster Abstracts
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Abstract. Recognizing whether a graph is 1-planar is NP-complete,
even for restricted graph classes. We present a testing and embedding
algorithm for general 1-planar graphs, based on backtracking. We imple-
mented our approach and experimented it on two popular graph suites.

Introduction. A graph is 1-planar if it can be drawn in the plane such that each
edge is crossed at most once. The family of 1-planar graphs naturally extends
that of planar graphs and it has received increasing attention in the last years
[11, 15]. Recognizing whether a graph is 1-planar is an NP-complete problem
[12, 16], in contrast with well-known efficient algorithms for testing planarity.
The problem is NP-complete even for restricted graph classes, for instance
graphs of bounded treewidth [5] (see also [4, 8]). The problem becomes
fixed-parameter tractable when parameterized by vertex-cover number, cyclo-
matic number, or tree-depth [5]. Polynomial-time testing algorithms have been
designed for some subfamilies of 1-planar graphs (see, e.g., [3, 6, 7, 14]). How-
ever, no practical algorithms for general graphs exist that can be effectively
implemented and adopted in applications. This scenario naturally motivates our
research, which goes in the direction of filling the gap between theory and prac-
tice, and which poses some interesting foundations for further advances. Our
contribution is as follows: (1) We describe a testing and embedding algorithm
for 1-planar graphs, based on a backtracking strategy and relatively easy to
implement. Our algorithm can be also used as a preliminary step for those algo-
rithms taking a 1-planar embedding as input. (2) We experiment our algorithm
on two well-established graph suites, the Rome and North graphs [1, 10]. We
measure its running time and compare its number of crossings with respect
to a state-of-the-art planarizer. The classified solved instances are publicly
available [2].

Algorithm. Our 1-planarity testing and embedding algorithm, 1PlanarTester,
works as follows. It processes each biconnected component C of the input
graph G independently. First, it preliminary checks whether C can be imme-
diately labeled as 1-planar or as not 1-planar based on simple criteria. Else,
1PlanarTester runs a backtracking procedure whose output is either a 1-planar
embedding of C or a negative answer. At the end, 1PlanarTester will either out-
put an embedding for each biconnected component of G, or return a component
that is not 1-planar. The backtracking procedure takes as input a biconnected
graph G with n vertices and m edges. Let E be the set of all pairs of independent
c© Springer Nature Switzerland AG 2019
D. Archambault and C. D. Tóth (Eds.): GD 2019, LNCS 11904, pp. 587–589, 2019.
https://doi.org/10.1007/978-3-030-35802-0
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Table 1. Summary of the experiments.

Runtime (minutes) Solved by Crossing

Graphs # Instances Solved (%) 1-planar (%) AVG SD max Backtracking Ratio

Rome 10–20 91 91.2% 100.0% 0.07 0.60 5.50 14.5% 1.07

Rome 21–30 164 69.5% 100.0% 0.38 3.61 38.40 24.6% 1.12

Rome 31–40 388 43.8% 100.0% 1.34 12.06 115.38 21.2% 1.30

Rome 41–50 119 37.8% 100.0% 0.01 0.01 0.02 20.0% 1.09

North 10–20 121 73.6% 88.8% 1.86 10.10 92.69 39.3% 1.78

North 21–30 69 39.1% 77.8% 3.85 10.14 39.58 25.9% 1.64

North 31–40 55 38.2% 57.1% 3.78 11.65 39.80 9.5% 1.00

North 41–50 32 18.8% 83.3% 0.01 0.01 0.01 0.0% 1.00

edges of G, and let k = |E|. We choose an ordering of E, and we encode a candi-
date solution as a binary array y of length k where y[i] = 0 (resp. y[i] = 1) means
that the i-th pair of edges of E do not cross (resp. cross) in a 1-planar embedding
of G (if it exists). We say that y is TRUE if: (i) Each edge is crossed at most once,
and (ii) by replacing each crossing with a dummy vertex, the resulting graph
is planar; otherwise y is FALSE. We can prove that G is 1-planar if and only if
the set of candidate solutions C contains a TRUE solution. The set C is generated
incrementally, by computing a binary search tree T . Each node ν of T has an
array yν of length iν < k that represents a partial candidate solution. When
visiting a node ν of T (in a top-down order), we run a routine that outputs one
of three values: SOL, if yν is (or can be extended to) a TRUE solution; CUT, if yν is
a FALSE solution and hence the subtree at ν can be pruned; CNT, otherwise. The
main idea behind such routine is to verify whether conditions (i) and (ii) apply
to the graph induced by those edges that either cross in yν or will not cross in
any extension of yν . If the conditions apply, the routine tries to complete the
solution and returns either SOL or CNT, else it returns CUT.

Experiments. We implemented 1PlanarTester in the C# language, integrat-
ing the OGDF library [9]. We executed experiments to evaluate the running
time and the size of the instances that our algorithm can handle in a reason-
able time. For those instances classified as 1-planar, we compare the number of
crossings produced by 1PlanarTester with respect to a planarizer [13] available
in OGDF (which is not restricted to produce 1-planar drawings). We used the
non-planar instances of two well-established suites: the Rome and the North
graphs [1, 10]; see [2] for the resulting classification. Table 1 groups the instances
by size and summarizes the experimental results. For each group it reports the
number of instances, the % of solved instances (i.e., whose computations took
less than 3 h), the % of 1-planar instances among the solved ones, the running
time (average, std dev and max) took for the solved instances, the % of solved
instances settled by using the backtracking procedure, the ratio of the number of
crossings produced by 1PlanarTester over the OGDF planarizer. The majority
of the solved instances are 1-planar, which corroborates the interest on 1-planar
graphs from an application perspective. Overall, 1PlanarTester solved most of
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the Rome (resp. North) graphs with up to 40 (resp. 20) vertices. Also, the aver-
age crossing ratio is always below 1.78, hence restricting the number of crossings
per edge did not affect too much the total number of crossings.
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Every planar graph G = (V,E) has a straight-line drawing [4, 6]. In a restricted
setting one seeks a drawing of G that obeys given constraints, e.g., Biedl et al.
[1, 2] studied whether a bipartite planar graph has a drawing where the two sets
of the partition can be separated by a straight line. Da Lozzo et al. [3] gener-
alized the previous result and characterized the planar graphs with a partition
L ∪ R ∪ S = V of the vertex set that have a planar straight-line drawing such
that the vertices in L and R lie left and right of a common line l, respectively,
and the vertices in S lie on l. In this case S is called collinear. In particular,
they showed that S is collinear if and only if there is a drawing of G such that
there is an open simple curve P that starts and ends in the outer face of G,
separates L from R, collects all vertices in S, and that, for each edge e, either
entirely contains e or intersects e at most once. We refer to P as a pseudoline
with respect to G.

Fig. 1. Throughout the paper, blue curve indicate pseudolines. (a) Allowed types of
edges in aligned graphs of alignment complexity (1, 0, 0). The green edge is aligned. The
purple edge is free. (b) Aligned graph of alignment complexity (2, 1,⊥). (c) Aligned
graph of alignment complexity (⊥, 3,⊥) that does not have an aligned drawing [5].
(Color figure online)

Mchedlidze et al. [5] generalized this concept to arrangements of pseudolines
and introduced the notion of aligned graphs, i.e, a pair (G,A) where G is a planar
embedded graph and A is a set of pseudolines with respect to G that intersect

Work was partially supported by grants RU 1903/3-1 and WA 654/21-1 of the German
Research Foundation(DFG).
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Fig. 2. 2-aligned graph that does not have an aligned drawing. (Color figure online)

pairwise at most once. Informally, a pair (Γ, A) of a straight-line drawing Γ of G
and a line arrangement A, is an aligned drawing of (G,A) if (Γ, A) and (G,A)
have the same combinatorial structure.

For i = 0, 1, 2, let Ei be the set of edges with i endpoints on distinct pseu-
dolines. For an edge e, let le be the number of pseudolines in A such that their
intersection with e lies in the interior of e. Then we define li as ⊥ if Ei is empty
and, otherwise, as the maximum value le over all edges e ∈ Ei. The complexity
of an aligned graph can be described with the triple (l0, l1, l2). Mchedlidze et al.
showed that every aligned graph of alignment complexity (1, 0,⊥), i.e., for each
edge e there is at most one pseudoline L ∈ A that has a non-empty intersection
with e, has an aligned drawing. They asked which combinations of number of
pseudolines and alignment complexities always admit an aligned drawing. For
example, The 8-aligned graph in Fig. 1c of alignment complexity (⊥, 3,⊥) does
not have an aligned drawing [5]. We provide an example of an aligned graph
that does not have an aligned drawing with a smaller alignment complexity and
that uses fewer pseudolines.

Theorem 1. The 2-aligned graph in Fig. 2 has alignment complexity (⊥, 1,⊥)
and does not have an aligned drawing.

The crux of the example in Fig. 2 is that the source vertices of the red (green)
edges are free (aligned). We refer to aligned graphs without the red edges as
counterclockwise aligned graphs or as ccw aligned graphs.

Theorem 2. Every ccw-aligned graph (G, {X ,Y}) has an aligned drawing.

Open Questions. To fully answer the open question of Mchedlidze et al., the
following questions are of particular interest.

– Does every aligned graph (G, {X ,Y}) have an aligned drawing, if X and Y
do not intersect?

– Does every counterclockwise-aligned graph (G,A) have an aligned drawing,
if the pseudolines in A intersect in a single point?

– For general stretchable pseudoline arrangements A, does every aligned graph
(G,A) of alignment complexity (1, 0, 0) have an aligned drawing?
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4. Fáry, I.: On straight line representation of planar graphs. Acta Universitatis Szege-
diensis. Sectio Scientiarum Mathematicarum 11, 229–233 (1948)

5. Mchedlidze, T., Radermacher, M., Rutter, I.: Aligned drawings of planar graphs.
J. Graph Algorithms Appl. 22(3), 401–429 (2018). https://doi.org/10.7155/jgaa.
00475

6. Tutte, W.T.: How to draw a graph. Proc. London Math. Soc. s3–13(1), 743–767
(1963)

https://doi.org/10.1007/10692760_11
https://doi.org/10.1145/276884.276917
https://doi.org/10.20382/jocg.v9i1a4
https://doi.org/10.20382/jocg.v9i1a4
https://doi.org/10.7155/jgaa.00475
https://doi.org/10.7155/jgaa.00475


Adventures in Abstraction: Reachability
in Hierarchical Drawings

Panagiotis Lionakis1,2, Giacomo Ortali3(B), and Ioannis G. Tollis1,2

1 Computer Science Department, University of Crete, Heraklion, Greece
{lionakis, tollis}@csd.uoc.gr

2 Tom Sawyer Software, Inc., Berkeley, CA 94707, USA
3 University of Perugia, Perugia, Italy

giacomo.ortali@gmail.com

We present algorithms and experiments for the visualization of directed graphs
that focus on displaying their reachability information. Our algorithms are based
on the concepts of the path and channel decomposition as proposed in the frame-
work presented in [5]. They reduce the visual complexity of the resulting draw-
ings by (a) drawing the vertices of the graph in some vertical lines, and (b) by
progressively abstracting some transitive edges thus showing only a subset of
the edge set in the output drawing. The process of progressively abstracting the
edges gives different visualization results, but they all have the same transitive
closure as the input graph. Notice that this type of abstraction has additional
applications in storing the transitive closure of huge graphs, which is a signif-
icant problem in the area of graph databases and big data [2, 3, 6, 8, 9]. We
also present experimental results that show a very interesting interplay between
bends, crossings, clarity of the drawings, and the abstraction of edges. Our algo-
rithms require at most O(km) time, where k is the number of paths/channels
and m is the number of edges. They produce progressively more abstract draw-
ings of the input graph. No dummy vertices are introduced and the vertices of
each path/channel are vertically aligned.

A path and a channel are both ordered sets of vertices. In a path every vertex
is connected by a direct edge to its successor, while in a channel any vertex
is connected to it by a directed path (which may be a single edge). Figure 1
shows an example of three different hierarchical drawings: Part (a) shows the
drawing of a directed graph G computed by Tom Sawyer Perspectives [1] that
(as almost all implementations) follows the Sugiyama framework [7]; Part (b)
shows a hierarchical drawing computed by our first variant algorithm taking G
as input; Part (c) shows an abstracted hierarchical drawing computed by our
final variant that removes all path edges and selected transitive cross edges. The
advantages of the last drawing are (i) clarity of the drawing due to the sparse
representation, (ii) all path edges and transitive edges (within a path) are implied
by the x and y coordinates, (iii) the drawn graph has the same transitive closure
as G, (iv) it gives a compact data structure to store the transitive closure of G,
and (v) a path between vertices that are on different (decomposition) paths can
be obtained by traversing exactly one cross edge.

The algorithms presented here are variants of the path based algorithm pre-
sented in [5]. Namely, we present seven variants (v0−v6, including the original
c© Springer Nature Switzerland AG 2019
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one) that progressively remove edges, crossings and bends. The full set of vari-
ants and results can be found in [4]. Each variant has its own advantages and
disadvantages that can be exploited in various applications. Furthermore, due to
its flexibility, new variants can be created based on the needs of specific appli-
cations. We present experimental results that demonstrate the power of edge
abstraction and its impact on the number of bends, crossings, bundling, etc.

Fig. 1. (a) A drawing of a Graph G as computed by Tom Sawyer Perspectives following
the Sugiyama framework; (b) a drawing based on G computed by our first variant; (c)
an abstracted hierarchical drawing computed by our final variant.

All variants run very fast (<<0.2 s). Table 1 summarizes the results regarding
the number of bends and crossings for each variant. An interesting observation
is that our variants produce hierarchical drawings that can be suitable for large
datasets since the reachability information is clearly visible while the running
time is rather small. Observe that variants v4 and v6 give the most promising
results since they outperform in the number of crossings, bends and drawn edges.

As expected, the number of crossings is influenced heavily by the number
of edges drawn and the extent of edge bundling. Variant v1 is slightly better
than v0. This can be explained by the fact that in v1 there are more bundles
of edges and this naturally decreases the number of crossings, at the expense of
the number of bends. All other variants have much better performance than v0
and v1 because the corresponding drawings contain significantly fewer edges, as
indicated by column m3. Similar variants can be used using the channel based
framework.
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Table 1. Results on number of crossings (m1), number of bends (m2) and (c) % number
of edges drawn (m3) for each variant over all DAGs.

Variant DAG1 DAG2 DAG3 DAG4 DAG5

m1 m2 m3 m1 m2 m3 m1 m2 m3 m1 m2 m3 m1 m2 m3

v0 60 1 78% 20 2 93% 357 7 89% 1785 16 86% 11506 46 80%

v1 52 7 78% 22 6 93% 326 22 89% 1514 40 86% 8640 88 80%

v2 46 1 72% 20 2 93% 189 7 77% 1102 13 77% 3160 32 56%

v3 24 1 71% 20 2 93% 180 7 79% 989 14 75% 2733 38 54%

v4 17 1 65% 20 2 93% 92 7 67% 618 12 66% 866 25 30%

v5 53 1 37% 15 2 18% 331 7 47% 1722 16 47% 11353 46 60%

v6 12 1 24% 15 2 18% 73 7 26% 574 12 27% 801 25 10%
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Introduction. In topological book embedding (TBE) [6], the vertices of a given
planar graph G are placed along a horizontal line (the spine) and the edges are
realized as simple non-crossing arcs above or below the spine (top/bottom arcs)
or as sequences of arcs on both sides of the spine. For planar graphs at most one
spine crossing per edge is sufficient [5]. In [7], each edge is represented either by
a top or bottom arc, or a monotone bottom-top biarc (bt-biarc), consisting of a
bottom arc followed by a top arc, resp.

TBE has been heavily used for planar graphs [1, 5, 9], in particular in con-
nection with point set embedding problems [3, 8, 11–13]. In [7], Everett et al.
showed that every planar graph can be embedded on a so-called necklace point
set with at most one bend per edge using an appropriate TBE.

We will generalize this result for k-plane graphs under some restrictions. k-
plane graphs play an outstanding role in the area of graphs beyond planarity,
which is an important recent research direction. The extension of the techniques
for TBE and point set embedding to graphs beyond planarity is a challenging
task [10]. The graphs we consider are embedded in the plane s.t. their crossing-
free edges form a biconnected spanning subgraph and their crossing edges are
being crossed ≤ k times, i.e. they are k-plane. Further we assume that adjacent
edges do not cross while two non-adjacent edges might cross at most once.

We recall the concept of an open ear decomposition, a well-known char-
acteristic of biconnected graphs. An open ear of graph G is a simple path p
with distinct endpoints. An open ear decomposition is an edge partition into a
sequence of ears s.t. only the two endpoints of each ear belong to earlier ears.
Biconnected graphs have an open ear decomposition [14, 15]. For planar graphs
it can be assumed that every subsequent path might close a face. We assume
this property as well so that the faces are added one by one when adding the
ear-defining paths [4].

The Algorithm. Let G be the k-plane graph with a biconnected spanning sub-
graph Gp of crossing-free edges. Let p1, p2, . . . , pf be an open ear decomposition
of Gp s.t. p1 consists of an edge (v1, v2) on the outer face. We start placing v1
and v2 on the spine and connect them by the top arc (v1, v2).

Iteratively we add the paths from the open ear decomposition. We keep the
invariant that the sequence of edges along the outer face from v1 to v2 consist of
simple top arcs. Let v1 = u1, u2, ..., uk = v2 be the sequence of vertices along the
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ui ui+1 uj ui ui+1 ujw2 wp−1 ui ui+1 ujwp−1w2

Fig. 1. Inserting a new path and filling the new face

outer face at step � (Fig. 1 left) and p� = w1, ..., wp be the next path connecting
the vertices ui = w1 and uj = wp where j > i w.l.o.g. in the ear decomposition.

We place the path p′
� = w2, ..., wp−1 between ui and ui+1, s.t. the path edges

form top arcs maintaining the invariant. Note that the last edge (wp−1, wp) will
separate all the vertices ui+1, ..., uk−1 from the outer face. If there are no vertices
between ui and ui+1 on the spine then the old edge (ui, ui+1) becomes a bottom
arc, else it becomes a bt-biarc bridging all the vertices that are between ui and
ui+1. In the latter case any other existing top arc with ui as its left adjacent
vertex will also become a bt-biarc in the same way (Fig. 1 middle).

Crossing edges inside the new face are either bottom arcs (if both endpoints
are in w1, . . . , wp−1), top arcs (if both endpoints are in ui+1, . . . , uk) or bt-biarcs
(otherwise). We route the bt-biarcs s.t. they cross the spine in the reverse order
of their left adjacent vertices, avoiding unnecessary crossings (Fig. 1 right).

This concludes the embedding algorithm and we summarize by

Theorem 1. For any k-plane graph with a biconnected spanning subgraph of
crossing-free edges we can construct a TBE using only simple arcs and bt-biarcs.

Corollary 1. Any k-plane graph G with a biconnected spanning subgraph of
crossing-free edges can be embedded appropriately on a necklace point set (integer
points along a parabola, see [7]) using at most one bend on each edge.

Proof. Idea: Apply the edge-routing algorithm of Everett et al. [7] using the
TBE for G as described above. ��
Corollary 2. Any 1-plane graph can be embedded appropriately on a necklace
point set using at most one bend on each edge.

Proof. Idea: Extend a given 1-plane graph by planar edges (kites) s.t. it has a
biconnected spanning planar subgraph. We apply Corollary 1. ��
Corollary 3. Optimal 2-plane and 3-plane graphs can be embedded appropri-
ately on a necklace point set using at most one bend on each edge.

Proof. Idea: Those graphs have spanning planar subgraphs [2]. We apply
Corollary 1. ��
Remark 1. We were able to generalize the above technique for TBE to k-plane
graphs with spanning subgraph of crossing-free edges, s.t. each edge consists of
at most 5 arc-segments. Open questions are how to improve this bound and how
to generalize the TBE to k-plane graphs without spanning planar subgraphs.
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Since real-world graphs are often nonplanar, beyond planar graphs have been
studied [10]. Two important parameters are the angles formed by edges at their
intersections [12, 13] and the number of bends per edge [14, 15]. Unsurprisingly,
one of the first papers on beyond planar graphs [9] introduced RAC (or right-
angle-crossing) drawings, where angles formed by edges at their intersections are
always 90◦. Previously, the main questions for RAC drawings have been recogni-
tion [2, 3, 6], characterization [11] and relations to other graph classes [2, 5, 7].

We study the area for RAC drawings of dense graphs depending on the number
of bends per edge. With two bends only O(n) edges can be drawn [1, 4, 9]. For
denser graphs, the following bounds are known: (i) three bends per edge in O(n4)
area [9], and, (ii) four bends per edge in O(n3) area [8]. Here, vertices and bends
must be placed on a grid. We achieve the following new results:

Theorem 1 (Fig. 1). Every simple graph on n vertices admits a RAC drawing
with three bends per edge in O(n3) area.

Theorem 2. There exists no RAC drawing of Kn with three bends per edge in
O(n2) area for sufficiently large n.

Proof (Sketch). We prove by contradiction. We observe that Ω(n2) segments
require Ω(n) length. Further, Θ(n4) intersections occur on segments of Ω(n)
length with O(1) different slopes while there are many long start segments (i.e.,
incident to vertices) with few crossings forming obstacles. Hence, groups of start
segments are almost parallel and vertices are close to other vertices. Vertices that
are too close are not connected with segments with many intersections. ��
Theorem 3 (Fig. 2). Every simple graph on n vertices admits a RAC drawing
with eight bends per edge in O(n2) area.

v1 v2 v3 v4 v5

to lower index to
higher

index

v

segments with
slope −1/(n− 1)

segments with
slope (n− 1)/1

segments with
slope −1/(n− 1)

segments with
slope (n− 1)/1

Fig. 1. In contrast to the previously known construction by Didimo et al. [9] for O(n4)
area, each vertex is incident to two different types of bends (green and red squares) which
lead to vertices with larger and smaller (resp.) indices. For the segments between bends,
we use slopes that are almost horizontal or vertical. (Color figure online)
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n
3 + 2

3

segments with
slope (2n− 1)/2n

segments with
slope −2n/(2n− 1)

n
3 + 2

3

v2v3v4v5
Vertex Area

Matching
Bends

4×
span 4 (≡ span -1)

3×
span 3 (≡ span -2)

2×
span 2

1×
span 1

v1

Fig. 2. Drawing of K5 computed by our algorithm in the proof of Theorem 3.

Proof (Sketch). Edges are composed of two half edges routed from vertex area
to matching bends. An appropriate matching realizes each edge: We connect the
first bottom right matching bend with the second top right matching bend. We
connect the next two bottom right matching bends with the following two top
left matching bends. This pattern continues by increasing the number of matched
pairs and the span. As spans i and n − i are cyclically equivalent, all connections
are realized once. As spans are at most n − 1, segments are straight-line. ��
Theorem 4 (Fig. 3). Every simple k-partite graph on n vertices admits a RAC
drawing with three bends per edge in O(k2n2) area.

u1
u2
u3

v1
v2
v3

w1
w2
w3

segments with
slope −n/(n− 1)

segments with
slope (n− 1)/n

v3

v1
v2

Fig. 3. Example of K3,3,3. Vertices of the same partition are in connected regions. As
in Theorem 1, we have two types of bends at vertices (green and red squares). (Color
figure online)
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Abstract. Hierarchical embedding constraints define a set of allowed
cyclic orders for the edges incident to the vertices of a graph. These
constraints are expressed in terms of FPQ-trees. Let G be a graph such
that every vertex of G is equipped with a set of FPQ-trees encoding
hierarchical embedding constraints for its incident edges. We study the
problem of testing whether G admits a planar embedding such that, for
each vertex v of G, the cyclic order of the edges incident to v is described
by at least one of the FPQ-trees associated with v. We prove that the
problem is fixed-parameter tractable for biconnected graphs, where the
parameters are the treewidth of G and the number of FPQ-trees per
vertex, and we show that if one of these two parameters is dropped,
then the problem is not fixed-parameter tractable. We also apply our
techniques to the study of NodeTrix planarity testing of clustered graphs.

Introduction. Graph planarity with hierarchical embedding constraints
addresses the problem of testing whether a graph G admits a planar embedding
where the cyclic order of the edges incident to (some of) its vertices is totally or
partially fixed. The term “hierarchical” reflects the fact that these constraints
describe ordering relationships both between sets of edges incident to a same
vertex and, recursively, between edges within a same set. Hierarchical embed-
ding constraints can be conveniently encoded by using FPQ-trees, a variant of
PQ-trees that includes F-nodes in addition to P- and to Q-nodes. An F-node
encodes a permutation that cannot be reversed. See Fig. 1 for an example.

In a seminal work, Gutwenger et al. [4] study the planarity testing problem
with hierarchical embedding constraints by allowing at most one FPQ-tree per
vertex, and they present a linear-time algorithm to solve the problem. In [5], we
generalize their study by allowing more than one FPQ-tree per vertex. To this
aim, we introduce and study a problem called FPQ-Choosable Planarity
Testing. An FPQ-choosable graph consists of a pair (G,D), where G is a
(multi-)graph and D is a mapping that associates each vertex v of G with a
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RICBASE2017WD-RICBA18WD: “Algoritmi e sistemi di analisi visuale di reti comp-
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Legend:

Fig. 1. A vertex v with hierarchical embedding constraints and the corresponding FPQ-
tree. The sets of edges must appear in one of the following clockwise orders around
v: E1, E2, E3, E

′
4, E

′′
4 , E

′′′
4 ; E1, E2, E3, E

′′′
4 , E′′

4 , E
′
4. The edges of E1, E2, E3, and E′

4 can
be arbitrarily permuted, while the edges of E′′

4 and E′′′
4 have only two possible cyclic

orders that are the reverse of one another.

set D(v) of FPQ-trees whose leaves represent the edges incident to v. An FPQ-
choosable graph is FPQ-choosable planar if there exists a planar embedding of
G such that, for each vertex v of G, the cyclic order of the edges incident to v is
encoded by an FPQ-tree in D(v). FPQ-Choosable Planarity Testing asks
whether a given FPQ-choosable graph (G,D) is FPQ-choosable planar.

Besides being interesting on its own right, this generalization can be used
to model and study other graph planarity testing problems. As a proof of con-
cept, we apply our results to the study of NodeTrix planarity with fixed sides of
clustered graphs; see [1–3] for some references about NodeTrix planarity testing.

Main Results. In this section, we give a list of our main results. We first study
the computational complexity of FPQ-Choosable Planarity Testing, and
we prove the following.

Theorem 1. FPQ-Choosable Planarity Testing with a bounded number
of FPQ-trees per vertex is NP-complete. It remains NP-complete even when the
FPQ-trees have only P-nodes.

Theorem 2. FPQ-Choosable Planarity Testing parameterized by
treewidth is W[1]-hard. It remains W[1]-hard even when the FPQ-trees have
only P-nodes.

The above results imply that FPQ-Choosable Planarity Testing is not
fixed-parameter tractable if parameterized by the treewidth only or by the num-
ber of FPQ-trees per vertex only. For a contrast, we show the following.

Theorem 3. Let (G,D) be a biconnected FPQ-choosable (multi-)graph such
that G = (V,E) and |V | = n. Let D(v) be the set of FPQ-trees associated
with vertex v ∈ V . There exists an O(δ

9
4 t · n2 + n3)-time algorithm to test

whether (G,D) is FPQ-choosable planar, where t is the treewidth of G and
δ = maxv∈V |D(v)|.



604 G. Liotta et al.

We finally analyze the interplay between FPQ-Choosable Planarity Test-
ing and NodeTrix planarity testing with fixed sides, which is known to be NP-
complete even when the size of the matrices is bounded by a constant [2, 3].

Theorem 4. Let G be an n-vertex clustered graph whose clusters have size at
most k. Let t be the treewidth of G. If the multi-graph obtained by collapsing each
cluster of G into a vertex is biconnected, then there exists an O(k!

9
4 t·n2+n3)-time

algorithm to test whether G is NodeTrix planar with fixed sides.
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Introduction. In the graph packing problem we are given a collection of n-vertex
graphs G1, G2, . . . , Gk and we are requested to find an n-vertex graph G that
contains the given graphs as edge-disjoint spanning subgraphs. Various settings
of the problem can be defined depending on the type of graphs that have to be
packed and on the restrictions put on the packing graph G (see, e.g., [1, 7, 8,
11–13]). Garćıa et al. [4] consider the planar packing problem, that is the case
when the graph G is required to be planar. They conjecture that every pair of
non-star trees can be packed into a planar graph. Notice that, when G is required
to be planar, two is the maximum number of trees that can be packed (because
three trees have more than 3n−6 edges). Garćıa et al. prove their conjecture for
some restricted cases. After a sequence of other partial results [2, 3, 5, 9], the
conjecture was finally proved true by Geyer et al. [6].

We initiate the study of the 1-planar packing problem, i.e., the problem of
packing a set of graphs into a 1-planar graph (a graph is 1-planar if it can be
drawn with at most one crossing per edge). Since any two non-star trees admit
a planar packing, a natural question is whether we can pack more than two
trees into a 1-planar graph. On the other hand, since each 1-planar graph has
at most 4n − 8 edges [10], it is not possible to pack more than three trees into a
1-planar graph. Thus, our main question is whether any three trees with maximum
vertex degree n − 3 admit a 1-planar packing. The restriction about the degree is
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necessary because a vertex of degree larger than n − 3 in one tree cannot have
degree at least one in the other two trees.

Results. We first prove that there exist triples of trees that do not admit a
1-planar packing, even for structurally simple trees.

Theorem 1. For every n ≥ 10, there exists a triple of caterpillars that does not
admit a 1-planar packing.

Theorem 2. There exists a triple consisting of a path and two caterpillars with
n = 7 vertices that does not admit a 1-planar packing.

Motivated by the two theorems above we consider triples consisting of two
paths P1 and P2 and a caterpillar T and we prove that every such triple in which
T is 5-legged admits a 1-planar packing if and only if it has at least six vertices.
A caterpillar is h-legged if all its non-leaf vertices have degree either 2 or at
least h + 2. Our proof is constructive and at a very high-level can be described
as follows. Let P be the backbone of T (the backbone of a caterpillar is a path
obtained by removing all leaves except two) and let P ′

1 and P ′
2 be two paths with

the same length as P . We first construct a 1-planar packing of P , P ′
1 and P ′

2. We
then modify the computed packing to include the leaves of the caterpillar; this
requires transforming some edges of P ′

1 and P ′
2 to sub-paths that pass through

the added leaves. The resulting packing is a 1-planar packing of P1, P2 and T .
See Fig. 1 for an example.

(a) (b) (c)

Fig. 1. (a) A 5-legged caterpillar T and two paths P1 and P2; (b) a 1-planar packing
of the three paths P , P ′

1, and P ′
2; (c) a 1-planar packing of T , P1 and P2.

Theorem 3. Two paths and a 5-legged caterpillar T with n vertices admit a
1-planar packing if and only if n ≥ 6 and each vertex has degree at most
n − 3 in T .

The technique behind the previous theorem constructs 1-planar drawings
with O(n) crossings. A natural question is whether it is possible to compute
a 1-planar packing with O(1) crossings. We can prove that seven (resp. four-
teen) crossings suffice for three paths (resp. cycles). It is worth remarking that a
1-planar packing of three paths (resp. cycles) has at least three (resp. six) cross-
ings because it has 3n − 3 edges (resp. 3n edges).
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Theorem 4. Three paths with n ≥ 6 vertices can be packed into a 1-plane graph
with at most 7 edge crossings. Three cycles with n ≥ 20 vertices can be packed
into a 1-plane graph with at most 14 edge crossings.

We finally extend the study of 1-planar packings from triples of graphs to
quadruples of graphs. A 1-planar packing of four graphs does not exist if all
graphs are connected, because the number of edges of the four graphs is higher
than the number of edges allowed in a 1-planar graph. We consider therefore a
quadruple consisting of three paths and a perfect matching. Notice that, in this
case the number of vertices n has to be even.

Theorem 5. Three paths and a perfect matching with n ≥ 12 vertices admit a
1-planar packing. If n ≤ 10, the quadruple does not admit a 1-planar packing.
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Abstract. This poster presents a survey of visualization techniques for
geographic networks. Based on 60 techniques, we provide an initial tax-
onomy based on categorizing each technique across four facets: how the
geographic aspect is represented, how the network aspect is represented,
how these two visual representations are integrated, and whether the
technique relies on user interaction. The current collection can be found
online: https://geographic-networks.github.io.

Keywords: Geographic networks · Survey · Taxonomy

1 Scope and Methodology

Geographic network data describes the relationships between geolocated entities.
Examples include airports connected by commercial flights, trading networks,
migration, geographic social networks or public transport networks in cities. Yet,
visualizing these networks remains challenging: overlap and clutter frequently
make visualizations difficult to read or even misleading. Often, there is a trade-
off between computational complexity, visual quality, and the specific task at
hand (analyzing geographic locations, analyzing network topology, correlating
both, etc). No taxonomy specific to these techniques exists.

To qualify for inclusion into our survey, a paper has to either be focused
entirely on geographic networks, or, at a minimum, demonstrate its applicability
to geographic networks with a case study. Techniques that can theoretically be
applied to geographic networks, but do not visualize the geographic aspect of
the network, were not considered. Papers come from different venues: IEEE VIS,
ACM CHI, EuroVis, PacificVis, and Graph Drawing. Our search resulted in 191
papers which we manually narrowed down to 40. Through additional manual
search, the number increased back to 60 papers/techniques.

2 Taxonomy

A—Geographic Representation. This facet describes how the geographic
aspect of the network is represented visually. We found visualizations to differ
in the way they distort and abstract that geographic representation: Map is the
c© Springer Nature Switzerland AG 2019
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least distorted technique [4, 12, 14, 15, 23]. Distorted map includes any visu-
alization that is still recognizable as a map, but distorted beyond the distortion
introduced by the map projection [1, 5, 15, 19]. Abstract techniques represent
geography in some non-geographic (abstract) form such as grouping nodes in a
circular layout [11].

B—Network Representation. Initially, we thought to categorize accord-
ing to the type of visualization. However, we quickly found that approx. 90% of
all techniques use node-link diagrams, some matrices. Thus, we decided to again
look for ‘abstraction’ in the network representation. Since a network consists
of nodes and edges, we classify techniques along both axes: node abstraction
and edge abstraction. The node representation is explicit when nodes are shown
as points in a node-link diagram and abstract if not; the edge representation
is abstract when edges are shown different than links in a node-link diagram.
Another way of looking at this is whether it is theoretically possible to extract
the precise network data from the visualization—independent from clutter due
to potential overlap and occlusion. Explicit nodes & explicit edges: Includes
all techniques that explicitly visualize nodes and edges: edge bundling, edge rout-
ing, 3D globes etc. [12, 14] Explicit nodes & abstract edges: Techniques in
this category explicitly show the nodes of the network, but use abstract means
of showing the connections between them. Examples include omitting edges [1]
or using alternative representations [4]. Abstract nodes & explicit edges:
Abstracting the nodes but not the edges, e.g. aggregating nodes [7, 8]. Abstract
nodes & abstract edges: Both nodes and edges are abstracted, e.g. OD maps
or aggregating both nodes and edges [3, 21].

C—Integration describes how geography and topology are integrated in
the visualization, simplifying the approach in [10]. Geography-as-basis: The
majority (44) of the surveyed visualization techniques use the geography rep-
resentation as their basis and overlay a network visualization [1–3, 8, 9, 21]. A
balanced integration is one where neither geography nor network are clearly
dominant [13, 23]. Network-as-basis: Only one technique uses the network
representation as its basis [11].

D—Interaction: classifies techniques into none [13, 18, 21], optional
[4, 22], required [1, 6, 23], and technique-is-interaction; meaning that a tech-
nique is a pure interaction technique such as a fisheye lens [5], EdgeLens [19],
link bundling [17], link plucking [20] or Bring & Go and Link Sliding [16].

3 Open Challenges

We are currently working to extend our collection and refine our taxonomy. How-
ever, many techniques remain to be explored; e.g., not taking interaction into
account, there are 36 possible combinations of the different categories across
facets of the taxonomy. Besides the groups discussed in the paper, we could
identify the following open challenges for which we could find few or no tech-
niques: uncertainty visualization of geographic positions and areas, dynamic
geographic networks, network-focused techniques that preserve geography
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well, and precise task and data taxonomies that can inform future tech-
niques, design spaces and interaction techniques.
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Abstract. We show that the simple quasi crossing number of K11 is 4.

A quasi-planar graph [2] is one that can be drawn in the plane without any
triples of pairwise crossing edges. A drawing of a graph in the plane is simple if
every pair of edges meets at most once, either at an intersection point or at a
common endpoint. Accordingly, a graph is simple quasi-planar if it has a simple
drawing in the plane without any triples of pairwise crossing edges. We define
the simple quasi crossing number of a graph G, denoted by cr3(G), to be the
minimum number of such triples in a simple drawing of G in the plane.

It has been shown [1] that a simple quasi-planar graph with n ≥ 4 vertices
has at most 6.5n − 20 edges and this bound is tight up to an additive con-
stant. We use this bound and follow the proof of the crossing number inequality
[4, 6] to obtain a lower bound on the simple quasi crossing number of a graph
as follows.

Let G be a graph with n ≥ 4 vertices and e edges. Consider a simple drawing
of G with cr3(G) triples of pairwise crossing edges. We can remove each such
triple by removing an edge. In this way, we can obtain a simple quasi-planar
graph with at least e − cr3(G) edges and n vertices. By the above-mentioned
bound, we have

cr3(G) ≥ e − 6.5n + 20. (1)

We improve this bound by the probabilistic method, as in the proof of the
crossing number inequality. Let p be a parameter between 0 and 1, to be chosen
later. Consider a random subgraph of H obtained by including each vertex of
G independently with a probability p, and including the edges for which both
vertices are included. Let nH , eH and cr3(H) be the random variables denoting
the number of vertices, number of edges and the simple quasi crossing number
of H, respectively. By applying the inequality (1) and taking expectations, we
obtain E[cr3(H)] ≥ E[eH ]− 6.5 E[nH ] + 20. By the independence of the choices,
we have E[eH ] = p2e and E[nH ] = pn. In any triple of pairwise crossing edges,
there are exactly six distinct vertices involved. Therefore, we have E[cr3(H)] ≤
p6cr3(G). Setting p = αn/e and simplifying, we obtain

cr3(G) ≥
(

α − 6.5
α5

)
e5

n4
+

20e6

α6n6
(2)
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for graphs satisfying e ≥ αn since the probability p must be at most 1. The
value of α maximizing (α − 6.5)/α5 is 8.125, which implies that cr3(G) ≥
(1.625/8.1255)e5/n4 + (20/8.1256)e6/n6 for graphs satisfying e ≥ 8.125n.

In this paper, we are particularly interested in the values of cr3(Kn) where
Kn denotes the complete graph on n vertices. For n ≤ 10, Kn is known to be
simple quasi-planar [3, 5] and therefore we have cr3(Kn) = 0. For n = 11, we
obtain cr3(K11) ≥ 3.5 from (1). Therefore, there must be at least four triples of
pairwise crossing edges in any simple drawing of K11. In the following, we present
a drawing (Fig. 1d) which shows that cr3(K11) = 4. In each of the Figures a-d,
the triples of pairwise crossing edges introduced in the figure are marked with
red circles.

(a) With the initial edges (b) After adding pink edges

(c) After adding dark blue edges (d) The complete drawing of K11

Fig. 1. A drawing of K11 with four pairwise crossing triples

For n ≥ 12, we are not aware of the exact values of cr3(Kn). For each such
n, the best known lower bound can be obtained from one of the inequalities (1)
and (2). It is an open problem to obtain non-trivial upper bounds on cr3(Kn)
for n ≥ 12. Another open problem is to find a general drawing that provides a
good upper bound on cr3(Kn) for large n.
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Abstract. A tree-based network N is a rooted graph that has a span-
ning tree T which is the subdivision of a rooted binary tree. We show that
crossing minimisation for drawings of N is either NP-hard or polynomial
time solvable depending on the drawing style used for non-T edges.

1 Introduction

Phylogenetic trees and networks are rooted, leaf-labelled graphs used to model
and visualise the evolutionary history of a set of taxa, e.g. species or languages [3].
A tree-based network N is a phylogenetic network with a spanning tree T that
is the subdivision of a binary phylogenetic tree [1]. For fixed T , we refer to edges
not covered by T in N as cross edges. We assume that vertices of N are assigned
a height such that leaves have height zero and otherwise only two endpoints of a
cross edge may have the same height. We only consider drawings of N where T is
planar. Motivated by examples in the literature [4, 5] we identified the following
drawing styles for cross edges. First, cross edges may be drawn x-monotone such
that they are horizontal, snakes (i.e. have to bends), curves, or straight lines.
Second, we consider the ear and ear∗ drawing styles where a cross edge (u, v)
is drawn with two bends such that the vertical segment is to the right of the
subtree containing u and v or of T , respectively. See Fig. 1(a)–(d) for examples.

vli

vmj

(a) (b) (c) (d) (e) (f)

. . .v1i v2i vki

Fig. 1. (a)–(d): The horizontal, snake, ear, and ear* drawing styles, respectively;
(e), (f): edge and vertex gadgets.
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2 Horizontal Drawing Style

Theorem 1. Crossing minimisation for a tree-based network with the horizontal
drawing style is NP-complete.

We sketch a polynomial-time reduction of an instance G of MAX-CUT to an
instance of crossing minimisation of a tree-based network N . Assume without
loss of generality that G contains no vertex of degree 1. Sort V (G) in an arbitrary
order, say v1, v2, . . . , vn.

We build the base tree T of N as follows. A gadget for each edge {vi, vj},
i < j, as shown in Fig. 1(e), where vl

i (vm
j ) is a representative of vi (resp. vj),

induces zero crossings if vi, vj are rotated differently and one crossing otherwise.
Thus it represents whether the edge is in the cut or not. We connect the edge
gadgets with a binary tree. For i ∈ {1, . . . , n}, let v1

i , . . . , v
k
i be all vertices

corresponding to vi ∈ V (G). We give vl
i the height i + lε for sufficiently small ε.

Furthermore, to force them to all have the “same” rotation we add two vertices
above the so far build tree and bundles of horizontal edges as shown in Fig. 1(f).
Further bundles of horizontal edges fix the part of T that connects the edge
gadgets and the upper part of vertex gadgets.

Note that several of the drawing styles can be reduced to the horizontal
drawing style, which gives us the following corollary.

Corollary 1. Crossing minimisation for a tree-based network with the snake,
monotone curve, or straight line drawing style is NP-complete.

3 Ears Drawing Style

Theorem 2. Crossing minimisation for a tree-based network N on n vertices
and k cross edges drawn with the ears drawing style can be solved in O(nk) time.

Let v be a vertex of T . The key observation is that the rotation of v only
determines crossings of edges from its left subtree through its right subtree or
vice versa. Thus the best rotation can be determined independently for each
vertex of T . The following algorithm runs in O(nk) time. First we determine the
lowest common ancestor (lca) for each pair of endpoints of a cross edge in O(n)
time [2]. Then we sweep from the leaves of T towards the root. At every endpoint
v of a cross edge we determine for every vertex u of T the width of its left and
right subtree at the height of v in O(n) time. Then from v up to its cross edge
lca, we add up for each vertex of T the width of the subtree not containing v to
a counter. When reaching a vertex u of T , we can decide its best rotation based
on this counter. Lastly, we extend a partial order of groups of nested vertical
segments to a total order to minimise crossings between cross edges.

Adjusting this algorithm to propagate the height up to the root instead of
only to the lca, we get the following corollary.

Corollary 2. Crossing minimisation for a tree-based network N on n vertices
and k cross edges drawn with the ears∗ drawing style can be solved in O(nk)
time.
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Introduction. Let P be a set of n points in general position in the plane. A
collection of line segments, each joining two of the points, is called a crossing
family if every two segments intersect internally. Let crf(P ) denote the size of
the maximum crossing family in P , and let crf(n) = min|P |=n crf(P ), where the
minimum is taken over all n-point sets P in general position in the plane. Aronov
et al. [1] studied the size of crf(n). They noted that a set of n points chosen at
random in a unit disc “almost surely” has a linear-sized crossing family and that
there are point sets whose maximum crossing family uses at most n

2 of the points.
They proved that any set of n points contains a crossing family of size at least
Ω(

√
n). Very recently, Pach et al. [4] improved the bound to Ω(n/2O(

√
logn)). It

is conjectured that crf(P ) = Θ(n).

Our Results. We improve the upper bound on crf(n). We also study combina-
torial and geometric generalizations of crossing families, and give several lower
and upper bounds on their sizes.

A point set A separates point set B from C if A and B ∪ C are separable by
a line and every line through two points in A has all of B on one side and all of
C on the other side. We show that all segments of any crossing family in a point
set A∪B∪C, where A separates B from C, emanate from one set (A or B or C).
We exploit this property among subsets of points to design a template for con-
structing n-point sets with maximum crossing family of size1 at most 5� n

24�.
We study a relaxation of crossing families with bi-coloured segments in two-

coloured point sets. Two bi-coloured segments are side compatible if each pair of
same-coloured endpoints are on the same side of the line joining the other two
endpoints—the segments with same-coloured endpoints are “parallel” (cannot be
crossing or “stabbing”). A side compatible family is a set of bi-coloured segments
that are pairwise side compatible. Any pair of crossing bi-coloured segments are
side compatible but a side compatible pair may be crossing or parallel (but not
stabbing). We consider sets of red and blue points such that all red points are
on the same side of any line through two blue points, and call them 1-avoiding
point sets. We study the characteristics of side compatible families in 1-avoiding

An extended version of this work appears in arXiv:1906.00191 [3]. This work was funded
by an NSERC Discovery grant and in part by the Institute for Computing, Information
and Cognitive Systems (ICICS) at UBC.
1 Pach et al. [4] cite an n/5 upper bound by Aichholzer by personal communication
in their recent work.
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point sets in combinatorial terms and in the dual plane. Note that in the dual
plane, all intersections of blue lines are on the same side of all red lines.

We abstract the combinatorial information of the dual line arrangement using
a “bar stack”, which represents intersections between red lines, and “wires”,
which are horizontal lines that represent blue lines. A bar stack Bl,n is a set
of l bars (horizontal segments) B1 . . . Bl such that Bi = [(ai, i), (bi, i)], where
1 ≤ ai < bi ≤ n, and no two bars have the same horizontal interval. Bar Bi

can be used to represent the intersection of red lines numbered ai and bi and
represents the i-th intersection from below among red lines. The pair of a bar
stack and wires encode where the intersections of red lines are with respect to the
blue lines. While a bar stack can represent the intersections of a line arrangement,
it is more general. We refer to the vertical lines through the endpoints of bars
as pillars (which represent red lines). A marble (point) at the intersection of a
wire and a pillar represents a bi-coloured segment. A side compatible family is
visualized, roughly speaking, as a set of marbles such that for every bar both of
whose pillars contain a marble, both marbles are above or both below the bar.
Using counting arguments, we show that any bar stack Bn,n together with a set
of n+1 wires such that there is a bar between every two consecutive wires has a
side compatible family of size n. In particular, we show that there exists a “side
compatible marbling” such that the marble associated with an endpoint of a bar
is below the bar if and only if the bar is above some fixed wire. Our proof can
be generalized to get a linear-sized side compatible family for any set of n wires.

We also study geometric generalizations of crossing families. A spoke set
[2, 5] for a point set P is a set L of pairwise non-parallel lines such that each open
unbounded region defined by L has at least one point of P . If crf(P ) = k, the size
of the largest spoke set for P is at least k (infinitesimal clockwise rotation of the
supporting lines of segments in a crossing family yields a spoke set). Schnider [5]
studied spoke sets in the dual plane. We introduce a generalized notion for
the dual of a spoke set. A pseudoline � is monotonically semialternating or
M-semialternating in a bi-coloured line arrangement if the level of every other
cell it visits is a non-decreasing sequence, and between these cells it crosses a dis-
tinct line of each color. If a subarrangement A ⊆ L admits an M-semialternating
pseudoline, L has an M-semialternating path of size |A|. The dual of a spoke set
defines a special M-semialternating path for which the level sequence is constant.

A bi-coloured line arrangement L is color-separable if the vertical line to
the left of all intersection points of L intersects all of one then all of the other
color. We show (by rotation) that the minimum sizes—over all color-separable
arrangements of n lines—of the largest M-semialternating paths with constant
and strictly increasing level sequences are the same (for a fixed arrangement they
may be different). M-semialternating paths with different level sequences in a line
arrangement correspond to sets of lines with different properties with respect to
the dual point set. We exploit this correspondence and the connection between
the sizes of different M-semialternating paths to improve the upper bound on the
size of spoke sets from 9n

20 to n
4 + 1. The upper bound is constant if we consider

M-semialternating lines rather than pseudolines. Our proof technique (duality
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and rotation) together with recursive use of hamsandwich cuts, implies that the
largest set of pairwise stabbing or crossing segments in any set of n points is n

2 .
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The idea of pseudospherical drawings comes from a natural generalization of
pseudolinear drawings, where each edge extends to a pseudoline and every pair
of pseudolines crosses exactly once. The geometry of these drawings can be
applied to techniques for crossing numbers, for example, to prove special cases
for the Harary–Hill conjecture about the crossing number of Kn. Pseudospherical
arrangements can be thought of as drawings where each edge extends to a simple
closed curve, every pair of which intersect exactly twice, and no edge crosses any
of the simple closed curves more than once.

A string is a simple bounded arc. We consider collections of strings embed-
ded in S

2. Such a collection is denoted by Σ, which will be extended at each
string from their endpoints to pseudocircles, simple closed curves. A pseu-
dospherical arrangement is an extension of Σ to pseudocircles where every
string e is extended to a pseudocircle γe so that:

PS1: For each string e, no vertex except an endpoint of e is contained in γe.
PS2: For distinct e, f , |γe ∩ γf | = 2, and all intersections are crossings.
PS3: For any edge e, if its endpoints u and v are contained in the closure Δ
of one of the components of S2 \ γe, then e ⊂ Δ.

For any cycle, vertices (where strings intersect) on the cycle are categorized
as either rainbow or reflecting: v is reflecting in C if two edges incident to v
from inside C or on C belong to the same string, and v is rainbow in C if all
edges incident to v from inside or on C belong to distinct strings [1].

When drawing Kn as a pseudospherical arrangement, each side of a great
circle induces a pseudolinear drawing of a smaller complete graph [2]. There is
a known classification of obstruction cycles where a set of strings fails to be
pseudolinear by Arroyo et al. if and only if the obstruction cycle has at most
two rainbow vertices [1]. These cycles turn out to be related to pseudocircular
obstructions except for one type of cycle, which we will detail below.

Every collection of strings with a pseudolinear extension also has a pseudo-
spherical extension which can be obtained from the former by contracting the
ends of the pseudolines into a point and perturbing the edges.

There exist four types of pseudolinear obstruction cycles. We will refer to
cycles with no rainbow vertices as clouds, to those with one rainbow vertex as
fish, to those with two adjacent rainbow vertices as shrubs, and to those with
two non-adjacent rainbow vertices as croissants. The last type turns out to be
different than the previous ones in the context of pseudocircles.
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Theorem 1. Every cloud, fish, and shrub type cycle has some pseudocircle
extended from one of its strings contained entirely in the cycle’s closure in
any pseudospherical extension. However, croissant type cycles can have all their
strings extended into a pseudospherical arrangement so that each pseudocircle
has some portion outside the cycle.

We will label cloud, fish, and shrub type cycles as (pseudospherical)
obstruction cycles. From the above result we deduce that if we have two dis-
joint obstruction cycles in some set of strings Σ, then Σ has no pseudospherical
extension.

This condition is not necessary for collections of strings without pseudo-
spherical extensions. If every string on an obstruction cycle is intersected by
some string with both ends outside the cycle, then we cannot find a pseudo-
spherical extension for the set of strings, since some pseudocircle is in the cycle
and contains some part a the string with both ends outside the cycle, which
violates PS3 (Fig. 1).

Theorem 2. Every cloud type cycle has at least 4 pseudocircles contained
entirely in its interior in any pseudospherical extension (Fig. 1(left)).

Theorem 3. Every fish or shrub type cycle has at least 2 pseudocircles contained
entirely in its interior in any pseudospherical extension (Fig. 1(right)).

Fig. 1. Examples of extending cloud (left) and fish (right) cycles pseudospherically
containing a minimum number of pseudocircles inside the cycle.

Question: Is there an excluded minor characterization of pseudospherical
drawings along the lines of the pseudolinear characterization?
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