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Preface

This volume presents the contributions of the 18th edition of the annual International
Conference on Web-based Learning (ICWL). The first edition of ICWL was held in
Hong Kong in 2002. Since then, it has been held 16 more times, on 3 continents:
Australia (2003), China (2004, 2008, 2010), Hong Kong (2005, 2011, 2015), Malaysia
(2006), UK (2007), Germany (2009), Romania (2012), Taiwan (2013), Estonia (2014),
Italy (2016), South Africa (2017), and Thailand (2018).

In 2019, ICWL was organized by the Magdeburg-Stendal University of Applied
Sciences. The first courses at the university started back in 1991. Within a short time,
this place of research, teaching, and learning gained an outstanding reputation, not only
for its well-rounded academic education program but also for the motivated student
body. The university offers a diverse range of around 50 study programs, including
unique opportunities that cannot be found anywhere else. Being divided into two
campuses – one campus in Magdeburg and another one in Stendal – the university and
students get the chance to interact in highly focused departments. Three departments
are located at the Herrenkrug Campus in Magdeburg with approximately 4,000 stu-
dents, and another two departments are situated in Stendal with about 2,000 students.
Both campuses are well known for their beautiful green grounds, which create an
inviting ambiance.

The topics proposed in the ICWL Call for Papers included several relevant issues,
ranging from Semantic Web for E-Learning, through Learning Analytics,
Computer-Supported Collaborative Learning, Assessment, Pedagogical Issues,
E-learning Platforms, and Tools, to Mobile Learning.

We received 68 submitted contributions. Three contributions were withdrawn at an
early stage. Six submissions were not sufficiently completed to go further in the review
process. All of the submitted papers were assigned to three members of the Program
Committee (PC) for double-blind peer review. All reviews were checked and discussed
by the PC chairs, and additional reviews or meta-reviews were elicited if necessary.

Finally, we accepted 15 full papers, with an acceptance rate of 25%. We also
included additional contributions as short papers (15) and poster papers (7) in the
proceedings.

ICWL 2019 featured two distinguished keynote presentations, by renowned
scholars: Irwin King, (Chinese University of Hong Kong, Hong Kong, China) on
“Machine Learning for Online Education” and Sabine Graf (Athabasca University,
Canada) on “Academic Analytics – Analysis and Mining of Educational Data to
Support Teaching.”

Furthermore, the conference continued the traditional initiative, started by ICWL
2016, of holding the 4th International Symposium on Emerging Technologies for
Education (SETE) at the same location. SETE collected the traditional workshop
activities managed by ICWL in the past years and additionally featured an organization
in tracks. Workshops and tracks added new and hot topics on technology-enhanced



learning, providing a better overall conference experience to the ICWL and SETE
attendees.

Many contributions made the conference possible and successful. First of all, we
would like to thank all the authors who considered ICWL for their submission. We
thank the PC members, and the additional reviewers, for their evaluations, which made
the selection of the accepted papers possible. Additional thanks go to the publicity chair
Ivana Marenzi.

For the organization, the hosting SPiRIT research group under the direction of
Michael A. Herzog served in multiple functions: local organization chairs Veronika
Weiß and Leonore Franz, and Veronika Weiß, also as web chair. Their strong and
continuous commitment made it a remarkable conference event with excellent design,
smooth orientation, personal service, and warm hospitality. We also thank all the other
members of the SPiRIT team for their excellent work and engagement: the student
volunteers Oliver Friedl, Swantje van de Ven, Max O’Dell, Simon Gustavs, Anika
Fuchs, Jan Sprigade, Merle Fabry, Amelie Ries, Janet Ahlers, Joe Einicke, Simon
Krebs, and the scientists Elke Mählitz-Galler, Victoria Batz, and Klaus Magarin. In
particular, we thank the president of Magdeburg-Stendal University Anne Lequy on
behalf of the hosting institution for the excellent support of the ICWL 2019 conference
edition.

We also thank the sponsor Springer, for the enlightened and much appreciated
support that helped to dedicate the Best Paper Awards.

We hope that the reader of this volume will be pleased by the relevance of the topics
and contents of the papers, and thus be enticed to contribute to the next editions of
ICWL.

September 2019 Michael A. Herzog
Zuzana Kubincová

Peng Han
Marco Temperini

vi Preface
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Timing the Adaptive Learning Process
with Events Ontology

Martin Homola(B) , Ján Kl’uka , Zuzana Kubincová ,
Patŕıcia Marmanová, and Milan Cifra

Faculty of Mathematics, Physics, and Informatics, Comenius University in Bratislava,
Mlynská dolina, 842 48 Bratislava, Slovakia

{martin.homola,jan.kluka,zuzana.kubincova,
patricia.marmanova,milan.cifra}@uniba.sk

Abstract. A number of studies in personalized adaptive learning have
focused on generating suitable learning paths based on user’s model,
considering the current level of knowledge of the user, preferred learning
styles and a model of the subject domain. These factors are sufficient in
many e-learning applications, where users consume the learning content
at their own pace. In other applications, such as within organized cur-
ricula there are other factors to be considered too. At the university, we
deliver courses featuring project work and examination which the stu-
dents have to deliver based on a schedule of deadlines. This time axis,
therefore, presents a significant factor in recommending the most suit-
able learning objects at the given time of the term. To tackle this issue
we have designed a courseware platform where time is one of the key
factors determining the learner’s context. In this paper, we focus espe-
cially on modelling the time access using an ontology and we show some
preliminary results that are implied by this approach.

Keywords: Courseware · Personalization · Leaner’s context · Time ·
Ontology

1 Introduction

The aim of personalized adaptive learning is to provide a tailored learning expe-
rience for each user according to their own needs. For example, recommender
systems may be employed to help users to choose the most suitable and relevant
learning materials that meet their individual learning needs [20,26]. Many of the
existing e-learning recommender systems rely on techniques such as collaborative
filtering, content-based, demographic-based, utility-based, and knowledge-based
techniques which basically develop a rating system expressing the recommenda-
tion relation between users and the learning content [26].

However, a more current approach in personalized adaptive learning notes
the importance to consider the learner’s specific demands and requirements more
explicitly [17]. Different learners have different background knowledge, learning
c© Springer Nature Switzerland AG 2019
M. A. Herzog et al. (Eds.): ICWL 2019, LNCS 11841, pp. 3–14, 2019.
https://doi.org/10.1007/978-3-030-35758-0_1
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history, competence level, preferred learning styles, etc. [7] which are not taken
into consideration in conventional recommender systems like collaborative filter-
ing and content-based recommenders [26]. This drawback may be overcome by
integrating knowledge structures representing complex models of all aspects that
are relevant to the learning process. In recent years, ontologies gained importance
for representation of such models in e-learning systems.

Ontologies serve as formal definitions of concepts and their relations in some
domain of interest of human expertise [11,24,25]. They are crafted with the
purpose of making the conceptualization unambiguous and explicit. This goal
is best achieved by writing ontologies in a formal and unambiguous language
that supports reasoning. Currently, the most popular languages include RDFS
[5] and OWL [10] (cf. [1,2]). Ontologies can then be used within information
systems to provide schemas for data, to assure data interoperability, enable data
reuse, etc. [25].

In personalized adaptive learning, ontologies are employed especially to
describe (a) the abstract domain of learning objects, their different types and
properties, (b) particular domains of topics of interests which are the subject
of learning, (c) pedagogical properties of learning processes, (d) user models,
including user’s existing knowledge, skills, and preferred learning styles.

User’s experience may then be tailored based on the available data from
these domains, especially by recommending the most suitable learning objects or
even generating personalized learning paths, consisting of sequences of learning
objects.

While such knowledge structures may be sufficient in many application sce-
narios of e-learning, especially in self-directed learning, there are other factors
relevant in learning processes. Context, i.e., “the circumstances in which the
learning process occurs” becomes relevant as well [3]. While many earlier works
stemming from adaptive hypermedia mostly explore context in the form of plat-
form and device adaptation issues, a broader and more general sense of context
is becoming increasingly relevant in this area [6].

In this work, we focus on the user’s context within an organized education set-
ting. There are possibly different contextual issues to be considered. We narrow
our aim towards the temporal context imposed by the courses being scheduled
in form of a series of events such as lectures and lab sessions occurring during
a fixed time period framed by school years or terms. While lectures and lab
sessions may often be scheduled equally for all course attendants and hence may
not require personalization, other events such as assignments and examination
sessions may be, e.g., subscription-based and hence different students may have
different schedules. In addition, even if some events, such as lectures, are fixed, it
is useful to include and consider them in the overall personalization framework
uniformly together with the other events and other personalization aspects.

We start by a brief review of related works in Sect. 2. Then in Sect. 3 we
focus on the organized education setting and discuss how learning content adap-
tation in such a setting must consider also the past or upcoming events, e.g.,
by considering learning materials associated with current lectures or labs, or
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recommended w.r.t. upcoming coursework deadlines and examination dates. In
Sect. 4, we present our proposed LMS platform that is based on multiple ontolo-
gies, including a time-frame ontology, which we focus on in detail in Sect. 5. In
Sect. 6 we discuss how users of our platform would benefit from this approach:
as our very first result, we show how tracking the course of events during a
course run using the time-frame ontology enables us to present the learning con-
tent in concise timeline automatically generated from the time-related metadata
associated with the remaining content. We then conclude and discuss future
possibilities in Sect. 7.

2 Related Works

While most of the studies addressing the recommendation of learning resources
and personalization in e-learning environments using ontologies make only use of
domain ontology [18,21] there were also ontology-based recommenders developed
using more domain ontologies or other types of ontology [4,8,27].

Cobos et al. [8] developed an ontology-based hybrid recommender system
(RSPP) which allows lecturers to define their best teaching strategies for use in
the context of a specific class. To construct the RSPP, a reference ontology rep-
resenting the pedagogical patterns and their interaction with the fundamentals
of the educational process was defined.

Bahmani [4] presents a recommendation algorithm for personalization of
course and curriculum content for individual students considering various kinds
of context such as the academic background, interests, computing environment
of the student, and also past recommendations made to students with similar
profiles. Context modelling is based on a combination of a generic and a domain
ontology.

The Protus tutoring system for Java programming [27] automatically guides
the learner’s activities and recommends relevant links and actions. It provides
(a) content adaptation – recommending optimal resources and pathways based
on the domain model and information about learning styles of the current
learner; and (b) learner interface adaptation – adjusting the appearance and/or
availability of learning resources on a course web page based on recommenda-
tions respective to different learners. Each system component is represented by
its own ontology, thus domain ontology, task ontology, learner model ontology,
teaching strategies ontology and interface ontology are incorporated.

Saleena and Srivatsa [22] propose an adaptive e-Learning system, which gen-
erates user-specific e-Learning content by comparing the concepts using similar-
ity measures. A cross ontology measure is defined over a fuzzy domain ontology
as the primary ontology and a domain ontology as the secondary ontology for
the comparison process.

Yu et al. [28] make recommendations by exploiting the user context of a
learner, knowledge about learning content, and knowledge about the learning
domain. They consider two kinds of contexts: the learner’s prior knowledge and
her learning goal. They rely on three ontologies: learner ontology, learning con-
tent ontology, and domain ontology.
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Schmidt and Winterhalter [23] present an integrative, ontology-based app-
roach in which the ontology is divided into several sub-ontologies, such as: orga-
nizational ontology (roles, departments); process ontology (workflow represen-
tations); task ontology; knowledge area ontology. Each is organized in layers so
that the upper layers can be shared with other entities and the lower layers can
still be extended in a domain-specific way. This enables them to propose rec-
ommendations w.r.t. learner’s context which is described (at a general level) in
terms of organizational structure, the current task at hand and given workflow
that is being followed, etc.

Jovanović et al. [16] introduced Learning Object Context – a collection of LO
metadata capturing all the information that characterizes the specific situations
(contexts) in which certain LO has been used. They also developed a corre-
sponding ontology framework (LOCO) consisting of (a) learning object content
structure ontology, (b) learning design ontology, and (c) learning object context
ontology. The proposed framework was implemented in TANGRAM, a Web-
based application for personalized learning in the area of Intelligent information
systems.

The granularity of recommended learning objects varies, including courses
and curricula [4], learning patterns [8], relevant learning links and actions [27],
learning paths and content [15], various types of learning objects, etc.

3 The Organized Education Setting

Unlike many existing works reviewed above, we aim to apply adaptive learning
in organized university education where other factors besides for those typically
studied determine the learner’s context.

The content of a typical university course is delivered in the form of learning
sessions such as lectures or practicals that happen in precise points of time, typ-
ically within a regular sequence. However, the sessions may possibly be grouped
either based on time intervals, such as weeks, or either based on related topics.

Besides learning sessions, there are other relevant events that the learners
need to track and take part in, especially related to coursework and examination.

Modern university education often favours the learning by doing strategy.
Thus learners are required to submit coursework and possibly even take part in
formative peer review processes which generate a number of deadlines that they
have to watch and prepare for.

Thus the learner’s context is not determined only by their current level of
knowledge and preferred learning styles, but also by current time instance in the
course of events generated by the current development of the course.

As an example let us consider a Master’s level web design course delivered at
our university. In this course, the students work in teams on a term-long project
assignment. The assignment is delivered in four consecutive rounds (specifica-
tion, prototype, application, content) which are preceded by team formation
phase. In each round, the learners first deliver an initial submission. Consecu-
tively they peer-review these submissions, and based on the peer-feedback they
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deliver an improved submission, which is then graded by course instructors.
Finally, learners rate the teamwork within their teams during the team review
period. Together with midterm and final test, and the oral exam, learners have to
track and deliver results respective to 20 consecutive deadlines. For more details
on these assignment workflows please refer to our previous works [13,14].

Our past experience shows that tracking all the deadlines is challenging for
the students. Some of them deliver poor results simply because they missed some
deadlines or did not prepare properly ahead of the deadlines. Therefore we are
determined to explore the options not only to be able to notify the learner before
the approaching deadline but also to be able to recommend the most suitable
learning materials to prepare for the coming deadlines.

4 Proposed LMS Design Overview

We are currently developing a novel LMS system that will pay increased attention
to learner’s context. It consists of several modules centred around the system’s
core. The overall design is depicted in Fig. 1. The core manages common data
and provides common services and user interface (UI) components. These include
components presenting the users with a unified view of some of the data man-
aged by other modules. A module typically manages a specific kind of learning
objects or tasks and provides UI components to display the data and control the
management. Data of one module can be interlinked with data of other modules
and a module can embed another one’s UI components into its own to manage
the linked data.

In particular, the Assignments module manages the kind of peer-reviewed
assignments described above in Sect. 3. Instructors can specify an assignment’s
task and which deliverables of various kinds (text, programming code, media,
links) the learners are expected to submit. They also choose which follow-up
tasks (peer review, improved submission, team review) the learners will perform
after their initial submission and set their parameters (e.g., time periods, review
rubrics). The module then enables the learners to submit the deliverables and fill
in the assigned reviews. The instructors can see all the artefacts thus produced,
provide feedback, and evaluate.

The Quizzes module supports learning by formulating questions and admin-
istration of quizzes and tests. The instructors can task the students with for-
mulating questions of various kinds (open, simple answer, single choice, etc.)
covering given topics. Instructors can also create questions, and task the learn-
ers with taking a quiz, manually or automatically created from already existing
questions.

The Documents module manages internal and external documents and mul-
timedia, used chiefly as learning materials, but also as assignment specifications
and deliverables submitted by learners. The Results module manages evaluation
results, awarded to learners by the instructors for learning tasks carried out both
within the LMS or externally. In the former case, the result is linked with the
respective task.
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Courses

Assignments Results

RDF
Database

User management
Course management
Course migration

QuizzesDocuments

    Core

Fig. 1. System design overview

5 The Time-Frame Ontology

The LMS aims at contextual support of the learners’ work during learning activ-
ities and their access to relevant learning objects. There are also secondary goals
such as easy reuse of data among the modules and the core. Storing the data in
an RDF database, with a system of interrelated OWL ontologies as its schema,
is especially useful to achieve these goals, which is also apparent from the related
work. In addition to usual ontologies that model learning objects and processes,
and domain ontologies that model the topics which represent the subjects of
learner’s studies, we also integrate an ontology that covers the time frame of
the learning activities. As noted in Sect. 3, time is an important component of
learner’s context in organized university education.

The time-frame ontology is depicted in Fig. 2 in a modified VOWL notation
[19]. The classes in this ontology (solid-line ovals) are subclasses of the Event
class and they represent the time frame of various learning activities (represented
by classes depicted by dotted-line ovals, as they are external to the time-frame
ontology).

A CourseInstance, a particular run of the course in an academic year or
semester, is itself an Event. The time frames of all activities within this instance
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Fig. 2. Time-frame ontology

are its subEvents.1 Time-based groups of activities are represented as Blocks.
In the academic setting, one week is usually considered to be one block, but
it is up to instructors to set up these blocks. A block may, e.g., span several
consecutive weeks devoted to the study of one topic.

Blocks typically contain Sessions – classroom activities involving face-to-face
interaction of instructors and students. Sessions are usually regularly scheduled
and specialized to lectures and labs, which are represented by the respective
subclasses of Session.

Activities which require learners to complete some task either within a longer
time frame or only once or a few times during a course instance are modelled
as TaskEvents. Examples of the latter kind are ExaminationEvents – midterm
and final tests or oral examinations. The former kind has three special cases
related via the property task to a learning activity (Task) administered by the
Assignments and Quizzes modules. We discuss these three kinds of events in the
next two paragraphs.

The learners’ work on an Assignment managed by the Assignments module
is coordinated as a sequence of time periods during which initial submission,
peer review, improved submission, and team review have to occur. These time
periods are represented as instances of the AssignmentPeriod class, a subclass

1 Note the difference between subevent and subclass. The latter stands for a logi-
cal relation between two classes, one being more specific than the other (expressed
by OWL subClassOf axiom). The former is an aggregative relation between two
instances of events of different granularity a lecture happening during a course run
(expressed by OWL object properties subEvent and superEvent).
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of TaskEvent, related to their Assignment by the respective properties. The
endDates of these periods represent the deadlines of the respective sub-activities.

The question formulation activity managed by the Quizzes module task is
represented as a QuizQuestionAssignment. The value of its property creationPe-
riod, a TaskEvent instance, represents the time period within which it should be
carried out. When instructors ask learners to take a quiz, a QuizAssignment is
created, which has a takingEvent, another instance of TaskEvent, representing
the time span within which the learners should take the quiz.

Tasks often have nominal deadlines which are advertised, but they are not
strict because their strict enforcement by the LMS could adversely impact learn-
ers having minor technical difficulties. The extraTime property of TaskEvents
thus allows the instructors to specify for how long the LMS should allow the
learners to complete the task past its nominal endDate. We typically set extra-
Time to 45 min.

An Event, especially a Session, often uses some learning materials. A Mate-
rial (also external to the time-frame ontology, thus depicted by a dotted-line
oval) represents a hypertext document (e.g., lecture slides, labs exercises) or a
multimedia file stored within the LMS or linked from external sources. For some
Events, instructors can also recommend studying some materials beforehand
(reading before a lecture, exercises before a test) or afterwards (reading with
more details on a lecture’s topic). Moreover, Events, Materials, and Tasks are
related to Topics from the topics-of-interest (i.e., domain) ontology in several
ways. They can cover or just mention a topic, or they may require the knowledge
of a topic in order to complete the task or to understand the content discussed
during the event or within the material.

Although learning activities are managed by different modules, their time
frames are all derived from the Event class. This allows the LMS’s core to inte-
grate the data and to produce a unified presentation of the events, their related
learning activities and objects, as discussed in Sect. 6. The core can also notify
the learners on these events, suggest reviewing learning objects directly related
to the event by the uses and recommends properties, or even derive related learn-
ing objects and previous or upcoming activities based on Topics related to the
event or its activity.

The Event and CourseInstance classes, as well as the startDate, endDate, sub-
Event, and superEvent properties can be directly mapped to the respective types
and properties in the Schema.org vocabulary [12]. Schema.org also specifies other
properties (e.g., the location of an Event, the instructor of a CourseInstance),
which may prove useful in the future development of the LMS. The start- and
endDates can also be mapped to Instants and Events can be associated with
Intervals of the Time Ontology [9]. However, we do not plan to do so in the
time-frame ontology. Events and time intervals are different entities, as time
spans of multiple events can be equal to a one time interval. Moreover, the level
of detail of modelling temporal entities provided by the Time Ontology is not
required, simple data values suffice.
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Fig. 3. Prototype of the timeline interface

6 Timeline Interface Generated from the Ontology

Tight integration of the time ontology with the remaining data enables us to
visualize the course timeline in an automatically generated timeline interface. A
prototype of this interface is depicted in Fig. 3.

The timeline puts all consecutive events in order and visualizes events of
different specific types in a specific manner. It is generated from events as follows:
All Blocks from the given course are taken and sorted by their startDate. They
are displayed as larger boxes wrapping up other events occurring during their
timespan. Subsequently, all events of type Session within each block are selected,
sorted by their startDate and displayed to the learner as a schedule for the block.
Similarly, all TaskEvents that will be due in the given block based on their
deadline (mostly the endDate, but startDate in the case of ExaminationEvents)
are selected, sorted by the deadline, and displayed as a kind of to-do list for the
given block. Different types of sessions and tasks are distinguished by different
icons. Notice, e.g., the Development process block in Fig. 3.
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All materials linked to every event falling within the block are displayed in
the lower part of the block. It works the same way with every event. When the
event is opened, the linked materials and its sub-events are displayed.

Vertical navigation features a concise list of all Blocks and a section with
upcoming deadlines of TaskEvents. It enables the learner to keep track of the
assignments that are due or an upcoming examination which might require some
preparation.

Clicking on an event zooms in and the event is visualized, as shown in Fig. 4,
showing the details and events that occur within (if applicable).

Similar timelines can be created in, e.g., Moodle, and other courseware sys-
tems, however, the advantage of our approach is that the timeline is automati-
cally generated from the available meta-information concerning the time context.

Fig. 4. Prototype of the zoomed-in lecture event interface

7 Conclusions and Future Work

We have argued that when applied in organized education, adaptive learning
systems must also consider the context of the organized learning activity which
is above all the time context given by a series of events constituting a typical
course run. To that end, we have designed a time-frame ontology and described
its role within a proposed LMS platform that we are currently developing. We
have shown how interlinking the learning content with time metadata immedi-
ately enables to produce an automatically generated timeline, that helps users
to orientate in the large pile of learning materials and deadlines associated with
the course run at any given time.

Of course, using the ontology to keep track of all (even fine-grained) events
associated with a course run in a uniformed way would bring many other benefits
to our system and to its users. For example, as we explained above applying
collaborative learning strategies including team assignments and peer-review of
submitted coursework generates a number of deadlines. The previous version of
our system used hardcoded notifications to call the students’ attention to these
deadlines. Modelling the assignments (together with all other events) in the
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ontology using task-events and their sub-events (such as e.g. initial submission,
peer-review period, final submission, team-review period) and even dependencies
such as peer-review period being a prerequisite of final submission enables us e.g.
to base the notifications on the type of event (a lecture or lab session may be
notified one day ahead, the midterm test may be notified three days ahead, and
some other events may not be notified at all).

In addition, combining the time-related data based on the time-frame ontol-
ogy with the other semantic information may be used to provide even more
fine-grained and more narrowly directed suggestions regarding the recommended
next learning actions. For example, the examination events will also be linked
with concepts from domain ontologies representing the topics that the exami-
nation will cover. Together with topics linked to materials and other learning
objects and together with data about the learners current level of knowledge and
preferred learning styles this may be used to produce the recommended learning
actions to take before the examination takes place. Exploring this direction is
part of our ongoing work.
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based semantic recommendation in programming tutoring system. Expert Syst.
Appl. 39(15), 12229–12246 (2012)

28. Yu, Z., Nakamura, Y., Jang, S., Kajita, S., Mase, K.: Ontology-based semantic
recommendation for context-aware e-learning. In: Indulska, J., Ma, J., Yang, L.T.,
Ungerer, T., Cao, J. (eds.) UIC 2007. LNCS, vol. 4611, pp. 898–907. Springer,
Heidelberg (2007). https://doi.org/10.1007/978-3-540-73549-6 88

https://doi.org/10.1145/2844544
https://doi.org/10.1007/978-981-287-868-7_43
https://doi.org/10.1007/978-981-287-868-7_43
https://doi.org/10.1007/978-3-642-24022-5_43
https://doi.org/10.1007/978-3-642-24022-5_43
https://doi.org/10.3233/SW-150200
https://doi.org/10.1007/978-0-387-85820-3_12
https://doi.org/10.1007/978-3-540-92673-3
https://doi.org/10.1007/978-3-540-73549-6_88


Ontology-Based Modelling for Cyber Security
E-Learning and Training

Menelaos Katsantonis(&) and Ioannis Mavridis

University of Macedonia, 156 Egnatia str., 54636 Thessaloniki, Greece
mkatsantonis@uom.gr

Abstract. The Conceptual Framework for e-Learning and Training (COFE-
LET) constitutes a design standard for the enhancement of cyber security edu-
cation by guiding the development of effective game-based approaches (e.g.,
serious games). The COFELET framework envisages cyber security serious
games as highly organized and parameterized learning environments which
monitor learner’s actions, evaluate their efforts and adapt to their needs. To this
end, the COFELET framework employs well known cyber security standards
(e.g., MITRE’s CAPEC, Lockheed Martin’s Cyber Kill Chain model or CKC) as
a vehicle for organizing educational environments which model learners’ actions
and strategies. In this light, the COFELET ontology is proposed aiming at pro-
viding a foundation for the development of a universal knowledge base for
modeling such environments. The COFELET ontology provides an analytical
description of the key elements of COFELET’s compliant serious games along
with the appropriate classes and their properties. These elements include the
cyber security domain elements that model the actions attackers perform to
unleash cyber security attacks (i.e., the tasks) and the strategies they employ to
achieve their malicious objectives (e.g., CAPEC’s attack patterns, the CKC
model). The cyber security domain elements are associated with the educational
elements (e.g., hints, utilized knowledge, exercised skills) that provide the means
to infuse the didactics in the COFELET compliant approaches. A set of instances
is presented to provide a better appreciation of the COFELET ontology rational,
usage and usefulness. The proposed ontology is a cause and effect of the design
and development process of a prototype COFELET compliant game.

Keywords: Cyber security � Serious games � Ontology � eLearning and
training � COFELET framework

1 Introduction

While cyber security education becomes more important, new learning and training
approaches need to be developed and validated. Cyber security game-based learning is
a new field, promising to improve the effectiveness of cyber security education.
However, there is a lack of design standards and methodologies aiding in the devel-
opment of such approaches. In this light, the Conceptual Framework for e-Learning
and Training (COFELET) has been proposed [1], which envisages cyber security
serious games that adapt to the learners’ needs and characteristics; dynamically assess
and scaffold learners’ efforts; and implement modern learning theories and innovative
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teaching approaches to ensure the effectiveness of cyber security game-based
approaches. To support these features, the COFELET compliant serious games
(COFELET games) form highly organized and parameterized learning and training
environments, which keep in store the sequence of tasks (i.e., actions directed at the
unleash of cyber-attacks) learners have to follow to achieve the game goals, along with
the tasks’ prerequisites. In such a way, COFELET games can track learners’ tasks and
evaluate their performance and adapt to learner’s efforts. Moreover, the COFELET
framework consider games in which instructors define scenarios containing the goals
learners have to fulfill, the occurring conditions and the gaming contexts (i.e., game
properties regarding scores, time limits, visualizations presented to the learners,
coordinates of avatars etc.) and the games’ narratives.

COFELET games seamlessly employ standard cyber security methodologies and
models generally used in threat analysis and modeling approaches, such as the
MITRE’s CAPEC [2], the Lockheed Martin’s Cyber Kill Chain [3], and the National
Cybersecurity Workforce Framework (NCWF) of National Initiative for Cybersecurity
Education of National Institute of Science and Technology (NIST) [4]. CAPEC is used
for the analysis and modeling of the methods and techniques (i.e., attack patterns)
attackers employ to accomplish their malicious goals. More specifically, CAPEC is
used as the main reference for the definition of COFELET’s primary elements [1] such
as the goals and the tasks of the attackers, the attack’s prerequisites (i.e., the condi-
tions), the defense mechanisms and the attack patterns (APs) that are relevant to a
specific attack. CKC can be used as a pilot for the definition of complex missions such
as the unleash of advanced persistent threat (APT) attacks, whereas NCWF can form
the basis for the definition of COFELET games learning objectives and the organi-
zation of the teaching content.

The main research question of the presented study is how the COFELET games
will seamlessly integrate the aforementioned cyber security standards. To this end, the
COFELET ontology is proposed, an ontology that constitutes a universal knowledge
model for cyber security e-learning and training. The COFELET ontology provides an
analytical description of the key concepts of cyber security learning environments (e.g.,
the COFELET games) and their relationships. Moreover, the proposed ontology is
presented along with the methodology and the approach we employed to develop it.

For the development of the COFELET ontology, which is compliant with the
‘Ontology Development 101’ guide [5], we employed a middle-out process. According
to the middle-out process we defined a set of middle-level concepts that we generalized
and specialized to produce a set of high-level concepts and low-level concepts. In the
first stage, we leveraged CAPEC’s attack patterns and we identified the operational-
izable APs that could be modeled as COFELET game’s primary elements. Subse-
quently, we defined scenario execution flow (SEF) elements as realizations of
CAPEC’s APs. SEFs are composite elements that constitute generic representations of
attacks describing the sequences of tasks attackers perform to unleash an attack along
with the relevant information (e.g., prerequisites). Thus, we specified SEFs in terms of
COFELET’s primary elements (i.e., tasks, goals and conditions) and we generalized
these elements to specify the primary element class. We also associated SEFs with the
knowledge, skills, abilities (KSAs) and attitudes the learners have to utilize to apply
them; and with the hints that can be presented to the learners to scaffold their efforts
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towards the achievement of the games’ goals. In the subsequent stage of the COFELET
ontology process, we specialized the defined elements to form the COFELET ontology.

In the remainder of the paper, the COFELET ontology is presented in Sect. 2. Due
to the complexity of the subject, the COFELET ontology is presented at different levels
that evolve in complexity and detail. Subsequently, in Sect. 3 an illustrative set of
COFELET instances is presented and the paper concludes in Sect. 4 by providing an
overall discussion of the presented work.

2 The COFELET Ontology

2.1 The Domain and Scope

The scope of the COFELET ontology is highly organized and parameterized cyber
security learning environments (such as the COFELET games) and especially the facets
describing the realization of attacks as assets. Specifically, we envisaged a COFELET
game aiming at teaching cyber security fundamentals, methods and techniques (do-
main) to professionals working at law enforcement agencies, organizations and com-
panies. According the NCWF, cyber security professions are assigned to job profiles
corresponding to the roles, the tasks and the KSAs defined in the NCWF framework.
Due to the numerous roles defined in the NCWF framework, we limited the scope of
the presented ontology to a COFELET game focusing on training of vulnerability
assessment analysts and target network analysts. Additionally, due to the numerous
KSAs the NCWF framework assignes to the vulnerability assessment analyst and the
target network analyst workforce roles, only a set of KSAs were utilized for the
definition of the learning objectives. These KSAs refer to the networks’ operation (e.g.,
protocols, addressing), the stages of cyber-attacks and the utilization of cyber security
tools (e.g., network analysis tools).

2.2 The Key Concepts

Primary Elements. They are represented by objects (the Primary Objects) denoting
that an agent acts on an entity or an entity has a property. Specifically, the primary
objects are interpreted as statements of the form <subject, verb, object> or <entity,
property, property_value> that are called triples (e.g., <Player, provides, host scanner
discovery command>). The expression of such statements as triples is widely used in
various frameworks and methodologies such as the Resource Description Framework
(RDF) [7] and the ADL’s Training & Learning Architecture (TLA) [8]. For brevity and
simplicity, we adapted an extension of this approach based on quintuple statements in
the form of <entity, property, property_value, source, destination> that can be effort-
lessly translated to the corresponding triples. For example, the quintuple <Port scanner,
sends, ICMP type 8 packets, from player host, to destination network> can be trans-
formed to the triples <Port scanner, sends, ICMP type 8 packets>, <ICMP type 8
packets, has source, player host>, <ICMP type 8 packets, directed to, destination
network>.
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The Primary Objects instantiate the Task, the Condition and the Goal classes
(primary classes) that are subclasses of the PrimaryElement class (Fig. 1). The primary
classes inherit the hasSubject, the hasObject, the hasProperty, the hasSource and the
toDestination object properties and the name and label data properties. The ranges of
these properties are the subclasses of the Entity class that are the Subject, the Object,
the Source and the Destination classes representing in-game entities such as players,
hosts and networks. The Subject and Object classes are related by the ‘hasProperty’
object property. The ‘hasProperty’ is an object property with several sub-properties that
represent the actions subject entities perform on object entities. These actions represent
the tasks performed by agents (learners and non-playable characters such as mentors,
teammates, adversaries) directed at the unleash of cyber-attacks such as entering
commands, connecting to hosts, searching information and routing packets. The actions
also represent the tasks performed by non-agent subjects (e.g., a tool that crafts and
sends a packet, a firewall that drops a packet). Finally, the name and the label data
properties represent the name and the human readable name of a primary object.

PrimaryElement objects are expressed in first-order predicate logic as follows:

8 pe : PE !
9 subj; obj; src; dst : Entity ^ hasSubject pe; subjð Þ ^ hasObject pe; objð Þ^
hasSource pe; srcð Þ ^ toDestination pe; dstð Þ ^ 9hasProperty subj; objð Þ

ð1Þ

Moreover, a PrimaryElement object can be an instance of either of its subclasses
(i.e., Task class, Condition class, Goal class), whereas an object of the aforementioned

Fig. 1. COFELET primary elements (figure adopted by WebVOWL tool [9])
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classes cannot be an instance of more than one of these three classes (i.e., class
disjointness):

8xðPE xð Þ ! Task xð Þ _ Condition xð Þ _ Goal xð Þ ð2Þ

8x Task xð Þ
^

Condition xð Þ
^

Goal xð Þ ! ?
� �

ð3Þ

Entities. Entities in the COFELET ontology are represented by the Entity class. The
Entity class is a top-level class with several middle-level classes (Fig. 2) that represent
the most important concepts in the context of a COFELET game. For example, the
middle-level Tool class is important as it represents the in-game tools used by the
learners. The middle-level classes have numerous subclasses that represent various
types and attributes. The Tool class is furtherly sub-classed to represent various types
of in-game tools along with the tools’ roles and characteristics. For example, a Tool
object representing the ‘ls’ Linux tool (i.e., list directory contents) is an instance of
DirNavigator class, whereas the ‘msfvenom’ Linux tool is an instance of Pay-
loadGenerator class. The Command class represents the commands entered by learners
to perform tasks (e.g., the command ‘nmap -sS 192.168.1.0’). The Facade subclass
stands for the different roles that the system plays (e.g., the instructor that manages the
hints, the narrator that presents the narrations), whereas the Agent class represents the
roles of game’s characters (e.g., the learner, non-playable characters, host users).

Properties. Apart from the higher-level properties presented in the ‘Primary Elements’
section (e.g., hasSubject, hasObject), the COFELET ontology contains several prop-
erties defining the relations of Subjects to Objects and describing various actions
occurring in the COFELET games. These properties are sub-properties of the
hasProperty property a set of which is listed in Table 1 along with the corresponding
Domains and Ranges and an example of usage.

Fig. 2. COFELET middle-level entity classes (adopted from Protégé ontology editor tool [10])
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Scenario Execution Flows. The primary elements are combined to form the Scenario
Execution Flow (SEF) elements representing APs. The SEF elements are represented
by the ScenarioExecutionFlow class (Fig. 3). The ScenarioExecutionFlow class
includes a Goal object property, sequences of TaskNodes and sequences of Conditions.
The TaskNode class is a composite task class. Apart from the properties that the
TaskNode class inherits from the Task class (referring to the name, the label,
hasSubject, hasObject, hasProperty, hasSource and toDestination), it contains the
object properties: ‘relates Goal’, ‘sequenceOf Condition’ and ‘next TaskNode’. The
‘next TaskNode’ property denotes the association of TaskNode objects with the sub-
sequent TaskNode (or TaskNodes) to represent the chain of tasks representing an
AP. The ‘has Goal’ property represents the association of the TaskNode with the goal
that the represented AP achieves, while the ‘relates Condition’ denotes the association
of the interpreted task with the relevant condition(s). The ‘relates Condition’ property is
bi-directional as a condition can be a prerequisite for an executable task, while a task
execution can activate a condition or it can cease its influence. The TaskNode also
defines the ‘type’ data property denoting the type of the element such as the console-
command task, the gui-event task and the auto-task. The console-command task des-
ignates a command that a learner enters to an in-game console; the gui-event task
stands for a task that a learner performs in the game’s graphical user interface; and the
auto-task represents the tasks performed by the game’s engine (e.g., packet sending and
crafting). Finally, the TaskNode contains the ‘interval’ property denoting the time
period that a task requires to execute.

The ScenarioExecutionFlow class also defines the ‘relates KnowledgeSkillAbility’
object property representing the knowledge and the competencies associated with the
corresponding AP and the ‘sequenceOf Hint’ object property representing the list of
hints presented to the learner. The ‘defensiveMechanism’ data property is a description
of the AP countermeasures, the ‘CAPEC_Name’ data property holds the name of the
CAPEC’s attack pattern and the ‘description’ stores a description of the AP.

Table 1. Sub-properties of the ‘hasProperty’ relating subjects to objects.

Domain Properties Range Example

Agent enters Command The learner enters “ping ‘target’”
Tool crafts Packet Ping crafts ICMP type 8 packet
Tool sends Packet Ping sends ICMP type 8 packet
Tool solicits Packet Ping solicits ICMP type 0 packet
Agent finds Information Learner finds the address of a host
Agent hasAccess Tool Learner has access to use nmap tool
Firewall accepts Packet Firewall accepts ICMP packets
Agent knows Information Agent knows a vulnerable service
Host establishes Connection A connection is established to the target
Agent creates File Learner creates a weaponized file
Host executes Program Payload is executed in the target host
HostUser hasRights Administrator The user of the in-game host has administrator rights
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The ScenarioExecutionFlow objects are grouped according to their goals. During
the playtime, learners envisage an attack and they select a single scenario execution
flow from a group of SEFs to fulfill a specific SEF’s goal. For example, the CAPEC’s
APs ‘ICMP Echo Request Ping’, ‘TCP SYN Ping’ and ‘TCP ACK Ping’ are repre-
sented by SEF objects that share the goal “learner finds network’s hosts”. The learner
can apply any of the aforementioned SEFs to achieve the host discovery goal.

Scenarios. The COFELET ontology foresees the utilization of the primary elements
for the creation of game scenarios. A game scenario contains the necessary information
for the setup of a game session. This information includes the specification of the
games’ conditions, the goals that learners have to achieve and the narrations of each
scenario. The specified set of conditions forms the gaming context (i.e., the game’s
environment) in which learners operate. A scenario consists of a sequence of con-
secutive steps corresponding to the stages of multi-stage missions. Each step contains
the goals that have to be fulfilled, a set of pre-conditions and a set of post-conditions. In
complex missions a stage can correspond to several steps, providing the learners the
opportunity to choose from a set of subsequent steps.

3 Excerpt of COFELET Knowledge Base

In the final step of the development of the COFELET ontology the individual instances
of the presented classes were created. The defined instances correspond to COFELET
games that retain a good repertoire of scenarios, foreseeing missions that vary in
complexity and challenging levels. In the remainder of this section, an excerpt of the
instances corresponds to complex missions requiring the learner to unleash an APT
attack by applying the CKC model is presented.

Fig. 3. COFELET scenario execution flow
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3.1 Goals

The instances of the goal classes created correspond to scenarios of varying complexity
from simple missions (e.g., a capture the flag mission from a vulnerable target) to
complex missions (e.g., a mission requiring the appliance of the CKC model) (Table 2).
The rational of a set of instantiated goals is listed in the following table (along with the
matching stage in the CKC model and a goal code), whereas the definitions of some
instantiated goals are listed in Table 3.

3.2 Conditions

The instances of the condition classes represent the prerequisites needed to make the
tasks doable. A list of condition instances is presented in the Table 4 below:

Table 2. A list of goals along with their description and the matching stage in the CKC model.

CKC stage Code Goal description

Reconnaissance G1 Learner finds the alive hosts in the target network
G2 Learner finds open ports on the target hosts
G3 Learner finds clues on open ports by prompting the open ports

with a remote console tool
Weaponization G4 The learner finds exploits matching the vulnerable software

running on open ports by searching an exploit database
G5 Learner creates a payload file or weapon by using a payload

generation program (e.g., msfvenom)
Delivery G6 Learner delivers the weapon to the target host
Exploitation,
Installation, C2

G7 A reverse tcp connection is established from the target host to
the player’s host

Actions on
objectives

G8 Learner creates a new user by using the appropriate tool for
remote access (e.g., the meterpreter)

G9 Learner copies a flag file from the target host

Table 3. A list of goal instances

Subject Property Object Source Destination

Learner agent finds Target host information Learner host Target network
Learner agent finds Vulnerable service info – Target host
Learner agent creates Payload file – –

Payload establishes Connection Target host Learner host
Learner agent solicits Flag file Target host Learner host
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3.3 Tasks and SEFs

A COFELET game foresees the implementation of a sustainable lifecycle of obtaining
new KSAs and updating and reinforcing acquired KSAs. Moreover, a COFELET game
needs to dynamically adjust its context to scaffold learners’ efforts towards the
achievement of the learning objectives with respect to the learners’ profile [1]. For this
reason, COFELET games provide scenarios of varying difficulty and challenge to the
learners. To support these qualities COFELET games contain numerous SEF instances
providing the instructors the ability to form educational sessions of varying charac-
teristics. For example, a session aiming at teaching new KSAs to learners will present
original scenarios with genuine goals that will require learners to apply new SEFs and
have new experiences. On the contrary, a session, aiming at reinforcing or updating
KSAs, will present scenarios with formerly achieved goals in diverse contexts in which
learners will have to re-apply their strategy with diverse tasks and SEFs. Under this
prism, COFELET approaches define sibling SEF instances that have the same parent
classes; they are associated with the same goals; but they are achievable under different
conditions or they consume different amount of resources (e.g., time). Such SEF
instances are the ‘ICMP Echo Request Ping’, the ‘TCP SYN Ping’ and the ‘TCP ACK
Ping’ that instantiate the HostDiscovery class (i.e., a subclass of the SEF class) related
to the G1 goal instance. In the remainder of this subsection the rational of the host
discovery SEF instances (not in full detail for brevity) along with, the related conditions
and the corresponding sequence of tasks is presented.

Host Discovery Class. In host discovery attack patterns, the attacker (i.e., the learner)
sends a probe to an IP address to determine if the host is alive (goal G1). To perform
the AP, the learner needs to know the address of the target (condition C1) and to have
logical access to the target (corresponds to the condition C2). The learner will have to

Table 4. A list of instantiated conditions

ID Subject Property Object Source Destination

C1 Learner agent knows Target IP information – –

C2 Learner’s
network

routes Packet Learner’s
host

Target’s
host

C3 Learner agent hasAccess Host scanner tool – –

C4 Firewall accepts ICMP type 8 packet Learner’s
host

Target’s
host

C5 Learner agent has Admin rights – –

C6 Firewall accepts TCP SYN, ACK & RST
packets

Learner’s
host

Target’s
host

C7 Firewall drops ICMP type 8 packet Learner’s
host

Target’s
host

C8 Firewall drops TCP SYN, ACK & RST
packets

Learner’s
host

Target’s
host

Ontology-Based Modelling for Cyber Security E-Learning and Training 23



perform a task of entering the appropriate host discovery command. Thus, she needs
access to the appropriate host scanning tool (condition C3).

ICMP Echo Request Ping Instance. The learner’ host sends an ICMP Type 8 ‘Echo
Request’ datagram and the target host responds with an ICMP Type 0 Echo Reply
datagram. The firewall has to accept the ICMP Type 8 datagrams (condition C4).

TCP SYN Ping SEF Instance. The learner sends a TCP SYN packet to the target host.
If a target port is open the target host responds with SYN/ACK packet (i.e., the second
stage of the ‘three-way handshake’), otherwise responds with a reset (RST) packet. The
learner needs administrator rights to use a tool that crafts TCP SYN packets (condition
C5) and the firewall has to accept the SYN packets and RST packets (condition C6).

TCP ACK Ping Instance. The learner’ host sends a TCP ACK packet to the target host
which responds with a RST packet, as the ACK packet in the TCP ACK ping is not part
of an existing connection. The attack pattern has the same prerequisites with the ‘TCP
SYN Ping’ (conditions C5 and C6).

The defensive mechanism of the above host discovery attack patterns is to use a
firewall and properly configure it to block the type of packets associated with the
aforementioned SEFs. For example, a firewall can be configured to block ICMP Type 8
(condition C7) to make the ICMP Echo Request Ping unachievable.

The TaskNode instances of the ‘ICMP Echo Request Ping’ and the ‘TCP SYN Ping’
SEF instances are listed in the Table 5 and the Table 6 respectively. Each table lists
TaskNodes information including an identifier of the TaskNode (label ID), the Tas-
kNodes’ parent tasks (label Task) in the form of ‘entity, property, property_value,
source, destination’, the ID of the properties that point to the next TaskNode (label
Next), the type of the TaskNode (label Type), the interval of the task (label Interv.), the
related conditions (label Cond.) and the associated goal (label G.). The TaskNode type
of the presented instances is either a manual console-command (denoted with ‘cmd’) or
a task performed by the game’s engine (denoted with ‘auto’).

Table 5. ‘ICMP Echo Request Ping’ SEF instance TaskNodes

ID Task Next Type Interv. Cond. G.

1 Learner agent, enters, ICMP Echo
Request Ping host discovery command

2 cmd 1 C1
C3

–

2 Host scanner tool, crafts, ICMP Type 8
packet

3 auto 1 – –

3 Host scanner tool, sends, ICMP Type 8
packet, from Learner host, to Target
network

4 or
5

auto 1 C2 –

4 Host scanner tool, solicits, ICMP Type 0
packet, from Target host, to Learner host

– auto 3 C4 G1

5 Host scanner tool, solicits, null packet – auto 5 C7 –
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3.4 Knowledge, Skills and Abilities (KSAs)

The instances of the KSA classes correspond to the knowledge, the skills and the
abilities defined in the NCWF framework for the vulnerability assessment analyst and
the target network analyst workforce roles [4]. The adopted KSAs are listed below
along with their NCWF identifier in the form of a letter followed by a number (the letter
denotes the type of KSA: ‘K’ for knowledge, ‘S’ for skill and ‘A’ for ability):

• K0177: Knowledge of cyber-attack stages (e.g., reconnaissance, scanning, enu-
meration, gaining access, escalation of privileges, maintaining access, network
exploitation, covering tracks).

• K0471: Knowledge of Internet network addressing (IP addresses, classless inter-
domain routing, TCP/UDP port numbering).

• K0487: Knowledge of network security (e.g., encryption, firewalls, authentication).
• S0081: Skill in using network analysis tools to identify vulnerabilities (e.g., nmap).
• S0293: Skill in using tools, techniques, and procedures to remotely exploit and

establish persistence on a target.
• A0106: Ability to think critically.

Thus, the demonstration of the manner that CAPEC, CKC and NCWF are infused
in COFELET compliant games is completed.

4 Conclusion

In this work, the COFELET ontology is proposed, an ontology for modeling cyber
security learning and training environments, and especially cyber security serious
games. The proposed ontology provides an analytical description of the key elements
the COFELET games need to comprise to represent cyber security attacks of varying
complexities. To this end, the COFELET ontology describes the primary elements (i.e.,

Table 6. ‘TCP SYN Ping’ SEF instance TaskNodes

ID Task Next Type Interv. Cond. G.

1 Learner agent, enters, TCP SYN Ping
host discovery command

2 cmd 1 C1
C3

–

2 Host scanner tool, crafts, TCP SYN flag
packet

3 auto 1 C5 –

3 Host scanner tool, sends, TCP SYN flag
packet, from Learner host, to Target
network

4 or
5 or
6

auto 1 C2 –

4 Host scanner tool, solicits, TCP RST flag
packet, from Target host, to Learner host

– auto 3 C6 G1

5 Host scanner tool, solicits, null packet – auto 5 C8 –

6 Host scanner tool, solicits, TCP
SYN/ACK flag packet, from Target host,
to Learner host

– auto 3 C6 G1
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the high-level elements such as tasks, conditions and goals) and the manner that these
primary elements can be combined to form the scenario execution flow elements
(SEFs). The SEFs represent attacks that virtually happen in COFELET scenarios and
they are described in analogy to CAPEC attack patterns.

The COFELET ontology is a step towards the implementation of solutions that
respond to the challenge of developing COFELET compliant serious games that
dynamically adapt to learners’ characteristics and the educational environment; and
integrate cyber security standards generally used in threat analysis and modeling
approaches (e.g., CAPEC, Cyber Kill Chain, National Cyber Security Workforce
Framework). As a result, a formal description of the knowledge required in the design
and development of a prototype COFELET compliant serious game is provided. The
presented elements (e.g., SEFs associated with KSAs, hints and the defensive mech-
anisms) are independent from game genres and underlying platforms and technologies.
Nevertheless, the presented set of individual instances aims at the formation of a shared
knowledge base that will be extended and utilized in cyber security learning and
training approaches that assimilate hacking activities. Through the utilization of the
proposed ontology in the development of a prototype COFELET compliant game its
usefulness has been verified and it will be furtherly examined under the prism of
forming an improved extended version.
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Abstract. The retrieval and composition of educational material are
topics that attract many studies from the field of Information Retrieval
and Artificial Intelligence. The Web is gradually gaining popularity
among teachers and students as a source of learning resources. This tran-
sition is, however, facing skepticism from some scholars in the field of
education. The main concern is about the quality and reliability of the
teaching on the Web. While online educational repositories are explic-
itly built for educational purposes by competent teachers, web pages are
designed and created for offering different services, not only education.
In this study, we analyse if the Internet is a good source of teaching
material compared to the currently available repositories in education.
Using a collection of 50 queries related to educational topics, we compare
how many useful learning resources a teacher can retrieve in Google and
three popular learning object repositories. The results are very insightful
and in favour of Google supported by the t-tests. For most of the queries,
Google retrieves a larger number of useful web pages than the reposito-
ries (p < .01), and no queries resulted in zero useful items. Instead, the
repositories struggle to find even one relevant material for many queries.
This study is clear evidence that even though the repositories offer a
richer description of the learning resources through metadata, it is time
to undertake more research towards the retrieval of web pages for edu-
cational applications.
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1 Introduction

The Internet is today recognised as a reliable source of information and services
in different domains. The significant improvement of Information Retrieval (IR)
methods certainly played a role in this revolution, also in combination with the
advance of other technologies and research areas [2]. When web retrieval meth-
ods became more efficient and effective, the Internet significantly and quickly
gained trust from users. With a focus on the education field, the Web hosts
plenty of platforms that offer online learning services like Learning Management
Systems (LMS), Massive Open Online Courses (MOOCs) and dedicated chan-
nels in YouTube to name a few. While LMS and MOOCs are ready-to-learn
courses, many other web pages from different sources include teaching content
that might be useful for both teachers and students in their educational tasks.
However, most of the research of IR in Technology Enhanced Learning (TEL)
focuses on Learning Objects (LO) and Learning Object Repositories (LOR) [6].
LO is the most powerful solution for the sharing and retrieval of online teaching
resources. The main reasons are that these resources are undoubtedly appro-
priate for education and have some educational metadata for facilitating any
retrieval function. Nevertheless, the issue of low completeness of such metadata
in popular repositories is not a new finding [17,18]. Bseides, web users started
to rely more on the Web than LORs when seeking teaching resources [14], but
the research trend is still mostly based on LORs with a considerable gap in
addressing web IR for TEL applications [9,11].

For these reasons, this study wants to address the dilemma of either limiting
IR to LORs or starting to look at the Web. Web users in education can already
benefit from present search engines to find educational resources [14]. It is indeed
more challenging to expand the search of educational material to the Web. In
existing repositories, LOs are a safe zone as (i) they are educational resources,
(ii) they theoretically come with educational metadata and (iii) the number
of resources is minimal compared to the web. At the same time, these positive
points hide some significant limits, especially in terms of diversity of the resources
and domains coverage. These reasons are behind the IR studies in TEL which
suggest embracing the Web in this research field [9,10]. In 2013, a study found out
that teachers relied more on Google than LORs when searching for educational
material in the medical field [14]. We can say that if teachers find web pages
reliable enough to teach medical content, we should start considering the web as
a source of educational material. Despite all this, to the best of our knowledge,
we find that most of the new proposals are still based on LO [6,9].

This study presents a comparison between Google and popular LORs when
searching for educational material in the Information and Communication Tech-
nology field (ICT). We chose this field not only because it is where us and the
readers can easily relate to, but also because it contains a considerable number
of topics which easily overlap with other domains (e.g. Mathematics, Physics,
etc.). In particular, the research question we investigated in this study was: how
many useful learning resources can a teacher find by searching on LORs and
Google? This study evaluates the number of relevant resources, as determined
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by teachers, that Google and LORs can suggest; we do not further investigate
their quality. On one side, this constitutes a limitation of this study, since it
can be argued that resources retrieved in LORs can be more relevant even when
they are less in number. However, our study proves that for many queries the
searches performed in the repositories end up with no suitable material, accord-
ing to teachers’ evaluation.

2 Online Repositories of Educational Resources

We have detailed definitions for LOs: (i) “A LO is any entity, digital or non-
digital, that may be used for learning, education or training” [7]. (ii) “A LO is
any digital resource that can be reused to support learning” [21]. (iii) “A LO
is a digital self-contained and reusable entity, with a clear educational purpose,
with at least three internal and editable components: content, learning activities
and elements of context. LOs must have an external structure of information to
facilitate their identification, storage and retrieval: the metadata” [19]. Moreover,
a LO is a small learning unit, typically ranging from 2 min to 15 min. It is self-
contained (each LO can be taken independently), and it is reusable (a single LO
may be used in multiple contexts for multiple purposes).

The benefits of using LOs for IR reside in the metadata. The most popular
metadata standard is IEEE LOM [1], which provides descriptive information of
the content of the LO. Such information describes the LO under many perspec-
tives, not only educational. Unfortunately, LOM shows some semantic issues
that complicate the information processing of the metadata [5,22], and authors
of LO rarely annotate the metadata thoroughly and accurately [17,18]. Hence,
many studies of IR in TEL edit LOM to have a different kind of information
that better matches their specific retrieval or recommendation purposes [3,5,6].

Some research already addresses the drawbacks in using LORs for IR.
Although the efforts to standardize the LOs into either federated or special-
ized repositories, the retrieval from LORs still finds many challenges [4]. These
challenges are because some LORs: (i) do not physically host the resources but
only metadata; (ii) have heterogeneous search interfaces (iii) use different rank-
ing mechanisms.

So, we have collected a set of 50 queries, and we have used them to query
some significant LORs and Google. A group of teachers has judged the suitability
of the retrieved LOs.

After an analysis of LORs which are primarily used and studied for IR in
TEL [6,13,14], we have excluded repositories such as iLumina1, the MACE plat-
form2, ELENA3, LRE-MELT4, or ARIADNE5. These repositories are the result
of European projects, and we do not have the certainty they are still maintained.

1 http://digitalcollections.uncw.edu/digital/collection/ilumina/search/.
2 https://www.fit.fraunhofer.de/en/fb/cscw/projects/mace.html.
3 http://old.isn-oldenburg.de/projects/SINN/sinn03/proceedings/dolog.html.
4 http://info.melt-project.eu/ww/en/pub/melt project/welcome.htm.
5 http://www.ariadne-eu.org.

http://digitalcollections.uncw.edu/digital/collection/ilumina/search/
https://www.fit.fraunhofer.de/en/fb/cscw/projects/mace.html
http://old.isn-oldenburg.de/projects/SINN/sinn03/proceedings/dolog.html
http://info.melt-project.eu/ww/en/pub/melt_project/welcome.htm
http://www.ariadne-eu.org
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For example, we know that ARIADNE, the largest project, retrieves many bro-
ken links [13]. We also have excluded digital libraries like OER Commons6 or
PROLEARN7 which can contain a very different type of learning materials, not
necessarily LOs as defined above, and they go beyond the scope of our investi-
gation.

So, we compare Google with the following three most popular repositories [6,
14]. MERLOT8: it offers over 82.000 LOs, 22.000 bookmark collections, and 884
courses (we concentrate on LOs only).

Open Stax CNX - Connexions9: it allows to explore more than 2.000 books
and more than 32.000 small knowledge chunks in different subject areas (Arts,
Business, Humanities, Mathematics and Statistics, Science and Technology,
Social Science). We will not consider books.

WISC-ONLINE10: it hosts over 2,500 LOs, mainly interactive flash files.

3 Data Collection

To compare Google and LORs, we need a set of queries and the relevance of the
retrieved resources. The purpose of the data collection phase, implemented via an
online survey, is to have a set of queries that teachers would use in real teaching
scenario. With these queries, we interrogate both Google and LORs to compare
the accuracy of their recommendations. Since Google does not necessarily refer
to teaching materials, we asked the participants to evaluate the suitability of
retrieved web-pages for teaching in a specific context. After the quality control of
the annotations, the dataset consists of 50 queries, where, for each query, we have
10 web-pages with a score from 1 to 5 for expressing the suitability of the item
for teaching in the particular educational context. The questionnaire is about
the validation of our teaching context that shall elicit teaching aspects essential
for the retrieval of web resources for education. It is composed of three blocks.
The first one collects some general information about the sample such as age and
teaching experience. The second block extracts from respondent instructors their
current attitudes when using online systems for seeking educational resources.
The last block is related to the perceived usefulness of the attributes of the
proposed teaching context.

To complete the survey in a reasonable time-frame for the participants, teach-
ers assess the usefulness of the results presented by Google only. For a reliable
evaluation of the usefulness of a web-page, external assessors shall rate items
with the highest level of knowledge and awareness of the purpose of the web-
search [15]. We developed an online system where assessors could connect to
retrieve web pages for a teaching scenario defined by course title, education
level, difficulty, and a concept map of the course.

6 https://www.oercommons.org/.
7 http://www.prolearn-academy.org/.
8 http://www.merlot.org.
9 https://cnx.org.

10 https://www.wisc-online.com/.

https://www.oercommons.org/
http://www.prolearn-academy.org/
http://www.merlot.org
https://cnx.org
https://www.wisc-online.com/
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To make sure teachers were fully aware of the purpose and context of the
query [15], we allowed them to define the teaching scenario, and then interrogate
Google11 with a query that they believed to best reflect the searching criteria.
The survey presented, for each query, the top-10 items in a plain user interface
so that teachers could not know that Google was elaborating their queries.

Also, the items were reported in a random order to avoid any bias due to
the presentation order. The teachers evaluated the items using 5 points Likert
scale. Given the rating scale, we consider useful those web-pages with a score of
at least 3.

3.1 Participants

Since neither professional nor personal aspects of the participants can affect the
evaluation process, instructors of any age, expertise, and teaching experience
have been invited to the survey. We only restricted the invitations to teachers
with teaching experience in machine learning or information systems subjects at
the university level. 65 teachers participated in the questionnaire. Almost 80%
of participants have more than 5 years of experience in teaching, and around
90% of participants’ age is between 35 and 74. No participants in the age range
18 to 24 and 75+ have been recorded. Therefore, most of the participants in
the questionnaire have been teaching for at least 6 years, suggesting a reliable
sample. More details about the experiment can be found in [16].

3.2 Quality Control

When external assessors are invited to rate web-pages, we can expect that some
of them randomly rate the items to conclude the survey quickly. For example,
we experienced that some users assigned ratings from 4 to 5 to all the items
without inspecting any of them, though it was clear that some documents were
even off topic. This behaviour leads to misleading data for our experiments.
We programmed our system to automatically perform quality control of the
annotations by removing annotations of participants who did not inspect at
least 50% of the rated web-pages. The ratings gathered for these web-pages are
reliable and useful for our analysis.

3.3 Data Annotation

During the survey, the system records the response time of Google for producing
the results set, the user’s query, and the order of the items proposed by Google.
About the educational data, we record the concept of the search as well as the
teaching context data. For quality control of the assessments, the system tracks
whether or not the assessor inspected the rated web-pages. It sets a flag to 1

11 Google is queried by using the Google Custom Search service expanded to the entire
web.
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when the assessor clicks on the link to the web-page. After the online annota-
tion of Google’s results, we queried the subject LORs with the same 50 users’
queries collected from the online survey. Since LORs host learning resources only,
there is no need to determine whether or not a suggested item is for teaching
purposes. So, the resources from the educational repositories only require an
assessment of the relevance to the query. Because of our expertise in the field
of machine learning and information systems subjects, and no professional or
academic involvement in any of the systems under analysis, our evaluation is
enough [20]. We, the authors, evaluated the items found by the subject LORs
with a binary value (relevant or not relevant). A LO is labelled as relevant when
it fully covers the query and concept object of the search. In the case of web-
pages returned by Googles, teachers have labelled the usefulness of the retrieved
web-pages.

4 Google vs LORs

This section presents the analysis of the quality of the results shown by the
subject systems. This study aims to determine whether or not Google, a generic
search engine, is an effective retrieval system of resources for education, rep-
resenting a valid alternative to LORs. Figure 1 depicts the number of relevant
items retrieved by the subject systems for each of the 50 queries. The more
external is the line, the more relevant items the systems retrieves for a query.
Google (the green line) is the system with predominantly better performance
than the subject LORs. In just a few cases, some of the repositories found more
relevant results than Google. In particular, MERLOT was better for 2 queries,
CNX for 3 queries while WISC never found more relevant results than Google.

Fig. 1. The number of relevant items retrieved by the subject systems for each of the
50 queries. (Color figure online)
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Fig. 2. The number of resources retrieved, on average, by Google, MERLOT, CNX
and WISC for the 50 queries.

Table 1. Summary of the number of relevant items retrieved by Google, MERLOT,
CNX and WISC.

System Mean Std. dev. Min. Max.

GOOGLE 5.44 2.392 1 10

MERLOT 1.28 1.917 0 7

CNX 1.66 2.37 0 10

WISC 0.22 0.764 0 5

Fig. 3. The percentage of queries which resulted in zero relevant items (red) and in at
least one relevant item (blue). (Color figure online)
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Figure 2 and Table 1 dive us into the finding of this analysis: Google returned,
on average, many more relevant resources than any of the three LORs. We can
see that Google shows a nice and relevant distribution where the variance of the
sample is not too large compared to the mean value. Instead, the three repos-
itories report a significantly high deviation of the sample. Also, Google always
presented at least one relevant item, while the repositories did not even retrieve
one appropriate item for a considerable number of queries. Figure 3 highlights
such result, where MERLOT did not find any relevant item for 28 queries (56% of
the queries), CNX for 23 queries (46%) and WISC for 43 queries (83%). Another
interesting outcome is that the educational repositories presented a set of less
than 10 items for most of the queries, and sometimes even none. Google always
retrieved more than 10 web pages per query.

For a generalisation of the results, we compute one-tailed two samples Stu-
dents’ t-tests to explore the statistical significance of the better performance of
Google compared to the repositories. We use the t-tests to analyse if there is a
significant difference in the performance of Google with each of the three subject
repositories. The research hypothesis we investigate here is that Google retrieves
more relevant items than MERLOT, CNX and WISC. Before to proceed with
the computations, we further investigate the homogeneity of variances between
the samples under comparison. To this aim, we run the F test of the samples of
data from the subject systems with the sample of Google. The results indicate
a similar variance of the data from Google with the samples of MERLOT and
WISC. Instead, the sample of Google and WISC present a different variance, so,
for this last case, we compute the Welch two-sample t-test. We use the default
functions of the statistical software R for the F tests and t-tests. Table 2 reports
the outcomes of the t-tests, strongly confirming and supporting the superior
performance of Google.

Table 2. Results of the t-tests of the number of relevant items retrieved by Google
compared with MERLOT, CNX and WISC.

Google VS t-value Degree of freedom 95% Conf. interval of
mean diff.

p-value

MERLOT 9.596 98 3.440 4.55e−16

CNX 7.938 98 2.989 1.719e−12

WISC 14.701 58.889 4.627 <2.2e−16

All the t-tests retain our research hypothesis (p < .01), leaving no doubt
of the statistical significance of the findings of our experiment. Reading the
confidence intervals of the mean differences in Table 2, we can also assert that
Google is likely to find at least 3 more relevant items than LORs. Finally, on
average, Google presents at least 5 relevant items, while the repositories reported
a mean value of just over 1 relevant item per query.
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5 Conclusions and Future Works

In this work, we find evidence that searching educational material with Google
is more effective than using LORs. The strong positive points of LORs is that
they host educational materials with instructional metadata. On the other way,
the web dimension, besides being a challenge, is also an excellent opportunity.
Google accesses to a higher number of items than LORs; the problem is whether
or not such items can be useful for education.

When researching in IR in TEL, some recent research is starting to transfer
the IR research from LORs to the Web [8–10]. However, most of the research still
uses LORs as the primary source of educational material [6,9]. This study helps
to underline the potential of the Web for education, so that future research can
further investigate in this direction. We compare the number of relevant items
that teachers can find when searching with Google compared to three popular
LORs: MERLOT, CNX and WISC. After collecting the ratings of web pages
retrieved by Google for 50 queries, we examine if the LORs can return an equiv-
alent number of relevant resources for those queries. The difference is evident and
remarkable: on average, Google presents many more relevant items than LORs,
and no queries resulted in an empty set of relevant items. We find that CNX
is the repository that performed the best among the three subject LORs. On
average, CNX returns 1.66 relevant items per query, which is significantly lower
than 5.44 relevant items experienced with Google. Also, CNX did not find any
relevant items for 46% of the queries, while Google presents at least one relevant
item for all the queries. The other two repositories have a worse outcome than
CNX. Finally, the t-tests do not reject our research hypothesis (p < .01) of a
higher likelihood of finding more relevant items with Google than with LORs.

This study encourages to expand the IR methods in TEL to the web rather
than LORs only. Some studies also show benefits of semantic approaches to
improve the educational description of web pages [12], so further analysis of
the benefits of such technologies would provide an additional insight of what
direction the research on IR in TEL should take.
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Abstract. Given the importance of a well-constructed educational gaming
interface and the costs involved in its development, it is important to identify the
ergonomic requirements to be considered during the design process to ensure that
the game be adapted to the characteristics of seniors. In a study of seniors aged 55
and older, we created and tested an educational game, “In Anticipation of Death”,
in order to measure usability in the sense of determining the intuitive capacity of
the game (user-friendliness). This paper presents the variables of the study, the
way we adapted the game Solitaire for seniors and the results of an experiment
done with 42 older players. The latter showed a high degree of satisfaction with
game navigation, the display mode and gameplay equipment. Recommendations
are presented to guide the development of online educational games for seniors.

Keywords: Educational games � Ergonomics � Older adults � Validation �
User-friendliness

1 Introduction

Researchers have pointed out that the effectiveness of educational games depends on
players’ needs and individual characteristics and that we need to develop systems that
can adapt to the demands of their target audiences [1–4]. An inappropriate design can
discourage seniors’ use of online educational games [4].

In this article, we first define what we mean by user-friendliness in an educational
game. Then, we describe how we have adapted the user-friendliness aspect of a well-
known game, Solitaire, for seniors. We briefly present the results of a field test of the
educational game, “In Anticipation of Death”, made available online for testing with 42
seniors to determine their degree of satisfaction with the game’s user-friendliness.
Finally, we offer recommendations to guide the development of effective educational
games for older adults.

2 User-Friendliness in the Game

Our game development approach is rooted in a User-Centered Design (UCD)
methodology, which integrates an ergonomic approach into product development. This
approach is based on criteria of usability. Usability refers to the ability of the game to
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adapt to the characteristics of the target user (user-centered design) and to be intuitive
(user-friendly). User-friendliness refers to the qualities of a digital game that make it
easy and pleasant to use and understand, even for someone with little computer
knowledge. The role of the game’s environment is to help the player focus on what is
important.

The objective of the study was to evaluate the user-friendliness of the educational
game for seniors. In order to meet the objective of the study, the interface of the
Solitaire game was adapted to allow us to introduce educational content in the form of
quizzes.

3 Choosing the Type of Game and Its Educational Content

We initially relied on a survey of 931 seniors from Quebec and British Columbia, as
part of the project “Aging Well: Can Digital Games Help?” (2012–2016), in which the
game of Solitaire was identified as one of the favourites of older adults [5].

3.1 Solitaire

Solitaire is a single-user game that is played with a deck of 52 cards. The first 28 cards
are arranged into seven columns of increasing size, which form the Board. Only the last
card of each column on the Board is placed face up. The 24 remaining (face down)
cards make up the Stock pile, also called the Deck. Cards from the Stock pile are
discarded, according to the player’s choice, one or three at a time. Finally, the game
ends when all the cards are placed into four piles for each suit and sorted in ascending
order (from Ace to King), or when a player declares forfeit because they cannot move
any more cards. In the latter case, the player can start a new game. For this study, the
Solitaire interface is coupled with a questionnaire game.

To create the online educational game “In Anticipation of Death”, we used the
UCD process, which consists of testing the product (an educational game) at different
stages of its development with its future users (in our case, 24 older adults) and making
any modifications needed.

3.2 Learning Content

For the game’s questionnaire, we interviewed 167 seniors aged 55 and over in a second
study, “Promoting Social Connectedness through Playing Together - Digital Social
Games for Learning and Entertainment” (2015–2020). These participants were inter-
ested in the actions to be taken upon the death of their spouse; more than 72%
expressed a lack of knowledge about arranging the affairs of their spouse. The
objectives of the game are to empower seniors to recover amounts owed to their
spouse, to pay any outstanding debts, and to fulfill their spouse’s wishes concerning the
disposition of their body [6].

To integrate learning content into the game without creating cognitive overload for
seniors, information should be broken up into small units (one or two lines) or simple
questions (true/false or multiple choice with one or more answers or objects to be
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matched). Repeating content elements allows seniors to recognize them and consider
them useful for their progress in the game [2, 9, 10].

For experimental purposes, we split the learning content into small units, which
resulted in 70 closed questions (true/false or multiple choice with one or more
answers), divided into three levels of difficulty (22 easy, 24 medium and 24 difficult)
identified by one, two or three stars. This division ensures that the questions repeat at
least once during a game with the goal of completing the four piles.

4 Navigation in the Game’s Environment

To make a game environment intuitive for seniors, designers should ensure that players
can easily access all components (cards, navigation buttons, instructions/tutorials and
score) needed for the game to run smoothly [7, 8, 10]. To facilitate players’ movement
in the game, it is very important to make sure that the game and its components display
without overflowing the screen and without blocking some game elements [4, 11]. For
a comfortable gameplay experience, the design should use a predetermined frame or a
responsive web design to maintain a standard display layout across screens. The game
board and accessories for playing should cover most of the screen, and scroll bars in
page displays should be avoided. In the game “In Anticipation of Death”, we divided
the game interface into three areas (see Fig. 1) to make it easier to navigate.

Zone 1 (Information) contains all the information needed to understand how the
game unfolds: the options menu, the timer, the number of accumulated credits and the
access icon for the privilege store. Zone 2 (The game board) includes all the playing
elements of the game: the Stock pile, the seven columns and the four stacks of cards.
Zone 3 (Apprenticeship) refers to the educational aspect of the game: a tutorial

Zone 1

Zone 2

Zone 3

Fig. 1. Game environment
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accessible at all times and a progression line that allows you to display a question to be
answered after every five movements of the cards in the game.

To facilitate navigation within the game, the game elements and question content
should be limited to one screen page. This avoids long and tedious scrolling on the
screen, which particularly demotivates seniors with short attention spans [4, 7, 8, 10].
In the game “In Anticipation of Death”, we restricted the display format of the game
board to the smallest configuration used by our target audience: 1024 � 768. This
window is always visible independently of the other windows that are superimposed

It is also important to minimize the use of superimposed windows during the course
of a game. Because some older users are less likely to notice page changes and can
become confused, a clear notification of a change of screens should be displayed as, for
example, when the player goes from the “game” page to a “Questions/Information”
page) [12]. In the game “In Anticipation of Death”, we limited the number of windows
to only two. When the second window appears in the center of the screen, the game
board becomes gray and inactive.

Similarly, if question content is integrated into the game, all relevant information
must be available to the player through single clicks. In the game “In Anticipation of
Death”, we designed learning questions to include on the same page all relevant
information (question statements, answers, degree of difficulty, feedback, credits
earned or lost). The questions, answers, feedback, etc. are displayed in a second
window superimposed on the game board. The size of this window is variable, but
always smaller than the board.

5 Equipment for Playing

Game equipment, such as a laptop, tablet, keyboard, or joystick, must be used with
some constraints to make them comfortable for seniors [4]. Complicated physical
actions, such as those that require a double click of the mouse or that force the player to
precisely control a pointer on the screen while having to correctly press a button,
should be avoided [4, 11]. Mouse handling should be reduced to essential actions, since
it requires hand-eye coordination and increases cognitive load [13]. Instead, use the
arrow keys of a standard keyboard or a keyboard adapted to handle the game. For
seniors, game equipment should avoid newer technologies that require high skills for
effective use [11]. In the game “In Anticipation of Death”, we avoided requiring a
double click to perform any action, whether to answer questions, to move cards in the
game, to open the tutorial, to purchase a privilege, or to choose gaming options.

If a game controller is used, we recommend a one-handed device such as a com-
puter mouse or the Wii Remote. Tablets must have screen sizes that are large enough to
clearly display needed information [13, 14]. For experimentation purposes, we opted
for computers with a mouse, 15” touchscreen laptops, and 10” tablets that allow seniors
to move the elements of the game with their finger or mouse. We also integrated
buttons with words and symbols to make it easier for seniors who were not born in the
digital age.
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6 The Methodology

6.1 Demographic Data

It is very difficult to find objective definitions for the terms “senior” or “elder.” “There
is no current consensus on new definitions proposed by experts.” [15, p. 8]. These
authors [15] identify two types of seniors: those who are currently 65, the threshold that
defines the elderly according to Statistics Canada, and those considered to be the next
generation of seniors, adults aged 55 to 64.

Among the 42 participants in the Solitaire Quiz experiment, there were 19 women
and 23 men. The sample included 20 participants aged 55 to 60 years (48%) and 22
subjects aged 61 and over (52%). Among the sample, nine players said that they did not
have the skills to use digital games, while 18 players identified themselves as “be-
ginners” and 15 as “intermediate” participants. Of the 42 participants, 90.5% played the
game at least five times for an average duration of 7.3 min, and 42.9% played between
six and nine times for the duration of the experiment.

6.2 Technology

In order to assess the design of the educational game as adapted for seniors 55 and
older, we tested the game with 42 older adults using a mouse, 15” touchscreen laptops,
and Android and iPad tablets.

6.3 Experiment

The experiment took place over the course of two months. Participants were invited to
play the game at least five times. This experiment was approved by the university’s
ethics committee. Each participant was made aware of the research purpose and signed
a paper or online consent form.

6.4 Measuring Instruments

Before the experiment, we administered a questionnaire on socio-demographic data and
seniors’ habits (12 items). After the experiment, a self-administered questionnaire was
given online on user-friendliness relating to navigation in the game’s environment (six
statements), equipment for playing (three statements) and players’ interest in the game
Solitaire Quiz (three statements). The items were operationalized by a Likert scale of
five levels (from strongly agree to strongly disagree and the option does not apply). The
questionnaire also included a section to collect written comments from respondents.

7 Results

For player perceptions concerning the user-friendliness aspect of the game (navigation
in the game’s environment and equipment for playing), all the items had positive
outcomes in that average ratings were above the favourable perception threshold (in
agreement) of 4.00 (Table 1).
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In addition, the standard deviations show a low dispersion of responses. In other
words, the respondents’ opinions were generally grouped around the average. The
standard deviations of all items were below 1.00.

Finally, the vast majority (92.86%) of participants liked to play Solitaire enhanced
with a Quiz and 90.48% of the players wished they could try a new quiz. All parti-
cipants would recommend the game to others.

8 Recommendations

Although the perceptions observed in this study relate to a specific game (Solitaire
Quiz), the results can be applied to different types of games. Some recommendations
can be made to educational game designers:

– Avoid player confusion, organize gameplay information into zones and reduce as
much as possible the number of controls necessary to accomplish a task.

– Reduce the number of windows and clicks needed to access and play the game. This
speeds up the pace of the game and promotes player motivation.

– Design the game board components to minimize the game’s download time.
– Group gameplay actions on one page without a superimposed window.
– Facilitate the movement of objects on the game board by using a touch screen (for

tablet and touch-screen users) or a mouse (for PC and Apple users) by enlarging the
surface object to move.

– Avoid actions that require a double click of the mouse. This double action is not
easily performed by seniors and some of them regularly forget to do so, which
creates a frustration and demotivation.

Table 1. Participants’ perceptions about navigation and the playing equipment

Criteria Items Mean SD

Navigation in the game’s
environment

Access: the three areas of the game
interface

4.63 0.53

Screen size and information displayed 4.63 0.61
Representativeness of the icons 4.51 0.68
Superimposition of windows 4.57 0.63
Loading time of the pages 4.40 0.59
Grouping actions in one page 4.74 0.50

Equipment for playing Number of clicks 4.35 0.59
Tactile screen 4.63 0.67
Mouse 4.57 0.59
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9 Conclusions

Our study shows that the design of an educational game must take into account its
target audience. To make the game easier for seniors to use, it is important to make sure
that the components of the game are visible within the screen, that the grouping of
player actions accelerates the game and keeps up players’ motivation, that the use of
the mouse or the touch screen makes actions easy to perform in the game and requires
little manual dexterity. In addition, our participants showed general interest in this
educational game.

While obtaining positive results on the three dimensions of the study, our results are
limited by the limited number of respondents (n = 42) and the experimentation time
(2 months). Further studies will be needed to address these limitations and to examine
the impact that the online educational game has had on seniors.
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Abstract. Online learning communities are predicated on the assumption that
social interaction among participants will lead to learning. Yet, research has
shown that not all interactions result in learning and that there is a need to
develop a more nuanced understanding of the nature of activities in online
communities and their relationship with learning. We analyzed data from the
Scratch™ online learning community, a platform designed to teach Computa-
tional Thinking (CT) through block-based activities, using the Differentiated
Overt Learning Activities (DOLA) framework to assess learning. We found that
users who engaged in constructive activities demonstrated higher learning, as
illustrated by the complexity of their contributions, compared to users who were
merely active on the platform. We compared users across two sub-communities
within Scratch and found that participation and contributions across the two
domains resulted in different learning outcomes, showcasing the effect of con-
text on learning within online communities.

Keywords: Online community � Computational thinking � Informal learning �
Collaborative learning � Scratch

1 Introduction

The use of online communities to foster learning is well-documented in the literature
especially for computational concepts and programming [28, 31]. The context for this
research is Scratch™, specifically its community-based platform where one can code
games, animations, and stories using media-based programming language. In Scratch,
one uses ‘blocks’, which are puzzle shaped pieces, to create code. The blocks connect
to each other like a jigsaw puzzle, where each block represents a particular program-
ming concepts (e.g., if, do-if, repeat, end). Within Scratch, users have the opportunity
to see projects completed by others, use pre-existing code, comment on others’ projects
and seek assistance from others. Community based interaction in Scratch manifests as
commenting, remixing, and sharing of projects [11]. Scratch has been used in AP
courses and introductory programming courses at the college level [9, 10]. Scratch has
been designed primarily to support the development of Computational thinking (CT) in
primarily in young people (ages 8 to 16) [4–7] but has also found some adoption
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among adults [8]. CT as a concept articulates a set of problem-solving thought pro-
cesses derived from computer science but applicable in any domain [29]. In its earlier
incarnations CT was largely seen as “algorithmic thinking” and referred to using an
ordered and precise sequence of steps to solve problems. Wing (2006) defined it as
“solving problems, designing systems, and understanding human behavior, by drawing
on the concepts fundamental to computer science” [30]. Overall, CT is a broad
umbrella term that encompasses core computational science concepts as well as pro-
gramming skills.

2 Prior Work and Research Objective

Several studies of the Scratch community have examined the relational aspect of user’s
social behavior. Researchers have used comments, number of projects created,
remixing, favorites, love-its and friend requests as a way to characterize collaboration
[11–13]. Sylvan [14] investigated social interactions in terms of project influence and
social influence. Project influence was measured as the number of times a project has
been downloaded and social influence in terms of betweenness centrality of friendship
networks. Studies have also looked at number of times a user’s project had been
featured and gallery participation [14]. Similarly based on social factors and differences
in projects created, Scaffidi and Chambers [21] categorized users as project leader,
active user, peripheral user and remixer/passive user and Monroy-Hernández and
Resnick [22] categorized users in terms as active consumer, passive producer active
producer. These studies have focused on the overall community or the user themself
but have not examined CT. On the other hand, researchers that have examined the use
of computational concepts within Scratch [15–20] have not focused on the interaction
among users. The exception is Dasgupta et al. who in their study focused on the
association between remixing and learning CT [5]. They studied number of remixes,
downloads made by the user, experience of the user, comments received on projects
created by the user, and number of different blocks used by the user as predictors.

Overall, although studies have looked at social and collaborative aspects of Scratch
and also at CT, there is limited understanding of how specific kinds of activities that
users engage in can lead to CT learning. This study hypothesizes that difference in the
nature of social interactions exhibited by a user can lead to difference in learning of CT.
To examine directly the relationship between the nature of interactions and learning
outcomes, this study leverages a framework advances within the cognitive sciences and
uses data from the online community for Scratch™.

3 Analytical Framework

3.1 Differentiated Overt Learning Activities (DOLA) Framework

Few frameworks allow for differentiation of learner activities so that we might be able
to tease out what activities actually lead to learning. Chi proposed a framework –

Differential Overt Learning Activities or DOLA – which categorizes learner activities
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as being active, constructive or interactive [3]. An interactive activity involves higher
cognitive process than constructive and constructive is higher cognitively than active
learning. In contrast to any form of active learning, passive learning involves teacher-
centered methods and is a form of learning applicable largely to formal educational
contexts, and therefore, not applicable to our study [23].

An active activity can be noticed when a person takes an action, does something
physically or verbally. A constructive activity is demonstrated when the output of the
interaction goes beyond the information initially provided. An interactive activity is
exhibited between partners when both parties are involved in collaboration contribute
equally. Table 1 below provides brief definitions of active, constructive and interactive
activities and the supposed cognitive processes associated with them.

Classroom studies [23, 24] using Chi’s DOLA framework have characterized
selecting, repeating, paraphrasing as active behavior. In terms of virtual learning
environments, simply manipulating an existing scenario in simulation software was
considered to be active. On the other hand, when a learner elaborately explains a
problem, makes a connection to previous problems, generates a hypothesis, compare
and contrasts, draws analogies the learner is considered to be constructive. An inter-
active activity in collaboration is revealed when both partner’s debate each other’s
ideas, when an instructor provides feedback which leads to a more extended dialogue
discussing the issue etc. Although Chi’s framework looks at all activities, alone or in
collaboration, it can be easily extended to study collaborative learning and studies
using Chi’s DOLA framework have been used to evaluated student’s collaborative
behavior in learning concepts in physics, mathematics, bridge design, evolutionary
biology, human circulatory system, introductory materials science and engineering.

3.2 Operationalizing DOLA for Scratch

For the purposes of this study, we operationalize Scratch users’ activities in terms of
being active and constructive and investigate their relationship to CT learning. Within

Table 1. Chi’s Differentiated Overt Learning Activities (DOLA) framework

Active Constructive Interactive

Feature Doing
something
physically

Producing outputs that
contain ideas that go beyond
the presented information

Dialoging substantively on the
same topic, and not ignoring
partner’s contributions

Cognitive
processes

Attending
Processes
Activate existing
knowledge
Assimilate,
encode, or store
new information
Search existing
knowledge

Creating Processes
Infer new knowledge
Integrate new information with
existing knowledge
Organize own knowledge for
coherence
Repair own faulty knowledge
Restructure own knowledge

Jointly Creating Processes
Creating processes that
incorporate partner’s
contributions
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the context of Scratch online community most activities are collaborative in the sense
that they involve either interacting with or using elements of others’ project. In par-
ticular, we were interested in understanding these socially driven activities since they
are a better indicator of collaboration.

We did not examine interactive activity since the inherent affordances of the
platform restricted interaction to asynchronous and even if users interacted syn-
chronously, we did not have the data for the analysis (there was no clickstream data, for
instance). We also did not operationalize passive activity since the online platform data
did not contain data of passive activity such as number of times a user played or
watched a project.

This study defines collaborative activities of a user by counting the number of times
the user initiates different types of interactions. For example: the total number of users a
particular user follows, a number of times user favorites other projects, the number of
times a user goes out and makes comment on other’s projects, and the number of times
a user remixes another user’s project. In case of adapting Chi’s DOLA framework the
study further classifies these interactions into active and constructive. Table 2 provides
definitions of active interactions. Interactions that do not modify or elaborate on the
topic were considered active (e.g. follow, favorite).

To categorize comments as active and constructive, Velasquez et al. [11]’s findings
have been applied. According to Velasquez et al. [11], comments with word count less
than 18 (usually emojis, encouraging phrases, verbs and adjectives) were categorized as
active and comments with word count more 18 as constructive. However, in order to
better understand the constructive nature of the comments, comments with greater than
18 words were manually coded for our study. An interaction was characterized as
constructive interaction when a user is assumed to modify and elaborate on a particular
topic (e.g. modify a projects code). Table 3 provides definitions of constructive
interactions.

Table 2. DOLA operationalized for scratch – active category

Active activities Definition

Favorited Total number of times a user favorites other projects
Follow Total number of users a particular user follows
Active_Comment Total number of times a user makes active comments on other projects

word count less than 18 usually emojis, encouraging
phrases/verbs/adjectives [1]

Active_Remix Total number of projects created by a user that was a remix of another
user’s project where the number of different types of blocks uses is the
same as the original project
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4 Data Description and Selection

The scratch community datasets from 2007 through 2012 are publicly available to
researchers for analysis through MIT Media Lab. Scratch Research Data (available at:
https://llk.media.mit.edu/scratch-dataset/). This study used the following data tables for
analysis: comments, downloaders, favorites, friends, projects, project_blocks, and
users.

To find a relevant dataset within the larger data corpus, we used pre-classified data
from Gelman et al. [2]. Gelman et al. [2] in their study identified clusters of Scratch
8184 users who had more than 25 followers. Gelman et al. used OpenOrd layout in
Gephi to identify different models of community growth over time to understand how
scratch user’s behavior and dynamics impact community participation. OpenOrd is a
multi-level, force-directed layout and uses average-link clustering based on both edge
weights and distance, where distance is determined using a force-directed algorithm
[25]. Clusters of nodes were replaced by single nodes, and the clustering was repeated
until a certain distance threshold between the nodes was reached. After the clustering
was complete, the graph was expanded by replacing the individual nodes with the
original graphs in each cluster. Using a text mining approach and by concatenating
project titles, descriptions, and tags for all projects within each cluster, each cluster was
represented as a document with a bag-of-words approach. For each term, the term
frequency inverse document frequency (TFIDF) value was calculated resulting in five
clusters: a cluster that heavily featured old Scratch users (number of users 278), a
young cluster of game makers (number of users 1798), an comparatively mature game
making user cluster (number of users 2710), a cluster of users focusing on art projects
and another cluster which had a Variety of projects (number of users 2260). The reason
for choosing TFIDF over Term Frequency (TF) was to determine the relevance of a
particular term within a particular cluster versus its relevance across all clusters.

We sub-selected two of the pre-identified clusters by Gelman et al. [2], the cluster
with comparatively mature game makers and the cluster with variety of projects. The
Gaming cluster initially had 2710 users. However, only 2173 users only had at least 5
projects. Similarly, in the Variety cluster initially 1934 out of 2260 users were used for

Table 3. DOLA operationalized for scratch – constructive category

Constructive activities Definition

Original_Projects Total number of original projects created by a user
Constructive_Comment Total number of times a user makes constructive comments on

other projects
Word count >18.320 and containing constructive praise or
criticism [1]

Constructive_Remix Total number of projects created by a user that was a remix of
another user’s project where the number of different types of
blocks uses is the more than the original project
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analysis. From now onwards in this paper we will identify these two clusters as game
cluster and Variety cluster. The reason for selecting two completely diverse clusters
was to illustrate difference in cluster behavior. The Gaming cluster would exemplify
comparatively keen CT learners and the Variety cluster would provide more of a
general user behavior in Scratch.

5 Data Analysis

5.1 Learner Initiated Computational Thinking

In this study, we aim to focus only on actions initiated by the user. It is important to
investigate such self-initiated social behaviors because these interactions are self-
motivated and self-regulated by the learner himself/herself. Thus, in order to assess a
learner’s overall experience in learning in an open online line platform it is necessary to
focus on what s/he does as well as what s/he learns from the community.

Figure 1 illustrates different social interactions initiated by a user in the context of
the Scratch community. For example, User A in Fig. 1 can leave a comment on a
project, favorite projects created by other users, and follow other users in the Scratch
community. User A can also create a project from scratch (original project) or remixing
code from pre-existing projects (remixed project). All these interactions: comment,
favorite, follow and creating/remixing are user initiated.

5.2 Learning Analysis Using IDF

In this study, CT as a process has been evaluated as a combination of user’s self-
initiated social interactions and by evaluating the amount of CT learning skills the user
is exhibiting with- in projects. One of the studies to directly examine learning within

Fig. 1. Social interaction initiated by a user in scratch
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Scratch is Yang et al. [15]. They used Inverse Document Frequency (IDF) to assess
learning. IDF is a widely used statistical measure for assessing the importance of a
word is in a document [26, 27]. Whereas, Term Frequency (TF) is simply the number
of times a word appears in a document, IDF assigns more weight to key words that
appear rarely than the ones that are more commonly used. Thus, IDF helps to better
determine the breadth of use of different CT operators used with-in projects created by
Scratch users. Yang et al.’s model assigned higher weight to computational blocks that
were rarely used and lower weight to frequently used blocks. Based on the different
types blocks used in original projects created by a user, Yang’s model calculates a
cumulative value of learning. We apply the same method to assess learning for all users
in a cluster with at least 5 projects. The cumulative value was calculated based on all
original projects created by a user. We further subcategorize learning across three
parameters: loop learning, conditional learning and operator learning. Table 4 indicates
the different blocks used to operationalize each sub learning categories. Studies eval-
uating CT in Scratch have similarly used blocks to assess the different categories CT
learning [4, 5, 7].

6 Results and Discussion

In order to test the hypothesis proposed in this study we conduct three steps of analysis.
For both clusters we first measure interactions of each user; second, we measure CT
learning of each user; and third, we correlate interactions with CT learned. These three
steps allow us to examine the one-to-one relationship between different types of social
interactions and CT learning.

The summary statistics for measures of social interactions and learning of users of
the Gaming and the Variety cluster are provided below in Table 5 (G: Gaming; V:
Variety).

Table 4. Categories of CT and corresponding blocks used for evaluation

Type of
learning

Blocks used

Loop forever, foreverIf, repeat, repeatUntil
Conditional waitUntil, foreverIf, if, ifElse, repeatUntil, bounceOffEdge, turn-

AwayFromEdge, touching, touchingColor, colorSees, mousePressed, key-
Pressed, isLoud, sensor, sensorPressed, lessThan, equalTo, greaterThan, and,
or, not, listContains

Operator lessThan, equalTo, greaterThan, and, or, not, add, subtract, multiply, divide,
pickRandomFromTo, concatenateWith, letterOf, stringLength, mod, round,
abs, sqrt
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In terms of differences between clusters, values for favorites (Gaming cluster user’s
median favorited: 36, Variety cluster user’s median favorited: 28) were higher in
Gaming cluster than the Variety cluster. All other social interactions values were less in
the same range for both the Gaming and Variety cluster.

In terms of learning, the Gaming cluster had higher values (user’s median use of
loop in a project: 4.19, conditional: 18.9 operator: 12.47) than the Variety cluster (loop:
3.13, conditional: 15.25, operator: 8.55). Before correlating social interactions with
learning some factors (e.g. remix_active and constructive, follow, favorited) were log
transformed to achieve normality. This was done because those particular data sets
were highly skewed. Previous studies [5, 17] on Scratch data have also used log-
transformed data sets for analysis. According to our model, the more challenging or
rare and constructive is the nature of the task, the higher is the learning.

The findings of the study confirm the proposed hypothesis that in the context of
Scratch users, difference in the type (active versus constructive) of activity exhibited by
a user can lead to difference in learning of CT. For example, a user who had created
more original projects and more remix projects with added features to the existing code
learned more than a user who did less of either of these two constructive activities.
Creating remixed projects and commenting on projects were also found to be active
behavior that correlates to learning of CT.

Table 5. Summary statistics for gaming and variety clusters

M Median x Mean R S.D Range

Favorited G 36 105 238.66 [0–4232]
V 28 79.98 182.057 [0–3466]

Follow G 43 90.92 152.9 [1–2061]
V 44 95.94 177.350 [0–3070]

Active_Comment G 276.95 414.95 491.908 [0–7400]
V 206 352.39 456.456 [0–5882]

Active_Remix G 8 16.67 27.27 [0–501]
V 8 17.25 28.751 [0–429]

Original _Projects G 44 71.89 93.04 [5–1841]
V 38 70.22 117.350 [5–1903]

Constr_Comment Very limited, disregarded this factor
Constructive_Remix G 7 14.31 25.93 [0–617]

V 4 10.19 22.86 [0–565]
Total CT learning G 101 99.15 36.65 [.8–318.54]

V 72.07 73.60 43.03 [0–312.37]
Loop learning G 4.19 3.66 .96 [0–4.19]

V 3.13 2.97 1.39 [0–4.19]
Conditional learning G 18.9 18.49 6.19 [0–31.48]

V 15.25 14.34 7.47 [0–28.77]
Operator learning G 12.47 12.43 6.11 [0–41.39]

V 8.55 8.86 6.70 [0–41.39]
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In terms of separate CT concepts, including Loop, Conditions and Operators;
Conditional learning correlated higher with constructive interactions than the Loop or
Operator learning. For both clusters, learning from constructive interactions was found
to be stronger than the relationship between CT learning and active interactions. In
terms of difference between clusters and relationship between social interactions and
learning CT, users of the Variety cluster learned more by creating original projects and
extensively remixing (remix_constructive) projects than users of the Gaming clusters.
However, when it came to active interactions, users of the Gaming cluster learned more
by just following, commenting and simply remixing (remix_active) code than users of
the Variety cluster (Table 6).

A stronger association of active interactions with the Gaming clusters and that of
constructive interactions with the Variety clusters could be explained by the difference
in the learning scores of the users in both clusters. Since users of the Gaming cluster
scored higher compared to users of the Variety cluster, possibly users of the Gaming
cluster learned more by casually investigating (favoriting/active_remix) projects,
whereas the users of the Variety cluster needed to explore the project in depth (con-
structive_remix) to understand and use a computational concept. Users with higher
prior knowledge found it easier to learn compared to a novice CT learner and a novice
CT learner needs to do more constructive tasks to learn more.

Table 6. Correlational analysis of activity and CT learning

Total CT learn Loop learn Condition learn Operator learn

Active Interactions
log_follow G .077** .067** .072** .070**

V .024 −.026 .002 .019
log_comment_active G .293** .252** .259** .221**

V .351** .278** .297** .282**
log_favorited G .228** .199** .228** .191**

V .209** .176** .182** .178**
log_remix_active G .378** .268** .347** .363**

.466** .390** .438** .419**
Total_log_active G .321** .261** .293** .261**

V .466** .390** .438** .419**
Constructive Interactions
log_original G .466** .312** .404** .430**

V .545** .450** .507** .483**
log_remix_constructive G .509** .370** .478** .456**

V .636** .533** .603** .588**
Total_log_constructive G .497** .337** .459** .433**

V .636** .533** .602** .588**
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7 Discussion and Conclusion

In this study, we evaluated social interactions initiated by users in the Scratch com-
munity using Chi’s DOLA framework to characterize online behavior that suggests
learning. The analysis revealed a relationship between active, constructive social
interactions and learning of CT. Different clusters exhibited difference in learning based
on the type of social interactions. Users of the Gaming cluster were able to learn at a
higher rate while being socially active (active social interactions) whereas for users of
the Variety cluster to be learning at higher rate they needed to be socially construc-
tively. To put in simply, a seasoned CT learner (e.g. Gaming Cluster user) can gain
knowledge by glancing at another project’s code, whereas for a novice CT (e.g. Variety
cluster users) learner needs to be hands-on constructively engaged to learn CT.

Overall, the findings from this study support prior work that shows a clear con-
nection between the ability of online communities to support different forms collabo-
rative activities and the affordances that provides for learning [28, 32–34]. This work
also showcases the potential upside of using data mining and machine learning to
analyze learning [35, 36]. In terms of practical application of this work, educators should
design problems that foster active/constructive behavior in novice CT learners. Novice
learners can start off by solving active problems such as examination of pre-written
codes by experts, or making minor changes to pre-existing codes. Gradually, the
learners should be encouraged to add new features to pre-written code (the constructive
idea of remixing with added features) and keep on creating new computational projects.

8 Limitations

The primary limitation of this work is the lack of self-reported information (e.g., age,
sex) of participants. We were unable to collect any data reported directly by the learner
to assess learning. The dataset is relatively older but given the comprehensive nature of
the data, it is still relevant for answering the research questions we have raised.
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Abstract. One advantage of small group collaboration in online courses is that
it can enrich the students learning experience with regard to interactional and
social dimensions. In this paper we apply a previously tested method of
sequential analysis on group activity sequences. These activity sequences stem
from an online course on computer mediated communication where the group
tasks consisted of collaborative text production. Students activities in a group
forum and a shared wiki were recorded and classified as coordination, moni-
toring, major/minor contribution. Analyses of clusters of similar sequences
show, that there are characteristic patterns indicating productivity, fair work
distribution, as well as satisfaction with the group work. Our findings are a step
towards automatic diagnosis of collaboration problems in online group work to
facilitate early interventions.

Keywords: Learning groups � Online courses � Sequence analysis �
Collaboration patterns

1 Introduction

It is a well-known deficit of MOOCs (at least of xMOOCs) [3] and many online
courses in general that they primarily address receptive learning behavior based on
watching (videos), reading (instructional texts), and possibly filling-in quizzes. Adding
more interactive and collaborative tasks is desirable for several reasons: First, it would
increase the level of engagement on the part of the learners and thus enhance the
learning experience. This assumption is backed by general pedagogical theories such as
the ICAP framework proposed by Chi and Wylie [2]. Second, collaborative tasks such
as small group writing assignments can be naturally combined with peer-to-peer
feedback and peer assessment [9]. This would help to overcome the notorious shortage
of individualized feedback in big online courses (due to a lack of human resources) [8,
11, 14]. Finally, these activities lead to producing learner-generated content that
enriches the pre-defined set of learning materials in a way that incorporates and reflects
the learner perspective.

Introducing productive small group activities to online courses can also create a
feeling of being part of an active community, which can lead to reducing attrition rates
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[13]. Furthermore, the heterogeneity of background knowledge and point of views in a
large audience can be exploited for different kinds of group compositions and to
facilitate knowledge exchange and critical discourse between participants [14].

However, there is evidence that strategies for group composition, e.g. based on
diversity, have to be combined with strategies for supporting group work. In pure
online courses group work often takes place asynchronously and communication is
mediated and constrained by technology. This requires additional coordination effort in
collaborative task solving. This challenge is a central focus of the ongoing research
project IKARion (see Sect. 2).

Our work aims at identifying success conditions for small group work in online
courses based on indicators that rely on the analysis of action logs from collaborative
writing activities. In our approach, human coding is used to categorize actions in the
form of different contribution types (coordination, monitoring, minor/major contri-
bution, and inactivity periods or “gaps”). Sequences of such action descriptors are then
collected for portions of group work related to a given task. The technique of “sequence
alignment”, originally developed in bioinformatics to compare DNA sequences, is then
used to calculate the similarity of such sequences. The ensuing similarity matrix forms
the basis for a cluster analysis. The clusters show specific patterns especially regarding
the distribution of inactivity and coordination, and they can also be compared in terms
of group productivity, well-being and balancedness of the group work.

In previous studies using this approach [6, 7], we have been able to show that the
clusters emerging from the sequence analysis capture important differences in the
dependent variables related to the quality of group work. The most important finding
was that not general inactivity (as one might expect) but a lack of coordination
activities between the students in early phases was the most decisive negative indicator
related to group work quality (including productivity and balancedness). I.e., the
negative effects of a longer delay in starting co-productive work can be counterbal-
anced by early meta-level coordination.

This paper uses data from an environment in which different levels of group
feedback were implemented to stimulate productive and balanced group work. So, in
addition to the contingencies between clusters and quality of group work, we also
address the potential of interventions that influence the group activities through feed-
back and scaffolds in the environment.

The remainder of this paper is organized as follows: Sect. 2 describes the IKARion
project in more detail. Section 3 illustrates the analysis approach and Sect. 4 presents
the results. The last Section discusses our findings and future work.

2 Background: IKARion Project

This paper emerged in the context of the IKARion Project1 which is a joined project
between the University of Applied Sciences Lübeck, University of Duisburg-Essen,
and the Ruhr University Bochum. The aim of the project is the design of intelligent

1 https://www.ikarion-projekt.de/.
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support for small-group work in larger online courses. Part of the project is the analysis
and diagnosis of interaction patterns in small-group work. Based on this and further
analysis into problems of group work in online courses [12], an intervention system is
being implemented and tested with the target of intelligent and customized feedback.

In the context of this project multiple studies are being conducted. In each study an
online course is implemented, and different kinds of problems are investigated. Moodle
was chosen as learning management system for all studies as it is already in use in all
participating universities. The primary objective of the first study was to support groups
during online group work with regard to a fair work distribution between group
members and timely reactions to communication activities. The topic of the course was
computer mediated communication. The course language was German, and a to receive
credits, students had to actively participate in group work. Groups consisted of 4
students each and were randomly formed for 6 consecutive group tasks which were
implemented throughout the duration of the course. For each task an introduction
video, literature and a self-test quiz was offered as learning material. The duration for
each group task was 2 weeks and the task was to collaboratively write a wiki article of
at least 600 words. For the collaborative text production, the Moodle wiki plugin was
utilized and communication between group members was supported by a separate
Moodle group forum.

As the focus of this study was the support of the group work with regard to a fair
work distribution and timely reactions to communication between the group members,
interventions were offered to some groups. The groups were divided into 3 conditions:
Control, Mirroring, Mirroring&Guiding. The Control groups received no form of
interventions. In contrast to that, theMirroring groups were shown visualizations of the
current work distribution between group members (all texts written in the forum and
wiki were considered) in form of a bar chart that showed how much each group
member contributed to the group task. Furthermore, to address the problem of late
answers to forum post a second visualization was offered to the Mirroring groups
which showed the last three forum messages and the time that had passed since those
activities occurred. The same visualizations were shown to the Mirroring&Guiding
groups and additionally guiding messages were offered that based on previous activities
in the group offered a short guiding message if an uneven work distribution between
the group members was detected or if the time between reactions to forum posts were
too long. The visualizations and guiding messages were integrated into the Moodle
platform, so that they were apparent to the students while viewing the course material.

Given the relatively low sample size (29 groups are considered in the dataset that
was analyzed for this paper) no significant differences between groups in different
conditions with regard to the satisfaction with the group work or the distribution of
participation within the group could be found. Therefore, the assumption that the
feedback mechanisms work could not be made. While the main target of the first study
was to support groups during online group work with regard to a fair work distribution
and timely reactions to communication activities, and to investigate differences
between groups with mirroring or guiding support, it was the aim of the second study to
investigate differences between an automatized system assessment of student’s
behavior and a student self-assessment. One main question was if a system could asses
the student’s behavior based on action logs as well as students could assess their own
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actions with regard to the work distribution between group members. Due to a rela-
tively small number of participants (27 students) no clear statement could be made if
the system could capture student’s behavior as well as the students could evaluate their
own behavior. Thus, one aspect of a future study is to again compare system- and self-
assessment with a larger sample size. Furthermore, the target of another study is to
integrate “fake” inactive users into groups and investigate if the shaming of such
inactive users could have a positive or negative impact on the group work. In all recent
and following studies which are conducted in the context of the IKARion project the
different support mechanisms are being improved with the aim to achieve a positive
effect on groups that receive support by the system.

3 Approach

In this section we describe the analysis approach which was proposed in [6] and [7].
Prior to the sequence analysis, some preprocessing steps are necessary to construct the
final activity sequences. Afterwards, pairwise distances are calculated which form the
bases for a cluster analysis. To compare the clusters and assess the analysis process,
multiple measures are described which are calculated based on the learner-generated
artefacts (wiki articles) as well as results from surveys that the learners were given
during and after each group task.

3.1 Dataset and Preprocessing

The dataset used in the following analysis process contains all for the group task
relevant user activities for two group tasks from the first course described in Sect. 2
(topic: computer mediated communication). Overall, this dataset contains the activities
of 29 groups (group task 1: 16 groups; group task 2: 13 groups). The topic for the first
group task was “social presence” and the second topic was “brainstorming as a learning
method”. Relevant user activities in this context means, that only those activities appear
in the activity sequence that are perceptible for other group members: posts to the
forum and edits to the group wiki. Other activities such as views of forum post or views
of the wiki are not included since these activities are not visible for the rest of the group
and thus cannot affect actions of other group members. For each group, the relevant
activities are collected and ordered based on temporal occurrence.

In the next step, all relevant activities in the sequences were classified according to
the nature of the contribution, resulting in one encoded collaboration sequence per
group. There were 4 possible classes: major contribution, minor contribution, coor-
dination, monitoring. These classes are based on behavior categories for learner
interaction during online collaboration proposed by Curtis and Lawson [4].

Contributions in the wiki were classified as either major contributions or minor
contributions. Major contributions added a considerable amount of text (>110 words)
and extended the semantic content of the text. These activities are typical for students
who added their complete contribution to the group work in one activity instead of
multiple additions of smaller amounts of texts.
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Minor contributions were small improvements in spelling or smaller text modifi-
cations (<110 words). Those were contributions of users who either incrementally
added their text and improved it over time or smaller additions and improvements for
contributions of other group members. The threshold of 110 words was chosen as it
distinguished quite well between contribution activities of users who prepared their part
and only edited the wiki once and users who incrementally added text passages in
multiple activities throughout the group task. For borderline cases, a closer look into
the content of the contributions decided if a contribution was classified as major or
minor.

Post to the forum were typically classified as either coordination or monitoring.
Activities that were dedicated to organizing the group work were classified as coor-
dination. Those messages had a prospective character such as distributing the work
between group members or coordinating availability and work schedules.

In contrast to that, retrospective posts were classified as monitoring. Typically,
those were reports regarding own contributions to the wiki or reflection on the progress.
As it was done manually, the classification process was time consuming. If actions
occurred that were not related to the group task (i.e. discussion of personal matters)
these actions were deleted from the dataset.

The resulting encoded collaboration sequences only contained actions of the group
members and therefore did not reflect phases of inactivity during which no group
member was active in the forum or the wiki. Especially those inactive phases were of
special interest since these can have a negative impact on the group work [5].

To also include these phases of inactivity, a new gap action was inserted into the
collaboration sequence when all group members were inactive for 24 h. A start action
was added as first item in each sequence with a timestamp that corresponds to the start
time of the assignment. This was done, to identify inactive periods before the first
activity of a group member took place. The final encoded collaboration sequences of
the groups can be interpreted as a characteristic fingerprint of their collaborative
activities. In the next step, a pair-wise comparison between the sequences is performed
before similar sequences are clustered together.

3.2 Sequence Matching and Clustering

For the sequence matching, first the distance measure is calculated followed by
similarity-based clustering on the basis of the ensuing distance matrix. A proper
measure for the distance of two collaboration sequences can be derived from sequence
alignment or optimal matching as used in bioinformatics. In the context of social
studies, Abbot and Tsay [1] reviewed the application of similar techniques. The idea of
optimal matching is the calculation of the minimal costs of transforming one sequence
into another using insertion, substitution and deletion of elements (similar to the
Levenshtein distance).

For this, different basic costs can be assigned to different operations. In this case,
we defined the cost for insertion and deletion as 1 while the cost for substitution was 2
if a gap was involved and 1 in all other cases. Our reasoning is that we want to
emphasize the difference between activity and inactivity. Hence, changing a gap into an
action or an action into a gap should be more expensive since inactive periods can be
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an indicator for problematic group work. So, substituting inactivity with activity should
be weighted accordingly.

The result of this step is a distance matrix which in the next step is used to group
the sequences into clusters. The method partitioning around medoids (PAM) was used
for the clustering [10]. Using PAM, the idea is to search for k representative instances
(medoids) for each cluster. In the first step, the algorithm searches for a suitable set of
representative instances (build phase) followed by a matching phase where other
instances are assigned to their closest representative until no switch of objects between
clusters improves the results. The clustering was performed with different number of
clusters k, ranging from 2 to 4. Since for k > 2, clusters which contained only one
activity sequence emerged, k = 2 was chosen as the aim of our analysis is to make
more generalized predictions for the group work. Clusters containing only one
sequence would not allow for such a generalized view.

3.3 Measures

To assess how well the clustering distinguishes between different kinds of groups,
different measures are calculated for each group which describe the productivity (word
count), the satisfaction with the group work and the work distribution between group
members.

Word Count. The word count measure simply states the number of words in the final
version of the produced wiki article. Therefore, it is based solely on the productivity of
the group. As for all group tasks, the target was to write at least 600 words, taking just
the word count for assessing the outcome produced by a group is of limited signifi-
cance. It is however the case, that some groups exceeded this minimum by hundreds of
words. For this reason, the word count can still be utilized to differentiate between
groups that only achieved the minimum and groups that were more engaged in the
group task.

Satisfaction. Following each group task, the individual students were given surveys.
Included in this survey were questions regarding the satisfaction with the group work
among group members. Two different statements were given and rated on a 5-point
Likert scale. The first statement was that the learner was overall satisfied with the group
work (Satisfaction 1). The second statement was that the learner would be willing to
work with the same group members in future group tasks (Satisfaction 2). Since the
sequential analysis approach presented in this paper aims at the investigation of groups
and does not characterize learners on an individual level, for each group and each
statement, a satisfaction level was defined as the mean of the satisfaction levels of all
group members.

Work Distribution (Gini Index). The third property aims at the work distribution and
measures how balanced the amount of text contributions between the group members
are. First, the share of words that each group member has contributed to the group task
was calculated. Both, text contributions to the forum and wiki were considered. Based
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on this, the Gini index for the contributed characters of the 4 group members was
calculated. The Gini index is a measure of deviation of a distribution from an (ideal)
uniform distribution and ranges between 0 and 1. For an even work distribution
between group members, where everyone contributed the same amount the Gini index
is 0 while for a most uneven work distribution where one did all the work it is 1.

4 Results

The clustering divided the 29 activity sequences into 2 clusters. The two clusters are
depicted in Fig. 1. Cluster 1 contains 19 sequences and cluster 2 contains 10 sequences.
Each sequence is arranged horizontally beginning with a start activity (red) which
states the beginning of the task. Each action in the sequence is colored according to its
class. Following the start activity, the other activities are ordered by temporal
occurrence.

Table 1 describes the average number of activities, gaps, coordination activities and
gaps and coordination activities during the first half of the task (first week) for each
cluster. Table 2 shows the productivity (word count) the satisfaction with the group
work based on survey results and the work imbalance between group members (Gini
index) as described in Sect. 3.3.

Generally speaking, there are lots of phases of inactivity (gaps: 7.5–9.6) which is
not surprising since the task was not too extensive and thus could be completed in one
week and according to our experiences, groups tend to work more focused towards the
deadline. Typically, inactive phases are in the beginning while longer periods of
inactivity (48 h inactivity = 2 gaps) are rare in the later stages of the task, especially in
cluster 2. The longest activity sequence can be found in cluster 2 and contains 35 user
activities and 10 gaps. In contrast to that, the shortest sequence contains only 7
activities and 10 gaps (cluster 1). The sequences in cluster 1 are on average shorter
(11.7 activities) than the sequences in cluster 2 (24.7 activities; gaps were ignored in
this calculation).

Groups in cluster 2 showed more than three times as many coordination activities
(11.5) than groups in cluster 1 (3.6). Likewise, groups in cluster 2 showed more than
twice as many coordination activities during the first half of the task (3.3) than groups
in cluster 1 (1.26). 70% of the groups in cluster 2 showed a coordination message
within the first 3 days. In contrast to that, this is the case for only 47% of the groups in
cluster 1. The difference increases if coordination attempts with responses are con-
sidered. Looking at the first 5 days of the task, 7 out of 10 groups (70%) in cluster 2
show 2 or more coordination activities. In contrast to that, only 4 out of 19 groups
(21%) in cluster 1 performed 2 or more coordination activities within the first 5 days.
With regard to longer periods of inactivity where none of the group members are active
for a period of 5 days or more, this behavior can be found in 20% of the groups in
cluster 2, while such inactive phases appeared in more than 3 out of 4 groups in cluster
1 (79%).
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Since properties that are connected to the sequence representation (such as activity
count, coordination count, gap count, …) have an impact on the distance calculation
the large discrepancy between for example average activity count and coordination
count between the clusters is not surprising. That said, we also compared the clusters in
terms of productivity, satisfaction with the group work and work imbalance between
the group members. These measures are not considered in the distance calculation, thus
finding significant differences for those measures between the clusters would indicate
that the sequential analysis approach presented in this paper can be utilized to differ-
entiate between for example productive and non-productive group work. A significance
test was conducted for these measures. Since the clusters are not equal in terms of
number of sequences per cluster and with the small sample size a normality of the
clusters cannot be guaranteed. Thus, a significance test based on ranks (Mann-Whitney
U Test) was conducted to test for significance between the clusters.

Fig. 1. Resulting clusters for the PAM clustering (k = 2). (Color figure online)

Table 1. Average values for the number of activities, gaps (first half) and coordination (first
half) for each cluster (best values in bold face).

Cluster #Activities #Gaps #Coordination #Gaps
first half

#Coordination
first half

1 11.7 (3.2) 9.6 (1.2) 3.6 (2.0) 5.8 (1.2) 1.3 (1.6)
2 24.7 (5.3) 7.5 (1.4) 11.5 (5.3) 5.0 (1.2) 3.3 (2.2)
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Notably is the significantly (p = .0009) higher productivity for the groups in cluster
2. On Average groups in this cluster produced 1222 words in their final wiki text,
which is 399 words more than groups in the first cluster (823). Provided that a mini-
mum for the text length of the wiki articles was specified (600 words), the groups in
both clusters met the minimum requirements. The groups in cluster two however,
exceeded this minimal value by more than twice the required amount, proving that
these groups worked on the tasks more extensively. Moreover, the three groups that did
not reach the specified minimum (word count: 401–566) all belong to cluster 1, while
the three most productive groups (word count: 1414–1680) can be found in cluster 2.

With regard to the satisfaction with the group work it can be said that overall the
learners in cluster 2 were more satisfied with the work inside the group (Satisfaction 1
for cluster 1: 2.97; cluster 2: 3.96; p = .0057). Likewise, learners in cluster 2 were more
willing to work with the other group members in future tasks (Satisfaction 2 for cluster
1: 2.66; cluster 2: 3.61; p = .0107).

The last measure describes how evenly the work is distributed between the group
members. Considering all activities that occurred during the group work, the work in
cluster 2 was more evenly distributed (Gini index: 0.34) than in cluster 1 (Gini index:
0.53; p = .0162).

As described in Sect. 2 one goal of the study was to test the efficiency of the
intervention mechanisms using different conditions for the groups. With regard to the
cluster analysis, no significant connection between the cluster affiliation of a group and
its condition could be found. This could mean, that either the intervention mechanisms
were not effective enough to support the group work, or that the approach presented
here is not suitable to distinguish between the activity sequences of groups for different
conditions. Since no significant differences between the groups in different conditions
could be found with regard to satisfaction with the group work and a fair work dis-
tribution between group members (see Sect. 2), the first option seems more likely.

Lastly, a spearman correlation analysis was conducted to find out if there is a
connection between the satisfaction within the group and the work distribution. For
this, the cluster affiliation was not considered, instead the correlation was calculated
based on all 29 groups. The results showed, that the Gini index correlated with
Satisfaction 1 (cor = −0.661, p<0.001) as well as Satisfaction 2 (cor = −0.662,
p < 0.001). The negative correlation values are due to the fact that for the Satisfaction
measure a Likert scale was used (higher = better) and for the Gini index a lower value
means a more even work distribution. An obvious interpretation would be that group
members are naturally more satisfied with the group work and willing to work together
in the future if all members contribute equally. Another significant correlation could be
found between the word count and the amount of coordination in the first half of the

Table 2. Average values for word count, satisfaction and work imbalance for each cluster (best
values in bold face). Significance levels: p � 0.001���, 0.01��, 0.05�

Cluster Word count*** Satisfaction 1** Satisfaction 2* Work imbalance (Gini index)*

1 823 (286) 2.97 (0.89) 2.66 (0.94) 0.53 (0.23)
2 1222 (239) 3.93 (0.55) 3.61 (0.87) 0.34 (0.15)
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task (cor = 0.37, p = .046). This could mean that groups that coordinate in the
beginning of the task have more time to write their wiki article and are therefore more
thorough.

Furthermore, a correlation could be found between Satisfaction 2 (willingness to
work together in the future) and the word count (cor = 0.39, p = .035). This could
indicate that students prefer to work in groups that easily reach the minimum
requirement for produced text.

5 Discussion

In this paper we explored the relationship between different collaboration patterns in
online group learning tasks and the learners’ level of satisfaction. The results add on to
previous works, which report that early coordination is a good indicator for produc-
tivity and a fair distribution of work, in the sense that it could be shown these two
productivity features go along with the stated satisfaction with the group work by the
respective group members.

Learners who were associated with groups that had a good level of productivity and
a more balanced work distribution were overall happier with the group work. This was
shown by the high negative correlations between the satisfaction levels and the Gini
index which measures the work imbalance, as well as a positive correlation between
word count and the willingness to stay in the group.

Furthermore, there are characteristic collaboration patterns associated with the
aforementioned variables. As in previous work, the importance of early coordination in
the discussion forum has to be emphasized.

These finding have some implications on the design of scaffolding mechanisms for
group work in online courses. On the one hand, no significant effect of the currently
implemented mirroring and guiding mechanisms (see Sect. 2) could be found. How-
ever, on the other hand, desirable collaboration patterns could be identified that are
positively related with effective group collaboration. Consequently, one hypothesis for
future work is that the intervention mechanisms of a collaborative online learning
platform should be advanced such that the learners are better guided to the desired
mode of collaboration, i.e. early coordination of individual contributions and no
unplanned phases of inactivity. This is a possible way to improve the overall level of
satisfaction with distributed group learning and in conjunction therewith the individual
learning experience.

However, in future work it will be important to investigate additional parameters
for successful group work such as individual engagement of learners or different roles
taken by group members. This would help to put the observation that early coordi-
nation indicates good group work in a broader context.
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Abstract. In learning situations that do not occur exclusively online,
the analysis of multimodal evidence can help multiple stakeholders to
better understand the learning process and the environment where it
occurs. However, Multimodal Learning Analytics (MMLA) solutions are
often not directly applicable outside the specific data gathering setup
and conditions they were developed for. This paper focuses specifically
on authentic situations where MMLA solutions are used by multiple
stakeholders (e.g., teachers and researchers). In this paper, we propose
an architecture to process multimodal evidence of learning taking into
account the situation’s contextual information. Our adapter-based archi-
tecture supports the preparation, organisation, and fusion of multimodal
evidence, and is designed to be reusable in different learning situa-
tions. Moreover, to structure and organise such contextual information,
a data model is proposed. Finally, to evaluate the architecture and the
data model, we apply them to four authentic learning situations where
multimodal learning data was collected collaboratively by teachers and
researchers.

Keywords: MMLA · Architecture · Data model · Multimodal
Learning Analytics

1 Introduction

There has been an explosive growth in the use of Learning Analytics (LA) to
support evidence-based decision making in learning and teaching practice, tar-
geting multiple stakeholders (e.g., teachers, students or researchers) [13]. To
support such decision making, most LA solutions use learning evidence from
the digital space, such as logs from Learning Management Systems (LMSs) [15].
Such emphasis on digital traces, however, provides only a partial view of the
learning process and the environment where it occurs. To overcome this issue,
Multimodal Learning Analytics (MMLA) [12] enables the data collection from
digital as well as physical spaces, using multiple modalities [16] to understand
the learning context (e.g., adding sensors or observations to the logs).
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Most current MMLA solutions target researchers, have been tested in rather
controlled/lab settings, and are tailored for specific learning situations [14]. This
directly clashes with the reality that teachers and students face in their everyday
learning environments, which include a wide variety of learning situations and
contexts, within the same day (or even the same lesson): collaborative learn-
ing in the morning, inquiry one hour later, focused individual work, etc. More-
over, MMLA solutions currently require researchers or other technical staff to be
present for data collection. This makes them often unfeasible for use in authen-
tic educational settings. In contrast, there is an increasing awareness in the field
of LA about the need for involvement of end-users (e.g., teachers, students) to
develop more relevant and reusable LA (and MMLA) solutions [1,3,6].

Additionally, MMLA solutions are inherently more complex and data-
intensive (due to the multiplicity of data sources). Several pieces of contextual
information about the enactment of the learning situation may play a crucial role
in the processing of multimodal evidence [14]. For example, a five-minute delay
in the start of the learning activities, or the fact that teacher instructions did not
emphasize enough the identification codes that students need to use in question-
naires (to be aligned with log data), can make or break a multimodal analysis,
unless timely noticed. While such contextual information is easily taken into
account by researchers and technicians when performing the alignment of mul-
tiple data sources, it can become an insurmountable challenge for other actors
in an authentic educational setting, if researchers are not present during mul-
timodal data collection. However, structuring and organising such contextual
information needed for data processing of the learning situation [5] is a com-
plex task, not addressed so far in the (MM)LA literature, to the best of our
knowledge.

Based on these two challenges (the lack of reusability and the need to take
into account contextual information during data collection), this paper tries to
provide answers to the following Research Questions (RQs):

RQ1. How to support reusability of MMLA solutions in different authentic
learning scenarios where multiple stakeholders are involved?
RQ2. How to structure and organise the contextual information of a learning
situation, in order to process multimodal evidence of learning?

We hypothesise that a technological infrastructure can be designed to address
these questions. In this paper, we propose a Processing Architecture for Multi-
modal Evidence of Learning (PAMEL). As an initial evaluation of the reusabil-
ity of the PAMEL (RQ1), an initial prototype implementation has been applied
to four authentic learning situations. In these four case studies, PAMEL pro-
cessed multimodal evidence of learning by taking into account the contextual
information of the learning situation. To organise and structure such contextual
information (RQ2), this paper also describes the PAMEL’s data model1.

The rest of the paper is organized as follows. Section 2 briefly summarises the
state-of-the-art related to MMLA architectures. PAMEL and its data model are
1 This is not an UML-based data model but it is a sample data model.
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described in Sects. 3 and 4, respectively. Section 5 presents the initial validation
of the PAMEL in four different authentic learning situations. The paper ends
with Sect. 6, which lays out the implications and future work on this line of
inquiry.

2 Related Work

Many Learning Analytics (LA) research projects consider only one modality
within a learning situation: the interaction between learners and digital tools [8],
represented by the tool’s system logs. A modality is the communication channel
available in a learning situation, which is used as a medium among the stake-
holders and learning resources to progress learning [21]. Modalities thus represent
the different ways in which data can paint a picture of a learning process. For
example, a group of students may discuss an exercise and later submit it as
an assignment in the school’s LMS. This interaction between one learner in the
group and the digital platform, is only one of the potential modalities reflect-
ing the students’ engagement with the learning activity. In addition to this, the
teacher may look for other evidence about such group engagement, e.g., observ-
ing the group’s behaviour in the physical space of the learning situation. Indeed,
multiple modalities are usually available in the physical space (like observation,
or video recordings), which can complement the digital evidence [11].

The availability of low-cost sensors and other Internet-of-Things (IoT)
devices, provides opportunities to collect learning evidence from multiple modal-
ities [12]. MMLA leverages this opportunity and enables certain improvements
to provide a wider picture of the learning process, learning context and the
learning environment [17]. To reach that goal, MMLA collects multimodal evi-
dence of learning (i.e., covers multiple modalities). Such multimodal evidence
is processed and analysed to provide a coherent view of a learning process, to
support decision making of multiple stakeholders [20] like teachers, students and
researchers.

In the last few years, several MMLA systems have been proposed for a variety
of tasks, from the automated assessment of public speaking skills based on audio
and video recordings [4], to the prediction of learning outcomes based on facial
expressions and body gestures of the learners [7]. However, many of the proposed
MMLA solutions share a common problem with these examples: they are tailored
for the needs of very specific learning tasks. This poses two challenges for the
MMLA community:

1. an increased development effort to carry out multimodal data analyses [5] (as
a different system and analysis process needs to be built for each new kind of
learning task to be supported); and

2. difficulties in the adoption of MMLA solutions in authentic learning situa-
tions [11] which are more complex than the lab/controlled studies that have
dominated MMLA research so far.
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Moreover, the contextual information of the authentic learning situation is
complex to structure and organise. There is no space in current MMLA solutions
to account for local peculiarities of the data gathering (e.g., students are using
the digital platform which is hosted in a different timezone and thus the system
logs need re-alignment with the observations teachers are providing in situ). Nor
is there space for unexpected local modifications during activity enactment (e.g.,
two of the students getting sick and not being able to join the activities).

To avoid the limitations of current, ad-hoc MMLA solutions, the commu-
nity has started to propose more general MMLA infrastructures. In a recent
review [18], the authors analyse the state-of-the-art of the MMLA infrastruc-
tures through a conceptual lens of the Data Value Chain (DVC) [10]. This DVC
(see Fig. 1) includes seven activities for the processing of raw data to support
decision making. These seven activities can be grouped in three coarse areas:
data discovery, fusion and exploitation.

Fig. 1. Three key data processing activities of DVC for MMLA [10]

In the case of multimodal data processing, before data exploitation (i.e., anal-
ysis), the heterogeneous dataset needs to be prepared, organised and fused into a
processed dataset on which usual machine learning or statistical analyses can be
run. All together, to exploit the collected multimodal evidence with the contex-
tual information of an authentic learning situation to support decision making
of multiple stakeholders, we see the need of a software infrastructure which sup-
ports reusability and achieves data preparation, organisation and fusion activ-
ities taking into account the local variations of authentic educational settings.
This includes also the need to structure and organise the contextual information
that affects these three data processes.

3 PAMEL: Processing Architecture for Multimodal
Evidence of Learning

To address our first research question on building a reusable infrastructure
that can address a variety of authentic learning scenarios (RQ1), we propose a
service-oriented architecture following the adapter-pattern. The service-oriented,
adapters-based architectures [2] have two main advantages: being extensible to
fetch data from additional physical and digital data sources (crucial to cope
with current variety and future evolution of authentic settings); and supporting
reusability in additional learning situations at a reduced development cost, as
long as data is structured as per their specification.
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The resulting Processing Architecture for Multimodal Evidence of Learning
(PAMEL) (see Fig. 2) is a service-oriented architecture [9] following the Adapter
pattern. PAMEL is designed to build MMLA solutions to support evidence-based
decision making of multiple stakeholders like students, teachers and researchers,
by taking the contextual information into account of the local (authentic) learn-
ing situation [17]. PAMEL carries out three data processing activities of the
DVC: data preparation, organisation and fusion (see Sect. 2 above). The deci-
sions which need to be taken in these three activities need the contextual infor-
mation of the learning situation [5].

Fig. 2. PAMEL architecture

Such contextual information can be either fetched from learning orchestration
related documents (like computer-interpretable learning designs) or provided by
the multiple stakeholders acting in the learning situation. This fetched contextual
information needs to be structured and organised. Thus, to address our second
research question (RQ2), we propose a sample data model (see Sect. 4).

We followed the Separation of Concerns architectural design principle [19]:
thus, we defined one architectural component to deal with each of those concerns.

In order to customize the MMLA solutions to the learning situation, and to
adapt such solutions to serve the different stakeholders, teachers and researchers
often need to collaborate [17]. To handle such learning situations, the proposed
architecture includes three sets of adapters (two set of adapters are used for
multimodal data preparation), a PAMEL Manager (the central component for
multimodal data organisation and fusion), and a configuration file. The Digital
Tool Adapters fetch system logs from the digital learning environments and feed
them to the PAMEL Manager. Similarly, the IoT Adapters collect data from
sensors and other devices placed in the physical learning environment, and send
it to the PAMEL Manager. Additionally, these two sets of adapters translate the
data into a common, often tabular, data format (e.g., a CSV). Then, the PAMEL
Manager organizes and fuses the datasets. Finally, the Reporting Tool Adapters
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provide the fused learning evidence generated by PAMEL to the dashboards for
later data analysis and visualisation.

In order to organise and fuse the multimodal evidence to present a coherent
view of heterogeneous dataset, the PAMEL Manager requires contextual infor-
mation of the learning situation. The contextual information changes along the
learning activity and varies among/across learning situations. Moreover, pieces
of the contextual information may be scattered over different learning orches-
tration related documents such as learning designs and teachers’ notes. In some
other cases, the contextual information is not documented at all, and only certain
stakeholders are aware of it [5]. In any of those cases, the contextual information
needed for the data processing has to be extracted, structured, and organised so
that MMLA solutions can use them for multimodal evidence processing.

A configuration file is used to structure and organise this contextual informa-
tion (see its proposed data model in Sect. 4). This file is currently assumed to be
collaboratively defined by teachers, researchers and developers, not unlike exist-
ing proposals for multi-stakeholder involvement in LA projects [13]. For example,
while teachers and researchers can provide details such as the number of partic-
ipating students, or actual starting and ending time for the learning activities,
developers (and researchers) can help with more technical aspects such as the
correct timezone of each data source’s timestamps. Please refer to Sect. 5 for
further examples.

Fig. 3. A data model to structure and organise the required contextual information of
a learning situation to exploit multimodal evidence of learning
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4 A Data Model to Organise Contextual Information for
Multimodal Data Processing

To answer RQ2 on how to organize the contextual information needed for the pro-
cessing of multimodal data, we propose a data model (see Fig. 3). As in MMLA
scenarios multiple heterogeneous datasets are exploited, the relationship among
these datasets and their attributes need to be defined, to fuse them together.
This includes selecting only those data points that are relevant (e.g., in the time
window where the learning activities happened, or related to the participants in
the learning activity). This requires either a list of relevant actors (be them indi-
vidual learners or groups of them). The ‘learning situation info’ class stores this
information with three attributes; ‘start time’ and ‘end time’ to inform about
the start and end time of the learning situation whereas ‘activity type’ informs
whether the learning activity was individual, group-based or mixed. In the case
of group or mixed work, the ‘activity type’ class stores information about the
number of groups, maximum number of students in each group, and the mapping
of individual students to groups.

The class ‘list modalities’ provides information about how many datasets are
included. As per the number of datasets, it calls ‘data source datasetNumber
info’ class. It is quite common that different tools and platforms use different
timezones when storing their timestamps. Hence, the MMLA system should be
aware of this information (stored in the ‘timestamp’ and ‘timezone’ attributes),
to unify the timestamp attribute of different datasets. Moreover, another step
of filtering for data fusion requires information about which actors, verbs and
objects (which form the basis of each data point) should be taken into account for
analysis. This is included in the class ‘list entities’, which itself includes classes
‘actor info’, ‘verb info’ and ‘object info’.

5 Validating PAMEL and Its Data Model: Four Case
Studies in Authentic Learning Situations

5.1 Research Methodology

The PAMEL described in this paper is being developed as part of a larger
design-based research (DBR) aimed at developing MMLA infrastructures that
are able to cater for the needs of multiple stakeholders (including teachers and
researchers) in authentic educational settings. Against this backdrop, to pro-
vide a first evaluation of whether PAMEL and its data model represent valuable
answers to our research questions about the reusability (RQ1) and contextual
information (RQ2) of MMLA systems, we have developed a first prototype imple-
mentation of PAMEL. Then, we have evaluated its properties by applying it to
four different authentic learning situations in which teachers and researchers
collaborated in gathering data from multiple data sources, to answer questions
leveraging MMLA. During such applications of the reference implementation,
we have measured aspects such as the development time needed to develop an
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MMLA solution that caters for the needs of the stakeholders, and looked at
the contextual information and analysis decisions necessary to perform such
analyses.

In this sense, the following sub-sections can be considered a very brief
account of the multi-case study that represents a first iteration of the afore-
mentioned DBR. The criteria for selection of the cases was that they had to be
authentic learning situations involving multiple stakeholders (students, teachers,
researchers and developers), whose enactment entailed activities across digital
and physical spaces.

5.2 Context of the Studies

The four learning situations took place in Tallinn University, from October to
December 2017. All of them were learning situations co-designed between teach-
ers and researchers, in the context of open-doors events in which local schools
visit the university to experience new learning and teaching methods during
approximately four hours. In all cases the learning activities combined face-to-
face and computer-mediated work, and had an emphasis on collaborative and/or
inquiry learning, as well as subject integration. On the other hand, the topics
and learning designs of each event varied widely (see Table 1). Students were
aged 13 to 16 years old.

Table 1. Topics and stakeholders involved in the four authentic learning situations

Case Topic Students Groups Teachers Researchers Developers

Case study 1 Human
body

22 10 4 3 2

Case study 2 Human
body

18 4 2 3 2

Case study 3 Urban space 20 5 3 0 2

Case study 4 Stranded in
an island

20 5 6 1 1

The multimodal data gathering and later pre-processing and analysis was
rather similar in all four situations, stemming from the goals stated by teachers
and researchers, respectively. For the teachers designing the scenarios, the result-
ing MMLA solution needed to answer the question: ‘How was the engagement of
the groups of students during the learning activities?’. Researchers, however, had
the question: ‘How to support teachers in answering pedagogically-rich questions
by collecting multimodal evidence from digital and physical spaces, taking into
account the available contextual information?’.

To answer these questions, teachers and researchers decided that the following
kinds of data should be collected (see Table 2). Graasp (a digital learning plat-
form designed to support inquiry-based learning) would be used to guide students
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along the learning activities; and its logs would provide digital evidence about
the groups’ engagement. Additionally, human observers (researchers and teach-
ers) would make structured observations of each student’s engagement every five
minutes, using an observation sheet implemented through Google Forms2.

To provide first answers to the aforementioned stakeholder questions and
present a coherent view of student engagement, the MMLA solution would fuse
this multimodal evidence. This would be done by taking five-minute windows
(defined by the structured human observation), aggregating the group engage-
ment in terms of each of the observed types of engagement (by averaging the
observations available for the group members). These group-level features coming
from the observation would be joined with a count of the logs/actions available
for that group, during the same five-minute window. The solution should also
take care of low-level data processing operations like aligning timestamps for
both data sources (e.g., if they were in different timezones), and resolve actor
identities across data sources (e.g., to match the observation about a certain
student with the Graasp logs for the group in which such student was).

Table 2. Data sources, granularity, and multimodal evidence collected across spaces

Granularity
of the data
collection

Data source Type of engagement

Individual Observation
(every
5 min,
binary)

1. Totally disengaged
2. Looking to others as they try to solve the task

3. Talking with their group peers to solve the task

4. Interacting with technology (e.g., phone, answer
forms) to solve the task

5. Interacting with other resources (e.g., paper, QRs,
other physical objects) to solve the task

6. Interacting with external people (observers,
teachers, people in the street) to solve the task

Group Graasp log
(count)

1. Actions of type “Accessed”

2. Actions of type “Create”

3. Actions of type “Open”

4. Actions of type “Update”

5.3 PAMEL Reference Implementation

A reference implementation3 of the PAMEL was developed using .NET Frame-
work 4.5, in C# language. Two adapters were created; one Digital Tool Adapter
2 Observational form available at http://tiny.cc/adek5y.
3 Reference implementation source code available at http://tiny.cc/7oek5y.

http://tiny.cc/adek5y
http://tiny.cc/7oek5y
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(see Fig. 2) to fetch Graasp logs4; and an IoT Adapter to fetch observations5.
Both adapters would translate the original datasets into either CSV or XLS
(Excel) format, passing them to the PAMEL manager. Meanwhile, configura-
tion files6 for each case were created according to the data model in Sect. 4.
Furthermore, the PAMEL Manager would prepare, organise and fuse the two
datasets as per the the logic above, specified in the previously-mentioned con-
figuration file. A third set of adapters would fetch the resulting fused dataset
from the PAMEL Manager (either in CSV or XLS format) for analysis and visu-
alisation purposes. We have not implemented this adapter yet, as it belongs to
the following DVC activities of data exploitation (i.e., out of the scope of the
current paper).

5.4 Results

The reference implementation comprising a the first set of Digital Tool and IoT
Adapters and the PAMEL Manager, was able to transform the datasets gen-
erated in all four authentic learning situations (see Table 1) and produce an
output dataset fit for analyses of engagement aimed at teachers and researchers.
The implementation of each additional scenario entailed a reduced development
effort, from 180 to 20 min per scenario. Most of this development effort in adapt-
ing the reference implementation from one learning situation to the next, was
spent in generating the configuration file. Moreover, to structure and organise
the contextual information of the learning situation, the model proved to be
expressive enough to guide the processing of multimodal evidence of learning as
specified by stakeholders (see previous section).

6 Discussion

Coming back to our research questions (see Sect. 1), several lessons have emerged
while creating and using an implementation of the PAMEL architecture and data
model in four authentic learning scenarios. In terms of reusability, the code from
the adapters and the PAMEL Manager were successfully reused. Given that
most existing MMLA solutions are tailored to specific learning situations, our
proposals could support the MMLA community in designing and implementing
MMLA solutions applicable to different learning situations.

As already mentioned in previous research [17], this paper illustrates that
involving multiple stakeholders in the design and implementation of MMLA
solutions is not only feasible, but also beneficial in order to adapt the solutions
to the specificities of local learning situations.

Despite these potential benefits, the present proposal exhibits a number of
limitations. Both the architecture and the model have been tested in learning
situations with similar profiles and following similar data collection structures.
4 Example Graasp log available at http://tiny.cc/avek5y.
5 Example observation data available at http://tiny.cc/1wek5y.
6 A sample of the configuration file is available at http://tiny.cc/ead95y.

http://tiny.cc/avek5y
http://tiny.cc/1wek5y
http://tiny.cc/ead95y
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Further studies with more heterogeneous data sources and learning contexts
should be carried out to ascertain the limits of applicability of the PAMEL.

Moreover, the configuration file so far has been generated by the PAMEL
main developer by hand, using information gathered in conversations with the
rest of the stakeholders. In the future, a more user-friendly solution should be
provided to distribute this workload among stakeholders, and allow autonomous
operation of PAMEL-based MMLA solutions without requiring the presence of
a technical person. This will probably include a user interface to generate the
configuration file, where the multiple stakeholders involved can input the pieces
of the contextual information.

There are other limits to the proposal’s applicability that need to be inves-
tigated. A key assumption of PAMEL is that contextual information about the
learning situation (in terms of data collection setup or processing requirements)
is known or accessible to the stakeholders. Thus, the feasibility of the required
joint effort by stakeholders to provide such information, taking into account the
tight constraints of authentic educational settings, still needs to be ascertained.
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Abstract. Cheating in examinations destroys the principles of fairness and
justice in evaluation. Cheating detection is of great practical significance. Tra-
ditional cheating detection methods have many disadvantages, such as difficult
to detect covert equipment cheating, multi-source cheating, difficult to distin-
guish plagiarists from plagiarists, difficult to distinguish plagiarists from victims,
or plagiarism from coincidences. In this paper, the concept of knowledge point
mastery Index is introduced to measure students’ mastery of a certain knowl-
edge point, and a test method of cheating based on improved cognitive diag-
nostic model is proposed. This method calculates the weight of each knowledge
point in every examination question through linear regression and EM algorithm
according to students’ historical learning behavior, and then calculates students’
mastering degree of knowledge point based on historical answers. Then calcu-
late the mastering degree of knowledge point based on the examination results.
Finally, we compare the mastering degree of knowledge point based on the
examination results and the historical answers to detect students’ cheating sit-
uation. The experiments show that the precision and recall rate of this method
are significantly higher than those of the method based on the false-same rate,
the method based on the false-same rate and the right-same rate and the method
based on the Person-Fit index.

Keywords: Weight of knowledge point � Cheating detection � Mastering
degree of knowledge point � Linear regression � Expectation maximization
algorithm

1 Introduction

With the continuous development of science and technology, students have more and
more means of cheating, and the phenomenon of cheating cannot be stopped. Although
advanced anti-cheating devices such as signal jammer, monitor and alarm have great
deterrence and restraint to prevent students from cheating at present, they cannot
completely eliminate students’ cheating. In addition, due to economic factors, these
devices cannot be fully popularized at present and can only be used in important
examinations. Therefore, the detection mechanism of students’ cheating is still very
important. At present, the main cheating detection methods are (1) the cheating
detection method based on the similarity of test papers and (2) the cheating detection
method based on person-fit index. However, the cheating detection method based on
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the similarity of test papers only aims at the content of the test, ignoring the evaluation
of students’ abilities in all aspects. It has the following limitations: (1) It is difficult to
detect students who cheat using covert electronic devices. (2) It is difficult to detect
multi-source plagiarism. (3) It is difficult to distinguish plagiarists from plagiarists.
(4) It is difficult to distinguish plagiarism from coincidence. The traditional cheating
detection method based on Person-Fit index has the disadvantage of limited precision
ratio of students’ modeling, because the existing theoretical model can only give
students the discrete grasp degree of knowledge point (grasp or not grasp), so the
ability is limited. Firstly, this paper introduces the concept of knowledge point weight,
relying on linear regression and expectation maximization (EM for short) algorithm,
through cognitive diagnosis, to judge whether students cheat or not. Experiments show
that this method can overcome the shortcomings of traditional cheating detection
methods based on test paper similarity and Person-Fit index.

The main contributions of this paper are as follows:

(1) The concept of the weight of knowledge point in the exercises is introduced, and a
method of calculating knowledge point weight based on linear regression and EM
algorithm is proposed. This method can calculate the weight of each knowledge
point in exercise without manual labeling.

(2) The concept of knowledge point mastery index is put forward, and students’
abilities are measured by knowledge point mastery index. Compared with the
cognitive diagnosis model which can only give the students’ discrete mastering
degree of knowledge point, the model can give more accurate students’ mastering
degree of knowledge point, and has the advantages of simple logic and fast
calculation speed.

2 Related Works

Many scholars at home and abroad have done a lot of research in the field of cheating
detection. So far, cheating detection methods include cheating detection methods based
on cheating detection equipment, cheating detection methods based on examinee’s
examination room behavior, cheating detection methods based on test paper similarity,
and cheating detection methods based on Person-Fit index.

Cheating detection method based on the detection of cheating equipment can find
out the cheating students by detecting whether the students carry or use the cheating
equipment. Bajić can realize wireless communication detection and detect cheating
devices with the method [1].

The cheating detection method based on the examinee’s behavior in the examination
room can catch the students’ various behaviors in the examination room and find out the
students with suspicious behaviors, so as to judge the cheating students. Yohannes et al.
observed the physical behavior during the examination through video, so as to achieve
the purpose of detecting cheating behavior in the examination room [2].

The cheating detection method based on the similarity of test papers judges the
similarity of different students’ test papers, thus identifying the students with higher
similarity as cheaters. Zhu et al. introduced the concept of false-same rate, and
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determined that students whose false-same rate was significantly higher than the
average level of the examination room were cheating candidates [3]. Liu et al. intro-
duced the concept of right-same rate, and judged the examinees whose false-same rate
and right-same rates were significantly higher than the average level of the examination
room as cheating examinees [4].

The basic idea of cheating detection method based on Person-Fit index is to classify
students’ mastery level of each knowledge point (mastery or not mastery) through some
theoretical models, and then predict students’ performance. Finally, by comparing the
students’ predicted results with the actual test results, we can judge whether the stu-
dents cheat or not. Karabatsos et al. proposed a variety of cheating detection methods
based on Person-Fit index [5].

3 Method Design

This method first diagnoses each student’s cognitive ability based on the students’
historical answers record, and obtains the students’ mastery of each knowledge point
according to the students’ history answer data. Then, according to the students’ test
answers data, cognitive diagnosis is made to the students, and the students’ mastery of
each knowledge point is calculated according to the test answers. Finally, we compare
the same student’s mastery of knowledge point calculated according to the test answers
data and the history answer data, to judge whether the student is suspected of cheating.

3.1 Cognitive Diagnosis of Students Based on Their History of Doing
Exercises

First, define the concept of knowledge point mastery Index. The concept of knowledge
point mastery Index is used to measure a student’s knowledge point mastery. Because
the difficulty degree of each student’s exercises is not exactly the same, the average
score of all the exercises that the students have done can not be simply used as an index
to measure a student’s ability. In order to better measure each student’s true mastery of
each knowledge point, this paper defines knowledge point mastery Index as the degree
of mastery of knowledge point b by student a. It is intuitively understood that the
scoring rate of all exercises with knowledge point b by student a exceeds the average
scoring rate of all exercises with knowledge point b by all students.

The formulas for calculating the mastery excellence of knowledge point are defined
respectively when the weight of knowledge point is unknown or known.

The formula for calculating knowledge point mastery Index Gab of knowledge
point without assigning the weight of knowledge point is as follows:

Gab ¼
Pn

i¼1ðpi � miÞPn
i¼1 ti

ð1Þ

Among them, pi is student a’s score of the exercise which only contains knowledge
point b, mi is the average score of the exercise, and ti is the total score of the subject.
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The formulas for calculating knowledge point mastery IndexG0
ab of knowledge point

under the condition that the weight of knowledge point has been assigned are as follows:

G0
ab ¼

Pn
i¼1ðsi � miÞkiPn

i¼1 tiki
ð2Þ

Among them, si is the score of exercise i done by student a, mi is the average score
of the exercise, ki is the weight of knowledge point b in the exercise, and ti is the total
score of the exercise.

The steps of cognitive diagnosis for students based on their history of answering
exercises are as follows:

First, obtain the data of all students’ history work. Using exercises with only a
single knowledge point, use formula (1) to roughly calculate and store the knowledge
point mastery Index of each student’s all knowledge point based on the historical
answer situation.

Linear regression model is used to calculate the weight of each knowledge point in
each exercise contained in the history answer record of students. For a given topic,
assuming that there are n knowledge point in the exercise, the predictive expression of
the score of the ith student is as follows:

hi ¼
Xn

j¼1
kjxj þ b

hi is the predicted score of the assigned exercise for the ith student, xj is the
knowledge point mastery Index of the ith student for the jth knowledge point of this
exercise, and kj is the weight of xj. The cost function of this model is as follows:

J hð Þ ¼ 1
2

Xn

i¼1
ðhi � yiÞ2

J hð Þ is the sum of the squared errors, and h ¼ k1; k2; k3; . . .; kn; bð Þ, is the function
parameter, hi is the predicted score of the designated exercise for the ith student, yi is the
actual score of the designated exercise for the ith student. The cost function of the model
is minimized by training the model with the data of students’ historical answer ques-
tions. At this time, each coefficient in the score prediction expression corresponding to
this model is the weight of each knowledge point contained in this question.

Formula (2) is used to calculate the more accurate knowledge point mastery Index
of each student for each knowledge point when the weight of each knowledge point is
known.

Using the EM algorithm, the previously calculated value of knowledge point
mastery Index, which is based on students’ historical answer, is taken as the current
value of students’ knowledge point mastery Index. Each time, the current value of
knowledge point mastery Index, which is based on students’ historical answer, is used
to calculate the weight of knowledge point in a new round of exercises by linear
regression. Then, the weight of knowledge point in the new round of exercises is used
to calculate the knowledge point mastery Index of the new round of students based on
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the historical answer situation through formula (2). After repeated iteration for 10
rounds, the final result of knowledge point mastery Index and the weight of knowledge
point for students based on their history answers was obtained.

3.2 Cognitive Diagnosis of Students Based on Their Test Scores

Using the knowledge point mastery Index of each student’s answer to each knowledge
point based on the history of each knowledge point obtained above, the weight of each
knowledge point in each examination question is calculated through the linear
regression model. The calculation method of the weight of knowledge point in the
examination questions is the same as that of the knowledge point in the students’
history questions including exercises.

3.3 Students’ Cheating Detection

For each student and each knowledge point, the difference between the knowledge
point mastery Index of the knowledge point of a student based on the examination
result and the knowledge point mastery Index of the knowledge point based on the
historical answer is recorded as the difference of knowledge point mastery Index of the
student for the knowledge point. The difference of knowledge point mastery Index
reflects the difference between the student’s normal performance and his/her perfor-
mance on the test with the same knowledge point. Calculate the difference of knowl-
edge point mastery Index of each student for each knowledge point.

For knowledge point j, the average value of the difference of knowledge point
mastery Index of all students for knowledge point j was denoted as the average dif-
ference of knowledge point mastery Index, and it’s sign was Aj.

Define dubious degree of knowledge point mastery, which is used to represent the
possibility that the degree of knowledge point j mastered by the student I reflected in
this exam is not true, denoted as Dij, Dij ¼ ReLUðdij � AÞ.

Where, subscript i is the student ordinal number, subscript j is the knowledge point
ordinal number, and the ReLU function is expressed as follows:

ReLU xð Þ ¼ x if x[ 0
0 if x� 0

�

The threshold of suspicious degree of knowledge point mastery degree is defined to
define whether students are suspected of cheating on the test questions containing a
certain knowledge point. For all students and all knowledge point, when a student’s
threshold of suspicious degree of knowledge point mastery degree of a certain
knowledge point is greater than the threshold value, it is considered that the student is
suspected of cheating on the test questions containing the knowledge point, and the
knowledge point is called the doubtful knowledge point of the student.

Define the proportion threshold of doubtful knowledge point, which is used to
define whether a student cheat or not. For all students, a student is judged to have
cheated if the proportion of he’s or she’s proportion of doubtful knowledge point to the
total knowledge point contained in the test paper is higher than this threshold.
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4 Experiment

4.1 Experimental Environment

The data used in the experiment were data from three informal classroom tests of 124
students in a certain university and college and all the exercises data until the last
classroom test. In this classroom test, the invigilator and the surveillance video man-
ually marked the students suspected of major cheating. In order to cooperate with the
experiment, the students’ cheating behavior was not stopped. Classroom test data
include student records of major suspected cheats and test answer data. Among them,
the data of classroom examination includes student number, test number, score of this
question, actual score, and test questions containing knowledge point. Normally, the
data of doing exercises are collected through the online answer platform. Each data is
the record of students’ answers to each exercise, including student id, exercise number,
score of the question, actual score, and knowledge point included in the exercise.

4.2 Experiment Process

In this experiment, the effectiveness of this method was verified by comparing the
effect of using this method and traditional cheating detection method based on test
paper similarity on cheating students. The evaluation index are precision ratio and
recall ratio. The precision ratio was defined as the percentage of artificially labeled
cheating suspects that were detected by cheating detection method. Recall ratio rate
was defined as the proportion of artificially labeled cheating suspects that were detected
by cheating detection method. The precision ratio indicates the percentage of suspected
cheaters detected by cheating detection. The higher the precision ratio, the lower the
proportion of students who are wronged. Recall ratios indicate the percentage of stu-
dents who actually cheated who were detected, and a higher recall ratio indicates a
higher percentage of students who were caught cheating. Therefore, it is reasonable to
measure the precision ratio and recall ratio of a cheating detection method.

First, the students were given a cognitive diagnosis based on the historical answer
records using the data of the historical answer questions, and then the students were
given a cognitive diagnosis based on the test results using the data of this classroom
test. Then, the suspicious degree of each student’s mastery of each knowledge point
was calculated, and the threshold of suspicious degree of knowledge point mastery and
the threshold of proportion of suspicious knowledge point were set as 0.3/0.3, 0.3/0.5,
0.5/0.3, and 0.5/0.5, respectively, to screen out students with major cheating suspicion
based on the combination of four thresholds.

Then using the traditional test paper similarity based cheating detection method:
based on the error of right-same index of cheating detection method, based on the error
of right-same index and right-same index of cheating detection method to the class-
room test cheating detection, detection of a major suspected cheating students.

Finally, the precision ratio and recall ratio of these methods are compared.
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4.3 Experiment Results

As shown in Table 1, this experiment statistics of the number of artificial markers to
cheat in exam for the third time, and threshold value of dubious degree of knowledge
point mastery and threshold value of percentage of doubtful knowledge point is set
respectively for 0.3/0.3, 0.3/0.5, 0.5/0.3, 0.5/0.5 cases using this method (in order to
facilitate, said in a table respectively to remember them for the threshold combination 1,
threshold combination 2, 3 threshold combination, combination of threshold, 4) and use
based on the rate of wrong with cheating detection method, based on the fault rate and
right-same index of cheating detection method, used to DINA as a cognitive diagnosis
model, lz college as individual fitting index based on Person-Fit index number detection
method to detect the cheating students cheating, to detect the cheating students and
artificial markers of intersection student Numbers. This experiment also calculated the
knowledge point in the exam for the third time threshold value of dubious degree of
knowledge point mastery and threshold value of percentage of doubtful knowledge
point is set respectively for 0.3/0.3, 0.3/0.5, 0.5/0.3, 0.5/0.5 cases using this method and
use based on the rate of wrong with cheating detection method, based on the fault with
the rate and the rate of the same test method of cheating, cheating detection method
based on individual fitting index of average precision and average recall rate.

Remarks: TSC1 = This method based on Threshold combination 1; TSC2 = This
method based on Threshold combination 2; TSC3 = This method based on Threshold
combination 3; TSC4 = This method based on Threshold combination 4; FSR = The
method based on false-same rate; RSR = The method based on false-same rate and
right-same rate; PFI = The method based on Person-Fit index.

It can be seen from the experiment that increasing the threshold value of knowledge
point to master the suspicious degree and the proportional threshold value of the
suspicious knowledge point will improve the precision ratio and reduce the recall ratio.
And reducing the threshold value of knowledge point to master the suspicious degree
and the proportion threshold value of the suspicious knowledge point will reduce the
precision ratio and improve the recall ratio. This is because increasing the knowledge
point to grasp the threshold value of suspicious knowledge point and the threshold
value of the proportion of suspicious knowledge point will make the criteria for judging
a student to cheat stricter.

Table 1. Test statistical table of cheating in exams

Round 1 Round 2 Round 3
Methods Precision Recall Methods Precision Recall Methods Precision Recall

TSC1 62.5% 88.2% TSC1 61.3% 86.4% TSC1 66.7% 92.3%
TSC2 63.2% 70.6% TSC2 54.2% 59.1% TSC2 75.0% 69.2%
TSC3 86.7% 76.5% TSC3 71.4% 68.2% TSC3 84.6% 84.6%
TSC4 88.9% 47.1% TSC4 92.3% 54.5% TSC4 100% 61.5%
FSR 66.7% 47.1% FSR 62.5% 45.5% FSR 55.6% 38.5%
FSR&RSR 75.0% 35.3% FSR&RSR 69.2% 40.9% FSR&RSR 66.7% 30.8%
PFI 45.5% 58.8% PFI 36.1% 59.1% PFI 42.1% 61.5%
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To sum up, in the case of simultaneously pursuing the precision ratio and recall ratio,
the average precision ratio of this method is 31.3% higher than that based on the mis-
matching ratio, 23.9% higher than that based on the mismatching ratio and the matching
ratio, and 96.2% higher than that based on the individual fitting index. The average recall
ratio was 76.4%, 74.8% higher than the method based on the mismatching rate, 114.0%
higher than the method based on the mismatching rate and the correct matching rate, and
27.8% higher than the method based on the Person-Fit index. In this method, the average
accuracy is 52.1%, 38.6% and 127.3% higher than the other three methods. In the case of
only pursuing the recall rate, the average recall rate was 103.7%, 149.3% and 48.8%
higher than the other three methods respectively.

5 Conclusions

This paper proposes a collaborative learning grouping strategy with early warning
function based on the degree of complementary mastery of knowledge points. Experi-
mental results show that the grouping strategy proposed in this paper can effectively
improve the learning effect of students. The average precision and average recall of
LSTM based group early warning were 30.1% and 27.6% higher than that based on
linear regression, respectively.

In the future, we will use the online learning platform to obtain the information of
students’ online learning behavior, and further explore various factors that may con-
tribute to the improvement or decline of study groups’ performance, so as to improve the
accuracy of the group’s early warning and propose more targeted intervention measures.
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Abstract. Emotions and stress have considerable impact to wellbeing,
growth and academic achievement. However, while devices with signal
accuracy that is valid for clinical field research have become available,
there is still a significant gap in knowledge about the relevance of such
devices for digital learning. In this pilot study, a group of 17 univer-
sity students of computing wore a moodmetrics smart ring device for
one week. In addition, students kept short diaries about their study-
related activities. Results from statistical analysis show a strong corre-
lation between non-study and study-related stress level averages. Even
when comparing the daily stress values, the correlation was strong and
significant within the 95% confidence level. A total of 53 non-study and
study average pairs were observed in the data. Our results reveal that
stress of these students seemed not to vary between short-term study-
events but it was found to be a more comprehensive issue. In the future,
larger samples and more data are needed for more reliable research on
individual study activities.

Keywords: Stress · Academic emotions · Stress measuring

1 Introduction

Emotions and stress have crucial importance in wellbeing, which reflects directly
to success in almost all domains of life, including academic performance [4]. In
a Finnish study, 33% of all students (32% male and 34% female) experienced
considerable stress in 2016, and 25% of students hoped to receive help for stress
management [16]. However, wellbeing and stress are currently not well researched
areas in learning analytics in general, and particularly in computing education.
Moreover, a large amount of the research in learning analytics has focused pre-
dominantly on factors, such as prior academic performance, demographics, and
log data generated by learning management systems [10]. In computing, learning
analytics has focused mostly on analysing simple log metrics [14].

This paper presents preliminary findings from our experiments with using a
moodmetric device [15] in learning analytics. University students of computing
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wore the devices for one week and kept a diary about their study-related activ-
ities. The data from the sensors was subjected to quantitative and qualitative
analyses. Also, practical issues and observations from the research setup were
collected. This paper reports the findings from this experiment, and lays out a
future research agenda. This research is a part of larger efforts in our research
group to understand the role of sensors, social psychological and psychological
aspects of learning in learning analytics (eg. [1]). The results may help in offering
students more holistic support for growth and development in the future. The
following three research questions were set for this study.

1. What is the relationship between study-related stress levels and non-study-
related stress levels of students as measured by the moodmetric smart ring?

2. What other possibly interesting associations can be found in students’ stress
as measured by the moodmetric smart ring?

3. What usability or other practical issues arise in using the moodmetric smart
devices in this research setup?

This research’s purpose is also to help to understand educational psychology in
digital learning, and to design related interventions and pedagogies to support
the growth of both intellectual capacities, creativity, collaboration skills, soft
skills and students’ wellbeing in learning analytics.

2 Related Research

2.1 Emotions and Stress

There are seven inborn and “prewired” core emotions: sadness, joy, anger, fear,
disgust, excitement, and sexual excitement [13, p. 5]. Emotions are survival pro-
grams that are preprogrammed in the brain and are not subject to conscious
control. In the face of physical threat, fear is triggered automatically, while e.g.
succeeding triggers emotions of joy and excitement [13, p. 5]. Emotions are cru-
cial for survival. However, they also cause problems and the ability to block
emotions by using defences is needed to succeed in society. But research shows
that blocking emotions is detrimental to mental and physical health, and blocked
emotions may lead to stress, anxiety and depression [13, p. 6]. The challenges of
modern life, including pressure to succeed, pressure to fit in, desire to “keep up”,
and the “fear of missing out” may evoke combinations of conflicting emotions.
Blocking core emotions may lead to detrimental types of stress [13, p. 6].

Stress is the human body’s general reaction to external demands targeted
towards it [8]. From an evolutionary perspective, the physiological stress response
triggers increase of both physiological and mental functioning in order to meet
imminent demands and to survive. Psychological stress is considered to occur
in cases where environmental demands are perceived to exceed ones adaptive
capability [6]. A stressed individual perceives external threats as unpredictable,
uncontrollable, or both [5]. Research shows both positive and negative impacts of
stress [5,6,8]. Stress can act as a motivator for proactive problem solving, and can
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increase cognitive performance by mechanisms, such as increasing brain processes
and boosting memory [8]. Stress-related-growth refers to a process where stressful
experiences enhance the development of mental toughness, heightened awareness,
new perspectives, a sense of mastery, and other beneficial things [8].

On the other hand, a direct link has been established between stress—
especially it’s prolonged and chronic form—and a number of disastrous men-
tal health and health issues [6]. Prolonged stress is linked to burnout [12]. In
burnout, stress mounts, and psychological resources are increasingly diverted to
combat its negative effects, until the resources are exhausted [12]. There is a
direct link between stress, burnout and reduced job performance and job sat-
isfaction, higher rates of accidents, increased withdrawal, and substance abuse
[12]. Stress is important in various domains, including leadership [12].

Moreover, psychological stress and disease have clear links, particularly in
regards of depression, cardiovascular diseases, and autoimmune diseases [6].
Links are emerging in other areas too, including upper respiratory tract infec-
tions, asthma, viral infections, and wound healing [6]. Behavioural changes may
include increased smoking, decreased exercise and sleep, and poor adherence to
medical regimens, which together establish a pathway between stress and poor
health [6]. These fundamentally destructive effects of stress are linked especially
to prolonged types of stress, while short-term stress is often linked with beneficial
aspects that enhance health and performance [8]. These contradicting findings
in relation to stress are sometimes called the stress paradox [8].

2.2 Academic Stress, Coping, and Mindset

Research shows that high stress in academic contexts is often associated with
anxiety and depression and that academic burnout is a serious concern that may
be related to “low sense of achievement”, “depersonalisation”, and “emotional
exhaustion” [17]. In a Finnish study, 33% of all students (32% male and 34%
female) experienced considerable stress in 2016, and 25% of students hoped
to receive help for stress management [16]. The most frequent causes of stress
were reported to be performing in public and difficulties in getting a grip on
one’s studies [16]. In Ireland, the quality of student–teacher interaction and peer
relations were found to have a significant impact on stress levels of students [2].

2.3 Interventions for Stress

A number of interventions have been designed to combat stress. For exam-
ple, stress-mindset-interventions have resulted in positive changes to mindsets
and related decreased stress levels and increased academic achievement [20].
Mindfulness-interventions have also become increasingly popular, and research
shows that interventions, such as Mindfulness-Based Stress Reduction Courses
(MBSR) may reduce stress, anxiety, depression, and increase well-being [3].
Moreover, a review of 12 studies about the impact of mindfulness interventions in
undergraduate medical students found evidence in favour of positive impacts of
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mindfulness-interventions to stress, depression and burnout [9]. Health applica-
tions, such as the moodmetrics application [15], contains exercises for decreasing
the stress level. In the future, measurement scales and related interventions can
be integrated into digital learning and learning analytics as standard features.

3 Research Design

3.1 Measuring Emotions and Stress

The moodmetric smart ring is a device for measuring electrodermal activity
[15]. The signal accuracy of the device is reported to be comparable to lab-
oratory devices, making the device valid for field research [19]. Electrodermal
activity (EDA) is a well-known psychophysiological marker of the functioning of
the autonomous nervous system. Applications of EDA measures include, among
others, classifying arousal, classifying affect arousals in varying work-like or
added-stress tasks in comparison to baseline cognitive load, and “biofeedback”
for performance enhancement, with an affect-based music player as a recreational
example [7]. In a project [11], a combination of heart rate and skin conductivity
sensors were used to design a scarf that would change its colour according to
the mood state of its user. Experiments show that by using the combination
of heart rate, skin conductivity and skin temperature, it might be possible to
detect basic emotions, such as happiness, sadness, angriness or neutral state [18].
However, much of the previous research on EDA has been limited to laboratory
environments because of a lack of suitable wearable devices [15].

3.2 Context and Data

Students were recruited from two courses at the Department of Future Tech-
nologies in University of Turku. First course Learning Analytics is an advanced
course, which gives students an overview of the state-of-the-art research in Learn-
ing Analytics. Second course is an intermediate-level course for computer science.

The moodmetric rings measure a person’s emotional arousal on a scale from
0 to 100, which we refer here as a person’s stress level. The users of the mood-
metric device [15] first need to wear the devices for 12 hours for personalised
calibration, which ensures that moodmetric values are comparable between two
or more moodmetric devices. The ring provides other measurements also, but
the moodmetric value is the most meaningful indicator, and the only indicator
that was used in this research. A total of 17 students participated in the research.

The participants were given detailed instructions for the study. The students
were instructed to wear the devices starting one day before the start of the week
for calibration, and then to wear the device for one week, and record all their
study related activities in a diary. The students were instructed to return both
an excel sheet with exact times of studying-related events, as well as a free-form
written diary about their study activities. Thus, the students had to fill the
kind of study-activities they were doing, for example sitting in lectures or being
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at exercise sessions, or doing individual or collaborative studying at university
premises, home, library or another place.

Data cleaning was done as follows. First, at night, stress levels normally come
down when the body shifts to rest. This may balance the overall stress, which
helps to manage higher stress levels at daytime. However, this means that night
time measures can bias the results when comparing stress between study-related
and non-study related activities. Detecting and separating sleep from active time
for each person is not unambiguous. Without a better solution, a robust decision
for removing all measurements between 11PM to 8AM was used. This method
may have resulted in some bias.

Based on the data it is complex to tell, what actually counts for study-related
activity. While studying, students may mentally process several things, which
are not necessarily directly related to their present assignment. This processing
may contribute to their high or low stress levels. To address this bias, all such
days were removed from the data, where student had only had a maximum
of 20 min of study-activities. The decision was based on the assumption that
short study activities might be more vulnerable to stress impacts from previous
or upcoming activities. In addition, in general, a relatively large variability in
moodmetric values may have reduced the reliability for singular measures.

Second, the times of active study were cut out from the moodmetric data
based on students’ excel-diaries about their study activities. Therefore, any
errors that students may have made in marking the beginning and end times
in their study activities might have caused additional bias. However, there was
no reason to suspect that this kind of bias actually materialised.

3.3 Methods

In many cases it is too hard to measure the value of a parameter of a population,
but bootstrapping gives a simple and powerful way to obtain valuable informa-
tion from our sample parameters. Bootstrapping relies on random sampling with
replacement and allows to estimate e.g. a statistic’s variance, standard error or
confidence interval. If, for example, data is skewed, simple bootstrapping can
be problematic. Because of this, in this research, a more advanced bootstrap-
ping method called bias-corrected and acceleration (BCa) bootstrapping [21] was
used. This method requires calculating bias and acceleration constants, which
are responsible for adjusting non-stable variance and taking care of possible
skewness. Skewness can be assured in a multivariate case with Mardia’s test,
where a low probability indicates that the data is not normally distributed.

We report only confidence intervals instead of statistical significance and p-
values, because confidence intervals are richer than a single p-value is, and also
makes it also easier to observe the effect size as compared to presenting only a
p-value. Confidence intervals are presented with the 95% confidence level.

We also tried to classify students’ perceived stress based on their diaries. In
the instructions for filling the diaries we asked students to describe their stress
levels during various activities. Labelling students was done on scale of 1 (low
stress), 2 (moderate stress) to 3 (high stress). There were 3 interpreters doing
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Fig. 1. The moodmetric-values for study-related activities versus non-study-related
activities for each student. In addition, students’ average moodmetric values from a
whole measured week are plotted for comparison.

this analysis. We used percentage agreement and Krippendorff’s alpha [22] to
evaluate our labelling. For reliability considerations, α’s value 0 indicates the
absence of reliability whereas value 1 would be a perfect reliability. Even for
tentative results we would like to have α’s value close to .7, but results closer to
1 would be most desirable. No other common themes were found in the diaries.

4 Results

Figure 1 shows that stress levels in non-study and study activities have strong
correlation in both when comparing students’ average or daily moodmetric val-
ues. Calculated correlation values were as high as .68 for daily measurements
and .85 for average values of all students. Figure 1 shows that most of the obser-
vations are centred close to the point (50,50), which is expected from individuals
who are not overstressed or exceptionally calm. However, there are still values
much higher than 50 and the data is skewed because of those higher measure-
ments. This has been assured with Mardia’s test, which gave us skewness = 18.41
with probability p = .001. For calculating a confidence interval to our data’s cor-
relation, the skewness is taken into account by using the BCa bootstrap method,
which ensures reliable results in this case. For these 53 observations from daily
comparisons, we calculated a confidence interval of (0.41, 0.84).

We did some research how different activities compared to each other, but
found no clear patterns. Percentage agreement gave us only a result of 18.3% and
Krippendorff’s alpha .0472 when labelling students’ stress levels, so no further
examinations were done in regards of labelling students’ stress either.
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5 Discussions

The first research question set in the beginning of this article asked: “What is
the relationship between study-related stress levels and non-study-related stress
levels of students as measured by the moodmetric smart ring?” The analysis
clearly show that there is a strong statistical association between stress levels as
measured by the moodmetric smart ring between non-study and study-related
activities. The results of this research show that students’ overall stress level
seems to be the dominating factor, which, in future research designs, should be
considered first, and other possible factors or causes afterwards.

The second research question set in the beginning of this article asked:“What
other possibly interesting associations can be found in students stress measures
as measured by the moodmetric smart ring?” Because in this initial study the
sample size was relatively small, making observations in regards of different types
of study activities and their potential impact to stress levels felt unprofitable.
More data in the future is needed to look into this issue with more depth.

It would have been also interesting to compare students’ self-evaluation for
their real moodmetric levels, but quite surprisingly our evaluations were nowhere
close to each other and neither percentage agreement or Krippendorff’s alpha
(α ≈ 0.05) encouraged to use these evaluations. Based on such a low α -value
there might have been some disagreements how to mark low, moderate and high
stress levels. This is one interesting research avenue to explore further.

The third research question set in the beginning of this article asked:“What
usability or other practical issues arise in using the moodmetric smart devices in
this research setup?” Some students reported that the device is uncomfortable
to wear, which is problematic, if measurements are required to be collected from
longer periods. There were also some practical problems one device being mute
and one student reported getting a rash from the device, which lead to excluding
these cases from the data. Also some students have minor issues transferring the
moodmetric data to research team. At overall, the device worked well.
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Abstract. Writing in a foreign language is a struggle for learners and revising
their writings is time consuming for teachers as well. For this reason, writing
support systems have been widely proposed and one of its main functions is to
automatically detect and revise errors in learners’ writings. However, the
detection technologies are a work in progress and the effectiveness of error
revision feedback is arguable. Meanwhile, numerous efforts have been made to
enhance learners’ writing proficiency and reduce errors. Reading is considered as
one of the important strategies. However, few studies have reported the linguistic
knowledge that learners pay attention to and how they use the knowledge of web-
based learning in their writings. In this paper, we performed a reading-to-write
experiment in a web-based writing environment and analyzed reading materials
and learners’ writings to explore how to observe learners’ awareness of syntactic
structures in materials. Sentence patterns, proposed in our previous studies, have
been introduced to categorize sentences, and the syntactic similarities between
reading materials and learners’ writings have been calculated. The experimental
results revealed that students showed higher comprehension of content but dis-
played poor attention towards syntactic structures in reading activities, if the
structures were not significantly salient. It is assumed that the similarity measure
is effective in observing students’ awareness of syntactic structures in materials,
and further studies are needed to automatically observe the awareness.

Keywords: Syntactic awareness � Reading-to-write � Similarity measure �
Web-based EFL writing

1 Introduction

Writing in a foreign language is a struggle for learners. Besides organization and clarity
in content, writing necessitates the accurate use of lexical and syntactic knowledge [1].
Hence, grammatical revision is an important process in foreign language writing.
However, revising learners’ writings is time consuming for teachers. For this reason,
automatically detecting and revising errors in learners’ writings is a popular research
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topic not only in the field of educational technology but also in natural language
processing [2]. Writing support systems have been proposed [3–6]. Nevertheless,
detection technologies for this purpose are still a work in progress and the effectiveness
of error revision feedback is arguable [7–9].

On the other hand, considerable effort has been put in teaching writing to enhance
learners’ writing proficiency. This means that errors in learners’ writings decrease as
proficiency improves. Reading is regarded as one of the important strategies of
enhancing writing proficiency. Reading and writing are interdependent and writers’
linguistic skills, contextual awareness, and strategies, etc., are influenced by the
information in source texts, in writers’ prior experiences and learning etc. [10]. It has
been stated that learners’ writing skills concerning content, organization, vocabulary,
and language use are associated with their reading skills [11]. Furthermore, the visual-
syntactic text formatting technology that visualizes syntactic structures has been
experimentally used on reading to enhance syntactic awareness. The experimental
results clarified that the technology raised students’ awareness of syntactic structures,
and the written conventions and writing strategies of low-proficiency students were
significantly influenced by the technology [12]. However, problems related to learners’
awareness of linguistic knowledge in source texts and how the knowledge provides a
scaffold of support to writing, emerged. We suggest that, in a web-based language
learning environment, observing learners’ attention towards linguistic knowledge in
source texts is necessary as well. Based on the observation, a scaffold of support can be
provided to writing at last.

In this paper, we aim to present an approach to automatically and quantitatively
observe the correlation between the reading and writing activities. We focus the
observation on learners’ awareness of syntactic structures in reading materials.
Although literature [12] has provided a technical method of raising syntactic aware-
ness, it has not been reported how to automatically and quantitatively observe learners’
awareness in a web-based language learning environment.

We consider that learners’ awareness can be observed by measuring similarities
between reading materials and learners’ writings. Therefore, we aim to perform an
experiment that includes reading-to-write tasks in a web-based writing environment
and analyze reading materials and learners’ writings. Sentence patterns, proposed in our
previous studies, are introduced to categorize sentences, and the syntactic similarities
between reading materials and writings are calculated [13]. In the next section, we
explain the details of the experiment. We propose the method of similarity measure in
Sect. 3, and then provide the experimental results and discussion in Sect. 4.

2 Experimenting with Reading-to-Write Tasks

2.1 Web-Based Writing Environment

Generally, there are two kinds of reading styles related to writing in classroom learning:
reading-to-write and reading-to-integrate. We adopted the reading-to-write style in the
experiment to investigate learners’ awareness. Many studies have focused on the
relationship between reading-to-write and writing. Most claimed that reading-to-write
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strongly influences writing [14]. Although it is evident that integrated reading improves
learners’ writing proficiency, it is a harder task to observe learners’ awareness.

We developed a web-based writing system to perform the experiment. Two web-
pages were designed to provide two reading-to-write tasks. Each page included a
paragraph essay on the top followed by two related questions. The first question asks
the participant if he/she has read the essay. The second asks to write a response essay in
relation to the paragraph essay. An input space for writing is given below the second
question. Meanwhile, in order to clarify if learners are sensitive to salient syntactic
structures, we colored the present tense verbs in third person singular, which appear on
the second page, red [15].

2.2 Reading Materials

As the study focuses on how to observe learners’ awareness, easy-to-read materials
were used to reduce comprehension difficulties and errors in writing. Two paragraphs
were chosen from a text book for the freshmen of Kobe University. The essays consist
of 156 words (13 sentences) and 152 words (15 sentences) with the topics focusing on
bosses in offices and future jobs, respectively. Hence, the questions related to the
response essays on the first page were as follows:

• Question 1: Have you read the paragraph before?
• Question 2: Please write a short essay on your boss.

2.3 Participants and Procedure

There are 12 participants consisting of second-year, third-year, and senior students of
Kobe University, with a major in global culture. This makes the reading materials easy
to read for them.

The students were required to log in to the web-based writing system, and then
complete the two reading-to-write tasks without using a dictionary, in an orderly
manner. To avoid losing participants’ attention, the essays are limited to 5 sentences or
70 words so that the experiment takes around fifteen to twenty minutes.

3 Similarity Measure

Learners’ awareness can be observed by measuring similarities between their writings
and reading materials based on the hypothesis that a learner tends to imitate the
syntactic structures he/she pays attention to during reading.

Numerous researches in the field of natural language processing have addressed the
issue of similarity measures for semantic or syntactic analysis. Recently, Gali et al.
proposed a framework for syntactic analysis [16]. Although we adopted the tree
Levenshtein distance to measure syntactic similarities and failed to interpret the results,
it is important to further investigate the similarity measures for analyzing learners’
awareness.
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In this paper, we measure syntactic similarities between documents by categorizing
sentences according to sentence patterns and then calculating Euclidean distances.

3.1 Sentence Patterns

Table 1 gives the sentence patterns that learners are required to know at the start of
English language learning [13]. In the column “Pattern description,” we describe the
features of the patterns. It is a common feature in patterns that a sentence is differ-
entiated only by the subject or the verb of the sentence. In addition, each sentence
pattern has four sub-classifications which are combinations of tense and polarity: (a) a
present tense affirmative sentence pattern (pre_aff), (b) a present tense negative sen-
tence pattern (pre_neg), (c) a past tense affirmative sentence pattern (past_aff), and (d) a
past tense negative sentence pattern (past_neg). The pattern names will be used in the
next section.

The subject-verb phrase of a sentence that starts with the subject and ends with the
verb can be easily extracted by the use of a dependency parser. We used the Stanford
Parser to extract subject-verb phrases of sentences [17].

3.2 Similarities Between Two Documents

We calculated the Euclidean distance of the two documents as similarities. For each
document, all the sentences are categorized within the sentence patterns. The ratios of
the patterns used in the document are calculated. Then, the Euclidean distance between
the two documents is calculated by using the ratios, and is defined as the similarity.
Understandably, the larger the value, the lower the similarity.

4 Results and Discussion

We collected 35 sentences and 34 sentences in the two reading-to-write tasks,
respectively. There are 13 sentences in the first reading material (Reading_A) and 15 in
the second reading material (Reading_B). Here, simple sentences, complex sentences,
and complicated sentences are included.

Table 1. Sentence patterns

Pattern
names

Pattern description

P1 A subject is the first person “I”
P2 A predicate verb is am/is/are/be/have/has/exist/exists
P3 A predicate verb is think/believe/consider/guess/suppose/assume
P4 Can/be able to/am able to/is able to/are able to is included in a subject-verb

phrase
P5 A subject-verb phrase is excluded from the above patterns
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First, we summarized students’ writings. Then, we categorized all the sentences in
each student’s writings, Reading_A and Reading_B, and calculated the Euclidean
distances of the writings and the materials.

4.1 Summary of Students’ Writings

There are 11 students who answered “No” to Question 1 in the two tasks which
indicated that it was the first time the students had read the materials. There were a few
syntactic errors and spelling mistakes in their writings but all were easy to read. The
writings showed high topic similarity as well. Therefore, the students had sufficient
reading proficiency and writing proficiency concerning the reading-to-write tasks.

Conversely, it seems that students did not notice the display difference in the
present tense verbs in third person between Reading_A and Reading_B, or they did not
pay attention to the use of the present tense verbs in third person. There are 7 verbs
ending in –s in Reading_A and 7 red verbs ending in –s in Reading_B. In the reading-
to-write task related to Reading_A, 4 present tense sentences in third person singular
were used in students’ writings and one error was found. In the reading-to-write task
related to Reading_B, there were 11 present tense sentences in third person singular
while there were 5 verbs without –s. The error percentage in the second task is larger.
It is thus believed that coloring does not raise students’ awareness.

4.2 Observing Students’ Awareness by Measuring Similarities

Table 2 shows the Euclidean distance values. The values related to Reading_A vary
from 0.44 to 1.19, and the distances corresponding to Reading_B range from 0.21 to
0.90. Here, S1–S12 denote the 12 students, and the values are ordered by those in
Reading_A. The syntactic structures in the writings of S1, S6, and S7 are very similar
to that of Reading_A in comparison to S9’s essay. The structures in S11’s essay are
most similar to Reading_B and those of S3 are far different.

We drew the distributions of sentence patterns used in the essays of S1, S6, and
Reading_A in Fig. 1 and the distributions of S9 and Reading_A in Fig. 2. Here, the
suffixes “Pre_Aff” and “Past_Aff” mean a present tense affirmative sentence pattern and
a past tense affirmative sentence pattern, respectively, as mentioned in Sect. 3.1.

It can be observed in Fig. 1 that S1 and S6 tend to reuse sentence patterns
appearing in Reading_A. Although the ratios of the patterns used in the students’

Table 2. Euclidean distance values

Students S1 S6 S7 S4 S8 S12

Reading_A 0.44 0.44 0.44 0.60 0.71 0.71
Reading_B 0.76 0.52 0.43 0.70 0.43 0.25
Students S11 S3 S10 S5 S2 S9

Reading_A 0.74 0.83 0.85 0.88 1.05 1.19
Reading_B 0.21 0.90 0.52 0.52 0.56 0.38
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writings are very different from the material, the sentence patterns are limited to those
appearing in Reading_A. Students may be potentially or consciously influenced by
syntactic structures in the material on reading.

However, Fig. 2 indicates that S9 did not refer to the patterns. There is no reuse of
sentence patterns in Reading_A and the complete essay consists of past tense affir-
mative sentences with be verbs. Obviously, the student ignored the sentence patterns in
Reading_A.

Because the results from the task for Reading_B were similarly inclined, as men-
tioned above, we omitted the figures corresponding to the second task.

Therefore, it is noticed that a Euclidean distance value based on sentence patterns
can prove if learners tend to reuse syntactic structures in reading materials. If the value
is small, it means a learner may be aware of syntactic structures on reading. Further-
more, by verifying the distribution of the structures appearing in learner’s writings, we

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

Reading_A

S1

S6

Fig. 1. The distribution of sentence patterns with high similarities
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Fig. 2. The distribution of sentence patterns with low similarities
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may find which structure the learner tends to reuse on writing. The results claim that
measuring similarity by categorizing sentences according to sentence patterns may be
an effective approach to automatically observe learners’ syntactic awareness.

5 Conclusion

In this paper, we performed a reading-to-write experiment in a web-based writing
environment and analyzed reading materials and learners’ writings. Sentence patterns
that were proposed in our previous studies were introduced here to categorize sen-
tences, and the syntactic similarities between reading materials and writings were
calculated. The experimental results revealed that most of the students showed higher
comprehension on topics but poor attention towards syntactic structures in reading
activities, despite parts of the structures being colored. It is assumed that the similarity
measure is effective in observing students’ awareness of syntactic structures in
materials.

On the other hand, the students involved in the experiment are limited and the essays
are short. Therefore, we need to improve such points to enhance the precision of the
approach. Further studies are still needed to automatically observe learners’ awareness.
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Abstract. The paper focuses on the perception of innovations from the per-
spective of students. By innovations, in this case, we understand information
and communication technologies. The aim of the research project is to compare
the perception of innovations from the view of Czech and Asian students. We
proceeded from Rogers’ theory of diffusion of innovations (Rogers uses the
words technology and innovation as synonyms), which defines five categories of
adopters as classification of individual members of the social system, based on
innovativeness. Diffusion is seen as a process, while innovations are passed on
to other members of a particular social system during a certain time unit and
through certain information channels. As a research tool, we used the
Kankaarinta questionnaire. The research group consisted of Czech and Asian
university students. Given the expansion and use of technology in Asian
countries, we assumed that Asian students would be more inclined to innovate
than the Czech ones. We worked with comparable groups (186 Czech students
and 159 Asian students). Due to the fact that Czech students were from the
Faculty of Education, female students prevailed in that group. Asian group of
students was gender-balanced. In both groups, early majority prevailed, with a
statistically significant difference between the two groups. Asian students
seemed more innovative.

Keywords: Diffusion of innovations � Perception of ICT � Rogers’s theory �
Kankaarita questionnaire

1 Introduction

A characteristic feature of the society over the past decades is the general acceleration
caused mainly by the penetration of information and communication technologies into
all sectors of human activities [1]. This issue is closely related to the adoption of inno-
vations, respectively the diffusion of innovations, by individual members in the society.

The issue of diffusion of innovation has been dealt with in many empirical
researches and studies that were mainly focused on marketing [2]. For example,
Gabriel Tarde, one of the founders of modern sociology and social psychology, focused
on the research in the field of innovation penetration into society with his imitation
theory [3]. One of the most important theorists of “diffusions” is Everett M. Rogers,
who in 1962, based on his research on the spread of agricultural innovations among
Iowa farmers, introduced the entire theory of diffusion of innovations [3].
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2 Theoretical Basis

Rogers’ theory of diffusion of innovations is, according to Medlin [4], one of the most
appropriate tools for researching the process of adopting technology in learning
environment. We come across the synonyms of innovations and technology that
Rogers uses. Rogers defines the concept of diffusion as a process by which innovation
is communicated among members of a particular social system, namely during a certain
time unit and through particular information channels [3]. The term communication is
also, according to Rogers, a kind of process, in which participants create and share
information with each other for a purpose of mutual understanding [3]. From the above
we can conclude that the basic components of diffusion of innovation are:

• Innovation
• Communication channels
• Time
• Social system.

2.1 Innovation-Decision-Making Process

Based on the Rogers definition of diffusion of innovations, it is possible to identify the
main factors affecting the uneven spread of innovation. It is about the nature of
innovation, communication and the dynamics of the process that is influenced by the
social framework. On the level of an individual, who decides to accept or reject
innovation, we talk about the process. This process has several stages, and each of
these stages causes some obstacles to a potential adopter. The phases are as follows:

• Knowledge - the individual knows about the existence of an innovative product and
understands what it brings

• Persuasion - the attitude of the individual to innovation is either positive or negative
• Decision - the individual engages in activities that lead to acceptance or rejection of

innovation
• Implementation - the individual starts using the innovation
• Confirmation - an individual evaluates the result of using innovation

2.2 Categories of Innovation Adopters

Rogers states in his publication that individuals, as members of a particular social
system, do not adopt innovations in the same way. Each individual undergoes a par-
ticular decision making process of innovation accepting or rejecting, which happens
over a period of time. This means that it is possible to divide the adopters on the basis
of the time period, or the moment when they first applied the innovation [3].

Rogers defines categories of adopters as a classification of individual members of
the social system based on innovativeness [3]. The subcategories are composed of
enthusiastic innovators, visionary early adopters, pragmatic early majority, conserva-
tive late majority and skeptical laggards [5]:
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• Innovators (enthusiasts) are people who enthusiastically share news with similarly
targeted people. They try new things without fear of failure. Enthusiasts deal very
well with the high degree of uncertainty at innovations, being often misunderstood.
They can have a positive impact on the spread of innovations in their surroundings.
According to Rogers, this is the smallest category represented only by 2.5% of the
population.

• Early adopters (visionaries) are, in certain characteristics, similar to innovators.
They are more restrained in accepting innovations, and most likely become the
opinion leaders, whose example is worth following. They focus solely on their
social group, which is how they differ from innovators. They approach innovation
with greater caution. Rogers calculations determine 13.5% of these adopters in the
population.

• The early majority (pragmatists) have not a leading role, and if so then rarely.
Together with a group of early users, they can play the role of a mediator of a level
of uncertainty in the process of spreading innovations. They undergo a much longer
process than previous groups before they accept innovation - the period of their
innovation-decision-making process is relatively long. According to Rogers, 34%
of the population belong to this group.

• The late majority (conservatives) in Rogers’ theory make up about one-third of all
members of the social system (34%). They are very insecure, and careful in
acquiring innovations. Adoption will take place only after pressure of peers, reg-
ulations or norms. If uncertainty prevails, they will not accept innovations.

• Laggards (skeptics) are the last to accept innovations. They follow traditional values
and solutions, and are fixed with the past. Their relationship to innovations is
distrustful and they associate with a specific social group. According to Rogers,
16% of the population belong to this group (see Fig. 1).

In each of the aforementioned categories of adopters, individual members resemble
each other’s level of innovativeness, which Rogers defines as the degree of belief that
an individual or other unit of adoption applies innovation relatively earlier than another
individual member of the social system [3].

Fig. 1. Individual categories of adopters depending on their approach to innovation (Source:
Rogers [3]).
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A different form of definition is presented by Braak [6], who describes innova-
tiveness as a relatively stable, socially built and innovatively dependent characteristic
that signals an individual’s good will to alter their family practices [7]. Innovativeness
is thus crucial for understanding the desired and essential behavior in the innovation-
decision-making process [5].

3 Research Project

The main goal of the project was to find out the perception of innovations in relation
with information and communication technologies in two groups of tertiary students
with different ethnic background.

Sub-objectives:

• Describe the perception of innovation from the perspective of Czech students.
• Describe the perception of students from the perspective of Asian students.
• Verify whether the obtained distributions correspond to Rogers typology based on

the theory of diffusion of innovations.
• Perform comparisons with researches focused on the view or perception of

innovations.
• Based on the objectives, the following research questions were formulated:
• What is the attitude of Czech students to innovations in ICT?
• What is the attitude of Asian students to innovation in ICT?

3.1 Methodology

Based on research goals and questions, quantitative research was chosen. An explora-
tory research method was used and a questionnaire was chosen as the basic research
technique. The original and the Czech version (for Czech students) of the Kankaanrinta
questionnaire was used. The Czech version of the Kankaarinta questionnaire was
already used by Černochová [7]. The questionnaire consisted of five pentads of claims
(25 items), and respondents, using a scale from 1 to 5 (5 - agree, 4 - rather agree, 3 - no
opinion, 2 - rather disagree, 1 - disagree), expressed the level of acceptance of the
claims. Each set of claims was formulated to be as responsive and reflective as possible,
so that the respondents could express their views according to the five groups of Rogers
categories, i.e. innovator, early adopter, early majority, late majority, and laggard.

The research group consisted of 186 Czech students from the University of Hradec
Králové and 142 students from Chinese (resp. Asian) universities. All of them were
teacher-training students, who use the technology mainly for personal and educational
purposes (PC, laptop, tablet, smartphone) and social networks. The characteristics of
the research sample (selection) were as follows, see Table 1.
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4 Research Results

Based on individual scores, we obtained a distribution of respondents in terms of their
perspective and attitudes towards innovations in the field of information and com-
munication technologies. The largest proportion of Czech students belongs to Early
majority (60%), in contrast with early Adopters (4%), who were represented the least.

In the group of Chinese students dominated the Early majority (38%) as well,
followed by Innovators (26%) and Laggards (5%) were represented the least, see Fig. 2.

Our further objective was to find out if the two groups of students differ signifi-
cantly in terms of ICT innovations. For testing, we used due to the abnormal data
distribution (based on the normality tests Kurtosis, Skewness and Omnibus, the
normality cannot be rejected), Kolmogorov-Smirnov test and for verification the

Table 1. Characteristics of research sample (selection).

Czech students Chinese students

Total number of students 186 142
Male 28 59
Female 158 83
Age (in average) 22.1 21.1
Standard deviation 2.4 1.3
Minimum 19 19
Maximum 36 24
Modus 22 21
Median 22 21
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Fig. 2. Distribution of Czech and Chinese students.
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Mann-Whitney test. The null hypothesis was not accepted at the significance level
a = 0.05 (Kolmogorov-Smirnov test p = 0.020127; Mann-Whitney test p = 0.015282).
For the resulting box charts see Fig. 3.

If we compare the obtained results with relevant researches (see Table 2), we can
state that unlike Kankaarintas’ [8] and Rogers’ [3] results the group of Czech students
corresponds most closely with the results of Zounek [4] and Cirus [9]. In all cases, they
were teacher training students. The group of Chinese students seems relatively inno-
vative (26%).

We can also observe a certain trend that there is a reduction in the proportion of
displaced persons in favour of the Early majority or Early adopters or Innovators,
which corresponds to innovative ICT trends [10, 11] (see Fig. 4).
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Fig. 3. Box charts of data distribution of both groups of students.

Table 2. Relevant researches.

Category Kankaanrinta
[8]

Rogers
[3]

Zounek
[4]

Círus
[9]

Czech
students

Foreign
students

Innovator 3 2,5 10 13,2 18 26
Early adopter 13 13,5 3 6,6 4 21
Early majority 34 34 66 69,2 60 38
Late majority 34 34 20 8,8 12 10
Laggard 16 16 1 2,2 7 5
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5 Conclusion

The described research detected the university students’ attitudes to ICT innovations.
The research was based on Rogers’ theory of diffusion of innovations and its cate-
gorization. We took into account similar researches. The results of the research showed
that the groups of students were different in terms of the perception or adoption of
innovations in the field of ICT. Both selected groups of students were dominated by
Early Majority, however, Chinese students, according to research, tend to be more
inclined to progressive adoption of ICT innovations.

From the perspective of innovations in the development of technologies, we used
the Rogers definition. The Gartner curve, see Fig. 4, depicts trends in technology and
the understanding of technology cycles. The 2018 curve no longer shows the tech-
nologies commonly used by students. There you can find technologies focused on
artificial intelligence, ecosystems, Do-It Yourself Biohacking, Transparent Immersive
Experiences and Ubiquitous Infrastructure. From the development of the curve we can
deduce that contrary to the results of Rogers [3] and Kankaarinta [8], the perception of
technologies (PC, laptop, tablet, smartphone) and social networks is shifted to the
categories of innovator, early adopter and early majority.

We are aware that our research is subject to potential limitations. First, there is
insufficient sample size for statistical measurement and thus we cannot generalize in
any way. Second limitation concerns conflict arising from cultural bias and other
personal issues of the selected group of students, who come from different cultural
backgrounds. The authors are also aware that triangulation of methods is necessary to
obtain relevant data. There is also a certain limit in the theory of diffusion. We agree

Fig. 4. Gartner Hype Curve of Emerging Technologies in 2018 (Source: Panetta [9]).
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with the statement of Brdicka [12] that the theory of diffusion can only be applied
(without any problems) to the technical side of technology implementation in teaching.
Despite all the limits, we believe that information and communication technology is
one of the fastest growing areas and teachers’ as well as students’ attitudes to inno-
vations in this area are important for the further development of education.
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Abstract. During the learning process students need time, space and interaction
with peers and tutors. One way to fulfil these conditions is to apply e-learning
tools, for example blogs. An important part of teacher training is reflection, and
it needs attention. The learning process is influenced by several factors and one
is the participation of the tutor. Previous studies have indicated that tutor par-
ticipation in the learning process can influence student reflection, but not all the
activities by the tutor are effective. However, it is important to examine more
specifically how tutors can support student reflection through interacting in the
blog. The aim of this study is to find out what characteristics of tutor blogging
predict the level of reflection in blog posts by student teachers and induction
year teachers. The sample consisted of 207 student teachers and induction year
teachers, and 29 tutors from two Estonian universities. All students had the
opportunity to communicate with each other and with their tutor in the blog.
Characteristics of tutor blogging and the level of student reflection were iden-
tified in blog posts using a quantitative content analysis. A stepwise multiple
regression analysis indicated that five significant characteristics of the content of
blog posts by tutors and one characteristic of how active their blogging was
predicted reflection in the blog on the part of the students. These include
communication with students, actively writing in the blog, blog posts about
success, reflective blog posts, posts about the tutors’ experience and posting
questions in the blog.

Keywords: Teacher education � Reflection � Blog � Tutor

1 Introduction

It is important for teachers to analyse and reflect upon teaching experiences [17].
Reflection is a social process that facilitates learning from one’s own experiences and
those of others [21] and requires interaction with others to express and interpret the
experience more clearly. Consequently, teacher educators have to decide which form,
process and method are most useful for encouraging student teachers to reflect [27]. It
is important to offer environments that give students more time for discussion and
reflection outside the classroom [28]. For example, learning communities offer time and
space where student teachers have learning relationships with peers, tutors or others
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from schools and universities [16]. To promote reflection, one way is to use a collective
blog in teacher education, where student teachers and their tutors can publish posts in
one blog and read and comment on each other’s posts [3]. Previous studies [e.g. 4, 6,
24] and authors of this study [15] have focused on students’ perspective, investigating
the impact of the characteristics of student blogging on their reflection. Likewise,
studies have pointed out that also tutor participation in online discussions is one of the
key elements to effective learning [22, 25, 26], and current article is about character-
istics of tutor blogging that predict students reflection in the blog.

1.1 Related Work

Tutor presence in a shared blog seems to be necessary for the professional development
of student teachers including the recording of this process in the blog [11]. Simply
because students and tutors are participating together does not mean that learners can
reflect because the reflection process needs educational support [21]. The activity of the
tutor should be to encourage deep learning [22], but the quality of the guidance is an
essential part of student teaching through instruction and modelling [2]. The nature of
the guidance influences student reflection, and therefore it is important to define the
guidance specifically [20]. Tutors may play a minimalist background role or a highly
engaged active role [9, 26], or student-centred or instructor-centered discussions or a
combination of these [22] in the online environment. From one perspective, the tutor
may support or respond to students, but does not participate in discussions, and from
another perspective the tutor may participate in discussions and challenge students to
discuss and think more deeply [9, 26]. Based on the previous studies [e.g. 3, 7, 13, 18],
the activities of the tutor can be divided as follows: setting learning activities that
encourage deeper thinking, modelling reflective behaviour, discussing positive and
negative experiences, providing feedback and asking questions.

Earlier studies have shown that student teachers have considered it significant that
the tutor presents contradictory opinions to promote reflective thinking, as well as
summarizing discussions and making conclusions based on the concepts behind
problems [18]. The level of reflection in students also improved in the online forum
when: their tutor encouraged them to share their own reflections, ideas and comments
[28], the tutor’s modelled reflection encouraged the students to reflect upon the online
discussions [13, 28], and using a reflective model, tutor supervision and real situations
positively influenced the student teachers’ reflective portfolios [23].

Discussions with a tutor to guide student teachers in linking theory and experience
[13], and discussions with a tutor about experiences which come from the student
teachers’ blog posts [3] could promote reflection of student teachers. Experiences may
contain successful and unsuccessful aspects. More is learned from problems, but
sometimes learners do not want to discuss their problems [7]. It has also been important
for the students that their tutor or supervisor is empathetic, positive and friendly in the
online discussions [26]. Successful experiences give positive feelings and a willingness
to analyse the positive situation [7].

Providing feedback [17, 18, 22, 26], focusing the discussion [18] and developing
community are important activities for the tutor [22]. The student teachers perceived
professional support in the tutor’s comments as highly significant support in the
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individual blogs [3], and the comments by the tutor facilitate deeper reflection, but the
tutor should also promote peer support rather than only share their own expert
knowledge in the blog [5]. In addition, tutor’s comments without offering the student
teachers guidance in the blog contributed more to a social atmosphere than the
reflection process [13]. Solving questions and problems, and posing questions is also an
essential activity of the tutor [22], which creates collective sense in learning commu-
nity. Asking higher order thinking questions [28] or posing questions [3, 5, 13] pro-
motes student reflection in the online discussions.

Previous studies have also shown that periodic intervention in the discussion by the
tutor [22], timely responding [26] and actively writing tutors [18, 26] are also important
factors for the students, and may promote their reflection. The results indicated that
active tutor in the online discussions keeps the students engaged in the learning process
[22], and the number of tutor discussion board posts is positively related to the number
of student posts [25]. Student teacher reflection improved when the tutor spent more
time communicating and supporting them [20], and continuous communication
between tutor and student teachers enabled constant learner reflection [1]. Inversely,
students also felt comfortable if the tutor was passive in online discussions [12].

There is a lack of studies about which characteristics of the activities of tutors could
promote learning in online discussions [22, 25, 26], and how tutors can best support
student teacher reflection [2]. It is important to further investigate how the activities of
the tutor in online learning during teaching practice changes the level of reflection [13].
Guidelines for tutors on how to encourage students in online discussions are also
necessary [18, 25]. Accordingly, further exploration of the characteristics of the
blogging activity of tutors and the content of their blog posts is important to promote
reflection in online learning communities. The aim of the current study is to find out
which characteristics of the blogging of tutors predict the level of student reflection in
blog posts in teacher education. The following research questions were posed in this
study:

1. Which characteristics of the content of blog posts by tutors predict the level of
reflection in student blog posts during teacher education?

2. Which characteristics of the blogging activity of tutors predict the level of reflection
in student blog posts during teacher education?

2 Method

2.1 Context

Student teachers during their teaching practice and newly qualified teachers during their
induction year were investigated in the current study. The teaching practice took place
in different schools and kindergartens. Each student had their own mentor in the
school/kindergarten and also a tutor from the university. There was no difference
between the practice tasks for school and kindergarten teachers. During the practice,
the students had to observe the activities of teachers, and plan and carry out their own
lessons/activities supervised by their mentor. Newly qualified teachers worked
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officially at the school or kindergarten as teachers and participated in an induction year
program throughout the first school year. They had a mentor in the school/kindergarten,
but no supervisor from the university. They participated in seminars in university
during the induction year where they discussed situations and problems.

As there were only some student teachers in the same school during their practice
and their schedules did not allow them to communicate, and the newcomers in schools
were mostly alone, separated from other newly qualified teachers, we found that a blog
could provide a suitable environment to discuss professional issues and successes and
problems experienced during their practice and induction year. Each blog had one or
more tutors included, whose task was to support communication and reflection in the
blogs by asking questions and replying to students.

2.2 Participants

The current study included data collected from 207 students and induction year
teachers from the University of Tartu and Tallinn University. The criterion for selection
was the following: posted at least two posts in the blog and also filled the pre-
questionnaire. There were 15 male (7%) and 192 female (93%) participants, 112 of
them students in their teaching practice (54%) and 95 induction year teachers (46%).
The average age was 25.3 (SD = 4.96) years. The participants were student teachers
and newly qualified teachers from different subject areas. Seventy-nine respondents
(38%) had reported in the pre-questionnaire that they had experience with blogging. In
this paper we will refer to student teachers and induction year teachers uniformly as
‘students.’

There were 29 tutors involved in these blogs, who encouraged communication
between students, answered questions and supported reflection. The number of tutors in
a blog varied from one to four tutors (in one blog). The background of the tutors varied
– 15 were university teachers and 14 were in-service teachers. These tutors were related
to the practice or the induction year. Three of these tutors were male and 26 female.
The age of the tutors ranged between 26 and 60.

2.3 Instruments

In 27 collective blogs, 207 students have written altogether 1,858 posts (1,184 new
posts and 672 comments), and tutors 547 posts (267 new posts and 280 comments).

As a dependent variable of this study we used the average level of student reflection
in new posts. The level of the student reflection in new posts was determined on the
basis of the Gibbs reflection model [10]. The model follows a hierarchy and presents
six levels of reflection from description as the lowest to action plan as the highest. In
this study, we added level 0 (Nothing = no reflection) to note posts with no descriptive
level; for example, short answers (e.g. “Yes!”). The independent variables were as
follows: characteristics of the blogging activity of tutors (see below) and characteristics
of the content of the blog posts of tutors.
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Characteristics of the Content of Tutors’ Blog Posts
As the theoretical review revealed, several studies have discovered links between
tutor’s activities or the content of their writing and the reflection of their students [e.g.
3, 7, 13, 22, 28]. In this paper we used the following characteristics to describe the
activities and content of blog posts by tutors:

– Percentage of posts about success and problems. The extent to which tutors posted
about their own successful experiences was indicated by the percentage of posts
about success. These posts included tutors writing about good, positive or happy
feelings, success stories or happiness. The posts by the tutors about problems were
indicated by the percentage of posts about problems. These posts involved writing
about situations what the tutor had perceived as a problem or failure. Neutral posts
were also included here – there was no success or problem described but the posts
were about something.

– Average level of success and problems in posts. Average level of success and
problems in posts was used as a characteristic where all three levels (posts about
success, problems and neutral) were included.

– Average level of reflection in new posts by tutors. Average level of reflection in
new posts by tutors was defined according to Gibbs’ model (see above) on seven
levels from the posts matching the 0 level without any reflection to those posts
matching the 6th level that included an action plan.

– Different behaviours in the blog. Tutor behaviour in the blog was divided into eight
different types: (1) sharing information – provides information on, for example,
practice requirements, etc.; (2) sharing own experiences – descriptive posts about
the tutor’s own experiences; (3) giving instructions, suggestions, guidance – gives
suggestions, or direct guidance, instructions; (4) proposing questions, problems –

asking questions or giving problems for others to discuss; (5) answering questions
and problems – answering different questions or responding to issues raised;
(6) offering support – supporting, comforting, praising students, encouraging, etc.;
(7) agreement with something in a student’s post – agreement, accepting what the
student has written; 8) contradiction with something in a student’s post – arguing,
opposing.

– Four levels of collectivity. the four levels of collectivity were used in our research to
describe the extent to which tutors encouraged communication with each other in
the blog. The first level was individual where the tutor only presented information
in a self-centred way without no links to others posts or addressing others. At the
second level, the perception of others occurred, at least in the title or at the end of
the post, where the tutor used a phrase to turn to the students. However, there was
no link to other posts, rather a self-centred sharing of information or experience.
The third level shows real communication with others; for example, asking ques-
tions, answering other’s questions or commenting on somebody’s post. The final,
fourth level is supporting the learning community, where calls were addressed to all
or several blog members calling them to discuss some problems or the like.
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Characteristics of the Blogging Activity of Tutors
Previous studies [e.g. 18, 20, 26] have found that student reflection is positively related
to how actively tutors communicate with students. The blogging activity among tutors
was indicated here on the basis of the number of comments and the total number of
posts (the sum of new posts and comments). The length of the tutors’ posts was shown
by the average number of words in new posts and the average number of words in all
posts.

2.4 Procedure

All students were divided into 27 collective blogs. Each blog group had an introductory
seminar where the students were first introduced to the purpose and potential of using
the blog during their teaching practice and induction year. Each participant was
instructed to create an account on Blogger (http://www.blogger.com), and the first post
was written to practice writing in the blog, as well as to introduce students to the
technical options they can use in the blog. The participants were also told about the
ethical aspects – that the blog is closed and only the members of this blog and of the
research group can read the posts in the blog and write posts, that blogging is voluntary
and not assessed as part of the practice or induction year. In addition, students were
asked not to use the names of schools, teachers and students in their posts. Students
also had the opportunity to use a pseudonym (or nickname) on the blog if they did not
want to write under their own name.

A coding manual was developed to facilitate the quantitative content analysis. At
the first stage the four researchers coded independently 20 randomly selected postings
until the Kappa coefficient for agreement was 0.83. After that all researchers coded
postings individually. Meantime we repeated the first stage and calculated again the
Kappa coefficient. For a more detailed description of the data analysis see our previous
papers [15, 19]. Descriptive statistics (counts, percentages, means, standard deviations)
of the characteristics of blogging activity and post content were calculated for each
tutor. The average level of student reflection in new posts was also found. We used
IBM SPSS Statistics 25 for the data analysis. A stepwise multiple regression analysis
was used to reveal which characteristics of the content of the tutors’ blog posts and the
activity of the tutors’ blogging (independent variables mentioned above) predicted the
average level of reflection by students in new posts (dependent variable) in the blog.

3 Results

At first, we present descriptive statistics about how active the tutors were. On average
there were 4.5 new posts, 4.7 comments and 9.3 posts per tutor per blog. The average
length of one post (new post + comment) was 56.8 words, and 64.6 words in new posts.

The minimum average level of reflection in the students’ posts using Gibbs model
on a 6-point scale was .5 and the maximum level was 4.5. The average level of
reflection was 2.56 (standard deviation .909). The skewness was −.223 and kurtosis
−.494 indicating that the data were fairly symmetrical. The average level of reflection
among the students was mostly in the range 2–4 (see Fig. 1).
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In terms of predicting the average level of reflection in student posts, the regression
analysis result indicated significance (R2 = .435, F = 12.965 p < .001) in regard to
seven variables. Because the VIF values for the variables ‘Number of posts by tutor’
and ‘Number of comments by tutor’ were above 10 (accordingly VIF = 14.322 and
13.832) and the tolerance values were below .10 (accordingly Tolerance = .070 and
.072), the variable ‘Number of comments by tutor’ was removed from the regression
analysis. The results of this multiple regression analysis are presented in Table 1. We
arrived at a model with six variables explaining 40.8% of the total variance of the
average level of reflection in student posts.
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Fig. 1. Frequency of student posts with different levels of reflection according to Gibbs model

Table 1. Multiple regression analysis on average level of reflection in student posts

R2 F Model b T Tol VIF

.408 13.651 Percentage of tutor’s posts with
communication with others

−.819 −4.758** .168 5.950

Number of posts by tutor .708 6.158** .376 2.659
Average level of success in
tutor’s posts

−.648 −5.300** .333 3.004

Average level of reflection
in tutor’s posts

.509 6.161** .729 1.371

Percentage of tutor’s posts about
his/her experience

−.359 −2.491* .240 4.173

Percentage of tutors’ posts with
questions

.289 2.586* .399 2.505

*p < .05
** p < .01
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According to the standardized regression coefficients, the significance of precursor
variables on the positive factors influencing the average level of reflection in student
posts are as follows: number of posts by tutor, average level of reflection in tutor’s
posts, and percentage of tutors’ posts with questions. The percentage of tutors’ posts
with communication with others, the average level of success in tutor’s posts, and
percentage of tutor’s posts about his/her experience were negative factors. The VIF
values were well below 10 (or alternatively, tolerance values all well above 0.1)
indicating no multicollinearity in the data Field [8]. The distribution of the standardized
residuals was not statistically significantly different from the normal distribution (with
the Kolmogorov-Smirnov Test statistic .045 p = .200).

4 Discussion

In the present study using the stepwise multiple regression analysis found that six
characteristics of the blogging of tutors predicted the level of student reflection in the
blog posts during teacher education.

To answer the first research question, we found that five characteristics of the
content of tutors’ blog posts predicted the level of reflection in student blog posts. The
most significant negative predictor was the percentage of tutor’s posts with commu-
nication with others. Accordingly, online discussions that included questions, answers
or comments from the tutors reduced the level of reflection in the students’ blog posts.
By contrast, percentage of tutors’ posts with questions was found to positively predict
student reflection. The latter result is supported by previous studies [3, 5, 13]. In our
study, percentage of tutors’ posts with communication with others included not only
questions, but also answering student questions and commenting on what the students
had written. Therefore, the influence on reflection may depend on how the tutor
communicates in online discussions. Furthermore, [13] tutor’s comments without
guidance in the blog was found to rather support a social atmosphere than learner
reflection. Consequently, the tutors asking questions promotes student reflection and
may cause students to think more carefully and deeply about how to respond, but just
commenting or answering questions might even reduce reflection.

The level of student reflection in the blog posts was also negatively predicted by the
average level of success in the tutor’s blog posts. This result may be due to more is
learned from problematic experiences as claims Ellis, Carette, Anseel, & Lievens [7].
Therefore, student reflection could be supported more via discussions with the tutor
about problems than about successes. It is interesting to compare this with our previous
results, in which student posts about success had the opposite effect, increasing the
level of reflection, and blogging group posts about problems decreased the students’
level of reflection in the blog [15]. Therefore, when communicating online in blogs,
differences have been found in the impact of student and tutor activities on student
reflection, where student posts about success can promote reflection, while conversa-
tions with tutors about success may decrease the level of reflection. This could be
because students are willing to discuss their own successful experiences in depth, but
tutors writing about their successes or the successes of others does not promote deeper
thinking or reflection in the students.
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In addition, the percentage of tutor’s posts about his/her experience negatively
predicted student reflection in the blog posts. This can also be explained on the basis of
the results from the same previous study [15] that when tutors write more new blog
posts, there is a decrease in the students’ evaluations of their reflection. Therefore,
many of the experiences that the tutors share may seem to the students to be presenting
the correct way to communicate and share experiences, but do not necessarily support
the students’ level of reflection [14]. Our result confirms previous findings [3] that
discussing learner experiences and not the tutors’ own experiences is important for
developing student reflection, although Dalgarno et al. [5] have stated that sharing
expert opinions on the part of the tutors could also promote student reflection in online
discussions. As previous studies [13, 28] have shown that tutor’s modelling reflection
promoted student teacher reflection in online learning, we have also found that the
average level of reflection in tutor’s posts positively predicted the students’ level of
reflection in blog posts.

To answer the second research question only one characteristic of the activity of
tutor blogging, number of posts by the tutor, positively predicted the student level of
reflection in blog posts. This is confirmed by previous studies [1, 20, 22]. Therefore,
tutors might contribute one part of the learning process for the students by being visibly
active through continuous posting in the blog. Students might feel comfortable to
engage in a higher level of reflection if the tutor in the blog follows and thinks about
the learning process with the students. It indicates that in collective blog students need
communication with both tutors and peers as we found in our previous study [15].

5 Conclusion

In summary, when using online discussion tools such as blogs in the learning process,
it is necessary to consider which factors promote student reflection. The current study
confirmed earlier findings that one important factor in the process of student reflection
is the tutor. Student reflection depends on how the tutor communicates in online
discussions and students should be guided to share rather their own success stories and
discuss their own experiences than their tutor’s. Furthermore, the tutor should be active
in the blog and write reflective posts as an example for the students. Students may feel
more comfortable and confident if they feel that someone is following their learning
process and guides them if necessary. Comparing the impact of student blogging
characteristics and tutor blogging characteristics on student reflection in blog posts
revealed that the blogging characteristics of peers and tutors are different, and this helps
to predict the students’ level of reflection in online discussions. It is essential to
consider these findings when online discussion tools such as collective blogs are used
to support student reflection in teacher training.

There is a lack of previous studies about the impact of the activity levels of tutors
and the content of posts on student reflection in online learning communities. More
specifically, the effect of the tutor when using a blog in teacher education has been
studied little. Clarifying the role of the tutor in online discussions is essential to provide
guidelines about what conditions contribute to student reflection. The current study
helped fill this gap by studying tutors’ posts in collective blogs. Web-based learning is
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relevant, and therefore the impact of the characteristics of students and tutors on learner
reflection could be further explored in the future. This would provide a more com-
prehensive understanding of how to support student reflection in online learning. The
limitations of this study included the fact that the sample is not representative, and little
background information was collected about the tutors to obtain more in-depth results
to support student reflection in teacher education. Subsequent studies could consider
not only the characteristics of the tutors’ blogging, but also the background and per-
sonal characteristics of the tutors.
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Abstract. Organizing groups is a critical process in implementing cooperative
learning. The grouping strategy based on the degree of complementarity is a
popular grouping strategy at present. However, the existing collaborative
learning grouping strategy based on the degree of complementarity has disad-
vantages such as insufficient modeling accuracy for students’ ability and lack of
rationality for the reasons of regrouping. This paper proposes a collaborative
learning grouping strategy with early warning function based on the degree of
complementary mastery of knowledge points. First, we take knowledge points
as the minimum unit, and use linear regression and expectation maximization
algorithm to accurately model each student’s mastery of each knowledge point.
Then we use the inverse clustering algorithm based on knowledge points to
classify students. Finally, we use LSTM neural network to predict the scores of
each group in the next week, and early warning was given to the groups with
significantly reduced predicted scores, and targeted suggestions were put for-
ward for them according to the types of the warned groups. Experimental results
show that the grouping strategy proposed in this paper can effectively improve
the learning effect of students. The average precision and average recall of
LSTM based group early warning were 30.1% and 27.6% higher than that based
on linear regression, respectively.

Keywords: Cooperative learning �Grouping strategy �Learning early-warning �
Cognitive diagnosis � LSTM � EM algorithm � Linear regression

1 Introduction

With the rapid development of educational information and the reform of teaching
methods, both e-learning and classroom teaching tend to take collaborative learning as
the dominant teaching method. B. Jong et al. have proved that collaborative learning
plays a positive role in improving students’ learning effect [1–3]. The collaborative
learning process is mainly completed by organizing relevant group activities. In this
sense, group learning is the basic organizational form of collaborative learning, and
grouping strategy will have an important impact on the effect of collaborative learning.
Over the years, many educational researchers have proposed a variety of different col-
laborative learning grouping strategies. H. m. Su et al. proposed a collaborative learning
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grouping strategy based on the degree of complementarity [4–9]. In order to solve the
problem that students’mastery of knowledge will change dynamically after grouping for
a period of time, Jong et al. proposed a dynamic collaborative learning grouping strategy
based on the degree of complementarity, which can regroup the learning group or some
members within the group whose complementarity has significantly decreased [10].

However, the existing collaborative learning grouping strategies based on com-
plementarity have the following disadvantages:

1. The existing strategies take a chapter or a course as the minimum inspection unit to
measure the degree of complementarity between students, which is not accurate
enough.

2. The existing strategy can only give students the degree of discretization of the
knowledge of a certain module, and the accuracy is insufficient.

3. As students can help each other with the knowledge they are good at, the gap
between the two sides will be narrowed, so the degree of interaction between
students in the group is positively correlated with the rate of decline of the degree of
complementarity. Strong interactivity is conducive to this kind of group members to
better learn new knowledge points. Therefore, it is unreasonable to judge whether
the degree of complementarity has decreased significantly as the criterion of
whether the group should be regrouped.

In order to solve the disadvantages of the existing collaborative learning grouping
strategy based on complementarity, this paper proposes a collaborative learning
grouping strategy with warning function. Firstly, the concept of weight of knowledge
points is introduced. Relying on linear regression and EM algorithm, students’ mastery
of each knowledge point is calculated through cognitive diagnosis. Then, an inverse
clustering algorithm based on the mastery of knowledge points is proposed to divide
the students into groups. Finally, the LSTM neural network based learning group
warning method is proposed, and targeted suggestions were put forward for the types of
the warned groups. The test shows that the grouping strategy proposed in this paper can
effectively improve the learning effect of students, and the accuracy and recall of the
early-warning method proposed in this paper are both higher than the early-warning
method based on linear regression.

The main contributions of this paper are as follows:

(1) a method that can accurately measure and calculate students’ mastery of knowl-
edge points is proposed. This method can give the continuous value of students’
mastery of knowledge points.

(2) the degree of students’ mastery of each knowledge point is taken as the minimum
inspection unit to measure the degree of complementarity between students, and
the degree of complementarity between students is measured according to the
degree of students’ mastery of each knowledge point, which has a high accuracy.

(3) An inverse clustering algorithm based on the mastery of knowledge points is
proposed, which can divide students with strong complementary mastery of
knowledge points into a group.

(4) A learning group early-warning method based on LSTM neural network is pro-
posed. This method can predict the learning group’s performance in the next week
according to the learning group’s performance in the previous weeks, and put
forward specific Suggestions for the type of the warned group.
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2 Related Works

2.1 Grouping Strategies in Collaborative Learning

The grouping strategy based on the degree of complementarity divides the students
who have great differences in the knowledge of each module into a group, which is
conducive to mutual guidance and help among students. Chan et al. proposed a
grouping strategy based on evaluation concept map and thinking mode [4]. Wang et al.
put forward a grouping strategy to divide students with high complementary abilities
into a group to improve their English learning performance [5]. Wu et al. proposed a
grouping strategy based on knowledge structure diagram and learning combination [6].
H. m. Su et al. considered the complementarity between learners’ learning state and
social networks, and adopted genetic algorithm to group students [7]. Tien et al.
proposed a grouping strategy based on genetic algorithm to help teachers build
heterogeneous collaborative learning groups that take into account multiple student
characteristics [8, 9]. B. Jong et al. proposed a dynamic grouping strategy based on
concept map [10].

2.2 Learning Early Warning

Learning warning can help identify students with hidden dangers and is an effective
way to optimize teaching effect. Macfadyen et al. used Logistic model, AdaBoost,
classification and regression tree (CART), Random Forest Algorithm and other
methods to give early warning to students with poor predicted exam results [11–15].
D. Sansone combines machine learning with economic theory to predict which students
will drop out of high school [15].

3 Method Design

As shown in Fig. 1, we first use linear regression and EM algorithm to calculate each
student’s mastery of each knowledge point. Then we use the inverse clustering algo-
rithm based on knowledge point mastery to group the students, and divide the students
with high similarity of knowledge point mastery into different groups as far as possible.
We then used the LSTM neural network to predict the performance of each study group
in the next week based on the data of each group’s answers in the last 3 weeks. We
identified all groups whose relative performance had dropped by more than five points,
called them risk groups, and gave them early warning. Define the concept of the upper
limit value of group knowledge point mastery index. We find out the students in each
group who have the highest mastery level of the knowledge point, and define their
mastery in the knowledge point as the upper limit value of group knowledge point
mastery index. We calculate the upper limit value of each group’s knowledge of each
knowledge point. Finally, according to the average of the upper limit value of each
group’s knowledge of each knowledge point, we divided all risk groups into 2 cate-
gories and put forward specific Suggestions for them.

132 Z. Li et al.



Start

Use linear regression and EM algorithm to calculate each student's mastery of each 
knowledge point

Use the inverse clustering algorithm based on knowledge point mastery to group students, 
and divide students with high similarity of knowledge point mastery into different groups

The LSTM neural network was used to predict the performance of each study group in the 
following week according to their performance in the last 3 weeks

Whether the group expects to 
drop more than 5 points

The team is a 
normal team and 

there is no need for 
early warning

No

Yes

The team is at risk and needs 
early warning

Define the concept of the upper limit value of group knowledge point mastery index. We
find out the students in each group who have the highest mastery level of the knowledge 
point, and define their mastery in the knowledge point as the upper limit value of group 

knowledge point mastery index

Whether the group has a higher 
average of the upper limit value 

of each knowledge pointYes No

This group has a high potential, as long as 
actively help each other, They may achieve 
a good effect. The most likely reason for the 
grade decline in such groups is that students 

are not motivated to interact 

All the members of the group do not have a 
good grasp of some knowledge points, so 

that even if the group members actively help 
each other, it will not have a good effect.

Teachers should encourage them to improve 
their interaction

Teachers can regroup such students or take 
other interventions

End

Fig. 1. Algorithm flow chart of collaborative learning grouping strategy with early warning
function
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3.1 Cognitive Diagnosis of Students

As shown in Fig. 2, we use linear regression and expectation maximization algorithm
to accurately model each student’s mastery of each knowledge point.

First, define the concept of knowledge points mastery index. The concept of
knowledge point mastery index is used to measure the degree of students’ mastery of a
certain knowledge point above or below the average level.

The formulas for calculating the knowledge points mastery index are defined
respectively when the weight of knowledge point is unknown or known.

The formula for calculating knowledge point mastery Index Gab of knowledge
point without assigning the weight of knowledge point is as follows:

Gab¼
Pn

i¼1ðpi �miÞPn
i¼1 ti

ð1Þ

Among them, pi is student a’s score of the exercise which only contains knowledge
point b, mi is the average score of the exercise, and ti is the total score of the subject.

The formulas for calculating knowledge point mastery Index G0
ab of knowledge

point under the condition that the weight of knowledge point has been assigned are as
follows:

G0
ab¼

Pn
i¼1ðsi � miÞkiPn

i¼1 tiki
ð2Þ

Start

Obtain the data of students' history exercises

Calculate the students' knowledge points mastery Indexes

Calculate the weight of related knowledge points

Has it been cycled ten times

Update students' knowledge points mastery Indexes exes 
based on the history of answering questions

End

Yes

No

Fig. 2. Algorithm flow chart of cognitive diagnosis of students
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Among them, si is the score of exercise i done by student a, mi is the average score
of the exercise, ki is the weight of knowledge point b in the exercise, and ti is the total
score of the exercise.

The steps of cognitive diagnosis for students based on their history of answering
exercises are as follows:

First, obtain the data of all students’ history work. Using exercises with only a
single knowledge point, use formula (1) to roughly calculate and store the knowledge
point mastery Index of each student’s all knowledge point based on the historical
answer situation.

We use the linear regression model to calculate the weight of each knowledge point
in each exercise contained in the student’s history answer record. We illustrate the use
of the linear regression model with example exercise e and student s. We assume that
there are n knowledge points in exercise e, student s’s score prediction formula for
exercise e is as follows:

hi ¼
Xn

j¼1
kjxj þ b

hi is the predicted score of exercise e for student s, xj is the knowledge point
mastery Index of the student s for the jth knowledge point of exercise e, and kj is the
weight of xj. We use all the student history answer data to train the model, then we can
get the weight of each knowledge point in each exercise.

We use formula (2) to calculate the more accurate knowledge point mastery Index
of each student for each knowledge point when the weight of each knowledge point is
known.

Using the EM algorithm, the previously calculated value of knowledge point
mastery Index, which is based on students’ historical answer, is taken as the current
value of students’ knowledge point mastery Index. Each time, the current value of
knowledge point mastery Index, which is based on students’ historical answer, is used
to calculate the weight of knowledge point in a new round of exercises by linear
regression. Then, the weight of knowledge point in the new round of exercises is used
to calculate the knowledge point mastery Index of the new round of students based on
the historical answer situation through formula (2). After repeated iteration for 10
rounds, the final result of knowledge point mastery Index and the weight of knowledge
point for students based on their history answers was obtained.

3.2 Grouping of Students

First, we define the concept of knowledge point mastery level distance, recorded as dab,
which indicates the level of overall difference between the two students’ mastery of
each knowledge point, and measures the complementarity of the two students.
It is assumed that there are n knowledge points in total, mark student i’s knowledge
point mastery Index of knowledge point j as Gij, then the formula for calculating
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the knowledge point mastery level distance between student a and student b is
as follows:

Gab ¼
Pn

i¼1 Gai � Gbij j
n

ð3Þ

Obviously, the value of Gab is positively correlated with the degree of comple-
mentarity of student a and student b.

In this paper, inverse clustering algorithm based on knowledge points is used to
group students, and the number of students in each group can be freely selected. Let’s
say there are m students, and we want to divide them into n groups. First, randomly
select a student, s1, and put and put him/her into group 1. Find out the student s2, who
has the smallest knowledge point mastery level distance from s_1, and put him/her into
group 2. Find out the student s3, who have the smallest average knowledge point
mastery level distance form s1 and s2, and put him/her into group 3… Find the student
sn, who has the smallest average knowledge point mastery level distance form s1, s2,…,
sn�1, and put him/her into group 3 into group n. The purpose of this is to divide the
students with similar mastery of various knowledge points into different groups so as to
improve the complementarity of the students in the same group.

Each time a student who has not been grouped is randomly selected. Calculate
his/her knowledge point mastery level distance with all the students who have been
grouped, and then calculate the average distance of his knowledge points with all the
students in each group. Select the group whose members have the largest average
knowledge point mastery level distance with the student and put the student into the
group. Until all students are grouped. The purpose of this is to group students with low
levels of similarity in knowledge points (highly complementary) into one group.

Define the concept of the upper limit value of group knowledge point mastery
Index. Assume that in group g, the student with the highest knowledge point mastery
Index of knowledge point k is student s. Student s’s knowledge point mastery Index of
knowledge point k is defined as the upper limit value of group knowledge point
mastery Index of the group g. The concept of the upper limit value of group knowledge
point mastery Index is used to measure the maximum knowledge point mastery Index
of all students in a group can be achieved together only by mutual tutoring among
members of the group. Obviously, the greater the upper limit value of group knowledge
point mastery Index of a group’s knowledge points for a knowledge point, the higher
the mastery level of the knowledge points that the group’s students can theoretically
achieve through mutual counseling.

The above grouping method was repeated for 10 times, and 10 grouping schemes
were obtained. For each grouping scheme, the sum of the upper limit value of group
knowledge point mastery Index for each knowledge point of each group was calculated
in the case of using the scheme. Select the grouping scheme with the largest sum of the
upper limit value of group knowledge point mastery Index of corresponding knowledge
points as the final grouping scheme.
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3.3 Group Early Warning

This method uses the data of each study group in the last 5 weeks to predict the group’s
performance in the next week.

Define the concept of group relative score, which is equal to the average score of
the group minus the average score of all students. Because of the difficulty of each test,
it is more convincing to measure the level of a group by its group relative score than by
its average score.

Define the concept of the group knowledge point mastery level distance, the group
knowledge point master level distance is equal to the average value of the knowledge
point mastery level distance between all the students in the group. Define the concept of
the average upper limit value of group knowledge point mastery Index. For a group, the
average upper limit value of group knowledge point mastery Index is equal to the
average value of the group’s upper limit value of group knowledge point mastery Index
for all the knowledge points.

The answer data of all students are given in weekly units, and the data of each week
are taken as a group. Based on the weekly answer data, calculate the group relative
score of each group (calculated on a scale of 100). Use the cognitive diagnosis method
in 3.1 to calculate each student’s mastery of each knowledge point based on the answer
record of this week. Then calculate the group knowledge point mastery level distance
of each group and the average upper limit value of group knowledge point mastery
Index within this week of each group, and normalize all the data.

We use the Keras framework to establish the LSTM neural network model, set one
hidden layer, 50 neurons in the hidden layer, the time step is set to 5, the activation
function is sigmoid, the number of iterations is 1000, the batch size is 8, and the loss
function is Mean square error. Each group’s weekly group relative score, group
knowledge point mastery level distance, average upper limit value of group knowledge
point mastery Index as a characteristic value of the training sample, the same team for
next week’s group relative score as a forecast of the same training samples. All training
samples were fed into the LSTM neural network model for training.

The trained LSTM neural network model can predict the group’s group relative
score in the next week based on group relative score, group knowledge point mastery
level distance, average upper limit value of group knowledge point mastery Index of
the students in the last 5 weeks.

According to the group relative scores of each group in this week and that of the
group in next week predicted by this model, the rise or fall of the group relative scores
of each group was calculated. Groups whose group relative scores fell by more than
five points were called risk groups and given an early warning.

All groups that were alerted were divided into two groups. The first kind of group is
the group with the higher average upper limit value of group knowledge point mastery
Index. The second group is the group with the lower average upper limit value of group
knowledge point mastery Index.

In the first group, the average upper limit value of group knowledge point mastery
Index is relatively high, indicating that they have a high potential. As long as they
actively help each other, they will have a chance to achieve good learning results. The
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most likely reason for this kind of group performance decline is that students are not
active in interaction, so teachers should encourage them to improve their interactivity.

The most likely reason for the decline of the performance of the group in the second
category is that all the members of the group do not have a good grasp of certain
knowledge points, so that the interaction effect is poor. Teachers may consider
regrouping such students or other interventions.

4 Experiment

4.1 Experimental Environment

To verify the grouping method proposed in this paper and the effect of group early
warning, 140 undergraduates of Peking University were selected for a four-month
experiment. The experiment was conducted on software engineering, a compulsory
course for 140 students. This course includes 29 knowledge points. The course gives
students two classroom quizzes a week and a final exam at the end.

4.2 Grouping Effect Experiment

The experiment divided the students into groups one month after the start of the course.
Divide the students into two parts, 80 students in the first part and 60 students in the
second part. For the students in the first part, cognitive diagnosis was conducted by
using the answer data of the students in the first month’s classroom test, and then the
grouping strategy in this paper was adopted to divide them into 20 groups. In the
second part, students were randomly divided into 15 groups.

As shown in Table 1, after the grouping completed, we calculate the initial average
score, group knowledge point mastery level distance, average knowledge point mastery
Index, average upper limit value of group knowledge point mastery Index. Then we
calculated the mean values of the above indicators for the groups using the grouping
strategy in this paper and those using the random grouping strategy.

As can be seen from Table 1, the average score and average knowledge point
mastery Index of type 1 students are slightly lower than that of type 1 students, but the

Table 1. Initial state statistics table after grouping

Group type Average
score

Average group
knowledge point
mastery level
distance

Average
knowledge
point mastery
Index

Average upper limit
value of group
knowledge point mastery
index

Use the grouping
strategy in this
article

76.13 0.31 −0.01 0.14

Use a random
grouping strategy

77.54 0.13 0.01 0.08

138 Z. Li et al.



group average knowledge point mastery level distance and the upper limit value of group
knowledge point mastery Index are significantly higher than that of type 2 students. It can
be seen that the group adopting the grouping strategy in this paper has a significantly
higher degree of complementarity than the group adopting the random grouping strategy.

The average score, average knowledge point mastery Index, group average
knowledge point mastery level distance and the upper limit value of group knowledge
point mastery Index of each group in each week were calculated according to the
results of the classroom test. Record the average of the above indicators for each group,
and calculate and record the same indicators based on the final exam. Figure 1 records
the change trend of the average knowledge point mastery level distance of the two
types of students with time. Figure 3 shows the trend of the average scores of the two
types of students over time, and the results of the two types of students in the final
exam are recorded in the last column.

As can be seen from Fig. 3, the average knowledge point mastery level distance of
type 1 students and type 2 students both show a downward trend, while in the first
month, the former declines faster obviously.

It can be seen from Fig. 4 that the class test scores and final exam scores of type 1
students are both better than that of type 1 students on the whole. Therefore, the
grouping strategy proposed in this paper can effectively improve the learning effect of
students. After the first month, the gap between the two decreased significantly, which
may be the result of the significant decrease in the degree of complementarity of type 1
students after the first month.

Fig. 3. Trend chart of average group knowledge point mastery level distance of the group

Fig. 4. Trend chart of the average score of the group
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4.3 Early Warning Effect Experiment

As shown in Table 2, this experiment used the answer data of all students’ classroom
tests in the first two months as training data, and established the prediction model with
the method in 3.3 of this paper. All the test data of 8 classroom tests in the last two
months and the final exam were used as test data to test the accuracy of early warning.
At the same time, the prediction method based on linear regression was used as the
control group. In this experiment, the groups whose predicted group relative score have
declined by more than 5 points are called risk groups. We separately counted the
number of groups with a group relative score fell by more than 5 points in each exam,
the number of groups that were predicted to be risk groups by the method based LSTM,
the number of groups that were predicted to be risk groups by the method based linear
regression, the number of groups that were predicted to be risk groups by the method
based LSTM and the actual group relative scores fell by more than 5 points, the number
of groups that were predicted to be risk groups by the method based linear regression
and the actual group’s group relative scores fell by more than 5 points.

The accuracy rate was defined as the proportion of the group that was predicted to
be a danger group and whose group relative score actually declined by more than 5
points in the group that was predicted to be a danger group. The recall rate was defined
as the proportion of the group that was predicted to be a danger group and whose group
relative score actually declined by more than 5 points in the group whose group relative
score actually declined by more than 5 points. By calculation, the average accuracy of
LSTM based group warning is 74.0%, which is 30.1% higher than the average accu-
racy of linear regression based group warning. The average accuracy of early warning
in LSTM group was 82.2%, which was 27.6% higher than that of linear regression
method.

5 Conclusions and Future Work

This paper proposes a collaborative learning grouping strategy with early warning
function based on the degree of complementary mastery of knowledge points.
Experimental results show that the grouping strategy proposed in this paper can
effectively improve the learning effect of students. The average precision and average

Table 2. Early warning effect table

Methods The number of
groups actually
regressed by more
than 5 points

The number of groups
that were predicted to be
risk groups by the
method

The number of groups that
belong to the intersection
of the previous two
classes

LSTM 45 50 37
Linear
regression

45 51 29
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recall of LSTM based group early warning were 30.1% and 27.6% higher than that
based on linear regression, respectively.

In the future, we will use the online learning platform to obtain the information of
students’ online learning behavior, and further explore various factors that may con-
tribute to the improvement or decline of study groups’ performance, so as to improve
the accuracy of the group’s early warning and propose more targeted intervention
measures.
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Abstract. This study investigated students’ collaborative inquiry learning with
5th grade (N = 58, Mage = 11.3 years) and 6th grade (N = 74, Mage = 12.4 years)
participants. Students were divided into two- and four-person groups to study
whether group size affects their learning with asymmetric collaborative simula-
tions. They worked in online digital learning spaces using tablet computers and
communicated face-to-face. The Collaborative Rate of Photosynthesis Lab from
the Go-Lab portal (golabz.eu) was used to establish the condition of asymmetric
collaboration, and tasks related to it were developed to assess students’ inquiry.
To assess students’ collaboration, we used an adapted self-assessed collaboration
skills instrument to measure three dimensions: contribution, interaction with
others and team learning. The results show that collaboration did not statistically
significantly differ depending on group size in the 5th grade, but did in the 6th

grade, with 2-person groups reporting better collaboration. Regarding students’
inquiry, analysis of performance on the asymmetric collaborative tasks showed
that there were no statistically significant differences between groups in either
grade. However, the inquiry task scores were generally low (28% and 40% for 5th

and 6th graders respectively), indicating that asymmetric collaborative inquiry is
challenging for students in these grades.

Keywords: Collaboration skills �Asymmetric collaboration � Inquiry learning �
Online labs � Smart devices

1 Introduction

Preparing young people for the future demands integrating 21st-century skills like
collaboration and communication, problem-solving and critical thinking into the school
curriculum. However, a challenge remains in determining effective ways of teaching
these skills, as well as reliably assessing them [1]. Collaboration skills have received
recent attention from international educational assessment initiatives like PISA and
ATC21S, which have both attempted to measure students’ collaborative problem-
solving skills [2, 3]. In general, supporting and developing students’ collaboration
skills is among several important goals relevant to all educators. In science,
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collaboration is valued because research on the way scientists work in groups suggests
that making successful discoveries is more likely when scientists distribute reasoning
among several people, so as to better generate and evaluate alternative representations
of a problem [4].

To identify situations as collaborative, Dillenbourg [5] identifies four features:
peers at more or less the same level, able to perform the same actions, having a
common goal and working together. To further characterize the first two features, he
suggests that the degree of symmetry in a collaborative situation is a key factor, and
although most collaborative situations are generally symmetrical, a slight degree of
asymmetry may be desirable in triggering conflict, which in turn can facilitate learning
through conflict resolution.

Technology-enhanced solutions to facilitate collaboration skills have demonstrated
promising results. Chen et al. [6] synthesized 425 empirical studies in a meta-analysis
and found that computer-supported collaboration had significant positive effects on
knowledge gain (ES [effect size] = 0.42), skill acquisition (ES = 0.64), and student
perceptions (ES = 0.38).

1.1 Effect of Group Size on Collaboration

Previous research suggests that the size of a collaborative group can affect individual
learning outcomes and also group results. However, there is no consensus about what
an optimal group size should be. Some studies suggest that pairs are best because then
disruption of thought is minimized [7]. Slavin [8] found that learning outcomes were
better for pairs compared to four or more member groups. At the same time, other
studies suggest that larger groups (i.e., three or more students) give better opportunities
to bring out multiple perspectives and form a better final result [9]. A meta-analysis by
Sung et al. [10] analyzing different mobile computer-supported collaborative learning
studies found that larger groups (i.e. four or more members) had better outcomes than
smaller groups (i.e. two or three members).

1.2 Measuring Collaborative Skills in Educational Contexts

As the definition of collaborative learning has multiple views, the dimensions of col-
laboration skills connect to cultural, domain-specific and numerous other factors.
Several self-assessment tools have been developed to measure different dimensions of
collaboration skills. One of the difficulties in assessing collaboration skills is the
absence of a well-validated and reliable instrument applicable to a variety of situations.
For example, the team self-diagnostic learning framework measures only teamwork
skills [11]. The Collaborative Self-Assessment Tool (CSAT) was developed as a
general-purpose tool to help teachers model successful collaboration skills, and focused
on both intrapersonal (motivation/participation; quality of work; time management;
preparedness; reflection) and interpersonal (contribution; team support; team dynamics;
interactions with others; role flexibility) skills [12]. Hinyard et al. [13] adapted CSAT
to focus on student perceptions of collaboration skills and created an 11-item scale
consisting of three dimensions of collaboration: information sharing, team learning,
and team support.
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1.3 Asymmetric Collaboration

One way of assessing students’ collaborative problem-solving skills, developed by the
Assessment and Teaching of 21st Century Skills (ATC21S) project, involved using
computer-based tasks to distribute resources and information differently (i.e. asym-
metrically) between two collaborators [2]. For example, in a computer simulation about
balancing a beam, one student could place weights on only the left side of the balance,
whereas another student, working remotely on another computer, could place weights
on only the right side. Both students could see the effect of the weights on their
individual computer screens, but neither could complete the task without depending on
the other. Positive interdependence is mentioned by Johnson and Johnson [14] as one
of five essential elements of cooperative learning. The authors define positive inter-
dependence as the perception that team members are obliged to rely on one another in
order to succeed.

Tasks involving asymmetric collaborative simulations bear a resemblance to the
hidden profile task. The hidden profile task describes a condition where prior to a
decision-making group beginning a discussion, information is asymmetrically dis-
tributed among group members, with some information being common to all members
(shared information) and some information unique to individual members (unshared
information); the shared information favoring a less optimal decision than when both
shared and unshared information are considered together [15]. Research using the
hidden profile task has found that groups rarely discover the optimal decision because
they tend to focus on shared information at the expense of unshared information [15–
17]. Improving performance on the hidden profile task generally requires getting group
members to more thoroughly consider unshared information.

The effect of group size on the hidden profile task has been mixed [16]. Cruz et al.
[18] found that small groups were better at solving the hidden profile task and sug-
gested that social loafing in larger groups prevents a thorough discussion of unshared
information. On the other hand, Stasser and Stewart [19] found that larger groups
mentioned and repeated more unshared information than smaller groups, noting that the
larger groups tended to have longer discussions. Mennecke [20] found that group size
did not affect the proportion of shared or unshared information mentioned.

1.4 The Current Study

Asymmetric collaborative simulations offer a potentially promising way to extend
inquiry learning with computer simulations to include a stronger emphasis on collab-
oration. However, it is not clear what the optimal group size should be for learning with
asymmetric collaborative simulations to be most effective. The main research question
addressed in this study is: To what extent does group size affect students’ inquiry and
collaboration in using computer-based asymmetric collaborative simulations?
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2 Method

Two experiments, one with a 5th grade class and another with a 6th grade class of
students at a public school in Tartu, Estonia were conducted. A total of 132 students
participated. In the 5th grade experiment there were 58 students (28 girls, 30 boys,
M = 11.3 years) and in the 6th grade experiment there were 74 students (43 girls, 31
boys, M = 12.4 years). The large size of these classes was due to the fact that this
school applies an open classroom methodology for teaching science in grades 4 to 6,
which can accommodate larger classes. The open classroom approach enables flexible
use of space, furniture, equipment and digital technology to promote collaboration and
group-based learning. In our study, students were divided into 2-person and 4-person
groups. The groups worked on an inquiry learning activity using iPad tablet computers
and communicated face-to-face. Students in 2-person groups had one iPad device per
student, while students in 4-person groups had one iPad device per pair of students.

2.1 Materials

Asymmetric Collaborative Simulations
Two asymmetric collaborative simulations, available from the Go-Lab Portal (golabz.
eu), were used in this study. The first one, the Collaborative Seesaw Lab (https://www.
golabz.eu/lab/seesaw-lab; see Fig. 1 top), was used as a demonstrative example to
familiarize students with the type of task associated with using an asymmetric col-
laborative simulation. It allowed students to place masses on a seesaw and share masses
between each other. In one version of this simulation, a student could place masses
only on the left side of the seesaw. In the other version, a student could place masses on
only the right side. The effects of the masses on the seesaw were simultaneously seen
by both students, but the location and weight of the masses of the collaborating partner
were hidden (see Fig. 1 top). The task associated with this simulation required students
to determine if it is possible to balance the seesaw using either two or three masses. The
second simulation, the Collaborative Rate of Photosynthesis Lab (https://www.golabz.
eu/lab/rate-of-photosynthesis-collaborative-lab; see Fig. 1 bottom), was used in the
learning phase and the tasks associated with it were scored for the purposes of
assessing students inquiry in this study. The Collaborative Rate of Photosynthesis Lab
shows an aquatic plant immersed in a glass of water situated in a room with a desk
lamp and a window. In one version of this simulation (labeled as Version A), a student
can control the season of the year, whereas in the other version (labeled as Version B),
a student can control the intensity of the desk lamp. The effects of both variables are
seen simultaneously to both students. Furthermore, by clicking on the play button in the
simulation, the aquatic plant begins to release bubbles due to the process of photo-
synthesis releasing oxygen gas. A time counter indicates the number of seconds that
have elapsed and animation in the simulation, as well as text labeled “Number of
bubbles”, indicate how many bubbles have been emitted.
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Teacher Co-creation of Learning Materials
The lesson plan of how to instruct and use the asymmetric collaborative simulations
with students was co-created with the teacher in whose classes the two experiments
were conducted. The teacher gathered appropriate instructional material to introduce
photosynthesis to his students and provided feedback on how to best implement the
lesson in his classes. He had prior experience using iPads for group work in his classes
and saw the benefits of enriching his 5th and 6th grade science classes with technology-
enhanced learning materials.

Learning Environment
For the current study, two inquiry learning spaces (ILSs) were created in the Go-Lab
authoring environment (https://graasp.eu/). The Go-Lab (Global Online Science Labs
for Inquiry Learning at School) environment is an online open educational resource
aimed at facilitating the use of online labs and digital resources by science teachers
[21]. Inquiry learning spaces in Go-Lab can contain rich multimedia and educational
resources that work well for in-class group work using smart devices [22]. The two
spaces we created were identical except for the fact that they included different versions
of the asymmetric collaborative simulations and had slightly different tasks, as
explained below. Links to English translated versions of these ILSs (the actual ILSs
used in the study were in Estonian) are available at https://graasp.eu/s/cw6fmu and
https://graasp.eu/s/unlxjc and referred to as Version A and Version B respectively.

Fig. 1. (Top) The Collaborative Seesaw Lab simulation: (a) Version A allows a student to
interact with only the left side of the seesaw, and (b) Version B allows a student to interact with
only the right side of the seesaw. (Bottom) The Collaborative Rate of Photosynthesis Lab
simulation: (a) Version A allows a student to control only the season of the year (indicated by
seeing green foliage and blue sky through the window during summer and seeing snow during
winter), whereas (b) Version B allows a student to control only the light intensity of the lamp.
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2.2 Measures

Two measures were used in this study, one to assess students’ inquiry and another to
assess their collaboration. Students’ inquiry was assessed according to their perfor-
mance on an open-response question requiring use of the Collaborative Rate of Pho-
tosynthesis Lab. Students were asked to answer either the question “In this simulation,
how does the rate of photosynthesis in the aquarium plant depend on the light intensity
of the lamp?” (henceforth referred to as Task A) or the question “In this simulation, how
does the rate of photosynthesis in the aquarium plant depend on the season of the year?”
(henceforth referred to as Task B). The version of the task was paired with the version of
the simulation in which the variable mentioned in the task was not available for the
student to manipulate. We presumed that this interdependency condition would oblige
students to collaborate more in solving their respective tasks, since the variable being
asked about could only be controlled by their partner(s). Answers to the task were coded
according to the following rubric: 2 points for completely correct, 1 point for partially
correct and 0 points for incorrect. The correct answer for Task A is that the rate of
photosynthesis increases as light intensity increases. The correct answer for Task B is
that the rate of photosynthesis does not depend on the season of the year. This apparently
contradictory finding is because the aquatic plant was placed indoors, and the temper-
ature of the water did not change as the season of the year changed. In the simulation, a
thermometer paced in the glass of water showed that the water temperature remained
constant. In any case, the task expects students to perform experiments, and base their
conclusions on data obtained from experimental trials, which for the case of the season
of the year variable indicates that the number of bubbles released over a predefined time
interval remains constant. Interrater reliability of Tasks A and B showed very good
agreement, Cohen’s kappa of .76 and .84 respectively. The disagreements were dis-
cussed to reach consensus on assigning a final code.

To measure students’ collaboration, the self-assessed collaboration skills question-
naire of Hinyard et al. [13] was adapted for use. It presumably measures three dimen-
sions of collaboration: information sharing, team support and team learning. We
selected 4 items, out of 11, related to these dimensions which were judged to be most
relevant in a short-term intervention like the one in our study. Items related to collab-
oration over a longer period of time were excluded or rephrased in a way that students
could interpret them in the context of the collaboration in this study. The adapted items
we used were “I shared information easily with my partner”, “I acknowledged my
partners’ efforts”, “I supported my partner” and “I sought out different views than my
own during the collaboration”. The internal consistency reliability of these items was
good (Cronbach’s alphas equal to .80 and .83 for 5th and 6th grade students respectively).
Since 4-member groups required a pair of students to share an iPad while working in
Go-Lab, we decided not to integrate the questionnaire online, but instead printed it on
paper. This enabled us to collect responses from all individuals involved in the study.

148 M. Rannastu et al.



2.3 Procedure

Both experiments followed the same procedure. The total time of an experiment was
135 min. Figure 2 presents a flowchart of the lesson plan showing how the experiment
was conducted. The structure of inquiry phases in the lesson plan was based on the
inquiry-based learning framework of Pedaste et al. [23], in which learning is structured
according to an inquiry cycle model. For completeness, all the phases and associated
activities are mentioned in Fig. 2, but the main focus of this study was on students’
inquiry as assessed on the asymmetric collaborative tasks found in phase 6, and stu-
dents’ collaboration as assessed in phase 7.

The first phase of the lesson involved the teacher forming 2-person and 4-person
groups and distributing two iPads per group. This was followed by the second phase, in
which the teacher introduced students to the Go-Lab learning environment and to an
example task involving an asymmetric collaborative simulation. Next, in the third
phase, students worked collaboratively to complete the example task. The fourth phase
involved the teacher demonstrating to students the correct answers to the example task
and highlighting the importance of sharing unique information in order to successfully
solve such a task. The fifth phase began a new topic about photosynthesis and included
background reading; quiz questions were used to ensure that students read the infor-
mation found in the text. The sixth phase included Task A or Task B depending on
which version of the ILS was used. The seventh phase involved students completing an
adapted version of the self-assessed collaboration skills questionnaire. The remaining

Fig. 2. Lesson plan of this study showing various inquiry phases, the approximate amount of
time spent in a phase, learning activities and learning objectives. †The time for phases 5 to 11
was not separately determined since groups worked at their own pace, but altogether lasted about
70 min. See the ILS links https://graasp.eu/s/cw6fmu or https://graasp.eu/s/unlxjc for details
regarding the exact content in an ILS phase.
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phases involved generating a hypothesis, conducting experiments with another simu-
lation about the effect of temperature on photosynthesis, making conclusions,
answering a post-test quiz and a debriefing by the teacher. They were not the focus of
this study and therefore not discussed further. The final debriefing by the teacher, phase
12, did include a review and demonstration of the correct responses to Tasks A and B.

3 Results and Discussion

The aim of this research was to study how group size affects students’ inquiry and
collaboration in using computer-based asymmetric inquiry tasks. Tasks A and B were
used to assess students’ inquiry and an adapted self-assessed collaboration skills
questionnaire used to assess their collaboration.

Table 1 presents the inquiry scores for 5th and 6th grade groups. Although 2-person
groups performed better than 4-person groups on the combined score of Tasks A and B,
the results did not reach statistical significance. The highest score was obtained from 6th

grade students working in pairs (61%) and the lowest score from 5th grade students
working in 4-person groups (20%). Analysis of students’ collaboration (Table 2),
shows that group size did not statistically significantly differ in the dimensions of
sharing, support or learning for 5th grade groups, but did for 6th grade groups. Students
working in pairs in the 6th grade reported higher collaboration skills in all dimensions
of collaboration compared to students working in 4-person groups.

One possible reason why 6th grade students reported better collaboration in 2-
person groups is because they are more experienced working in such sized groups. At
the school where they study, the students start working in the open classroom begin-
ning in 4th grade for math and science lessons. The teacher we co-created the lesson
plan with describes that group work is most often in pairs. Accordingly, by the sixth
grade, students have ample experience with pair work and may prefer it compared to
larger sized group work. The teacher also mentioned that social loafing can be an issue
with larger sized groups.

Table 1. Inquiry scores for 5th and 6th grade groups. Tasks A and B were each scored out of a
maximum of 2 points.

Grade Inquiry task 2-person groups 4-person groups Mann-Whitney U
N M (SD) N M (SD) U Z p

5 Task A 10 0.90 (0.88) 10 0.40 (0.70) 33.5 −1.384 .166
Task B 10 0.20 (0.63) 10 0.40 (0.84) 45.0 −.610 .542
Task A + B 10 1.10 (1.29) 10 0.80 (1.32) 40.5 −.776 .438

6 Task A 7 1.14 (0.90) 15 0.67 (0.72) 36.0 −1.244 .213
Task B 7 1.29 (0.95) 15 0.87 (0.99) 40.5 −.938 .348
Task A + B 7 2.43 (1.40) 15 1.53 (1.13) 31.0 −1.582 .114
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As previously mentioned, inquiry task scores were higher for 2-person groups but
did not reach statistical significance. The inquiry scores were generally poor for all
groups (see Table 1). To better understand why scores were low, we analyzed the types
of errors students made in solving the inquiry tasks. Three types of errors were coded:

1. Syntax. These errors relate to students answering the open-ended questions
ambiguously or using poor grammar, e.g. “bubbles coming”, “then bubbles come
faster”, “In winter, the plant makes less nutrients.”

2. Collaboration. These errors relate to a student not answering his or her task question
but answering as if they had the same question as their partner.

3. Inquiry. These errors relate to students not thoroughly conducting experiments in
the simulation, such as changing more than one variable at a time and thereby
obtaining incorrect results, e.g., “Slowly in winter (every 10–30 s) but fast in
summer (every 6 s)”.

The error categories were independently coded by two raters and a good interrater
reliability (kappa = .73) was obtained. Table 3 summarizes the results of the error
analysis in terms of number of errors made by the different groups. Students working in
4-person groups made more errors and in the 5th grade the types of errors were mostly
Syntax. In the 6th grade the errors were also mostly Syntax, but also several errors were
made in the Inquiry type. In addition, 2-person groups in the 6th grade made the least
amount of errors. Sixth grade students have the most practice working in 2-person
groups, and therefore one may hypothesize that this might be the reason why they made
fewer mistakes compared to the other groups. Task A students did not make Inquiry
type errors. Only Task B students made these errors, indicating that it was easier to
answer the question about how light intensity affects the rate of photosynthesis, perhaps
relying on prior knowledge rather than conducting experiments, compared to
answering the question about the influence of the season of the year variable.

Table 2. Self-assessed collaboration ratings of 5th and 6th grade individuals. Items were rated on
a 7-point Likert scale ranging from completely disagree to completely agree.

Grade Collaborative
dimension

Individuals in
2-person groups

Individuals in
4-person groups

Mann-Whitney U

N M (SD) N M (SD) U Z p

5 Sharing 20 6.0 (1.4) 38 5.9 (1.6) 379.0 −0.18 .986

Support 20 5.6 (1.6) 38 5.5 (1.6) 361.0 −.316 .752
Learning 20 4.8 (1.7) 38 5.2 (1.9) 306.5 −1.235 .217

6 Sharing 14 6.9 (0.5) 60 5.4 (1.2) 130.5 −4.891 <.001

Support 14 6.9 (0.2) 60 5.2 (1.4) 71.0 −4.891 <.001
Learning 14 6.1 (0.9) 60 5.3 (1.3) 266.0 −2.226 .026
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Similar to the poor performance on the hidden profile task, working on asymmetric
collaborative inquiry tasks proved to be challenging for students. However, unlike the
hidden profile task, the asymmetric collaborative inquiry activity in this study strongly
suggested to students the need to unshared information in order to successfully solve
the tasks (i.e., a demo activity with a practice asymmetric collaborative simulation
explicitly highlighted the importance of relying on unshared information and the main
task itself asked students to examine a variable that their version of the simulation did
not even allow on to manipulate). Nevertheless, task performance was generally low
for both 5th and 6th grade students (35% and 25% for 5th grade 2-person and 4-person
groups, and 71% and 50% for 6th grade 2-person and 4-person groups respectively).
Similarly, Chang et al. [24] studied asymmetric collaboration in the context of physics
problem-solving and found that 6 out of 10 groups were unable to formulate plans that
would have led them to successfully solve their problem. All in all, the results suggest
that more guidance or practice may be necessary for students to perform better on
asymmetric collaboration inquiry activities. Particularly interesting would be a longi-
tudinal study to see whether practice with different asymmetric collaborative simula-
tions, over several lessons, has an effect on students’ inquiry and collaboration. In
addition to the two simulations used in this study, the Go-Lab portal (golabz.eu)
currently offers two other asymmetric collaborative simulations: the Collaborative
Rabbit Genetics Lab (https://www.golabz.eu/lab/collaborative-rabbit-genetics-lab) and
the Collaborative Dollhouse Electricity Lab (https://www.golabz.eu/lab/collaborative-
dollhouse-electricity-lab).

4 Conclusion

As interest towards integrating collaboration skills with inquiry learning increases, we
believe that asymmetric collaborative simulations offer a promising way to structure a
beneficial learning experience. However, more research is needed to study the
instructional conditions and support that can best utilize the potential of asymmetric
collaboration for enhanced inquiry learning.

Table 3. Number of errors made by grade 5 and grade 6 students on Tasks A and B.

Task Error
category

5th grade groups 6th grade groups

2-person 4-person 2-person 4-person
N No. of

errors
N No. of

errors
N No. of

errors
N No. of

errors

A Syntax 10 3 10 6 7 0 15 5
Collaboration 10 0 10 1 7 0 15 2
Inquiry 10 0 10 0 7 0 15 0

B Syntax 10 2 10 2 7 0 15 2
Collaboration 10 3 10 2 7 2 15 1
Inquiry 10 3 10 2 7 0 15 5
Total 11 13 2 15
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We also have to keep in mind that teachers play a crucial role in supporting
students’ collaborative learning. Van Leeuwen and Janssen [25], in a review of teacher
guidance during collaborative learning, highlight that teachers can facilitate productive
collaborative learning by giving feedback, prompting and questioning students, and
guiding students to be self-directed learners. These general strategies are also promising
for supporting collaborative inquiry learning.

In the future, a longitudinal study should be carried out with a larger sample size
where students are more supported in asymmetric collaboration and with inquiry-tasks
that cover a range of different subjects.
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Abstract. Assessments are an important phase in the learning process. Infor-
mation and communication technologies advancements determined the devel-
opment of e-learning software tools which support e-learning activities,
including e-assessment. The increasing usage of summative and formative
e-assessments led to the challenge of managing items. The concept of an item
bank is meant to support teachers and students alike, to provide an overview
when taking assessments or creating exams. This article presents an on-going
R&D project towards the design and deployment of an item bank for computer-
based tests, and discusses its role within a service-oriented system architecture
which enables the execution of activities related to e-assessment, ranging from
item design and test creation, to the analysis of event logs generated by test-
takers. The research methodology followed for the requirements elicitation and
main findings are presented, and directions for future work are discussed.

Keywords: E-assessment � E-learning � Item bank � Requirement

1 Introduction

The use of computer technologies to enhance learning activities can be traced back to
1959 [1]. Advancements in information and communication technologies and the
emergence of standards for educational technologies determined the development of e-
learning software tools which support e-learning activities, including e-assessment. As
emphasized in [2], e-assessment enhances the measurement of learners’ outcome and
allows the reception of immediate and direct feedback. Other advantages associated
when using e-assessment include [3]: improvements in students’ performance, reduc-
tion in time and effort for teachers, decrease cost for the institution. Although asso-
ciated with numerous benefits, the increasing usage of summative and formative e-
assessments leads to the challenge of managing items.

The concept of an item bank emerged, which reflects a structured collection of
items, e.g., [4]. The notion of computerized item banking surfaced in the development
of commercial and other large-scale tests [4]. Several studies exist that emphasize the
benefits of item banking, e.g., [5, 6], and lay out basic guidelines towards developing
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an item bank, e.g., [7]. Although numerous studies focus on item banks, they center
primarily on a specific domain, on test development and delivery. Design guidelines
from a software engineering perspective are missing, and the integration of a newly
developed item bank into an existing architecture is not analyzed. This work addresses
this gap. We present in this article an on-going R&D project towards the design and
deployment of an item bank for computer-based assessments and discuss its role within
a service-oriented system architecture which enables the execution of activities related
to e-assessment, ranging from item design and test creation, to the analysis of event
logs generated by test-takers.

This work is organized as follows. Background information is introduced next.
Section 3 refers to related work. The requirements elicitation approach and main
findings towards the design and deployment of an item bank are presented in Sect. 4.
The role of the item bank within a service-oriented system architecture which enables
the execution of activities related to e-assessment is analyzed in Sect. 5. The paper
concludes with a section addressing the need for further research.

2 Background

2.1 E-Assessment

E-assessment is increasingly becoming relevant in higher education. Formative e-
assessment supports educators in determining what students have learned and it helps
students to retain, reproduce, reconstruct and engage in learning [8]. E-assessment can
enhance the learning experience by giving the opportunity to assess one’s learning
process through the feedback received [9]. Several tools exist to support e-assessment,
such as: Moodle Quizzes and Assignments (moodle.org), Turnitin (turnitin.com),
Exam-Online (www.intelligentassessment.com), SCHOLAR (scholar.hw.ac.uk), Hot
Potatoes (hotpot.uvic.ca), Maple T.A. (www.maplesoft.com), TOIA (www.toia.ac.uk).
E-assessment systems support activities such as [9–12]: monitor students’ progress,
immediate feedback, automatic marking, weighted-average grade calculation, flexible
learning and adaptive learning, personalization of quizzes, monitor questions’ quality
using statistical analysis, randomize questions along with timers. Most of the existing e-
assessment tools and systems very often provide only pre-determined, relatively simple
types of questions [13, 14], which are sufficient to assess the students’ knowledge level
[15]. However, as noted in [16, 17]: different and more (complex) questions are required
to assess skill levels. In order to address complex test questions, the concept of item
emerged, which is briefly introduced next.

2.2 Item and Item Bank

An item represents a task that a test taker is asked to perform. It needs to include a
stimulus, which can be a simple question, or a question followed by several alternative
answers, and it may be part of a larger structure that consists of multiple stimuli [4].
The IMS QTI specifications (www.ims.org) refer to an item as the tiniest assessment
object [18]. Accordingly, an item contains the question and the instructions to be
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presented, the response processing to be applied to the test taker response(s), and the
feedback that might be presented. The IMS provides specifications for a class of objects
for expressing items and assessments. The wide use of e-assessment led to a dramatic
increase in item types. An item bank is useful when dealing with a large number of
complex items. Two main functions are associated with an item bank in [4]: to author,
and to organize items in the bank. The complexity of the items required nowadays to
assess knowledge and skills requires a revision of the main functions of an item bank.
This work addresses this topic; it discusses the main findings of the requirements
elicitation process towards the design and deployment of an item bank.

3 Related Work

Different works exist that relate to the item bank concept. An item bank for comput-
erized adaptive test measurement of pain is introduced in [19]. In [20], an item bank for
computerized linear and adaptive testing in geography is illustrated. These studies
focus on the design of the items and do not refer to the actual design and implemen-
tation of an item bank.

A learning architecture towards an interoperable learning ecosystem is advanced in
[21]. A learning assistant tool, PKIP, for managing question items in item banks is
presented in [22]. The evaluations results illustrate the accuracy and user satisfaction
for the proposed solution. Although highly relevant, information on the approach or
methodology followed towards the design of the tool or item bank is not referred.

Learning management systems may provide a basic organization tool for questions.
Moodle Question Bank plugin (docs.moodle.org/37/en/Question_bank), for example,
contains several options on how to organize elements, and it enables easy integration
into courses for learning. TAO (www.taotesting.com) provides a QTI-authoring and
test delivery open source solution. However, TAO requires the items to be part of the
whole software process. The H5P initiative (h5p.org) is an open-source content col-
laboration framework that allows the creation, sharing and reuse of content in existing
publishing platforms, including virtual learning environments, and tracking of user
interactions using the xAPI specifications (xapi.com). Yet, the authoring of items is
limited to the supported question types. These methods lack the ability to include
external tools to allow for versioning or quality control when creating items. This work
addresses this gap.

4 Requirements Elicitation

4.1 Approach

Considering the diversity of items and tests aimed to be represented in the item bank,
the specificities of the diverse e-assessment projects (e.g., targeting the e-assessment of
knowledge and skills in educational institutions and professional organizations) and the
vision to integrate the item bank within an existing software architecture, a use case
scenario approach was chosen for the requirements elicitation, to reflect all the tasks the
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stakeholders need to perform with the item bank. This was complemented with face-to-
face interviews, where the stakeholders explained in more detail the functionalities they
want the system to have and referred to specific projects.

The use case scenarios approach has been successfully used during the last years
for requirements elicitation and modeling, e.g., [23, 24]. As noted in [25]: the goal of
the use cases approach in requirements elicitation is to describe all the tasks the
stakeholders will need to perform with the software system. A use case may consist of
multiple scenarios that capture stakeholders’ requirements by determining a sequence
of interactions between the system and the stakeholders.

Although the use case approach is successfully used to elicit requirements, potential
weaknesses are indicated in the literature (see: [26]), e.g., the use cases are written from
the system’s (and not stakeholders’) point of view, the stakeholder names are incon-
sistent, the use case specifications are confusing, the use case does not correctly
describe functional entitlement. To avoid such pitfalls, a well-documented template
was designed following guidelines from relevant works (e.g., [27, 28]) and handed to
all the stakeholders. In addition, face-to-face talks were held with the stakeholders. The
information collected was clustered considering the main functionalities indicated, as
illustrated in the next section.

4.2 Main Findings

The approach described allowed us to collect 64 scenarios from ten stakeholders, and
identify the functional and non-functional requirements for an item bank, and the
stakeholders’ constraints for the technical solution. Figure 1 illustrates the UML use
case representation of the item bank functionalities. The main stakeholders identified
include: item designer, a person who designs the layouts of items and provides a
concept to the item author; item author, a person who creates and edits items with the
templates and requirements from didactic experts, and the guidelines from the item
designer; item bank administrator, a person who is responsible for the management of
user rights, e.g., adds and deletes users of the item bank; item translator, a person who
translates the content of an item into another language, reviews and validates both the
translated items and tests; project manager, a person who coordinates a project and
needs to overlook all the activities concerning the items and test(s) that are relevant for
the respective project and access relevant information (e.g., item metadata); psycho-
metrician, a person who defines a test design and interprets the results to assess a
person’s skills or other psychological attributes.

A detailed description of the use cases illustrated in Fig. 1 is in [29]. The Create
Item use case, for example, reflects that the item bank shall allow the creation of items
(from scratch or from a template); the Edit Item use case concerns editing the content of
an item (e.g., translate an item) and editing a set of items; the Manage Quality Control
use case concerns quality assurance (e.g., revise and test items). Examples of non-
functional requirements identified are: availability - the item bank shall be available
during normal working hours; reliability; security - the data needs to be stored securely
and adequate access rights need to be carefully assigned; usability, e.g., the item bank
needs to be easy to use and support a user to fulfill tasks; scalability - the item bank
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shall support the increasing number of users, requests, data stored. The requirements
elicited allowed us to sketch a system architecture, presented next.

5 Towards a Service-Oriented Item Bank Architecture

Figure 2 illustrates a simplified view of the service-oriented system architecture for the
item bank, designed based on the requirements elicited. The Create/Edit Item and Test
component receives as input the item design executed by the item designer, and allows
the creation of an item from scratch or from a template, the editing of an item (e.g.,
translate the content of an item, change layout) and the creation of a test, by making use
of item authoring tools such as: Moodle, H5P, TAO, ItemBuilder (itembuilderwiki.tba-
hosting.de). The items are stored in the Item Database, the associated metadata is
stored in the Metadata Database, and the logs (e.g., interaction patterns when using an
item) in the Logs Database. The Preview Engine allows the visualization of items and
tests. The Search Engine supports the execution of search commands. The Quality

Fig. 1. Main actors for the item bank (UML)
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Control Engine supports the execution of activities relevant to guarantee the quality
control of items. The Versioning Engine provides the functionality of a version control
of items (e.g., track changes, branching, retrieve previous versions of an item).

The item bank gives the necessary information for a Sequencing Engine by pro-
viding unique identifiers along with needed metadata, such as a version or titles. The
Sequencing Engine connects to the other engines, e.g., Preview Engine, to provide a
visual feedback while arranging and configuring an assessment. If a configuration is
finalized, all the data (including parameters for a delivery and the used items) is stored
to enable tracking of the created sequences. Note that this storage is separated from the
core item bank. The unique identifier provided by the Sequencing Engine can be used
to reconstruct an assessment. Furthermore, it enables access to data by a public API,
which is used, for example, in combination with the Logs Database, Metadata
Database and Versioning Engine to reconstruct a complete assessment at a given point
in time. It serves as an abstraction layer for the following steps, such as the test taking
or the log data generation. APIs are used for the communication be-tween the archi-
tecture components, which also allow binding mechanisms to be plugged in.

6 Conclusions and Future Work

Computer-based assessment is increasingly used nowadays in educational institutions
and professional organizations to assess the knowledge and skills of students and
professionals. The notion of item bank emerged, which supports educators, researchers
and test takers in the assessment activities. Although numerous learning management
systems exist, the authoring process of quizzes and items is rather limited, and they lack
the ability to embed external tools to allow versioning or quality control functionalities.
This work addresses this gap. We reported in this article on an on- going R&D project
towards the design and deployment of an item bank for computer-based assessment and
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discuss its role within a service-oriented system architecture which enables the exe-
cution of activities related to e-assessment, ranging from item design and test creation,
to the analysis of event logs by psychometricians, and the configuration of the
assessment sequence. We describe the requirements elicitation approach and report the
main findings (in Sect. 4). An initial architecture is designed based on the main find-
ings of the requirements elicited (Fig. 2).

Future work will focus on the implementation of a software prototype following the
architecture and specifications elaborated. We also want to address interoperability and
integration issues (e.g., to allow the use and exchange of items from different vendors
and with different versions), as well as adaptive testing challenges. Future work shall
also focus on scalability challenges related to an increasing number of users and data
stored. We will investigate the use of a private or hybrid cloud storage service. Cloud-
based storage services would address elasticity concerns. The use of a private cloud
overcomes end-to-end confidentiality and privacy concerns. However, a thorough
technical and financial feasibility study needs to be performed to support the decision to
use a private or hybrid cloud-based storage service.
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Abstract. Mastering self-regulation strategies would seem to be essential in
distance and online university studies since the workload is much greater and
students need to be more independent and responsible for their own learning. By
self-regulation strategies, we mean the student’s mental activities aimed at
creating favorable conditions for learning, including managing their concen-
tration, motivation, time and tasks. With the aim of identifying self-regulation
strategies used or not by students enrolled in distance and online learning, an
initial study of 1,060 students was conducted. Various analyses were carried out.
The results indicate that at least 29% of students have difficulty setting and
adhering to a study schedule and trouble getting down to work. They also have
difficulty focusing on their course and maintaining attention and concentration.
They generally feel tense or under pressure during their studies and afraid or
worried when performing learning activities in a course. When they need help,
they find it difficult to turn to other students and communicate with them in
order to support their learning process. In addition, three respondent profiles
were identified. They stand out in relation to strategies for task management,
concentration and asking for help: (1) living alone, single and under 25 years
old, (2) living with a common-law partner and 25 to 34 years old and (3) living
with a spouse and children, 35 to 44 years old.

Keywords: Self-regulation strategies � University studies � Online courses

1 Introduction

Drop-out rates range from 26.9% to 43.2% among students enrolled in a distance
education university program, all years combined [1]. Several studies point to the lack
of learning strategies, especially self-regulation strategies for students in the context of
Distance and Online Learning (DOL). That is to say, an education (synchronous and
asynchronous) where the teaching and learning activities are overall carried out using
Web technologies [2].

The aim of our study is identifying the learning strategies that have the greatest
impact on dropping out of an online course and a distance and online program. Several
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specific objectives derive from this goal, notably identifying self-regulation strategies
with regard to certain sociodemographic and academic variables, which is the subject
of Phase 1 of our study and of this report.

We will first present the studies that examined the sociodemographic and academic
variables of students in a context of abandoning post-secondary education1. We will
then discuss studies that identify the self-regulation strategies that have the greatest
impact on dropping out of university studies. These strategies were the subject of a
questionnaire that grouped them in seven categories. 1,060 students responded to the
questionnaire. We will report the results obtained using three types of statistical
analysis: descriptive, of variance and two-step cluster method. Finally, we will discuss
the results and make some recommendations for future research.

2 Sociodemographic and Academic Variables

The profile of the student at risk of abandoning university studies is that of an older
student with a spouse or children who no longer lives with his or her parents [3]. The
authors find that the gender variable does not seem to have a significant impact on the
drop-out rate.

Several studies note that as students grow older, participation in postsecondary
studies and drop-out rates tend to increase [4]. The OECD [5] agrees with this in regard
to participation in post-secondary studies, stating that, on average, 38% of people aged
25 to 34 in its member countries have higher education diplomas compared to 23% of
people aged 55 to 64. The university drop-out rate is lower among students with a
parent who has a post-secondary diploma (12%) than those whose parents have no
post-secondary education (20%) [6].

In Quebec, 33% of students abandon their university studies when they are in a
bachelor’s program [7] and nearly half of these drop-outs occur during the first year of
enrolment in a bachelor’s program [8]. Finally, the reported studies do not link the
drop-out rate to the type of university program in which the student enrolls: short
program, certificate and bachelor’s degree.

In our study, we took these variables into account for the variance and cluster (two-
step method) analyses.

3 Self-regulation Strategies

As part of the phenomenological current of educational research that aims to understand
the learning strategies of university students from their varying subjective perspectives,
self-regulation strategies (or strategies for managing cognitive activity) are defined as
self-regulating mental operations based on metacognitive knowledge, consisting mainly
of planning, mobilizing and managing the external and internal resources required for
the intended learning [9]. For external resources, we find management strategies for the

1 In Quebec, post-secondary studies include college and university studies.
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workspace and tasks as well as time. For internal resources, we find emotional strategies
that affect the maintenance of motivation, concentration, confidence in ability to succeed
in school, management of stress and asking for help.

Studies [10–13] have found that students do not seem to have clear ideas about the
learning strategies they use. Since learning strategies can be innate as well as learned
[14], learning and gaining knowledge about these strategies can lead students to better
understand their behaviour toward studying. They will then be able to better adapt to
different teaching situations, especially those offered in DOL.

The most important of the deficient self-regulation strategies that were identified
among university students are: management strategies for external resources such as
time and tasks [6, 9, 10] and the ability to manage emotions [4, 9, 15, 16]. The same
difficulties are also noted among Quebec university students who have studied at
distance [17–20].

Students who use learning strategies the least in their online learning are those who
are most at risk of abandoning their studies after the first year [21]. Students who
practice using learning strategies generally demonstrate better coping skills when the
distance and online learning process is underway. If a strategy being used is not
effective enough, students will have a more natural reflex to adapt and change their
strategy [22] and thus persevere in their studies. Finally, these strategies are all the
more essential in DOL because the workload is much greater, students are much more
independent and they are therefore responsible for their learning [23].

In terms of external self-regulation strategies, research shows that students who
abandon have difficulty planning and managing their tasks: they do not know how to
avoid falling behind in handing in their work. Good planning has many benefits for
supporting perseverance in studies: it facilitates starting and regulating actions,
improves performance, reduces stress, and thus enhances a student’s psychological
well-being [6, 10, 24].

Other research finds that students who drop-out tend to attribute insufficient time to
their studies [10, 25]. Students cannot manage their time effectively or estimate the time
they need to spend on their studies. They wait until the last minute to study or to do
their work. They lack discipline in setting study times during the week and feel
incapable of estimating the time required to complete their work. The time management
difficulties campus students experience are the same in DOL [19]. Finally, the time
management strategies (designing an effective work plan, planning study times and
staying organized throughout their studies) and motivation (continuing to learn even
when the subject matter is of little interest) have an impact on students’ ability to
persevere or drop-out when they encounter difficulties during their studies [26].

In terms of internal self-regulation strategies, students do not control their stress
well during exams, they would like to learn strategies to reduce their stress-related
symptoms, and they also say they are overworked and regularly worried [27]. Students
also tend to become discouraged when they experience difficulties in their courses, are
unaware of their attitudes toward schooling and what motivates them to learn. Students
must be able to control their emotions, diligence, rigor and motivation, especially in the
DOL context which often puts them to the test [14, 21, 28, 29].
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Moreover, students who drop-out do not have much confidence in their ability to
succeed academically [30]. When they are in doubt, they do not know how to verify if
the work they have done is appropriate. They wonder if limiting themselves to doing
only the mandatory exercises is enough to succeed in their course. They question their
ability to use effective study strategies and their ability to progress steadily in their
studies. Students who drop-out also have trouble concentrating when they want to
study. They think they have learning difficulties (slowness, lack of concentration) and
they wait for inspiration before starting to work or study for an important exam [27].

Finally, the asking for help plays a central role in academic success and perse-
verance [31]. It is clear that during the process of asking for help, the student must go
through several stages and use various skills [32]. However, to accomplish this, the
student asking for help will have to self-regulate in order to take action. Other authors
[33] find that a majority of students (campus, distance) do not use the necessary
strategies for taking action and asking for help from students or using university
resources even if they acknowledge that they have problems with their studies.

Taking into account the context of our research, distance and online university
studies, we have retained the self-regulation strategies that seem to have the most
influence on persevering or dropping out of studies.

4 Methodology

4.1 The Population

In establishing our sample, three elements were taken into account for the choice of
courses. First, we made sure that the selected courses came from at least three different
departments (language department, social sciences and administrative sciences). Second,
we took into consideration the number of students per course. This number averages 312
annual registrations (based on 2017 data), but some courses have more than 900 regis-
trations per year. Third, we took into account the variability of the courses in terms of the
rates of failure, drop-outs and success. The 17 selected courses have failure variations
ranging from 5.95% to 23.64% and drop-outs between 8.86% and 17.34%.

4.2 Data Collection Instruments

Students completed an online questionnaire during three sessions (Summer and Fall
2018, Winter 2019). The first part comprises 21 statements to identify socio-
demographic and academic variables as well as financial variables. In the second part,
37 statements deal with self-regulation strategies grouped into 7 categories: task
management (6 statements), time management (4 statements), concentration (3 state-
ments), confidence in ability to succeed (7 statements), motivation (8 statements), stress
(5 statements) and asking for help (4 statements).
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4.3 Analytical Methods

The first step consists of a reliability analysis of the statements according to their
respective category. To this end, an analysis of the Cronbach alpha (a) coefficient was
performed. The results are in the acceptable range, varying between 0.584 and 0.72
depending on the category. This finding indicates that the results of the statements are
sufficiently correlated without being redundant [34]. Subsequently, variances between
the categories mentioned were analyzed with respect to the various socio-demographic
factors observed among students: age group, civil status, number of semesters of study
in DOL, type of program, parents’ schooling. Following the ANOVA, a post-hoc test
(Tukey) was carried out on the meaningful results.

5 Results

5.1 Sociodemographic and Academic Data

Of the 3,864 e-mail solicitations, 1,060 students (27%) responded to the questionnaire.
75.8% are women and 24.2% are men. As well, 44.7% of respondents are 25–34 years
old, 29.3% are 35–44, 14.9% are over 45 and 11.1% are under 25. In addition, 67.1%
of respondents live with a spouse and children and 32.9% live alone with or without
children. In addition, 63.6% live with a partner (married or common-law), 32.9% are
single and 3.4% are divorced.

On the academic level, 67.6% of respondents are enrolled in the first three seme-
sters of university studies, 16.9% in the 4th to the 6th semester, 10.8% in the 7th to 9th
semester and 4.7% in 10 semesters or more. Finally, 54.6% are enrolled in a certificate
program (30 credits) and 32.8% in a bachelor’s degree, 6.6% in a short program
(between 9 and 15 credits) and 6.0% are independent students.

5.2 Self-regulation Strategies

As a first step, a descriptive analysis of the self-regulation strategies was carried out.
The results indicate that no respondent used all of the self-regulation strategies during
their studies. In order to identify the self-regulation strategies that are likely to have an
influence on perseverance in DOL studies, we relied on the percentage of students who
completed the courses that were selected for the study, i.e. 82.66%. Only 14 of the 37
strategies were used by students (Table 1). These are mostly strategies that affect the
maintenance of confidence in the ability to succeed (5/7 statements) and motivation
(7/8 statements) as well as task management (2/6 statements). More specifically, stu-
dents are motivated because their choice of courses corresponds to their interests or
professional requirements (96%) and they want to obtain a university diploma (95.1%).
They feel able to successfully complete their exams and work (95.1%) and they put in
place an enabling environment that facilitates their management of educational tasks
(90%).

Self-regulation Strategies of Students Enrolled in a DOL Education Program 169



In order to identify the self-regulatory strategies that are likely to influence drop-
ping out in DOL, we relied on the lowest percentage rate of university studies in DOL
drop-outs in Canada, that of 26.9%. Table 2 indicates that 11 of the 37 strategies are
not used by 29% or more of the respondents. It is mainly strategies for managing tasks
(1/5 statements), time (3/3 statements), concentration (2/3 statements), confidence in
Ability to Succeed (1/7 statements), stress (2/5 statements) and asking for help (2/4
statements) that are the least used by respondents. More specifically, students have
trouble concentrating in their course. When they need help, they don’t turn to other
students and they don’t communicate with their when they need support for learning.
They don’t know what to do when they feel tense or under pressure when they study.
Finally, they don’t can control their fear or worry when they do learning activities.

As a second step, an analysis of the variances between the categories was made
with respect to the students’ various socio-demographic factors. Table 3 shows the
statistically significant results between the categories under study and the sociode-
mographic variables. The categories of Time Management, Task Management, Stress
and Confidence in ability to succeed have no statistically significant difference.

Table 1. Self-regulation strategies used by respondents (n = 1,060).

Categories Self-regulation strategies Used % Not
used %

Task management (2/6
statements)

I create an atmosphere that can facilitate my
educational tasks (music, going to the library,
setting up a workplace, etc.)

90.0 10.0

When I’m dealing with a difficult task, I divide
it into several small tasks

85.7 14.3

Confidence in ability to
succeed (6/7 statements)

I feel able to pass my exams and do well in my
assignments

95.1 4.9

I take initiatives in my studies to make sure I
succeed

94.3 5.7

I feel able to make steady progress 91.7 8.3
I have confidence in my ability to use effective
learning strategies

91.1 8.9

I call into question my work methods when my
results are not up to my expectations

88.1 11.9

Motivation (7/8
statements)

My choice of courses corresponds to my
interests or professional requirements

96.0 4

I really feel like I’m wasting my time in
university courses

6.8 93.2

Having a university degree is very important to
me

95.1 4.9

I am usually satisfied with what I achieve in my
courses

92.7 7.3

I see the link between my courses and the
professional practice being exercised or sought

92.0 8.0

I am pleased with taking my course online 88.2 11.8
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While an ANOVA analysis (Table 3) can demonstrate if a variable has a statistical
significance difference, it does not indicate which groups have theses relations, even
less the direction of the relation. In order to do so, a post-hoc test must be realized. We
use Tukey test to appreciate these differences between groups (p = 0.05). With regard
to age variables, the 25-and-under group use on average fewer concentration
(Tukey = 0.008) and motivation (Tukey = 0.007) strategies than those aged 45 and
over. More specifically, those aged 25 and under use motivation strategies on average
less than all other age groups. However, the age group of 25 and under indicates that
they feel able to ask for help more easily than those over 45 (Tukey = 0.011). In terms
of civil status, single students on average use fewer concentration strategies than

Table 2. Self-regulation strategies not used by respondents (n = 1,060).

Categories Self-regulation strategies Used % Not
used %

Task management
(1/6 statements)

I plan work periods based on when I’m
most productive

69.7 30.3

Time management
(3/4 statements)

I estimate how much time my work will
take in order to avoid being late

68.6 31.4

I can fix a study schedule and adhere to it 70.7 29.3
Concentration
(2/3 statements)

I can maintain my attention and
concentration adequately

68.7 29.3

I can concentrate easily in this course 68.2 31.8
Confidence in ability to
succeed (1/7 statements)

I can get down to work without any
difficulty to speak of

68.2 31.8

Stress (2/5 statements) I can normally manage stress and
pressure when studying

52.6 47.4

Normally, I can control my fear or
worry when I do learning activities

61.0 39.0

Asking for help
(2/4 statements)

When I need help, I turn to other
students

37.2 62.8

I communicate with other students when
I need support for learning

33.0 67.0

Table 3. Convincing results from the factorial ANOVA.

Category Variablesa F p

Concentration Age grouping 1.864 0.041
Civil status 1.816 0.048

Motivation Age grouping 1.681 0.026
Asking for help Age grouping 2.394 0.002

Type of program 2.122 0.006
Civil status 1.976 0.012
Family situation 1.8 0.027

N = 965 aThe analyses are univariate. p = 0.05
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students living with their common-law partner (Tukey = 0.048) and married students
(Tukey = 0.005). On the other hand, single students on average use their help seeking
strategies more than students living with common-law partners (Tukey = 0.001) and
married students (Tukey = 0.021). These results are also consistent with the student’s
family situation: students living with both parents, on average, use more strategies
asking for help compared to students living with their common-law partner
(Tukey = 0.001) and students living with one or more children (Tukey = 0.001).

Thirdly, a cluster analysis (two-step cluster method) [35, 36] was carried out on
socio-demographic data in order to highlight types of student profiles. Three profiles are
put forward. Table 4 shows the sociodemographic variables characterizing these groups.

Subsequently, these three groups were used in factorial analyses to obtain a more
general portrait of the student in relation to their use of self-regulation strategies. This
analysis reveals three categories of strategies that vary significantly by group. For task
management, group 2 on average uses these strategies more than group 3 (F = 6.581,
p = 0.001). For the category concentration, group 3 on average uses these strategies less
than group 1 (F = 4.327, p = 0.014). Finally, for the category asking for help, group 1
on average uses these strategies more than groups 2 and 3 (F = 8.029, p = 0.001).

6 Discussion

More than 60% of distance and online learning respondents do not seek help from other
students when they need it or communicate with them to support their learning. These
results are consistent with the authors’ conclusions [32] who find that a large majority
of university students have difficulty asking for help. Students who have difficulty
making interesting contacts with other students are likely to abandon their studies [3].
This is also noted by others authors [37, 38].

More than 50% of students typically feel tense or under pressure during their
distance and online studies, and they experience fear or worry when carrying out
learning activities. This state of stress (anxiety) has been noted by several authors [e.g.
14, 21] who associate this stress with the very context of DOL which is considered
more demanding for students. According to these authors, there should be intervention
to enable students to increase their stress control and thus reduce the risk of dropping
out of their studies.

Table 4. Cluster analysis results.

Cluster N (%) Family situation Civil status Age grouping

1 315 (32.6%) Lives alone Single Less than
25 years old

2 263 (27.3%) Lives with spouse Common-law
partner

25–34 years old

3 387 (40.1%) Lives with spouse and
child(ren)

Common-law
partner/married

35–44 years old
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30% or more of our respondents do not plan work periods based on the times when
they are most productive, they do not evaluate the time needed to devote to their work
and they do not set a work schedule which they follow. Some have difficulty con-
centrating and maintaining their attention. These management strategies for time, tasks
and concentration were also identified by some authors [19, 26, 27] as drop-out
indicators if no action is taken to help these students improve these strategies.

The academic variable, the number of sessions or academic year, does not seem to
have a significant influence on the use or non-use of self-regulation strategies by DOL
students. This observation allows us, like these authors [21], to hypothesize that if the
strategies for the management of tasks, time, concentration, motivation, confidence in
ability to succeed, stress and asking for help are not used by the respondents in their
learning in DOL, they may abandon their studies, regardless of the progress they have
made, and not only in first year studies.

The combination of variables (age, civil status and family situation) revealed three
profiles of students who use fewer self-regulation strategies (time management, asking
for help and concentration) in DOL. These profiles will enable us to implement targeted
or personalized interventions so students can develop these strategies, which, when
deficient, can influence dropping out [39]. Using a cluster model to identify three
typical student profiles makes for a more encompassing and realistic analysis than a
factorial analysis of variance. This is the case, for example, with strategies for task
management which become statistically significant when analysis of age, civil status
and family situation are combined. It is therefore possible to argue that certain self-
regulation strategies should not be studied according to a single criterion, but rather by
combining various socio-demographic aspects of a university student’s typical
situation.

7 Conclusion

A study of students enrolled in DOL was conducted, by means of an online ques-
tionnaire, to identify the self-regulation strategies they use the most and the least.
Descriptive, univariate and multivariate analyses were performed. Various findings
have been identified which will be used in the second phase of our study, namely to
determine whether these strategies influence dropping out of a distance and online
course.

It should be noted that the results of this study are limited in two respects. First,
only 27% of people from our population responded to the survey. Second, our sample
is made up of more women than men. A population analysis is underway to verify if the
characteristics of our respondents reflect those of the population.
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Abstract. The paper takes a critical look at the existing approaches
and online tools that are supposed to enhance the sharing and reusing
of innovative pedagogical scenarios among teachers, such as IMS LD,
LAMS, LessonPlanner, etc. We argue that there is a need for new ways of
sharing pedagogical scenarios that would promote innovative approaches
to learning and teaching, would be easy to use and would scale up the
sharing and reusing of innovative pedagogical scenarios among teachers.
As a potential solution to this challenge, the paper introduces a frame-
work and online tool called LePlanner. We summarise the results of the
first evaluation study, which engaged 20 teachers in actively using the
tool over a period of 4 months.

Keywords: Pedagogical scenario · Authoring tool · Pedagogical
innovation · Learning Design

1 Introduction

The main goal of the new national strategy for lifelong learning in Estonia is
to change the approach to learning and teaching at all levels in all forms of
education. More precisely, this change should lead towards more creative, col-
laborative, self-directed and personalised learning experiences. The 21st century
teacher is no longer the only source of the knowledge and information acquired
by students. The main task of the teachers today is to design learning opportu-
nities and conditions in which the learner can be actively engaged in the knowl-
edge creation process and can develop skills such as creativity, collaboration, an
entrepreneurial mindset and self-regulation [26].

The modification of the existing teaching practices is one of the greatest ped-
agogical challenges today, and teachers need support in this process of changing
their approach to teaching [13].

One possible way of encouraging the spread of pedagogical innovation is to
use digital technology to support teachers in experimenting with new lesson sce-
narios that have been designed and tested by their innovative colleagues. While
there is a range of frameworks and digital tools that exist for composing and
sharing lesson plans among teachers (e.g. IMS LD, LAMS, LessonPlanner), they
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seem to be used only by a small number of teachers and their impact on upscal-
ing the innovations in classrooms is low. Below, we argue that one of the reasons
for this is the pedagogical neutrality of these pedagogical planning tools. We sug-
gest that a digital tool for designing and sharing pedagogical scenarios should
promote new learning theories so that it can help teachers gradually change their
practices. This statement leads us to the following research questions:

1. What constitutes an innovative pedagogical scenario and how can it be
represented? 2. What are the design requirements for a digital tool that supports
changes in classroom practices through visualising and spreading innovative ped-
agogical scenarios among teachers?

The results of our design-based research are described in this paper as follows:
firstly, the paper describes the concept of pedagogical innovation and takes a
critical look at the existing approaches and online tools for creating, re-using and
sharing pedagogical scenarios. Later, the framework and corresponding online
tool called LePlanner, which is designed for supporting pedagogical innovation,
is introduced. Finally, the results of the first trial and user evaluation of the
LePlanner prototype are presented.

2 Pedagogical Innovation in the Digital Age: Key
Concepts and Theoretical Considerations

Pedagogical innovation can be identified and supported on the three different
levels: the micro level (classroom), meso level (school or local community) and
the macro level (state or national entities) [16]. In this paper, we will focus on
the micro level - changes in the pedagogical practices in classrooms that occur
by supporting teachers in visualising and sharing innovative lesson scenarios.

According to the concept of “new pedagogy” suggested by Fullan [7], ped-
agogical innovation is defined through changing partnerships between teachers
and students in which the learning process becomes a collaborative way of dis-
covering, creating and using knowledge in a ubiquitous technological context.
The main learning outcomes of new pedagogy are the student’s ability to learn
and develop continuously while persevering through the challenges that he/she
comes across during real-life situations. Fullan argues that the learning process
should be re-structured to replace mastery learning with collaborative knowl-
edge creation processes, where digital tools and resources are used for enabling
and accelerating the process of deep learning. Researchers from Finland have
promoted a knowledge-creation metaphor and a trialogical approach to learning
that describes pedagogical innovation in the 21st century [9]. Such an approach
to learning focuses on the process of creating and collaboratively developing new
knowledge objects in form of digital artefacts, which leads to conscious knowl-
edge advancement through the use of new digital tools [10]. Students take a
more active stance in their relationship and interaction with the (digital) learn-
ing resources, up to the point of assuming the role of a co-author. They are
not only consumers of the learning resource and the knowledge embedded in it,
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but become creators and producers in the process of the co-construction of new
knowledge [12,14,29].

Based on these new learning theories, we claim that innovative lessons should
be designed so that students have the opportunity to discover, interact and create
new knowledge in the form of digital artefacts (e.g. they build upon, enhance,
adapt, remix or even create the digital learning resources from scratch), and not
just consume pre-packaged learning content. This line of thinking led Väljataga
and her colleagues (2015) to design a taxonomy called Levels of Co-Authorship
(LoCA) that defines seven levels of engagement by learners in relation to the
digital learning resources they use in their learning process:

0. Consume – the lowest and the most static way of interacting with content,
e.g. viewing a video clip, listening to a podcast or just reading a text;

1. Annotate – the annotation of content with various types of metadata, e.g.
highlighting, favouring, rating, tagging or commenting;

2. Manipulate – learners interaction with software that gives immediate personal
feedback, e.g. self-testing;

3. Submit – learners are prompted to solve some problems or enter responses to
questions, so that the teacher can collect their responses and give feedback;

4. Expand – students extend or enhance the given resource by adding some
micro content to the original set of materials;

5. Remix – the original content is modified by adding, removing and/or changing
parts of the resource;

6. Create – students create a new digital resource from scratch, using the same
tools and formats as the authors of the original resource.

This taxonomy can be used for comparing digital textbooks and other learn-
ing resources regarding their affordances and their support of the trialogical
learning approach. For instance, a learning resource in the form of a PDF file
can only be used at Level 1 of the LoCA, while an iBook affords Level 3 (as
the teacher cannot see the results of the learner’s interaction with the content).
In summary, we can say that pedagogical innovation at the micro level means
the designing of learning activities in a way so that learners will discover, use,
create and share new knowledge and apply it to real-world problems using dig-
ital tools. The teacher and the learners form a new kind of partnership in this
knowledge creation process, where the teacher is not the sole source of the valid
knowledge; rather, her role is to facilitate the self-directed, creative and collab-
orative learning of the students. However, it is a challenge to support teachers
in the designing of pedagogical scenarios that will make such a change hap-
pen in their classroom. We will define the pedagogical scenario as a template for
describing, sharing and re-using innovative teaching practices [17]. An innovative
pedagogical scenario should promote the new learning theories and approaches
by supporting the implementation of new practices and methods in the class-
room. It should also reflect (in a visualised and easy-to-grasp manner) how a
teacher facilitates learning through collaborative knowledge creation, engages
the students in solving authentic problems, supports cooperation between the
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students, and supports the development of self-regulation using digital tools and
resources. These were the initial design ideas for LePlanner – an experimen-
tal online tool that allows teachers to easily create, share and re-use innovative
pedagogical scenarios. Prior to developing the new tool, we conducted a critical
review of the existing tools in the same field.

3 Related Research

Describing the learning process in a formal and standardised way is not a trivial
task, and is something that is still challenging for researchers and practitioners.
In the next part, we briefly discuss the related work in this field. Our review of
publications in the field of pedagogical scenarios revealed the dominance of the
IMS Learning Design and its related tools [1,2,5,15,19,28]. The IMS LD is a
technical standard that provides a formal meta-language for describing pedagog-
ical scenarios in a machine readable and interoperable form. Koper [15] defined
a few principles of Learning Design, one of which is the flexibility to express var-
ious pedagogies without assigning a preference to any specific one. As a result,
the IMS LD is pedagogically neutral since it has no single preferred underly-
ing pedagogy [25]. While the pedagogical neutrality of the IMS LD has usually
been seen as a positive aspect [2,19], from our point of view it can become a
disadvantage when seeking a clear preference for certain innovative pedagogical
approaches at the expense of the more traditional alternatives. For the purpose of
changing the approach to teaching, teachers should implement innovative peda-
gogical scenarios based on the new learning theories. These pedagogical scenarios
require a fundamentally different role for teachers and for learners as well. The
teachers also need instructional support in implementing innovative pedagogical
practices that can support the learners’ acquisition of learning skills, creativ-
ity and entrepreneurship with the use of ICT [3,13,23]. When representing the
innovativeness of a pedagogical scenario, it is not enough to just define a linear
sequence and the types of activities, related tasks and assessment formats for
students.

The IMS LD has been criticised for its limitations and deficiencies, such as
an insufficient flexibility in describing the learning scenarios [2], a low adoption
among teachers due to the complexity of the specification [24], as well as its
implementation difficulties for individual teachers [8]. However, the IMS LD
has remained the dominant framework for developing the tools for creating and
sharing pedagogical scenarios, such as Collage [11], ScenEdit [6] and the Reload
LD editor [20].

One of the most popular tools for creating and sharing pedagogical scenar-
ios seems to be the LAMS: Learning Activity Management System (see a more
detailed analysis in [17]). LAMS provides educators with a visual environment
for creating sequences of learning activities [1]. However, LAMS doesn’t support
the teachers in expressing the innovative characteristics of their teaching app-
roach [1]. Another popular tool in this field is Learning Designer, which assists
teachers in designing learning activities for their students [1]. Learning Designer



Visualising and Re-using Innovative Pedagogical Scenarios 181

differentiates between six types of learning activities and describes a mixture
of these activities during a lesson. However, this tool doesn’t visualise how the
roles of the teacher and students change in a specific scenario and how actively
or creatively the learners are engaged in the learning process. Probably the most
common way the teachers use to describe their own practices is writing a narra-
tive lesson plan in a structured manner, which is mostly used for administrative
purposes (e.g. inspections, lesson observations, quality assurance). There are
some software tools that include such lesson planning templates; for example
Lesson Plans1, Lesson Builder2, and Scenario Development Environment3.

Unfortunately, the pedagogical scenarios presented through these tools tend
to become long, uninspiring texts and their structure looks the same for all
pedagogical approaches. Therefore, it is difficult to imagine how this way of
describing pedagogical scenarios could support other teachers in changing their
approach to teaching (even if the original scenario was a truly innovative one
when implemented in the classroom). When the students are involved in a self-
directed inquiry or in a collaborative knowledge creation project, the teacher does
not deliver the content in a linear manner, but instead provides an open-ended
context and the conditions for creative learning. This can be quite challeng-
ing for teachers, because they are not aware of or struggle to implement alter-
native practices for structuring the pedagogical process and supporting their
students [18].

4 Research Design

The empirical data collection and design was conducted in three iterations that
took place during three consecutive years (2014, 2015 and 2016), as often hap-
pens with DBR studies. In each iteration, a different sample of respondents was
involved in the participatory design sessions.

We dedicated two years to completing an iterative design-based research pro-
cess, which eventually led us to the development of a fully functional prototype
of LePlanner – a tool for visualising, sharing and re-using innovative pedagogical
scenarios.

Multiple participatory design methods were combined in the process, includ-
ing creating personas and usage scenarios, conducting participatory design ses-
sions, concept mapping, writing user stories, creating paper prototypes and
developing interactive, high-fidelity prototypes.

5 Results

In the first iteration (Fig. 1) we asked a group of Estonian teachers to describe
a pedagogical scenario using paper stickers. During this activity, we tried to

1 http://lessonplanspage.com/.
2 http://thelessonbuilder.org/.
3 http://www.itec-sde.net/en.

http://lessonplanspage.com/
http://thelessonbuilder.org/
http://www.itec-sde.net/en
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Fig. 1. Three iterations of research-based development of the prototype of LePlanner.

Fig. 2. Representing pedagogical scenario using stickers in the first design session.

identify their understanding of the pedagogical scenario and its related elements.
During the iteration, it became evident that the pedagogical scenario is more
convenient to present as a timeline. Also the scenario was divided into two views
that described the activities of the students and the teacher (Fig. 2).

During the second iteration, we worked with Estonian educational tech-
nologists in order to determine their expectations of a tool for describing a
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pedagogical scenario. For these tasks, we asked them to describe one pedagog-
ical scenario using one of the templates we presented. The templates were cre-
ated with Google Draw and Lucidchart (Fig. 3). Each of the templates allows
the teacher to represent a pedagogical scenario in a different way. The first of
these was a narrative form (it contained fields for describing the topic of the
lesson, goals, learning process, environment, methods, tools and assessment)
that allowed the teachers to freely describe the learning activities. The sec-
ond template was a block diagram (containing fields for describing the topic of
the lesson and its goals, and different shapes for describing the learning activ-
ities) that allowed the teachers to build a sequence of the parts of the lesson
in a free order. The last template was in the form of a timeline with different
types of blocks: learning materials, software/web-tools, display/medium, tech-
nique/method. This template allowed the teacher to construct their own scenario
by using the blocks and arranging them along the timeline.

Fig. 3. Representing pedagogical scenario using Google Draw in the second design
session.

These two iterations showed that, for the purpose of supporting the teachers
in changing their approach and in using innovative pedagogical scenarios, there
should be a fundamentally different tool for creating and sharing pedagogical
scenarios. It should be a visual, clear and structured tool, that displays the
actions of the teacher and the students. This tool should give the teacher a
visual understanding of the innovative approach of the pedagogical scenario and
the structure of each scenario should be visually different from the others.

As we mentioned above, it is important that the tool used for creating the
innovative pedagogical scenario is not pedagogically neutral. Therefore, in the
third iteration our goal was to develop such a tool for creating and sharing
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an innovative pedagogical scenario according to the new learning theories; for
example, the concept of trialogical learning. The fully functional prototype of
the LePlanner was tested with a group of teachers, who described and visualised
their pedagogical scenarios with it. The teachers gave us qualitative feedback
through a group interview and they filled in an online survey questionnaire.

The design of LePlanner includes functionalities typical of social networking
platforms, which should be a good premise for spreading the knowledge within
various communities of teachers. For instance, LePlanner allows any user to
follow other users, while the feeds of the pedagogical scenarios published recently
by inspiring colleagues are presented on the user’s dashboard. It is also possible to
like and comment on certain scenarios, in which case the author of the scenario
received a notification. The main action of creating the pedagogical scenario
is divided into parts. First, primary information such as the title, description,
subjects, grade, total duration and the learning outcomes have to be provided.
Next, the pedagogical scenario is divided into activities. As is shown in Fig. 4, the
user can add the following information for each activity: the title and duration
of the activity; whether it is a face-to-face (default) or a classroom activity; and
whether the activity is done individually, in pairs, in small group or involving
whole class. Each activity can be linked to previously defined learning outcomes
from the national curriculum.

Fig. 4. Editing details view for describing scenario activities.

After the activities are added, they are visualised on the timeline which is
divided horizontally into two parts: above the timeline is a space for teacher
resources and below is a space for student resources. The next step is to add
learning resources to the activities. For the student resources, it is possible to
add the title of the resource and the URL where it can be accessed. The Level of
Co-Authorship (LoCA) for the resource can be defined, which makes it visually
easy to grasp whether the students are only listening or reading in the lesson,
or are actively engaged in trialogical knowledge creation. The use of LoCA in
visualising the pedagogical scenarios takes the students’ interactions with the
digital resources into consideration by dividing the interactions into seven levels
[29]. The chosen level is reflected by the height of the student resource bar, with
the higher level results in a higher box. Next, multiple conveyors that describe the
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tools or software that will mediate a given resource can be added. Display options
for viewing or creating the resource can be selected, including a projector/TV,
smart board, computer, tablet and smartphone. It is also possible to add other
display options. Adding resources for the teachers differs only by not including
the LoCA selection. Figure 5 hows activities with two added resource linked with
conveyors and displays – one for the teacher and one for the student.

When the scenario is ready, it is published and visualised as timeline. As
Fig. 5 shows, it is possible to see an overview of the resources for each activity
with the use of conveyors and displays. The LoCA makes it possible to make
conclusions about the students’ interactions with the resources and how much
they are involved in the activities. This is done by evaluating the height of the
student resources box. If necessary, the created scenario can also be accessed in
a text outline view, where the activities and resources used, with all the other
data, are represented in a multilevel list.

Fig. 5. Visualised Flipped Classroom scenario with related activities and resources.

LePlanner is an open source software released under an MIT licence and
its source code can be found in the GitHub repository at https://github.com/
romilrobtsenkov/leplanner-beta. It is currently available in the Estonian, English
and Croatian languages. Additional think-aloud testing with multiple first-time
users was carried out to improve the software’s usability. In one phase of the
evaluation, a survey was carried out among LePlanner users, who were mostly
teachers and educational technologists. The goal of the survey was to get an
overview of the disadvantages and opportunities of the tool. The survey was
conducted with 53 users of LePlanner, from which 33 were used to measure if the
teachers believe that LePlanner can help them to do their job better. Most of the
respondents agreed that LePlanner has important extra benefits over traditional
lesson plans (M = 3.79; SD = 0.93) and that it is useful in their everyday work

https://github.com/romilrobtsenkov/leplanner-beta
https://github.com/romilrobtsenkov/leplanner-beta
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(M = 3.52; SD = 1.00). The respondents agreed less with the statements that
LePlanner enables them to save time (M = 3.21; SD = 0.99) and makes it possi-
ble to plan their lessons with less effort. To summarise the results of the TAM2
for the perceived usefulness, it is possible to say that the respondents agreed to a
small degree (M = 3.37; SD = 0.85) that LePlanner allows them to do their job
better. The evaluations for all the statements were reliable (=0.90). The respon-
dents considered the visualisation based on the LoCA taxonomy as a useful fea-
ture of LePlanner. The users liked the timeline visualisation, which allowed them
to have a better understanding of the duration of different activities and to plan
the pedagogical scenario. The users also liked the fact that pedagogical scenario
is composed of two main building blocks: activities and resources. The possibil-
ity offered by LePlanner to add and visualise the applications and services used
for specific resources was received well by the respondents. It was acknowledged
that this approach allows pedagogical scenarios that are innovative, technology
enhanced and based on a trialogical learning concept to be described. The users
expressed their need to describe more complicated pedagogical scenarios, which
have parallel activities for different groups. There was also a need to be able to
add multiple resources to one activity and vice versa – and to link two activi-
ties with the same single resource. The respondents indicated that because of a
lack of time, the teachers wouldn’t start to describe pedagogical scenarios them-
selves, but they would be interested in seeing what other good teachers were
doing. To create the best opportunities, it would be best to pair up with the
publishers and make it possible for teachers to use the scenarios that are already
described. The respondents mostly valued the possibility of integrating teaching
and learning analytics to gain feedback, improve scenarios and get suggestions
for lesson planning. In the future, teacher training students are considered to be
most active and interested target group for LePlanner.

6 Discussion

We argue that a digital tool for creating and sharing innovative pedagogical
scenarios should be based on the new learning theories; for example, the tria-
logical approach to learning, and it cannot be pedagogically neutral. The tool
has to guide and support teachers in the implementation of innovative prac-
tices. It should be visual and structured, display the actions of both teachers
and students, and offer a visual understanding of the innovative aspect of the
pedagogical scenario. The tools based on the IMS LD focus on the opportunity
for teachers to construct the sequence of a learning activity so that it provides
learners with the opportunity to perform tasks. Using these kinds of tools, the
teacher can still create scenarios according to the traditional approach to teach-
ing. That is why we argue that the IMS LD specification is not suitable for
the development of an authoring tool designed for creating innovative pedagog-
ical scenarios. We believe that the standard is used only for some PhD work
in applied computer science. Nevertheless, we have found many articles that
praise the IMS LD and not so many that have expressed criticism. This paper
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introduces the framework and the online tool called LePlanner that has been
designed as a result of this line of thinking. The pedagogical foundation of LeP-
lanner is the concept of trialogical learning. According to this concept, the tool
has a taxonomy based on the Levels of Co-Authorship, which support teachers
in the process of planning the learning activity, whereby students become more
active in relation to the learning materials. We summarised the results of the
first evaluation study, in which 20 teachers were engaged in actively using the
tool for a period of 4 months. As we have shown, the results of the study revealed
that a more complicated task for teachers in describing a pedagogical scenario
was applying a level of co-authorship. It is important to note that it is exactly
this opportunity that gives a better visual overview of the level of the learner’s
activity. Another difficulty for teachers in describing a pedagogical scenario is a
lack of time. Therefore, in designing the framework and in the development a
tool for creating a pedagogical scenario it was important for us to keep this fact
in mind. Using LePlanner, a teacher has the opportunity to plan the learning
process with a focus on students engagement and to help develop skills such as
creativity and collaboration. There is one more point that is important to pay
attention to: the main task of the teachers is to create learning opportunities and
conditions in which the learner is active, involved in the learning process and
can develop self-regulation. At the moment, the teacher himself prescribes all
the activities and tasks for the learners in LePlanner, so the students don’t have
enough freedom in terms of planning their own activities and performing their
own tasks. But it does offer the necessary conditions for developing the student’s
self-regulation skills. Most likely, in order to reflect the activities of the learners
in LePlanner that they design for themselves, the principles of emergent design
should be used.

7 Conclusions

A multitude of authors have expressed a similar agenda for a pedagogical innova-
tion that changes the role of the teacher, who should become a facilitator of self-
directed, creative and collaborative knowledge creation by the student. Instead
of transmitting information to the students and controlling their behaviour, the
teacher should guide and support the learners, to engage them in deep meaning-
ful learning. While there are some teachers who already practice such innovative
pedagogies, their experience is not easily spread among the wider communities
of teachers. After developing and piloting LePlanner, we believe that this tool
could be used to increase and speed up the uptake of innovative practices on
a wider scale. As a result of the feedback collected from the teachers who have
used LePlanner, the next version of the tool will address new functionalities, such
as emergent design or meta-design (a part of the pedagogical scenario that the
teacher will leave for the students to design in a self-directed manner). Future
research should focus on using LePlanner with students in initial teacher edu-
cation. Next, we plan to enhance LePlanner to contribute to learning analytics
by comparing the designed pedagogical scenarios with the actually implemented
ones.
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Abstract. Students learning Health Informatics in the degree course of
Medicine and Surgery of the University of L’Aquila (Italy) are required –
to pass the exam – to submit solutions to assignments concerning the
execution and interpretation of statistical analyses. The paper presents
a tool for the automated grading of such a kind of solutions, where the
statistical analyses are made up R commands and outputs, and the inter-
pretations are short text answers. The tool performs a static analysis of
the R commands with the respective output, and uses Natural Language
Processing techniques for the short text answers. The paper summarises
the solution regarding the R commands and output, and delves into
the method and the results used for the automated classification of the
short text answers. In particular, we show that through FastText sen-
tence embeddings and a tuned Support Vector Machines classifier, we
obtained an accuracy of 0.89, Cohen’s K = 0.76, and F1 score of 0.91 on
a binary classification task (i.e. pass or fail). Other experiments including
additional linguistically-motivated features, whose goal was to capture
lexical differences between the students’ answer and the gold standard
sentence, did not yield any significant improvement. The paper ends with
a discussion of the findings and the next steps to be taken in our research.

Keywords: Automated grading · Short text answers · NLP · SVM

1 Introduction

Assessment can essentially be divided into formative and summative assessment
[12]. Given a course, formative assessment takes place during its execution to
check on student learning progress (by the teacher or by the students them-
selves), while summative assessment takes place at its end to determine the
learning outcomes. Within any assessment method, question types may vary
from multiple-choice, open ended, or code-snippets questions.
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Human grading of both open ended and code-snippets questions is a tedious
and error-prone task, a problem particularly pressing when such an assessment
involves a large number of students. One possible solution to this problem is
to automate the grading process so that it can facilitate teachers in the correc-
tion and enable students to receive immediate feedback, so as to improve their
assignments before the final submission.

Fig. 1. A sample exam

Many tools implementing an
automated grading of open-ended
and code-snippets already exist
[7,25]. As for those regarding
open-ended questions, the com-
mon task is to assign either a
real-valued score (e.g., from 0 to
1) or to assign a label (e.g., cor-
rect or irrelevant) to a student
response. As for code-snippets
questions, the available systems
either compile and execute the
students’ programs against test
data (so to compare the achieved
with the expected results), or
statically analyse the students’
source code.

Given these premises, stu-
dents learning Health Informatics
in the degree course of Medicine
and Surgery of the University of
L’Aquila (Italy) are required – to
pass the final exam – to be able
to execute statistical analyses in
R and to explain the results in
terms of clinical findings. Accord-
ingly, in [2] the authors presented
a tool for the automated grad-
ing of R code snippets (the sta-
tistical analyses) and short text
answers (the clinical findings). In
this paper we extend the research
regarding the grading of the short
text answers, that in [2] was
addressed with a string similarity
approach. It is clear that string
similarity distances measure the
lexical rather than semantic sim-
ilarity [11] and therefore they can score – as different – strings conveying the
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same concept (and viceversa). For instance, given the sentence “The difference is
statistically significant”, a string similarity distance would consider the sentence
“The difference is not statistically significant” (that conveys the opposite con-
cept) only 0.085 distant1. Consequently, in this paper we present an approach
based on sentence embeddings [5] and supervised binary classification [24], which
resulted in a tool with a good ability of predicting the pass/fail grading of the
short text answers.

2 Application Scenario and Educational Impact

The course of Health Informatics in the degree course of Medicine and Surgery
of the University of L’Aquila (Italy) is organised in two parts. The first part
regards the theoretical aspects of Health Informatics, the second part focuses
on how to execute statistical analyses in R and how to correctly interpret the
results into the corresponding clinical findings. With specific regard on the sec-
ond part of the course, students – after having followed the lessons – complete
several exercises as homework and finish the part with a practical assessment.
The exercises and the final exam have the same structure: they start with the
definition of the dataset and list the analyses and technical/clinical interpre-
tations that should be performed. The analyses must be performed through R
commands and can be both descriptive (e.g., mean, sd), inferential (e.g., t.test,
wilcox.test) and for testing normality (e.g., shapiro.test). For the interpretation
of the results, students must be able to understand e.g. if the test for normality
suggests that the distribution should be considered normal or not, or if a test
for hypothesis is statistically significant or not. For instance, see Fig. 1 and let
us take into account the sixth point of the assignment. Since the scar visibility
is qualitative and the number of different surgeries is three, the student should
use a Kruskal-Wallis test. Such a test is executed in R through the command:

which would return the following output:

1 Kruska l−Wa l l i s rank sum t e s t
2

3 data : V i s i b i l i t y by Su rge r y
4 Kruska l−Wa l l i s ch i−squa red = 9 .8959 , d f = 2 , p−v a l u e = 0.007098

By looking at the p-value, which is less than 0.05, the student should then
conclude that the difference in Visibility is very unlikely that took place by
chance, and therefore it should be caused by the different surgeries. Such a
conclusion is the solution to point 7 of the assignment.

In such an educational scenario, the tool we are working on supports both for-
mative and summative assessment as follows (see Fig. 2). As a formative assess-
ment instrument, it is able to provide students with both a textual feedback and

1 By using a normalised Levenshtein string similarity distance [17].
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Fig. 2. Application scenario and educational impact

an estimated evaluation of the quality of the submitted solution, and enables
teachers to monitor the students’ progresses with the homework. As a sum-
mative assessment instrument, the tool is used by the teacher to support the
manual correction activities. Accordingly, the foreseen educational benefits are
manifold. For students, to support their understanding of the commands, the
interpretation of the results, and – as a consequence – a desirable increase of the
final learning outcomes. For professors, the tool should be able to reduce their
workload, both in terms of correction times and errors, but also in a decreased
number of returning students.

3 Automated Grading

3.1 Automated Grading of R Code Snippets

The specific problem of the automated grading of R code snippets is only sum-
marised in the paper, since already presented in [2]. To grade the R code, the
tool:

– compares the solution given by a student with that given by the professor
(i.e., the gold standard);

– calculates the number of correct commands with correct solution, correct
commands with wrong solution (e.g., because of wrong input data), missed
commands;

– returns as grading the weighted sum of the numbers above.

In [2], the task of grading the comments was addressed with an oversimplified
approach (i.e., string similarity). Nevertheless, the results of the comparison of
the automated and the manual grading were almost acceptable:

– the intraclass correlation coefficient was measured as 0.784: such a value can
be interpreted as an excellent indication of agreement between the two sets
of grades [9];
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– in terms of predicting the manual grading from the automated one, we
obtained – with a linear regression model – an R2 = 0.740: this result indi-
cates a good linear relationship between what is measured automatically and
what was assessed by the professor;

– by transforming the numerical grades into dichotomic pass/fail outcomes, the
agreement measured with the Cohen’s Kappa was 0.52: such a value is not
very satisfactory.

The next subsection, which contains the actual novel research, shows the
approach to the automated grading of the short text answers, that improves on
the previous approach based on string similarity.

3.2 Automated Grading of Short Text Answers

Although several works have explored the possibility to automatically grade
short text answers [7], these attempts have mainly focused on English. Further-
more, the best performing ones strongly rely on knowledge bases and syntactic
analyses [20], which are hard to obtain for Italian. We therefore test for the first
time the potential of sentence embeddings to capture pass or fail judgements in
a supervised setting, where the only required data are (a) a training/test set
and (b) pre-trained sentence embeddings [5] using fastText2.

Dataset. The dataset available at [1] contains the list of sentences written
by students, with a unique ID, its type (if either given for the hypothesis or
normality test), its degree in a range from 0 to 1, and its fail/pass result, flanked
with (i) the gold standard (i.e. the correct answer) and (ii) an alternative gold
standard. In order to increase the number of training instances and achieve a
better balance between the two classes, we also manually negated a set of correct
answers and reversed the corresponding fail/pass result, therefore adding a set of
(iii) negated gold standard sentences. All students’ and gold standard’s sentences
are in Italian language. Overall, the dataset contains 1069 student/gold standard
answer pairs, 663 of which are labelled as “pass” and 406 as “fail”.

Method. Since we cast the task in a supervised classification framework, we
first need to represent the pairs of student/gold standard sentences as features.
Two different types of features are tested: distance-based features, which capture
the similarity of the two sentences using measures based on lexical and seman-
tic similarity, and sentence embeddings features, whose goal is to represent the
semantics of the two sentences in a distributional space.

All sentences are first pre-processed by removing the stop-words such as
articles and prepositions, and by replacing mathematical notations with their
transcription in plain language (e.g. “>” with “maggiore” (greater)). We also
perform part of speech tagging, lemmatisation and affix recognition using the

2 https://fasttext.cc/ (last accessed July, 2019).

https://fasttext.cc/
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TINT NLP Suite for Italian [3]. Then, on each pair of sentences the following
distance-based features are computed:

– Token overlap: a feature representing the number of overlapping tokens
between the two sentences normalised by their length. This feature captures
the lexical similarity between the two strings.

– Lemma overlap: a feature representing the number of overlapping lemmas
between the two sentences normalised by their length. Like the previous one,
this feature captures the lexical similarity between the two strings.

– Presence of negations: this feature represents whether a content word is
negated in one sentence and not in the other. For each sentence, negations are
recognised based on the NEG PoS tag or the affix ‘a-’ or ‘in-’ (e.g. “indipen-
dente”), and then the first content word occurring after the negation is con-
sidered. We extract two features, one for each sentence, and the values are
normalised by their length.

Other distance-based features are computed at sentence level, and to this
purpose we employ fastText [5], an extension of word embeddings [19,21] –
developed at Facebook – that is able to deal with rare words by including sub-
word information, and representing sentences basically by combining vectors
representing both words and sub-words. To generate these embeddings we start
from the pre-computed Italian language model3, trained on Common Crawl and
Wikipedia. The latter, in particular, is suitable for our domain, since it includes
also scientific content and statistics pages, therefore the language of the exam
should be well represented in our model. The embeddings are created using
continuous bag-of-word with position-weights, a dimension of 300, character n-
grams of length 5, a window of size 5 and 10 negatives. Then, the embedding
of the sentences written by the students and the gold standard ones are created
by combining the word and the sub-word embeddings with the fastText library.
Each sentence is therefore represented through a 300 dimensional embedding.
Based on this, we extract four additional distance-based features:

– Embeddings cosine: the cosine between the two sentence embeddings is com-
puted. The intuition behind this feature is that the embeddings of two sen-
tences with a similar meaning would be close in a multidimensional space;

– Embeddings cosine (lemmatized): the same feature as the previous one, with
the only difference that the sentences are first lemmatised before creating the
embeddings;

– Word Mover’s Distance (WMD): WMD is a similarity measures based on the
minimum amount of distance that the embedded words of one document need
to move to reach the embedded words of another document [16]. Compared
with other existing similarity measures, it works well also when two sentences
have a similar meaning despite having few words in common. We apply this
algorithm to measure the distance between the solutions proposed by the
students and the ones in the gold standard;

3 https://fasttext.cc/docs/en/crawl-vectors.html (last accessed July, 2019).

https://fasttext.cc/docs/en/crawl-vectors.html
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Fig. 3. Tune plot

– Word Mover’s Distance (lemmatised): the same feature as the previous one,
with the only difference that the sentences are first lemmatised before creating
the embeddings.

The sentence embeddings used to compute the distance features are also
tested as features in isolation: a 600 dimensional vector is indeed created by
concatenating each sentence embeddings composing a student answer – gold
standard pair. We adopt this solution inspired by recent approaches to natural
language inference using the concatenation of premise and hypothesis [6,14].

As for the supervised classifier, we used Support Vector Machines (SVM) [24].
We then proceeded to find the best C and γ parameters by means of grid-search
tuning [13], through a 10-fold cross-validation to prevent to overfit the model.
Finally, with the parameters that returned the best performance, we finalised
the classifier and calculated its accuracy, F1 score and Cohen’s K. Such a process
was performed using R 3.6.0 with caret v6.0-84 and e1071 v1.7-2 packages
[15,18,23].

Results. Figure 3 shows the plot summarising the tuning process. In summary,
within the explored area, the best parameters were C = 104 and γ = 2−6. The
resulting tuned model produced the following results:

– Accuracy = 0.891 (balanced accuracy = 0.876);
– F1 score = 0.914;
– Cohen’s K = 0.764.

With the same approach, we also tuned the classifier when fed with only
the concatenated sentence embeddings as features (i.e., without distance-based
features). With best parameters C = 103 and γ = 2−3, the results were:

– Accuracy = 0.885 (balanced accuracy = 0.870);
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– F1 score = 0.909;
– Cohen’s K = 0.752.

The results show that the concatenated sentence embeddings yield a similar
result with and without additional distance-based features.

Software Design. The classifier is under development in the UnivAQ Test Suite
(UTS) [4]. The UTS system is implemented as Java web application, and has
been used during the last year by more than 200 students, which took advance
of the automated grading module with the string similarity approach [2].

:NLPsrv :JRI:UTS

sentence

SVM tuned model

UnivAQ
Test
Suite

NLP 
server

features embedding
vector

vector

pass/fail result

R-Java
wrapper

Fig. 4. Implementation of the automated grading of short text answers: on top the
software design, on bottom the respective sequence diagram.
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On the other hand, the automated grading module with the NLP analysis
and the SVM classifier is in an alpha release. Its software design and sequence
diagram are depicted in Fig. 4. The idea is straightforward. A sentence is firstly
processed by an NLP module, working as explained above. The module is avail-
able as a REST service, since loading the models is a long task and – in such
a way – it is performed only at service startup. The resulting embeddings are
passed to the classification module, which in turn uses the Java/R Interface
(JRI) [26] to actually proceed with the classification. Finally, the classification
result is returned as the pass/fail grading.

4 Conclusions and Future Work

For the automated grading of solution to assignments containing R code and
comments written in natural language, the paper discussed on a supervised clas-
sifier fed with embeddings and features that resulted in high accuracy, F1 score
and good agreement between the reference and predicted fail/pass outcomes.
The results also showed that the added value given by the features is quite lim-
ited and on the other hand requires a tuning with a larger value of C and a
smaller value of γ.

The surprisingly good results may be partially due to the following reason.
During the course, the professor explained to students how to understand the
result of a test in terms of a process that (i) starts by finding the p-value in the
R command output, (ii) then assessing whether the p-value is below or over the
threshold of 0.05, (iii) if this imply that the null hypothesis has to be rejected
or not, and (iv) finally give the interpretation in terms of statistical and/or
clinical meaning. Also the gold standard sentences are written in terms of such a
“template”. Accordingly, it is reasonable to expect that also the comments given
by the students will follow a similar structure, and therefore be “easy” to be
classified correctly.

In terms of future work, the necessary steps are manifold:

– to measure the overall accuracy of the tool to assign the final grades (with
respect to the manual grades given by the professor), i.e., how and to which
extent the results reported in Subsect. 3.1 are improved;

– in terms of both formative and summative assessment:
• from a teacher perspective, to measure whether the tool enables faster

manual correction and prevents correction mistakes;
• from a student perspective, to measure if the feedback received by the

tool results in improved didactic outcomes.
– to experiment with different types of sentence embeddings, e.g., by comparing

our features with ELMo-based representations [22], BERT [10] and Google
Universal Sentence Encoder [8];

– given that embeddings alone proved effective in identifying pass and fail
answers, it could be interesting to use them in combination with a neural
network classifier. To this purpose, however, more training data should be
retrieved from past years exams.
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As a final consideration, we would point out that such a kind of assignment
(i.e., statistical analyses in R and comments regarding the results) should not be
considered as limited to the Health Informatics subject, but it can be suitable in
all those disciplines in which a practical knowledge on how to perform statistical
analyses is mandatory. Consequently, this research and the achieved results could
be helpful also in different scientific areas belonging to the more general data
science domain.

Additional Material: The initial sentence pairs, the embeddings (also lemmatized
and with features), and the R script for the tuned classifier are available at URL
https://vittorini.univaq.it/uts/.
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Abstract. Audience response systems (ARS) allow lecturers to run
quizzes in large classes by handing to technology the time-consuming
tasks of collecting and aggregating students’ answers. ARSs provide
immediate feedback to lecturers and students alike. The first commer-
cial ARSs emerged in the 1990s in form of clickers, i.e., transmitters
equipped with a number of buttons, which impose restrictions on possi-
ble questions – most often, only multiple choice and numerical answers
are possible.

Starting from the early 2010s, the ubiquity of smartphones, laptops,
and tablet computers paved the way for web-based ARSs which, while
running on technology that provides more means for input and a graphi-
cal display, still have much in common with their precursors: Even though
more types of questions besides multiple choice are supported, the full
capability of web-based technology is still not fully exploited. Further-
more, they also do not adapt to a student’s needs and knowledge, and
often restrict quizzes to two phases: Answering a question and viewing
the results.

This article first examines the current state of web-based ARSs: Ques-
tion types found in current ARSs are identified and their support in a
variety of ARSs is examined. Afterwards, three axes on which ARSs
should advance in the future are introduced: Means of input, adaption
to students, and support for multiple phases. Each axis is illustrated with
concrete examples of quizzes.

Keywords: Audience response systems · Adaptive learning
environments · Large classes

1 Introduction

Audience response systems (ARS) allow lecturers to run quizzes even in large
classes by handing the time-consuming tasks of collecting and aggregating stu-
dents’ answers to technology. ARSs provide immediate feedback to lecturers and
students alike. The first commercial ARSs emerged in the 1990s in form of click-
ers [15], i.e., transmitters equipped with a number of buttons, which impose
restrictions on possible questions – most often, only multiple choice and numer-
ical answers are possible [17,25].

Starting from the early 2010s, the ubiquity of smartphones, laptops, and
tablet computers paved the way for web-based ARSs which – while running on
c© Springer Nature Switzerland AG 2019
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technology that provides more means for input and a graphical display – still have
much in common with their precursors: While question types besides multiple
choice are supported, those are still not exploiting what is possible with today’s
web technology [3,7]. Furthermore, they also do not adapt to a student’s needs
and knowledge, and often restrict quizzes to two phases: Answering a question
and viewing the results.

Giving answers that go beyond selecting one or more options from a list
of options requires more involvement from students and allows to move from
checking students’ fact knowledge to checking their application skills. Recall
that it is a debated issue whether the latter is possible at all with multiple
choice questions [10,28,31]. Cooper et al. found that students require different
skills for selecting a correct chemical structure from a list of structures (i.e.,
multiple choice) and for creating a correct structure [5]. Furthermore, Jensen et
al. showed that students who have been tested with higher-level thinking tasks
throughout a term have significantly better examination results [18].

Large class lectures are the predominant form of teaching in higher education
and the larger an audience becomes, the more heterogeneous an audience’s abil-
ities become. With multiple choice or similar questions, each student is able to
submit an answer – even if it might be wrong. The more complex quizzes become,
the more work and knowledge are required for submitting an answer, what could
lead to low-ability students being unable to give an answer which subsequently
could result in their demotivation and drop-out. Therefore, an ARS should adapt
to each student, in the best case providing each student with a variation of the
same task at a different level of difficulty that they are able to solve, so that the
majority of students are empowered to achieve their best.

With web technology, the students’ responses and a quizzes’ results are avail-
able for further use, which allows quizzes that span multiple phases and reuse
results or submission from previous phases: Assigning each student another stu-
dent’s submission for peer review or letting students vote on their peers’ sub-
missions are new forms of classroom interactions that are enabled by quizzes
spanning multiple phases. There are already teaching formats that consist of
multiple phases, such as peer instruction [6] that could easily be implemented
with ARSs that support multiple phases.

This article first gives an overview of current ARSs in form of a structured
survey and then proposes three axes on which ARSs should advance in the future:
Means of input, adaption to students, and support for multiple phases.

The rest of the paper is organized as follows: Sect. 2 discusses related work.
Section 3 gives an overview of the current state of ARSs by means of a structured
survey. In Sect. 4 three axes on which ARS should advance in the future that
leverage the technology’s affordances are introduced, and Sect. 5 concludes the
article and proposes avenues for future research.

2 Related Work

This article is a contribution to audience response systems and relates to feed-
back, scaffolding, and adaptive learning environments.
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2.1 Audience Response Systems

Audience response systems allow students to give their response to questions
posed by a lecturer (a quiz ) using clicker devices. Responses are then aggre-
gated by software and shown to the lecture hall [4]. While, initially, clickers
and software that aggregates the results were task-specific technology, nowadays
most ARSs are web-based and run on students’ and lecturers’ personal devices
[15]. ARSs allow students to give their answer anonymously and unseen by their
peers, which diminishes two effects that can be seen with other quizzing meth-
ods, such as hand raising: Only high-achieving students provide answers [23,24]
and unsure students tend to answer like the majority [26]. Both effects skew the
results, preventing an accurate assessment of the classroom’s understanding by
lecturers. For lecturers, ARSs take over the time-consuming task of aggregating
students’ responses, which allows quizzes to be run in large lecture halls [4].

Kay and LeSage [20] identified in their literature review a number of areas
in which classrooms benefit from the use of hardware-based clickers, among
other a positive effect on attendance, participation, and engagement of students
[20]. Attendance, participation, and engagement are classified in Hunsu et al.’s
[15] meta-survey among others as non-cognitive outcomes of using ARSs. Their
meta-survey showed that the use of ARSs has a significant positive effect on
non-cognitive outcomes. On the other hand, their survey showed that the use of
ARSs only has a small positive effect on cognitive outcomes such as knowledge
transfer, but no effect on knowledge retention [15].

2.2 Pedagogical Foundations

In this section, the concepts feedback, scaffolding, and adaptive learning envi-
ronments are introduced as they constitute the pedagogical foundation for the
remainder of the article.

Feedback. Hattie and Timperley [11] divide feedback into the three dimensions
feed up, feed back, and feed forward. Feed up is giving students a clear goal
that they are working towards through performing a task, feed back provides
“information relative to a task or performance goal” [11, p. 89], and feed forward
provides information about where to go next after having attained a goal [11].

Each of the aforementioned three dimensions can be given on the four levels
task, process, self-regulation and self. Feedback on the self-level only pertains
the student and not the task. On the task level, feedback is given about “how
well a task is being accomplished or performed” [11, p. 91]. On the process level
feedback provides information about the underlying processes, e.g., learning how
to solve similar exercises. Feedback on the self-regulation level aims to teach
students to self-regulate their learning, e.g., making them capable of reflecting
on their own learning and assessing their own work [11].

Kulik and Kulik [21] examined in their meta-study the differences between
immediate and delayed feedback in two scenarios: In applied studies, i.e., in real
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classrooms, immediate feedback has been shown to be superior to delayed feed-
back, whereas in experiments, i.e., under simulated conditions, delayed feedback
has been shown to be superior to immediate feedback [21].

Scaffolding. Wood et al. [32] define scaffolding as a “process that enables a
child or novice to solve a problem (...) which would be beyond his unassisted
efforts” [32, p. 90] with the goal of developing “task competence (...) at a pace
that would far outstrip his unassisted efforts” [32, p. 90]. While Wood et al.
examine a scaffolding process tailored to children, the different phases can easily
be adapted to other education scenarios. Among the elements of their scaffold-
ing process are “reduction in degrees of freedom”, “direction maintenance”, and
“frustration control” [32, p. 98]. Reduction in degrees of freedom simplifies the
task by reducing the required actions or the number of actions required for task
completion [32], which makes it similar to Grüner’s idea of didactic reduction,
which refers to removing certain aspects from a task, leaving only the most
important aspects, while later on reintroducing removed aspects step by step
[9]. Direction maintenance refers to keeping students on track, i.e., interven-
ing, if solutions are heading into wrong directions. Frustration control refers to
a tutor’s goal to prevent or minimize the frustration of students working on
a task [32].

Scaffolding can be done by adapting the task itself as well, as suggested by
Merriënboer et al. [30], who mention among various manners of scaffolding a
task the option of providing worked-out examples, i.e., model solutions or com-
pletion tasks, i.e., providing tasks where a number of steps are already correctly
completed.

The advent of online learning environments moved scaffolding from face-to-
face scenarios to scenarios where lecturers and students are connected through
software, or scaffolding provided by software with no intervention from lecturers
at all [1,19].

Adaptive Learning Environments. Hwang [16] defines adaptive learning sys-
tems as systems that adapt “the learning interfaces or materials based on their
[the students] needs” [16, p. 1] Hwang’s framework for adaptive learning sys-
tems encompasses three criteria, the ability to detect learning status, “to adapt
the user interface” and to “to offer instant and adaptive support to learners”
[16, p. 6]. Therefore, adaptive learning systems are related but not limited to
computer-provided scaffolding, which provides a student with immediate sup-
port when the system detects that the student is off-track or requires help, e.g.,
by adapting the user interface. When and how to adapt to a learner is most
often determined by a user model [2].

3 State of Audience Response Systems

To assess the current state of web-based ARSs, a survey was conducted that
identified systems and classified them according to their supported question
types.
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3.1 Method

Google Search with language set to English was queried with all possible com-
binations of the following two keyword sets:

– {Audience Response System, Classroom Response System, Personal Response
System}

– {Laptop, Smartphone, Tablet, Personal Device, Bring Your Own Device, Web
based}

The first 100 search results (including ads, as those are relevant for the state
of ARSs as well) were extracted for each query. Using results from Google Search
instead of using results from scientific databases was done so as to represent the
current state of actively used ARS. From the collected links, duplicates were
removed, and the remaining links were classified as follows:

1. self-reference: A website of an ARS or its developer.
2. foreign reference(s): A website that mentions at least one ARS or a developer

of an ARS.
3. no references: A website that has ARSs as content, but mentions no ARS or

developers.
4. article: A link that points to a scientific article.
5. unrelated : A website that is not available or its content is unrelated to ARS.

From links classified as (1), (2), or (3) systems’ names were taken and added
to the list of ARSs to classify. In case of developers being mentioned, the devel-
oper’s website was visited and systems developed by them were added to the
list. Peer reviewed articles were read and systems and developers mentioned in
those were treated the same way as links.

Each ARS’ website was visited and using the information available on the
website the question types supported by the ARS were determined. For identi-
fying question types, only the way students enter their answers was regarded.
That lead, e.g., to quizzes where students enter terms that are subsequently
organized as a word cloud being classified as open answer. If a system only sup-
ported hardware clickers, was no longer available, was exclusively marketed for
corporate use, or the website provided not enough information on the available
question types, the corresponding ARS was not further examined. Starting from
a list of two question types (choice and open answer), each time at least two
ARSs supported a new question type that type was added as a question type.
Classification was done by a single judge who in case of uncertainty discussed
with a second person until a decision was reached. The classification yielded the
following twelve question types:

– Choice: Users select one or more answers from a list of answers.
– Open answer : Users enter their own answer.
– Region: Users select a point or a region on an image as answer.
– Sketch: Users sketch their answer using a drawing tool running in the browser.
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– Fill-in-the-blank : Users fill blanks in a text, either by entering terms or select-
ing those from an list of options.

– Scale: Users select their answers in a certain range of values using a slider
element.

– Order : Users arrange a number of items in sequence.
– Sort : Users select from pre-defined classes for pre-defined items.
– Graph: Users give their answers as a graph created by graphing software

running in the browser.
– Text highlight : Users select part of a text as their answer.
– Match: Users create pairs from an even number of items.

A number of question types were unique to certain systems and will be dis-
cussed in Results as well.

3.2 Results

A total of 2.417 links were collected using the process described above yielding
a list of 126 ARSs, 81 of which were completely classified.

In Fig. 1, the percentage of systems implementing a certain question type
can be seen: Choice is implemented by the majority of systems, with only two
systems implementing nothing resembling that question type. Choice is followed
by open answer which is still implemented by the majority of systems. Overall,
50.62% of the systems only implement open answer, choice, or a combination of
both. When looking at the question types implemented in the minority of ARSs,
order with about 26% of systems implementing that type is the only outlier
amongst questions types that are generally implemented only by few systems.

Fig. 1. Percentage of systems implementing a question type.

Figure 2 shows how many question types were implemented by the systems:
The majority of systems implements two question types and among the 29 sys-
tems implementing two question types, 24 implement choice and open answer.
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With a single exception, systems implementing only a single question type imple-
ment choice. Most systems implement no more than two question types, and only
7 systems implement six or more question types.

Fig. 2. Number of systems implementing a number of question types.

The following list contains question types that were unique to a single
platform or question types that could not be classified using the proposed
classification:

– Schön et al. [27] introduces a framework for ARSs which moves away from pre-
defined question types and considers a question a combination of inputs and
rules: Inputs from users (e.g., checking a checkbox or entering something into
an input field) are automatically synchronized with all other users, and rules
work with the values of those inputs, changing the quizzes’ view [27]. Their
model is much more flexible in regards to what is possible with current ARSs,
but its inputs are still restricted to what is available in HTML: checkboxes,
radio buttons, and input fields.

– Informa is a system that can be extended with additional editors for user input
and offers (besides a few of the aforementioned question types) specialized
editors for inputting an answer in form of flow graphs, UML diagrams, heap
and stack diagrams, as well as regular expressions [12–14].

– Bryfczynski et al. [3] introduce uRespond, an ARS that supports quizzes
which provide students with a specialized editor for creating chemical struc-
tures.

– A similar editor for chemical structures is provided by Top Hat, as well as
two editors that allow to give answers in form of chemical and mathematical
equations.

– In addition to to scale quizzes, Mentimeter offers a 2x2 Pairs quiz where a
number of items have to be placed into a coordinate system where each axis
represents a dimension on which the item is to be rated.
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– Scrambled Answers from Quizalize scrambles the letters of a word and users
have to bring the letters back in the correct order.

3.3 Discussion

The fact that choice is implemented by the majority of systems and the fact
that half of the systems implement only choice and open answer show that
ARSs still have much in common in terms of possible input with their hardware
precursors. While there are systems that exploit more of the possibilities offered
by today’s web technology, such systems are the minority. The results for the
number of question types implemented by systems show a similar pattern: While
there are few systems that implement three question types, only around 20% of
the systems implement more than three question types.

There are limitations to this study: First, the classification of the ARSs was
carried out by a single judge which could have influenced the results, and second,
for identifying ARSs and question types only Google Search was used. Extending
the search to scientific databases could yield concepts and question types that
were not found using only Google Search.

4 Audience Response Systems Reimagined

Around half of the systems only provided support for the question types choice
and open answer both of which have disadvantages:

– The ability of choice questions being able to foster higher order thinking
abilities is still debated [10,28,31].

– As stated by Hauswirth and Adamoli [14], choice questions give students less
room for errors and making errors is something students learn from.

– In open answer questions, students are more free to formulate their answers,
but an automatic check for correctness is usually only possible for short
answers – as soon as a potential answer spans a whole sentence or more,
an automatic check might no longer be possible.

While many of the question types mentioned in Sect. 3 can somewhat be
mapped to choice or open answer questions (e.g., enter the correct order/choose
the correct order from a list of orders, ...), those mappings feel artificial, because
they are the same question type in a different coat.

The easiest way to give students the means for inputting anything as their
answers would be a blank canvas and a set of drawing tools as that approach is
the digital approximation that is most similar to working on a sheet of paper.
Yet, that approach has disadvantages: On the computational side, only a fraction
of submissions and only specific types of exercises can be automatically checked
for correctness, and, on the human side, not every student might be able to start
solving exercises from a blank slate. Both disadvantages are not an issue in small
classes, where a lecturer stands ready to help the struggling students and can
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correct a manageable size of submissions to assess a classes’ progress. Yet, those
two tasks become more difficult, the larger classes get.

To overcome those issues, the following section introduces three axes on which
ARSs should advance in the future: In terms on input, through problem- or
subject-specific editors, in terms of adaption to the student to empower every
student to achieve their best, and through phases, making more complex class-
room interactions possible.

4.1 Input

Problem- or subject-specific editors are applications that enable students to solve
exercises of a specific type or of a specific subject, while supporting the students
throughout the process, e.g., by feedback on their submissions’ correctness or
scaffolding. Using such editors as input means in an ARS allows students to
work on problems that go beyond multiple choice.

Fig. 3. An example for a problem-specific editor which allows students to create proofs
using the proof technique Natural Deduction (taken from [29, p. 4]).

An example for a problem-specific editor can be seen in Fig. 3 which shows
an editor for creating logical proofs using the proof technique Natural Deduc-
tion. Throughout the process of working on an exercise, students are provided
with immediate feedback on a rule’s applicability. Students are guided through
the process of applying a rule by first having to select formula(s), a rule, and
potentially assumptions, which acts as a form of scaffolding. The editor assumes
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responsibility of building a syntactically correct proof tree and management of
assumptions, which allows students to focus on applying rules what provides
them didactic reduction [29].

By now, web-based technologies can do nearly anything previously reserved
to desktop applications which allows to create problem-specific editors that run
in browsers. Among already existing editors are GeoGebra,1 an editor for geom-
etry, Top Hat’s editor for mathematical formulas, various coding environments
with unit tests, and editors for chemical structures, as found in uRespond [3] or
Top Hat’s ARS.

4.2 Adaptive Quizzes

Even if students are supported by problem-specific editors while creating their
submissions to quizzes, they still might not be able to turn in a submission or
even be able to make a first step as – when doing an exercise immediately after
learning the associated concept – factors such as previous knowledge or short
lapses in attention during the lecture come into effect much stronger. Not being
able to even create a submission could result in demotivation and the student’s
drop out, something that ARSs are actually trying to prevent.

Therefore, problem-specific editors should adapt to the students to empower
most students to achieve their best. For adapting the editor to students’ needs,
there are generally two ways: Provide students with a partial filled out exer-
cise (c.f., Scaffolding in Sect. 2) or adapt the interface to make creating their
submission easier (c.f., Adaptive Learning Systems in Sect. 2).

The first way can easily be done with the editors described above – leave
struggling students only the last few steps or a few steps in between to fill in, so
that those students can solve the quiz and still acquire application skills.

An example for the second way can be seen in Fig. 4 and requires significantly
more effort and may not be applicable to all kinds of problems. Both editors in
Fig. 4 show the same exercise in which students are tasked to write a function
that determines the length of a list using the programming language Haskell.
Not all students might be able to solve that exercise using the editor on the left,
as it requires besides understanding of pattern matching and recursion also a
grasp on Haskell’s syntax, which is something that is not required to solve the
exercise in the editor on the right side, as students only have to drag the puzzle
pieces into the correct parts of the otherwise syntactically correct function.

Knowing when and how to adapt is most often done using a user model
(c.f., Adaptive Learning Systems in Sect. 2), the discussion of which is out of the
scope of this article. In case of an ARS, those models could be built from values
such as the correctness of previous quizzes or time idle or without progress. It
is imaginable to let users chose by themselves on which level of adaption they
want to solve a certain exercise as well.

1 https://www.geogebra.org/?lang=en.

https://www.geogebra.org/?lang=en
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Fig. 4. The same exercise, two different students: Different representations of the same
exercise can be shown to different students depending on their knowledge and skills.

4.3 Phases

In the majority of examined systems, quizzes consist of exactly two phases: A
phase in which students prepare their submissions and a phase in which the
results are shown. While not every quiz needs more than two phases, limiting
quizzes to two phases excludes various classroom interactions.

Two features were identified during the study described in Sect. 3 that are
similar to phases as envisioned in this article: There were systems where instruc-
tors prepared a number of quizzes which are posed the student in succession,
each answer immediately followed by the next quiz. Schön et al. [27] propose
a concept of phases in quizzes as well: In their implementation, a quiz consists
of a number of smaller quizzes with a lecturer deciding when the next quiz in
a series is starting. Lecturers are shown an overview of the correctness of all
students’ answers and can use that overview to identify struggling students or
general knowledge gaps or misunderstandings of the class.

Both approaches have in common that they do not use the submissions cre-
ated by the students for more than a correctness feedback. Having all the sub-
missions available in a web-based system allows to use that data in consecutive
phases, e.g., for peer review. The concept of phases introduced in this section
allows phases to either be controlled by the student (see the aforementioned
chain quizzes) or controlled by the lecturer (see Schön et al.’s concept), but uses
submissions and results generated in previous phases for subsequent phases as
well.

An example for a quiz consisting of two phases can be seen in Fig. 5: In a
first phase, students prepare their submissions, each of which is assigned in a
second phase to another student for peer review. A similar concept was explored
by Hauswirth and Adamoli [14]: In their ARS, the peer review phase runs con-
currently to the submission phase to give students who already completed a
quiz something to do. Therefore, its somewhat controlled by students but not
every student takes part in the peer review. The aforementioned three-phase
quiz spanning a submission and a peer review phase was evaluated in a course
on JavaScript programming, where students turned in larger pieces of code as
their submissions which where subsequently reviewed by their peers [22].
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Fig. 5. An example for a quiz consisting of two phases where the submissions generated
by students in the first phase are used for peer review in the second phase.

Another idea for a quiz spanning three phases was introduced by Gross in [8]:
In a first phase, students turn in their submissions to a small coding task, which
are up- or downvoted by their peers in a second phase. The rationale behind
this quiz is to let students see and evaluate different approaches to the same
problem.

An instruction format often used in conjunction with ARSs is peer instruc-
tion, a format after which students provide a first answer, which they then
subsequently discuss with their peers, and finally provide a second answer [6].
Implementing peer instruction as a three-phase quiz allows to show comparisons
between before-discussion and after-discussion results.

5 Conclusion and Perspectives

This article first provided a survey on the current state of ARSs which showed
that, with exceptions, most ARSs are limited to few question types, even though
today’s web-based technology provides possibilities for creating richer interac-
tions. This article then introduced three axes on which ARSs should advance in
the future: Providing students more means for input, adapting to students’ needs
and knowledge, and lastly, providing quizzes that encompass multiple phases.
Further research should focus on how to combine the three axes in ways that
empower the majority of students to achieve their best. Most of the technol-
ogy described in the article is implemented in the learning and teaching system
Backstage,2 using which many of the concepts and ideas introduced in the article
currently are and will be further evaluated in the future.

Those three axes on which ARSs should advance in the future involve a
significant amount of work: Creating a concept for and implementing problem-
or subject-specific editors, user models, different visualizations of a same task,
and multi-phase quizzes are time consuming tasks. Nonetheless, to still be able to
teach appropriately in a time where ever-increasing numbers of students often
leave the traditional lecture as the last resort, that work seems without any
alternative.
2 https://backstage2.pms.ifi.lmu.de:8080.

https://backstage2.pms.ifi.lmu.de:8080
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Abstract. Health literacy constitutes an important step towards patient
empowerment and the Web is presently the biggest repository of medical
information and, thus, the biggest medical resource to be used in the learning
process. However, at present, web medical information is mainly accessed
through generic search engines that do not take into account the user specific
needs and starting knowledge and so they are not able to support learning
activities tailored to the specific user requirements. This work presents “ULearn”
a meta engine that supports access, understanding and learning on the Web in
the medical domain based on specific user requirements and knowledge levels
towards what we call “balanced learning”. Balanced learning allows users to
perform learning activities based on specific user requirements (understanding,
deepening, widening and exploring) towards his/her empowerment. We have
designed and developed ULearn to suggest search keywords correlated to the
different user requirements and we have carried out some preliminary experi-
ments to evaluate the effectiveness of the provided information.

Keywords: Patient empowerment � Search as learning � e-health � Health
literacy � Health seeking behavior

1 Introduction

“Engaging and empowering people & communities” constitutes the first of the five
strategies of the “Framework on integrated people-centred health services” of the World
Health Organization (WHO). It calls for a fundamental shift in the way health services
are funded, managed and delivered and presents a compelling vision of a future in which
all people have access to health services that are coordinated around their needs, respects
their preferences, and are safe, effective, timely, affordable, and of acceptable quality [1].
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In this perspective, the way in which people access, understand and learn about health
information plays a key role in enabling patient empowerment [2, 3].

When it comes to the access of online information, search engines are more and more
used as a tool to support users in finding information in the non-homogeneous and
continuously evolving World Wide Web. In particular, when users look for information
on a new topic, related either to health or other subjects, generic search engines, such as
Google™ or Bing™, are undoubtedly the most used tools as a starting point. However,
the amount of information published on the Web has reached a huge dimension and the
number of search results can be potentially enormous so leading users to spend a lot of
time in searching what they are looking for, even with the risk of not finding the expected
information. This is worsened by the fact that the majority of users take into account only
the first results retrieved by the search engines (at most the first 20–30 results). Conse-
quently, those results are crucial and play a key role in influencing users understanding in
a specific domain, even though might not contain all the real “useful” information.

At the same time, the connection among search processes, learning and knowledge
building is emphasized in several works in literature [4, 5]. This is bringing, as a natural
consequence, to the development of a new research field which connects the educa-
tional sphere with information seeking. In particular, “search as learning” investigates
the relationship between searching and learning where “the information seeking is
conceptualized as a learning process, and learning as an outcome of the information
seeking process” [6].

Generic search engines have not been designed to support learning processes,
therefore it is necessary to develop more suitable tools that, on one hand offer the
possibility to search for information on the whole Web, as the generic search engines
do, and, on the other hand, are able to support learning activities based on effective
searching processes [7, 8].

This paper, based on a previouswork presented in [9], aims to evolve the idea of using
ameta engine to create knowledge paths on theweb. In particular, we present “ULearn”, a
new version of the meta engine that supports learners in achieving the objective of a
“balanced learning” through personalized learning paths in the medical domain, based
on specific user requirements. To this end, we consider four different learner categories:
“basic”, “deep”, “wide” and “explorer”, each of themwith different objectives and needs.
ULearn suggests words correlated to each of those learner categories thus supporting the
creation of medical learning activities tailored to the real user needs.

The paper is organized as follows. Section 2 describes the basic principles upon
which ULearn is based with particular respect to the “balanced learning” approach.
Section 3 presents the software architecture of ULearn and Sect. 4 describes its
implementation and preliminary experimental results. The final section presents some
conclusions and ongoing work.

2 Balanced Learning Methodology

The research field of “search as learning”, recently developed, highlights the connec-
tions between the information seeking and the learning processes [4, 5]. Users, gen-
erally, have different needs when performing a search especially for knowing and
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learning, and that is particularly emphasized when users want to shape their under-
standing on a new topic in the medical domain.

In what follows we distinguish “learning searchers” from “focused searchers”: a
“learning searcher” is not looking for a specific information but explores and navigates
the web to increase his/her knowledge (e.g., a user who wants to learn more about
diabetes), a “focused searcher”, instead, is looking for a specific piece of information
and uses a general-purpose search engine to find it (e.g., a hospital that deals with a
specific disease). For what concerns the learning process for patient empowerment, the
“learning searcher” is the category directly involved and it is the main target of this
study.

With regards to the “learning searchers”, we consider four main categories for four
different learning needs. They have been identified starting from the categorizations
presented in [9–11]:

• a “basic learner” who knows little about a medical topic and desires to learn the
fundamental aspects of the topic, i.e., looks for medical information strictly cor-
related to the searched keyword(s);

• a “deep learner” who wants to learn more specific details on a medical topic he/she
already knows, i.e., looks for medical information that provides the details of the
searched keyword(s);

• a “wide learner” is not so interested in focusing on the details of a medical topic but
rather prefers to expand his/her medical knowledge domain with topics that are
partially related to the starting topic;

• an “explorer” who considers the initial keyword(s) just as a starting point and wants
to expand his/her medical knowledge domain with topics that are loosely related to
the initial keyword(s).

Each searcher category has different objectives influencing the learning process.
However, since patient empowerment calls for autonomy from the user, it is he/she
who will decide whether, when and how to cover the different learning aspects, in order
to reach what we call a “balanced learning”. Figure 1 presents the pyramid that leads to
the “balanced learning” where the four sides of the pyramid (Fig. 1 only shows two
sides of the pyramid for graphical simplicity) correspond to the four learning needs,
related to basic, deepening, widening and exploring categories. Figure 1 also shows the
knowledge already acquired on each specific dimension and, consequently, the learning
gap to the pyramid top and, then, to the balanced learning.

Even though, a balanced learning, in terms of a learning process that evenly covers
the four different categories, is desirable, it is the user who, ultimately, establishes
his/her learning goals for achieving empowerment and what are the learning needs
(if any) on each side of the pyramid to reach a “balanced learning”. Thus, the top of
the pyramid is not reached when specific knowledge levels are reached in each side of
the pyramid but, rather, when the user has satisfied all his/her learning needs with the
learning activities in the four categories.
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3 ULearn Meta Engine

ULearn is a meta engine that implements the “search as learning” methodology pre-
sented above. It allows a user to specify one or more keywords and provides words for
each of the four categories presented above. Figure 2 shows its basic architecture.

The “QUERY” module takes the keyword(s) specified by the user and the number
n of documents (web pages) to be analyzed. It then uses Google™ to search the World
Wide Web with this keyword(s) and takes the first n results creating a collection of n
links to the related web pages.

For the found links, the “COLLECTOR” module retrieves the related web pages,
cleans them (by removing tags and common words) and stores the remaining m words
in the “DB” database together with the total number of pages that contain the word and
the number of occurrences of a word in each web page divided by the total number of
words in the page (term frequency - tf).

The “CLUSTER” module applies the K-means algorithm to a bidimensional matrix
made up, for each word, by the normalized number of web pages containing the word
(document frequency - df) and the normalized term frequency. The K-means algorithm

Fig. 1. Learning pyramid.

Fig. 2. ULearn architecture.
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creates four clusters, related to the four categories, starting from the outermost corners
of the normalized matrix, i.e., C0 (0,0), C1 (1,0), C2 (0,1) and C3 (1,1).

The “MAPPER” module associates the clusters to the four learner categories,
presented above, considering that each word has a specific correlation with the initial
keyword(s) and will allow a specific type of navigation. Thus, the “understanding”
words are likely to be conceptually close to the initial keyword(s). They will be used by
a basic learner for an understanding and learning of the related knowledge domain
(e.g., “insulin” and “type” for the diabetes keyword). The “deepening” words are terms
that are likely to have a strong correlation to the initial keyword(s) (in terms of number
of occurrences) but only appear in a few documents so they are likely to represent
specific topics inside the semantic domain (e.g., “periodontal” and “diabetesvoice” - the
latter is the online magazine of the International Diabetes Federation - for the diabetes
keyword). The “widening” words are terms that are likely to have a loose correlation
(in terms of number of occurrences) to the initial keyword(s) but appear in many
documents so they are likely to represent topics at the border of the semantic domain
(e.g., “obesity” and “exercise” for the diabetes keyword). Finally, the “exploring”
words are terms that are likely to have a very loose correlation (both in terms of number
of occurrences and pages) to the initial keyword(s) so they are likely to represent topics
that allow the user to easily explore other semantic domains allowing him/her to
increase the knowledge of those domains may be finding “something” even more
interesting of the initial search thanks to a serendipitous discovery [12] (e.g., “hyper-
phagia” and “periodontist” for the diabetes keyword).

Thus, starting from the results of previous studies [9–11], we assume the following
rules:

• a word that appears in many pages with many occurrences can be used for “un-
derstanding” and “basic learning”;

• a word that appears in a few pages with many occurrences can be used for
“deepening” the knowledge;

• a word that appears in many pages with a few occurrences can be used for
“widening” the knowledge.

• a word that appears in a few pages with a few occurrences can be used for
“exploring” the knowledge.

And, consequently, the following associations apply:

• the C3 cluster is associated to the “understanding” category;
• the C1 cluster is associated to the “deepening” category;
• the C2 cluster is associated to the “widening” category;
• the C0 cluster is associated to the “exploring” category.

The “VISUALIZER” module will present the user with a maximum number of m
words for each category (where m has been presently set equal to five for the read-
ability of the results but can be easily changed).
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4 ULearn Implementation and Experimental Results

We have implemented the ULearn meta engine following the architecture presented in
the previous section and using the PHP language and MySQL database. Figure 3
shows the input page that allows the user to specify the keyword(s) to be searched, the
learning category (understanding, deepening, widening and exploring) and the number
of pages to be analyzed.

We have run some experiments using six different medical keywords. Three terms
are popular medical terms i.e., Arthritis, Diabetes and Hepatitis. The other three have
been chosen among the most complex medical terms1, i.e., Aphthous Stomatitis,
Bradykinesia and Epistaxis.

For each term, we have used the QUERY module to take the first fifty Google
results - going beyond the number of twenty-thirty results manually analysed by a user
(as seen above) - and create a set of fifty links to web pages. Then, we used the
COLLECTOR to retrieve the web pages, extract the words, make the computation
presented in the previous section and store the results in the DB.

The next step was to run the K-means algorithm of the ANALYZER to each
bidimensional matrix. Its application poses some limitations to be taken into account as
described in [13]. They are the possible indeterminacy of the exact number of clusters,
the potential different results in presence of outliers, the non-optimal results in presence
of not well distributed data and, finally, the possible presence of empty clusters.
Starting from the assumption that the aggregations sought were for the four different
learning needs, the keywords of the research were excluded from the data in order to
avoid outliers. Moreover, we chose, as initial centroids, the external points to ensure an
initial clustering with at least one value per cluster and avoid empty clusters.

Table 1 presents the results summary of the clustering algorithm for the six key-
words. In particular, for each cluster it shows the X and Y coordinates of the centre and
the number of word occurrences.

Fig. 3. ULearn input page.

1 https://www.prdaily.com/17-complicated-medical-terms-and-their-simpler-explanations/.
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The exam of Table 1 shows that the centres of the clusters are approximately on the
same positions. The C0 cluster presents a much higher number of words compared to
C2 (second cluster in terms of number of words) and C1, C3. The graphical repre-
sentation of the four cluster for the Diabetes keyword is presented in Fig. 4. The blue
dots (bottom-left) belong to Co, the red dots (top-left) belong to C1, the yellow dots
(centre) belong to C2 and the green dots (right) belong to C3.

Table 1. Summary of results of the clustering algorithm.

Keyword C0 C1 C2 C3

Arthritis X = 0.042305
Y = 0.007535
No = 10803

X = 0.047727
Y = 0.444596
No = 13

X = 0.280934
Y = 0.00972
No = 593

X = 0.29404
Y = 0.012189
N0 = 344

Diabetes X = 0.032328
Y = 0.015297
No = 13933

X = 0.025625
Y = 0.418576
No = 59

X = 0.405283
Y = 0.033976
No = 375

X = 0.786458
Y = 0.321185
No = 21

Hepatitis X = 0.041577
Y = 0.011861
No = 11117

X = 0.031586
Y = 0.3524
No = 63

X = 0.364729
Y = 0.022705
No = 521

X = 0.725
Y = 0.145769
No = 60

Aphthous Stomatitis X = 0.054744
Y = 0.011107
No = 8263

X = 0.029457
Y = 0.316276
No = 37

X = 0.382242
Y = 0.0127
No = 679

X = 0.674419
Y = 0.162734
No = 68

Bradykinesia X = 0.047806
Y = 0.010522
No = 8927

X = 0.018803
Y = 0.483662
No = 10

X = 0.326734
Y = 0.011354
No = 548

X = 0.676374
Y = 0.033181
No = 60

Epistaxis X = 0.044088
Y = 0.057612
No = 8176

X = 0.026454
Y = 0.350072
No = 461

X = 0.281967
Y = 0.047219
No = 722

X = 0.664286
Y = 0.063755
No = 92

Fig. 4. The four clusters for the Diabetes keyword.
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Considering the association between cluster and learner category presented in the
previous section, Table 2 shows, for each keyword and for each category, the first five
words of that category.

The ULearn meta engine supports search as learning processes by leveraging these
results. Starting from an initial search keyword a learner can use the meta engine to
obtain other keywords to be used in a subsequent search as learning activity according
to his/her learning needs. As an example, assuming that a learner starts a search as
learning activity with the word Diabetes, the ULearn meta-engine will return specific

Table 2. ULearn results for the six medical keywords.

Keyword Understanding Deepening Widening Exploring

Arthritis 1. joint
2. joints
3. osteoarthritis
4. rheumatoid
5. disease

1. lilia
2. proxima
3. ireland
4. organization
5. cleveland

1. original
2. foods
3. kids
4. jia
5. acetaminophen

1. express
2. verywell
3. salute
4. assets
5. emmerdale

Diabetes 1. insulin
2. type
3. health
4. glucose
5. disease

1. periodontal
2. diabetesvoice
3. melton
4. wdf
5. wbur

1. obesity
2. exercise
3. diabetic
4. diet
5. screening

1. hyperphagia
2. periodontist
3. symlinpen
4. flexpen
5. summaries

Hepatitis 1. virus
2. infection
3. viral
4. chronic
5. disease

1. ethanol
2. nsw
3. zealand
4. parenthood
5. fibroscans

1. viruses
2. hcv
3. hav
4. donor
5. transplantation

1. reg
2. hepatovirus
3. nys
4. fund
5. credit

Aphthous Stomatitis 1. oral
2. ulcers
3. stomatitis
4. recurrent
5. ulceration

1. wiley
2. ibd
3. sage
4. aocd
5. idcsu

1. pubmed
2. med
3. edit
4. data
5. rau

1. osteopathic
2. columns
3. clinic
4. irbesartan
5. osmosis

Bradykinesia 1. disease
2. parkinson
3. movement
4. patients
5. parkinsons

1. wiley
2. smiling
3. aps
4. posed
5. dictionary

1. scholar
2. google
3. training
4. cancer
5. subjects

1. merriam
2. nursing
3. appendicular
4. xplore
5. univ

Epistaxis 1. health
2. medications
3. bleeding
4. rarely
5. nosebleed

1. institution
2. faction
3. coli
4. vulgaris
5. escherichia

1. youtube
2. video
3. financial
4. advice
5. appointment

1. checker
2. instagram
3. courses
4. committees
5. clogged
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keywords to be used in further search activities depending on which categories (un-
derstanding, deepening, widening or exploring) the user is interested to expand for
his/her empowerment. Therefore, for users who are interested in a basic understanding,
ULearn suggests as related keywords: insulin, type, health, glucose, disease, that are
popular terms connected to the Diabetes topic. For whom interested in widening the
knowledge in the Diabetes topic ULearn will suggest to continue the online searching
by using keywords such as: obesity, exercise, diabetic, diet, screening. In this per-
spective, the ULearn system will contribute to promote personal learning experiences
based on search as learning processes (aimed at achieving learner empowerment) on
the four faces of the pyramid towards the achievement of a “balanced learning”.

The results presented above are quite satisfying mainly for the Understanding/Basic
Learning category because they provide some basic keywords that allow a user to
understand the meaning of the keyword and the related elements. The same applies to
the Exploring category because the words are quite unrelated and allow an easy
exploration of other subject domains. For what concerns the Deepening and Widening
categories there is a mix of medical words that actually help in deepening and widening
the medical knowledge domain and words that appear less correlated to the medical
context.

As a further step, we have filtered the words, only taking the medical words, by
means of the system presented in [2] for simplifying medical terminology and that uses
the Unified Medical Language System (UMLS) metathesaurus that has been developed
by the US National Library of Medicine and contains the most comprehensive col-
lection of medical vocabulary [14]. By filtering the medical words, we noticed that
“Understanding” and “Deepening” clusters got quite close as well as the “Widening”
and “Exploring” clusters. This is also explained by the fact that the search now is more
focused on the medical domain. As a consequence, we have grouped the four clusters
to two clusters, namely the “Understanding/Deepening” cluster and the
“Widening/Exploring” cluster. The first five medical words of these new clusters are
reported in Table 3.

The results shown in Table 2 are used by the ULearn meta engine to support a
learning process in the four categories and in other subject domains. The results shown
in Table 3 allow ULearn to support a learning process in two different categories
focusing more on the medical field. Although, more experiments are needed, we can
preliminary assume to use the four categories for non-medical experts, who have
broader needs in terms of learning, and the two categories for medical experts, who
have more specific/narrow needs in terms of learning, as discussed in [3, 15]. In this
case, we can assume that the balanced learning occurs when the experts mainly pro-
gress through the “deepening” and “widening” learning dimensions.
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5 Conclusions and Future Work

This paper has presented ULearn, a new meta engine that allows a personalized
medical learning process for patient empowerment based on specific user requirements.
We have designed and implemented a prototype and carried out some preliminary
experiments to cluster search keywords to be used for a search as learning activity.

The preliminary experimental results are satisfying but more experiments are
needed to better identify the user needs and the starting knowledge level (e.g., medical
expert or non-expert) so to provide the search keywords to the user and allow him/her
to progress in his/her learning activity accordingly.

As a future work, we plan to use semantic analysis to overcome the limit of text
elaboration (connected for instance to synonyms and acronyms) and leveraging new
approaches based on interconnected knowledge graphs. Moreover, the keyword

Table 3. ULearn medical results for the six medical keywords.

Keyword Understanding/Deepening Widening/Exploring

Arthritis 1. joint
2. disease
3. health
4. margin
5. research

1. screening
2. cells
3. national
4. kidney
5. training

Diabetes 1. type
2. health
3. disease
4. risk
5. medical

1. obesity
2. exercise
3. diabetic
4. diet
5. screening

Hepatitis 1. virus
2. disease
3. health
4. risk
5. acute

1. diseases
2. dna
3. rna
4. cells
5. infectious

Aphthous Stomatitis 1. ras
2. disease
3. mucosa
4. diseases
5. medical

1. cells
2. herpes
3. virus
4. professional
5. drug

Bradykinesia 1.disease
2.parkinson
3.medical
4.dopamine
5.health

1. cancer
2. resources
3. cells
4. data
5. gene

Epistaxis 1.health
2.support
3.medical
4.disorders
5.sinus

1. video
2. monitoring
3. community
4. oncology
5. willebrand
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provided by ULearn can be connected to correlated web pages (or parts of them) in
order to provide users not only with keywords but also with whole learning contents.

Finally, even though the k-means is one of the most popular clustering algorithms
[16] used in the fields of information retrieval, computer vision and pattern recognition,
other clustering techniques will be investigated to improve the results.
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Abstract. Search history visualization provides a medium to organize
and quickly re-find information in searching. Scientific studies show that
a good visualization of a user search history should not only present
the explicit activities represented by search queries and answers but also
depict the latent information exploration process in the searcher’s mind.
In this paper, we propose the LogCanvasTag platform for search history
visualization. In comparison to existing work, we focus more on helping
searchers to re-construct the semantic relationship among their search
activities. We segment a user’s search history into different sessions and
use a knowledge graph to represent the searching process in each of
the sessions. The knowledge graph consists of all queries and important
related concepts as well as their relationships and the topics extracted
from the search results of each query. Especially to help searchers not
get lost in complicated history graph, we provide a function wherein
sub-graphs can be extracted for each topic from the session graph for
deeper insights. We also provide a collaborative perspective to support
a group of users in sharing search activities and experience. Our exper-
imental results indicate that searching experience of both independent
users and collaborative searching groups benefit from this search history
visualization. We present novel insights into the factors of graph-based
search history visualization that help in quick information re-finding.

Keywords: Search history visualization · Information re-finding ·
Collaborative search

1 Introduction

Searching to learn is increasingly viable as more primary materials go online.
Learning searches involve multiple iterations of queries and return sets of
objects that require cognitive processing and interpretation. During this pro-
cess, searchers’ interaction with search systems is generally recorded as search
history logs. Studies found that as many of 40% of users’ search queries are
attempts to re-find previously encountered results [22]; a survey of experienced
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Web users showed that people would like to use search engines to re-find online
information, but often have difficulty remembering the sequence of queries they
had used when they originally discovered the content in question [1]. In this
scenario, search history can be an important resource for both individuals and
collaborative searching groups to preserve and recall their searching and learning
process.

Search logs record explicit activities of searchers, including the submitted
queries and the answers (search results) clicked. However, in reality, such explicit
activities provide only partial information about an information exploration pro-
cess; more intellectual activities are carried out in the searcher’s mind. Studies
have shown that a good visualization of a user search history should not only
presents the explicit activities, represented by search queries and answers but
also depict the latent relationships between them and the information explo-
ration process in the searcher’s mind [9]. Network structures (i.e. concept maps,
knowledge graphs, and entity-relationship diagrams) are widely used in infor-
mation visualization as a method to represent relationships between facets or
concepts in a corpus [2]. Inspired by these previous work, some recent stud-
ies [8,11,24] visualize search history by applying knowledge graphs, depicting a
searcher’s query sequence and navigation path as well as the related concepts
and their relationships extracted from the progress. However, one drawback to
network structure is that when the network graph becomes huge and compli-
cated, it is hard to get an overview of the related information graph and to
navigate through the graph effectively: users are likely to get “lost” when the
graph becomes complicated [10,17].

In this paper, we focus on the problem of “huge graphs” in search history
visualization and present LogCanvasTag, a graph-based search history visualiz-
ing platform. Aligning with previous work [24], LogCanvasTag supports search
session segmentation wherein users’ search activities are segmented into sessions
according to time interval; automatic search history graph construction wherein
the knowledge graph is constructed based on queries and the concepts extracted
from search result snippets, and quick information re-finding wherein searchers
can re-find information of previous searches quickly. Especially for long search
sessions and complicated session graphs that could be generated during sessions
segmentation, we apply a Wikipedia-based categorization method that allows
searchers to deconstruct the session graph into subgraphs of certain topics.

The visualization platform can be used in different platforms, and is currently
integrated into Learnweb1, an online environment that supports learning and
sensemaking by allowing users to search and work on content retrieved from a
variety of web sources.

This paper is organized as follows: in Sect. 2, we provide an overview of related
literature about existing search history visualization platforms. We introduce the
interface and workflow of LogCanvasTag in Sect. 3. In Sect. 4, we describe our
research questions and experimental setup for platform evaluation. Results and
analysis are presented in Sect. 5. We make a conclusion in Sect. 6.

1 https://learnweb.l3s.uni-hannover.de/.
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2 Related Literature

Existing works in the area of archived data visualization, information re-finding,
and collaborative search are relevant to our work concerning the goals of preserv-
ing users’ search data, facilitating and visualizing the history logs from different
points of view.

One of the first works regarding developing an interface for collaborative
learning was published in 1996 by Twidale and Nichols in their work “Interfaces
to support collaboration in information retrieval” [23]. The key idea was to
develop an interface, which allows to collect the user’s queries and their results,
and after that to visualize the search process.

A more recent solution is SearchX [18], which is based on Pineapple Search2.
SearchX3 is a search system, which includes a collaborative search interface.
People can collaborate with each other in groups during the searching process
by using different widgets, such as shared query history with the groupmates,
bookmarks of useful information and sites which can be seen and used by other
people in the group.

Systems such as popHistory [3] and Warcbase [12,13] save users’ visit data,
based on which they can extract and display the most visited websites to users.
History Viewer [20] tracks processes of exploratory search and presents users
with interaction data to enable them to revisit the steps that led to particular
insights.

Information re-finding tools such as SearchBar [15] provide a hierarchical
history of recent search topics, queries, results and users’ notes to help users
quickly re-find the information they have searched. The system Personal Web
Library helps users to understand their Web browsing patterns, identify their
topics of interest and retrieve previously visited Web pages more easily [5]. Some
other tools, such as SIS (Stuff I’ve Seen) [6], collect users’ personal data, such as
email and docs, and offer a diary list to help users quickly locate past events or
visited web-pages based on dates. Some recent work [4,19] has investigated how
to combine context analysis and information re-finding frameworks to remind
users about historical events according to users’ current context.

In collaborative search systems such as Coagmento [21] and as well as Search-
Together [16], visualization of search history usually involves multiple users’
search logs, including their search queries, bookmarks. Interfaces of this kind
display search histories separately according to data types or categories and
support notepad functions which allow group members to share an experience.

By contrast to described above systems, LogCanvasTag provides a visualiza-
tion of the search sessions as a knowledge graph as well as categorization of the
search queries from the chosen session, that should help users easily to find and
remember an information which they searched for.

2 https://onlinelibrary.wiley.com/doi/full/10.1002/pra2.2016.14505301122.
3 https://github.com/felipemoraes/searchx.

https://onlinelibrary.wiley.com/doi/full/10.1002/pra2.2016.14505301122
https://github.com/felipemoraes/searchx
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3 Our Platform

LogCanvasTag provides an interface for visualizing search history. Based on
the previous LogCanvas search history interface [24], LogCanvasTag provides
functions focusing on helping searchers quick refind information in long search
sessions and complicated search history knowledge graphs. Figure 1 shows the
overview of the interface, which includes:

(1) Search Session Quick Refinding (Fig. 1A)—session blocks can be filtered from
search session list according to the queries entered in the filtering bar;

(2) Topic and Category Extraction (Fig. 1C)—queries and the related entities
extracted from the search results are formed as a knowledge graph; mean-
while the most relevant categories (topics) are extracted from the search
results with the help of TagTheWeb [14];

(3) Topical Concepts clustering (Fig. 1B)—topical subgraphs containing all the
relevant queries and extracted entities are clustered (highlighted) according
to the selected topics in 2);

(4) Search Result Acquisition (Fig. 1D)—the snippets of the top 10 search
results are fetched from the archived search results.

After users carry out a search session, they can revisit the previous session
using the LogCanvasTag interface. In section A they can select one search session
and visualize the keywords they used to carry out the search. If the search session
is very long, and the user wants to refer back to a specific keyword, s/he can
type that keyword in the search field on top of section A. The system sends a
request to the database and displays the filtered search results (e.g. only the
search sessions including the specific query typed by the user).

When the user clicks on a search session in section A the system displays the
graph of all search queries founded in the specific session in section B. On the
right side of the window (Fig. 1D) a list of snippets is visualized which represents
the first ten search results. The snippets give users a contextualization of the
information.

If the session is very long, the graph will show a lot of nodes (search keywords)
and will not be readable. In order to simplify the exploration of the graph,
the user can highlight the nodes which are related to one or more categories
by using a filter (Fig. 1C). To extract topics from entities we use TagTheWeb,
a service developed to categorize entities or words with the use of Wikipedia
categorization. We send each query from the search session as the parameter of
an API endpoint of TagTheWeb, which returns the categories and probabilities
that the queries belong to them. After that, we use the retrieved categories to
filtering queries by categories (Fig. 1C). A user can select different categories by
clicking on selection boxes close to each category in the categorization box. When
they press the “Apply” button, nodes (queries), which mapped to this/these
categories, are highlighted in the graph.

To get details about the search query from the visualization graph, the user
clicks on the node and through the snippets viewer in section D s/he reviews
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Fig. 1. LogCanvasTag interface

all filtered search result snippets that are related to the search query. To collect
users’ search histories, whenever a user submits a query to the platform (i.e.,
LearnWeb), we record the query, the search objective (text, image, video) and
the search service provider (Bing, Flickr, YouTube, etc.) in the history log, and
annotate them with a timestamp. These preprocessing steps are then performed
offline once a certain amount of log has been accumulated - we run the edge
score computation script at the end of each day.

Besides this, we added a search field in session block on top of section A, and
a switcher between personal and Groups’ search histories.

In general, in our dataset (Fig. 2) we have 19 top categories from Wikipedia,
which are related to 659 resources. Each resource is a search query. Considering
that one resource can have many categories, we found that, for example, the
category “Society” consists of 652 resources. At the same time the category
“Reference works” can be found in 225 resources.

Fig. 2. An example of the dataset
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4 Experimental Design

In our work, we investigated the efficacy of LogCanvasTag and how this platform
could help searchers in searching for information, as well as during the re-finding
process.

4.1 Study Design

Making use of LogCanvasTag, we conducted a lab experiment investigating the
following research questions:

RQ1: Does the search history visualization interface support users in remem-
bering their search path and re-finding information?

RQ2: What impact can the new functionality have on the user learning perfor-
mance?

As regards the first research question, we start from the assumption that
using the Browser search history the user can easily remember what s/he
searched for, but typical browser history only provide the time and the URL
to the visited web page. We want to investigate whether a visual interface with
link categorization can better support users remembering and re-finding informa-
tion. Regarding the second question, the user, using the graph, can simplify the
search for information. When the graph becomes too large though, it becomes
complicated to find the required information and the learning process is affected.

To evaluate the new interface and answer the research questions, we designed
a project-based study involving students from our University. The evaluation
process was divided into two phases, each of them divided into two parts (pre-
test and post-test), with one week break between them (Fig. 3). In order to
understand how the LogCanvasTag interface can help users recover their search
process, we asked students to perform a search using LogCanvasTag and, after
one week, to use the interface to re-find specific information.

The first phase took place in the first week of the evaluation process and
lasted 40 min. Each student received a handout with all relevant links, namely
the Google Form to the pre-test, the URL to join the course in LearnWeb, a
short description how to perform the search in LearnWeb and the link to the
post-test. It should be noted that we set time limits for students to perform the
various tasks.

In the first phase, that means during the first week of the evaluation process,
we wanted to know how efficient can LearnWeb be in searching for information.
The first task in this phase was a pre-test to measure the students’ knowledge
about a given topic. In order to motivate students to perform the task, we
decided to ask 25 statements about five cities in the world (i.e. Beijing, Berlin,
Brasilia, Brisbane and Cairo) which they could find interesting to learn more
about, for example the statements were as “Oscar Niemeyer was best known
for his design of civic buildings for Braśılia” (Brasilia), “Beijing is the largest
Chinese city by the urban population” (Beijing) and “The Berlin Wall fell in
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Fig. 3. Phases of the evaluation process

November 1990” (Berlin). 25 statements were divided into five sections, namely
politics, art, transportation and sightseeing, religion and history. Students had
to answer each statement by choosing between three options: “true”, “false” or
“I don’t know”. They had 10 min to complete the pre-test.

As a second step, students had to register to the LearnWeb platform and join
a given group about a specific city. All students who joined the same LearnWeb
group, could see the search history of other peers to whom the same city was
assigned.

At this point, the most significant part of the task was to search for informa-
tion using LearnWeb in order to proof the answers they gave to the statements in
the pre-test, or to learn more and find out the correct answer. Students received
a list of all statements in the printed handout in order to facilitate them during
the search. The maximum duration of time, which students could spend on this
part of the task was 20 min.

The last part of phase 1 was a post-test, in which students were asked
to answer the same statements as in the pre-test, after the knowledge gained
through the LearnWeb search.

The second phase of the evaluation process was carried out a week after. Here
the first step of the evaluation was a pre-test with the same statements about the
given city in order to understand how much information students remembered
from the previous week. Time limits for passing the test remained the same.

After the pre-test, students were divided into two groups: the members of one
group were asked to reconstruct their search history process using the Browser
history, while the members of the second group could use the LogCanvasTag
interface to revisit their search steps. The duration of this part of the task was
ten minutes.

The last post-test was given to students to measure their knowledge at the
end of the task. The ultimate goal was to compare the performance of the
two groups and understand the usefulness of LogCanvasTag against the usual
Browser history in reconstructing the search process and supporting students
learning.

At the end of the study we collected students feedback about their experience
using two different questionnaires which were assigned based on the two groups:
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to give a review about LearnWeb (if students used the Browser search history),
or about the LogCanvasTag interface.

4.2 Data Collection

In order to collect some experience of use of the developed search history inter-
face and reviews of system usefulness, we decided to involve students in a lab
experiment.

In the evaluation process participated 34 students, of which 22 were male
and 12 female of an age between 19 and 27 years old; 22 were bachelor students,
11 master students and 1 PhD student.

Eleven students performed all the tasks, which include registration to the
group regarding the given city, performing two tests (i.e. pre-test and post-test)
and the given search task during the first phase, as well as two tests during
the second phase with the reconstruction of the search process and a final test
regarding usage LearnWeb or LogCanvasTag.

Besides the 11 users who performed all the tasks, three more users did not
do one task and two users did not register to any group. In general, 23 users
registered to the group of the given city, 30 users answered the pre-test ques-
tionnaire in the first phase, 21 users answered the post-test in the first phase, 20
users left answers on the pre-test in the second phase and 17 users on the last
post-test.

5 Result and Analysis

5.1 Analysis of Users Data

We divided the analyses into several parts. First of all, during the various search
sessions, the users performed 308 search queries using the LearnWeb platform, of
which 32 about Bejing, 97 about Berlin, 120 about Brasilia, 19 about Brisbane
and 40 about Cairo. Two users used the LearnWeb search also during the second
evaluation phase while recovering their search from the first phase.

In general, the average time per one search session on the platform was
16 min long (M = 15.56, SD = 11.09), where for Bejing the average session was
10 min (M = 10.43, SD = 8.56), 19 min for Berlin (M = 19.25, SD = 12.79), 18 min
for Brasilia (M = 18, SD = 14.27), 26 min for Brisbane (M = 26, SD = 11.31) and
for 13 min for Cairo (M = 13.2, SD = 8.98). The shortest session took only one
minute, while the longest one took 40 min.

For each user we can identify a specific search behaviour. While analysing
the search, we found that users’ queries could generally be divided into three
types:

1. Long search query – when the user types in the search field the full state-
ment from the given list, for example, “Egyptian Revolution against former
president Hosni Mubarak was in 2010”
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2. Short search query – when the search query consists of up to five words:
“Brasilia tickets bus”

3. Mixed – a mixed type of search, when the user writes not only the long query
but also short ones.

We established, that only two users used long search queries in the search
sessions, while at the same time 12 users made short search queries and eight
made a mixed variant.

5.2 Measuring Knowledge Status

The goal of this part of the analysis was to measure students’ knowledge gain
[7,25] by comparing the correctness of the answers per each phase and city.
Based on the fact that not all users performed all the tasks, we selected only
ten students, who did all of them. We removed the results from two cities (Cairo
and Brisbane) because we did not have enough results to analyze the correctness
of the answers. Among remaining students four were assigned to Berlin, four to
Brasilia and two to Bejing.

In Table 1 we calculated the success rate by comparing the correct answers
with the answers given by the users who used LearnWeb with the Browser search
history in the second phase (ST in the table), and those who used LogCanvasTag
(LC), with two methods: mean and standard deviation.

Table 1. The success rate of answering the questions in both phases (M, SD). M: mean
of correct answers and answers by the users; SD: standard deviation; ST: standard user
log system; LC: LogCanvasTag user log visualization; AVG: an average of M and SD
accordingly

Phase 1 Phase 2

Pre-test Post-test Pre-test Post-test

M SD M SD M SD M SD

Bejing ST 0.52 0.51 0.44 0.5 0.52 0.51 0.44 0.5

LC 0.48 0.51 0.68 0.48 0.84 0.37 0.88 0.33

AVG 0.5 0.51 0.56 0.49 0.68 0.44 0.66 0.415

Berlin ST 0.32 0.41 0.79 0.4 0.57 0.46 0.69 0.43

LC 0.52 0.5 0.84 0.37 0.68 0.48 0.76 0.44

AVG 0.42 0.455 0.815 0.385 0.625 0.47 0.725 0.435

Brasilia ST 0.52 0.45 0.76 0.43 0.74 0.45 0.76 0.43

LC 0.38 0.44 0.7 0.46 0.72 0.46 0.7 0.46

AVG 0.45 0.445 0.73 0.445 0.73 0.455 0.73 0.445

As we can see from Table 1, the significant improvement of users answers can
be found in the first phase, when before answering the post-test users used the
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LearnWeb search to refind the statements; questionnaire results about Berlin
and Brasilia are two times better than in the pre-test. For Bejing we don’t have
so good results: the average Mean from the first phase in the pre-test is 0.5 and
in the post-test is only 0.56.

During the second phase, users who answered questions about Bejing using
LogCanvasTag have more significant results compared to those who used the
search history visualization from their browser history. Users who searched for
Berlin have better results for both for ST and for LC. Despite these results,
in users’ answers from Brasilia questionnaire, the progress in post-test in the
second phase for both ST and LC stays the same (an average of both Ms is 0.73
and of both SDs id 0.455). Such difference in the results could depend on the
complexity of the questions and on the previous knowledge of each person who
performed a specific search task.

6 Conclusion and Future Work

In this paper, we introduce LogCanvasTag, a graph-based search history visu-
alization platform. Aligning with our previous work, LogCanvasTag provides
graph-based search history visualization helping users re-construct the semantic
relationship among their search activities. LogCanvasTag clusters a user’s search
history into different sessions according to the time interval. A knowledge graph
is composed of the queries and the most important concepts or entities discov-
ered by each search query, as well as their relationships. To help searchers not
to get lost in a long search history session graph, we provide a search history
filtering method to help searchers filter sessions containing certain queries from
a long search history. To help searchers to realize the semantic relationships in
complicated session graphs, we cluster queries and related entities in the graph
as sub-graphs according to their extracted topics. We conducted a lab experi-
ment to evaluate the new visual interface. Results show that the LogCanvasTag
search history visualization could help searchers quickly re-find search results
and efficiently increase their knowledge gain.

For the current study, we conducted a lab experiment with limited number
of students, which means the results can not be fully representative for all the
use-cases of LogCanvasTag. In the future, we will carry out a crowdsourcing
experiment online exploring the usage of LogCanvasTag from different perspec-
tives based on the current results and analysis.
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Abstract. Open Educational Resources (OER) have been declared by
UNESCO as a promising tool to address inclusion in educational settings.
However, recent studies support the need to pay more attention to the accessi-
bility and inclusion capacity of OER. In this context, this paper provide evidence
about the benefits of adopting Universal Design for Learning and the Web
Content Accessibility Guidelines to support the OER creation considering the
variability of students in Vocational Education and Training (VET) programs.
For doing so, it was created some OER using CO-CREARIA model and it was
validated on VET setting in Colombia. Results evidence that the OER created
support the achievement of high level of motivation and academic performance.

Keywords: Inclusion � Co-creation � Accessibility � Open Educational
Resource � Universal Design for Learning

1 Introduction

VET programs are considered a great instrument to achieve social inclusion because
they provide people with specific conceptual and practical knowledge that facilitate
employment. In this sense, since 1987 UNESCO promotes international congresses that
aim to make these programs more attractive and pertinent for young people, including
those with diverse educational needs. Within this general aim, the Shanghai Consensus
[1] recommended: To promote a better understanding of the contribution of VET
programs to the achievement of sustainable development; To define strategies for
cooperation among countries in order to promote VET for all; and to favor access,
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inclusion, and equity in educational environments for sustainable development and a
culture of peace.

In this context, this study aims to contribute to UNESCO’s call for more inclusive
VET programs [2], by providing a validation of CO-CREARIA, a model to build
inclusive and accessible OER. As an important part of the model the Universal Design
for Learning (UDL) framework and the Web Content Accessibility Guidelines
(WCAG) are adopted.

The UDL framework is considered based on the successfully results at different
levels of education to attend students’ variability [3–5]. Capp [3] conducted a meta-
analysis on the effectiveness of the UDL and found that “UDL is an effective teaching
methodology for improving learning” (p. 1). The target groups in the meta-analysis
were kindergarten children, students from primary and secondary education (with or
without disabilities) and pre-service or In-service teachers. Al-Azawei, Serenelli, and
Lundqvist [5] analysed the content of 12 papers and concluded “UDL is an efficient
approach for designing flexible learning environments and accessible content” (p. 1).
The samples identified in the studies were K − 12 students, university students, and
teacher candidates. Rao, Ok, and Bryant conducted a literature review from which they
concluded there is a lack of research about UDL effectiveness in VET programs
settings [4].

The present study extends previous research on the field of UDL application to
support the attention to students’ variability in VET settings. Thus, the main contri-
bution of this paper is to give insights about the benefits of using OER that adopts UDL
for improving the learning experience of all students. In this way, the study also
contributes to enrich the research on OER adoption for inclusion as was promoted by
the UNESCO & Government of Slovenia [6].

The manuscript is organized as follows. In the Sect. 2 the creation of the OER
using CO-CREARIA is presented. The third section describes the evaluation carried
out in a vocational educational program in Colombia. The fourth section presents the
results and discusses the meaning of such results. Finally, the fifth section outlines the
conclusions and future work.

2 OER Implementation Using CO-CREARIA

CO-CREARIA is a collaborative creation model of OER that promotes the active
participation of teachers and other actors involved in the teaching-learning process –
including students – in identifying and addressing the educational learning needs and
preferences that must to be met through the co-created resources. The model adopts
openness as a value and an opportunity to promote educational inclusion. Technology
is used as a tool in a way that helps the educational process and aids all students in
achieving their educational goals. The model and its phases are clearly detailed in [7].
Next paragraphs explain the process follow to create the OER “Implementing a Net-
work Structure” using CO-CREARIA.

During the Analysis phase the instructors characterized the OER, identified the
competences to develop during the course and done a whole profile of the course under
the base of UDL (neuronal networks analysis).
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This being so, for “Implementing a Network Structure” OER the instructor defined
four learning units. Unit 1 introduces an overall description of the learning goals,
expected results, skills, and activities and their corresponding evaluation. And the other
three learning units were created in order to support students’ acquisition of specific
competences associated to the course: (1) Numerical systems, (2) Network models, and
(3) Optical media communication. On the other hand, with respect to the course profile,
the instructor managed to build the profile shown in Table 1.

Once the competences and course profile were defined, the instructor designed the
course teaching. In this case, each learning unit consisted of learning content and
activities that include teamwork, independent work, the use of ICT tools, and co-
evaluation with the purpose of stimulating the collaborative learning. Moreover, at the
end of each unit, the instructor proposed that students carry out interactive activities

Table 1. Profile of the course.

Recognition networks resume

Strengths Weaknesses Preferences
Experts in oral presentations
Good vocabulary

Blindness,
Low vision,
Dyslexia,
Difficulties to recognize
words
Reading and comprehension
difficulties,
Hypermetropia,
Low audition

Preference for drawing
Work with graphics

Strategic network resume
Experts in computer-based
graphic design
Experts in handmade graphics
Experts in building things
(build, assembly, repair,
design)
Experts in analysing and
solving problems

Fine mobility problems
Some students do not like
oral presentations.
Problems in self-regulated
learning
Problems to sustain attention
over time

Preference for music and
composition
Preference for autonomous
tasks
Preferences for activities
where they can build things
Preference for collaborative
work

Affective network resume
Good collaboration
Enjoy learning
Looking for deep learning
experiences
Looking for interesting
challenges
Leaders
Good attitude to help others
Confidence

Team work difficulties
Low motivation to face
learning problems,
Frustration

Preference for music and
composition
Preference for artistic
activities
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made with Hotpotatoes or Educaplay (externals authoring tools to Atutor) to reinforce
the acquired knowledge and engage students.

During the Design phase, teachers together with UDL experts identified possible
barriers that OER could present to the students and barriers of the traditional process
carried out by the instructor in the past. These barriers must be addressed in order to
promote a better learning process to all students. Subsequently, the teacher defined
strategies to overcome those barriers; in this case it was considered alternatives to
visual forms in presenting the content to students. It also provided different types of
support, including translation of text to speech systems, speech and text recognition on
the screen, and the use of tools to expand images for the students with visual
impairment. For doing so, the teacher described each resource that was planned to be
used in the OER development, considering the needs and preferences of each student.
In the description of the materials, the teacher described the accessibility considerations
that need to be addressed in each resource. Table 2 shows an example of a video
resource description.

The Development phase was carried out considering accessibility guidelines cor-
respond with the basic of WCAG 2.0. The instructor, helped by the developer, con-
sidered the accessibility criteria in the development of the OER (Text alternatives for
non-text content, appropriate headings structures, links descriptions, definition of
abbreviations and acronyms, well-structured tables).

The teacher and two experts in web accessibility carried out the Evaluation phase
considering two dimensions: Quality and Accessibility. The results of the evaluation
are shown in Table 3.

The narrative presented evidence that the instructor carried out all the phases
defined in the CO-CREARIA model, which allowed the instructor to develop an
accessible and inclusive OER by considering the diverse needs of his student.

Table 2. Video resource description

Information Description

Digital Resource Title Video of Numbering Systems and Conversions
Type of material Video
Description Present a brief explanation of the characteristics of different

numbering systems and talks about the process of
converting from one system to another

Justification This is a multimedia resource. Audio can be very useful for
visually impaired people and video supports people with
attention deficit disorder

Description of accessibility
elements to consider:

Video must have subtitle and transcripts
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3 Evaluation

The Evaluation was oriented towards obtaining insights about the benefits of using
OER created following CO-CREARIA model, in VET settings, for both students and
instructors. In this regards, a complete evaluation was carried out in the context of a
VET program offered by the National Training Service (SENA) [8] in Colombia. The
evaluation scenario was the course called Implementing a Network Structure offered by
the SENA. This course is part of a Technical Educational Program called Network
Installation. The main desired competence to promote in the students in this course is to
“implement the structure of the network according to a pre-established design based on
international technical standards”. An OER was developed by the teacher in charge of
the course with the support of experts in the field of diversity (pedagogues, psychol-
ogists, etc.) and experts in web content accessibility. Subsequently, students from the
course used the developed OER as a pedagogical tool during their learning process.
This course was selected due to the diversity of students registered in it, and because of
the teacher’s desire to offer his students a truly inclusive learning experience.

Method. The research design was split in two steps as follows:

(1) A descriptive experimental Pre-test and Post-test design”, that corresponded to a
Pre-test and Post-test design. In the Pre-test, students were presented with a 20-
item questionnaire about the course content to be answered in 20 min. Moreover,
the Pre-test results were used in order to define the participants’ level of

Table 3. Accessibility Evaluation results.

HTML
element

Evaluation result Teacher’s solution

Headings Correct order but there are
some empty headings

There were empty headings because of
blank spaces with heading format.
Those empty headings were removed

Images Long descriptions were
missing in some images with
complex contents

A file with the long description of each
image was created in the ATutor
platform. Then, the link to the long
description was added to each image

Tables All tables have a caption,
summary, and the
corresponding table headings

Solution wasn’t needed

Links All links have a descriptive title
but some of them are broken
links

Broken links were verified and fixed,
and the link to the Word “Binario” was
deleted because it was not necessary

Definitions
lists

The OER has no definitions
lists

As there are not definitions lists,
solution is not needed

Videos All videos have subtitles and
are described in context

As all videos are accessible, solution is
not needed

Abbreviations
and Acronyms

Some acronyms such as “TCP”
and “IP” are not defined

The meaning of each undefined
acronym was added in its title field
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competence for the course. Post-test involved a similar 20 items questionnaire
after the completion of the course. To measure the performance of the students in
of both pre-test and post-test a 1–100 scale was used.

(2) Analysis of students’ motivation”. At the end, students were presented with the
Instructional Materials Motivation Survey (IMMS) (Cronbach = 0,96) [9]. This
was done in order to evaluate the motivation of the students using the created
OER over four dimensions: Attention, Relevance, Confidence and Satisfaction.
The instrument uses a 5-point Likert scale over a set of 36 questions. The
questionnaire was completed in 40 min.

Participants. The evaluation was conducted with 16 students who were formally
registered in the Implementing a Network Structure Course at SENA. Demographic
results show that 56,25% (N = 9) of the sample were male participants, whereas
43,75% (N = 7) were female participants. This distribution can be considered as an
adequate gender balance in our sample because in the particular case of Colombia, men
tend to prefer technical careers, whereas women prefer humanistic careers.

4 Results

This section presents the results of the evaluation described previosly. The first stage
“Students’ performance” describes the results obtained with respect to students’ per-
formance using the OER. The second stage “Students’ motivation” shows the results
regarding students’ motivation.

4.1 Students’ Performance

Table 4 presents quantitative data analysis results of the Pre-test and Post-test scores
obtained by the students in the “Implementing a Network Structure” course. Note that
the maximum value of each test is 100.

A paired-sample t-test was conducted to analyse the gains between the Pre-test and
Post-test scores. A significant increase (M = 49, SD = 16.51) in the Post-test scores
was found: t(15) = 11.85; p < .001; two tailed. Cohen’s d effect size was found to be
large (d = 3). All students demonstrated a considerable amount of growth between Pre-
test and Post-test with respect to the competence associated to the OER. This could
indicate the added value of the created OER to support the acquisition of the required
competences.

Table 4. Statistical data of the Pre-test and Post-test for Students registered in the course.

Students PreTest PostTest Gain

Mean Scores 27.06 76 49
Standard Deviation 6.50 13.05 16.51
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Students’ Motivation. As mentioned before, the ARCS model was used to measure
student’s motivation. Table 5 summarizes the results for each dimension of motivation.

It can be concluded that the results are promising because they indicate that working
with the OER has a positive impact on students for all motivation dimensions.
Attention and Satisfaction dimensions rated better than Relevance and Confidence. The
Attention dimension (M = 4.3, SD = 0.6) is about engaging the learners and capturing
their interest. As pointed out by [9] an important pre-requisite of a learning process is
that student’s attention must be engaged. In this regard, the results show that the created
OER seems to capture student’s attention by triggering their curiosity and creating
opportunities to sustain it.

The Satisfaction dimension (M = 4.3, SD = 0.9) is about reinforcing accomplish-
ments and is the result of feelings of mastery and having successfully completed a task.
The results in this dimension indicate that the OER has created an environment that
sustains intrinsic satisfaction including activities with an optimal level of challenge for
all students and activities perceived to be worthwhile. Moreover, the structure and
clarity of the OER is positively related to students’ satisfaction [10].

Regarding the Relevance dimension (M = 3.90, SD = 0.6), the results are also
promising. The Relevance dimension is about meeting personal needs and goals and
discovering the meaningfulness of the learning activity. This means that students need
to identify the importance of studying the content, and how it meets their personal
interests. The results in the dimension of Motivation show that perceiving the content
as being right for them, is one of the factors that influence students’ motivation [11].
According to Keller [9] there are three tactics for supporting relevance. The first tactic
is goal orientation, which is about addressing the learning needs in terms of goals. This
was addressed by clearly defining the desired competences to be achieved by the
students in the OER.

Finally, the Confidence dimension is about helping students feel that they can
succeed and control their success. Moreover, providing the possibility of succeeding in
challenging tasks is important to foster motivation. Confidence is directly related to the
perceptions of control and according to [18], the perceptions of autonomy are influ-
enced by the design of the learning activities and some factors in the learning context.
The strategies for building confidence are: creating a positive expectation for success,
creating success opportunities, and creating personal control. By analysing the results
of the Confidence dimension, it can be concluded than the OER promoted autonomy in
students, giving a feeling of control, as they were able to decide how and when they
want to learn using the OER.

Table 5. Global scores for each dimension of motivation.

Dimension Mean score Standard deviations (SD)

Attention 4.3 0.6
Relevance 3.9 0.6
Confidence 3.8 0.7
Satisfaction 4.3 0.9
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5 Conclusions and Future Work

This paper gives insights about the benefits of using OER that adopts UDL and WCAG
for improving the learning experience of all students and contributes to the research on
OER adoption for inclusion purposes. In addition, the paper introduces CO-CREARIA
as a model for the creation of OER, as well as its validation process in VET settings.

Results show that by analysing students’ needs and preferences, the instructor is
able to create a better curriculum by deciding what strategies could benefit each stu-
dent. The analysis of learning strategies according to UDL principles allowed teachers
to identify potential barriers at different stages of the learning process. Teachers found
different solutions that address those barriers with respect to the methods, materials,
and teaching strategies used as part of the created OER.

The results of the evaluation of accessibility and quality show that the creation of
the OER considered most accessibility and quality guidelines, which proved to be very
important to improve the OER.

Performance results show that the consideration of students’ needs and preferences
in the learning experience design influenced the students’ performance in a significant
way. Because motivation is highly related to learning, the importance of motivational
aspects in OER is high and it may help boost learning. In terms of students’ motivation,
the results show high levels of motivation in four dimensions: Attention, Relevance,
Confidence, and Satisfaction. Attention and Satisfaction rated higher than Relevance
and Confidence. The variety of learning activities included in the OER helped to
capture students’ attention, which is also in-line with the recommendations of the UDL
in terms of providing multiple means of representation, multiple means of action and
expression and multiple means of engagement.
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Abstract. In consideration of the growing availability of mobile devices for
students, web-based and shared annotations of learning materials are becoming
more popular. Annotating learning material is a method to promote engagement,
understanding, and independence for all learners in a shared environment. Open
educational resources have the potential to add valuable information and close
the gap between learning materials by automatically linking them. However,
current popular web-based text annotation tools for learners, such as Hypothesis
and Diigo, do not support learners in discovering new learning resources based
on the context, metadata and the content of the annotated resource. In this
article, we present SALMON, a collaborative web-based annotation system,
which dynamically links and recommends learning resources based on anno-
tations, content and metadata. It facilitates methods of semantic analysis in order
to automatically extract relevant content from lecture materials in the form of
PDF web documents. SALMON categorizes documents automatically in a way
that finding similar resources becomes faster for the learners and they can dis-
cover communities for interesting topics.

Keywords: Open educational resources � CSCL � Recommender system �
Annotation � PDF annotator � Semantic analysis �Web-annotation � Education �
OER � TEL

1 Introduction

The digital annotation of learning materials is a common activity in the process of self-
regulated learning and has a long tradition in the field of technology-enhanced educa-
tion. Collaborative annotation systems like Hypothesis allow learners to share their
annotations and create annotations of web resources together. Such annotations can
encompass explanations on text, excerpts, or individual highlights. Incorporating digital
technologies can be beneficial when it comes to the (automatic) enrichment of such
annotations. Open Educational Resources (OER) have the potential to add valuable
information and to connect learning materials by automatically linking them. With an
increased level of digital technology in education, quick access to information and
learning resources has become more relevant. To access a large number of digital texts,
the learners need robust information systems and search engines to find appropriate
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resources. Today the collection of OER found on YouTube, Vimeo or wikis has become
an inevitable part of information seeking procedure for learners to enrich their knowl-
edge in a specific area. Without the need to search actively for related OERs, recom-
mendations based on an automatic tagging of the respective learning materials might be
supportive in this context.

The Semantic Web (SW) can be considered in designing learning tools. SW is an
extension of the current interactive web, which means: “Information is given well-
defined meaning, better enabling computers and people to work in cooperation” [1].
Web 3.0 technologies will assist online learning instructors in the areas of course
development, learner support, assessment, and record keeping [2]. The outcome of such
a shared environment could be distributing knowledge among learners with different
expertise level. The critical aspects behind achieving the SW vision are enabling
metadata and the mapping of it onto learning resources.

In this article, SALMON has been presented, a collaborative web application to
share, annotate and automatically link learning materials with each other and with
external OERs. Tags, metadata and annotations are extracted automatically from
learning materials. Links between resources are based on semantic similarity of the
aspects of the materials. This linking is facilitated to recommend OERs to learners in
order to expand their collections of learning materials.

2 Related Work

2.1 Generating Metadata in Collaboration Learning Systems

The information extraction process is observed as the method of identifying essential
parts of the learning document and content of the annotation [3]. Knowledge about
documents has traditionally been accomplished through the use of metadata that can
involve the world around the document like a cloud. A learning object is an entity such
as digital or non-digital object that may be used for learning, education or training [4].
Metadata is used to describe the learning object and make it possible to select and
integrate relevant learning experiences from a collection of learning objectives. This will
provide reusable learning objects permitting in the lessons to be generated and cus-
tomised for specific groups [5]. Learning Object Metadata (LOM) is a standard to
integrate educational metadata into learning objects. Such metadata makes learning
objects shareable and accessible through indexing and a description of the specific
context it occurs. Cardinaels, Michael, and Duval presented a method to automatically
extract metadata and transform it into LOM [6, 7]. The automatically generated meta-
data can be approved by filtering and observation to retrieve more relevant learning
objects. Open-Calais and CiceroLite are two tools that enable API to generate semantic
tags from the extracted text. This metadata can be utilised for enriching the LOM [16].

Collaborative tagging is the process wherein learners work on the shared resource
and assign keywords to it. If it were possible to generate tags to aid learners also enable
them to have feedback on the shared tags, then we would have a common under-
standing of target learning material. The integration of collaborative e-learning systems
and SW, which includes application and platform for social and collaborative exchange
is increasing the quality of learning experience [8].
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2.2 Learning Resource Recommendation

Open educational resources can be seen as an educational paradigm based on a simple
but powerful idea that the knowledge of the world is a public good. OER provides a
great possibility for learners to share, use, and reuse knowledge [9]. Integration of this
idea to the daily learning procedure would add valuable free accessible information for
learners to enhance their knowledge. A recommender system in a learning context is an
information system examining what a learner is doing and tries to support actions [10].
Popular search engines are currently quite powerful regarding retrieval OER, but they
still return the huge instructional list of information; in that, they can be easier by
embedding recommender systems in the learning application.

Based on Almudena Ruiz-Iniesta research, integration of OER resources into
educational tool helps students find resources faster. It also helps to retrieve the
resources that matched with their interest and knowledge. According to evaluations,
users are interested in using tools with OER repositories in different domains and
mostly had positive feedback. Besides, the supplementary qualitative analysis evalu-
ation showed promising improvements in learning performance and a considerable
decrease in dropout rates of the students using OER in learning environment [11].

2.3 Related Collaborative Annotation Tools

A digital annotation learning tool provides an explanation, comment or feedback that is
added to a text or diagram on the learning material. The semantic web envisions that
technologies can make it possible to generate a kind of “intelligent” documents that
were imagined almost twenty-five years ago [12]. There are specific tools that can
generate semantic digital annotation automatically or manually to assist users.

One user-friendly interface tool is Mangrove system from the University of
Washington that supports automated tagging of HTML documents. The first require-
ment is the facility of authoring. MANGROVE presents a graphical webpage anno-
tation tool allowing users to immediately and accumulatively annotate the HTML
content [13].

Hypothesis1 is a web-based annotation tool where the users annotate a web resource
(as URL) collaboratively in a textual representation [14]. It provides a second layer on
the web to enable teachers and students to highlight and annotate on web-based links.
Diigoo2 is a web-based annotation tool that lets students bookmark and tag web pages.
It would also be able to highlight a part of a webpage like Hypothesis, and for more
emphasis attaching the sticky notes to the text is considered.

The Open Annotation and Tagging System (OATS) is a multi-purpose annotation
tool that can be integrated into any e-learning system. It will allow the students to tag
and annotate HTML based on learning materials. Also, annotation in OATS consists of
notes and tag categories on a highlighted section in a selected learning material [15].
Contrary to other systems, OATS provided retrieval functionalities. The user can search
for pages, notes and tags among the index of the whole OATS system.

1 Hypothesis website, hypothesis project (2013), https://web.hypothes.is/, retrieved:2019-6-25.
2 Diigo Blog, https://blog.diigo.com/2014/09/03/annotating-PDF-docs-with-diigo-a-tutorial/.
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All the mentioned tools focus on collaboration on the textual annotation tool. They
are not integrating OER by recommendation. Besides, they are unable to provide an
implementation for automatic metadata extraction and tagging.

3 SALMON Approach

The SALMON web application offers a collaborative textual annotation environment,
which makes use of semantic methods for linking and recommending and learning
open educational resources. In SALMON, collaboration is through the artefact.
Learners can work together in a group around the learning material, for example, PDF
slides of a lecture at university. The PDF format can be seen as the de facto standard for
delivering digital lecture materials. Thus, the web-based environment consists of a PDF
document viewer in the annotation component. On this material, learners perform
different activities in a collaborative space, supports them in creating mutual knowl-
edge. Such activities encompass tagging, immediate feedback on automatically gen-
erated semantic tags, highlighting and notes on the text in public or anonymous mode.
The initial document of the learning material used that serves as a seed for the rec-
ommendation and discovery of new resources is called Pdf-core in this work. Besides,
the learners can browse different topics of interest, vote on the recommended OER
links to provide relevant feedback and watch multimedia formats in annotation envi-
ronments. The application generates metadata based on the semantic tags extracted
from the content and the from the interaction data obtained from the learners. Con-
sequently, it categorises learning material into different topics by calculating the cosine
similarity between semantic metadata.

3.1 Scenario in SALMON

As a scenario, a student called Sara participating in application desires to annotate
collaboratively with other students in the learning document environment online. The
teacher added the document link with virtual reality topic to the application. After
registration via email, Sara and others can access the Pdf-core environment by scanning
a QR-code or by entering directly via URL. They can highlight text or capture
screenshot of the document and annotate it. Sara can post under her username or as
anonymous. This note will be shown in the sidebar. Adding the new Pdf-core is
possible, but the content of the new material must be unique; otherwise, Sara will get a
warning that the target resource is added before. Furthermore, the application auto-
matically redirects her to the existing collaboration Pdf-core environment. Once she
adds new unique Pdf-core, the system searches in local Pdf-core collections to find a
match according to similarity function and assigns the new link to an associated col-
lection. If it does not match with any current stored collection, then the system will
generate a new collection with the title of the highest rank tag. Recommending relevant
OER and Pdf-cores from other remote or local collections in SALMON could assist
Sara and her friends to find their answers more quickly and enable them to find other
communities for other related Pdf-cores in the same collection. Sara can pin a visual
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card to save it in her own private collection. These personalisation features prevent
repeating the information-seeking procedure. The annotation will be stored and usable
for the next semester students (Figs. 1 and 2).

Fig. 1. Annotating PDFs: learners can add a new PDF file and annotate it. 1. Comment part:
learners can ask questions or reply to it. 2. Automatically generated tags based on the se-mantic
text analysis, learners can add or remove tags. 3. Recommended similar collection in SALMON
4. Recommended Open Educational Resources.

Fig. 2. A collection is a set of similar Pdf-cores (cosine similarity) and contains the union of
their tags. Users can find a specific collection by querying the system and navigating through
topics.
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3.2 SALMON Life Cycle

SALMON is designed to act dynamically by modifying the metadata when the data is
changed by each API service provider or by user interaction. The application receives
the input data from learning material content, user activities, and feedback in different
nonlinear steps. Afterwards, it filters and stores input data as metadata for the added
Pdf-core. This data is needed for generating procedure of semantic tags. With the usage
of extracted data, the system utilises external knowledge extraction services engines via
the application user interface (API). We used Open-Calais3 to generate semantic tags
from extracted filtered text and then added that to enrich metadata [16]. These key-
words are exploited to index the OERs in the domain ontology of Pdf-cores and are
exploited for retrieval and classification purposes.

SALMON also obtains metadata from a particular part of the Pdf-core content and
the keywords that have been set previously to the PDF file by the author. This metadata
can be enriched through lifecycle. The current version of SALMON determines sim-
ilarity by utilising the DKPro Similarity package for estimating the similarity between
two sets of metadata text [17]. “The Semantic Web offers learners the possibility of
having a wealth of related content delivered to their desktop without explicitly iden-
tifying or requesting it” [18].

Morris indicates that semantic web-based learning software system agents can
provide instructors new information relevant to expertise area and professional interests
[2]. A Semantic search will return multimedia rather than just a list of URLs. A smart
agent can return relevant blogs and multimedia about the topic to the user [19].

Brindley stated, “Quality learning environments include opportunities for students
to engage in interactive and collaborative activities with their peers” [20]. As illus-
trated, visual cards can be rated by the learners and pined; pined cards will be kept in
layout and stored in learner personal collection. Semantic web technologies are used to
provide contextualised feedback to instructors about learner personalisation [15].

4 SALMON Architecture

SALMON architecture follows the variant of the service-oriented architecture (SOA). It
introduces a modular architecture that has the benefit of decomposing application into
different smaller services besides improving modularity. These microservices (MS) are
compiling and running independently with various application servers. “In short, the
MS architectural style is an approach to developing a single application as a suite of
small services, often an HTTP resource API4.” One benefit of utilising microservice
architectures is that if one of the services is disrupted even for a short period, other
services will continue their functioning independently.

Each microservice can be tested and run independently. SALMON has three main
modules that include two services: SALMON-API microservice (MS), SALMON

3 Semantic knowledge extractor, Thomson Reuters (2018), http://www.opencalais.com/opencalais-api/,
retrieved:2019-6-25.

4 Microservice architecture, Martin Fowler (2012), https://martinfowler.com/, retrieved: 2019-6-25.
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backend MS and SALMON frontend module (Fig. 3). The user interacts with a ReactJs
application and can add new data or modify the system status via environment inter-
face. For instance, as the user adds new material and desire to annotate it, the state in
the SALMON-Front will be changed. Besides, SALMON-Front talks to SALMON-
Backend MS via REST-API to post the PDF link to the Backend MS5.

5 Discussion and Conclusion

In this work, we have presented SALMON, a collaborative web-based text annotation
tool with recommender systems. The system extracts the metadata for added learning
material, which can add the valuable potential for integrating the OER and similar local
resources, as a recommendation for learners.

In the SALMON environment, we have considered the nonlinear procedure to
enrich the learning material metadata which can be updated, according to learner
interaction and feedback and updating resources. This feature can increase the level of
relevancy in the recommended resources for the learners. To find similarity for the local
document recourses, cosine-similarity which is a useful method, was used to approx-
imate the similarity between metadata for materials. By finding the similarity of
metadata, we demonstrate categorizing learning materials into different associated
collections. This feature will facilitate the procedure of discovering similar documents
for learners. Also, classification helps to find other peers in the interested topic easier.

For future work, the application will be evaluated empirically in the context of a
university course. In order to support internationalisation and multiple languages,
future versions of SALMON will be connected to different text analysers like FRED6 to
increase the preciseness of the extracted keyword and for using it for extracting more
different languages, e.g., Russian and German. We will update the interaction features
like an instant recommendation for highlighted text in the annotation tool.

Fig. 3. SALMON architecture consists of three main modules: SALMON API microservices,
SALMON backend microservices and SALMON frontend module.

5 SALMON GitHub repository, 02-06-2019, https://github.com/SALMON2PROJECT.
6 Keyword extraction Framework, Machine Reading for the Semantic Web, STlab 2015 http://wit.istc.
cnr.it/stlab-tools/fred/.
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Abstract. Nowadays, personalization and adaptivity becomes more and more
important in most systems. When it comes to education and learning, person-
alization can provide learners with better learning experiences by considering
their needs and characteristics when presenting them with learning materials
within courses in learning management systems. One way to provide students
with more personal learning materials is to deliver personalized content from the
web. However, due to information overload, finding relevant and personalized
materials from the web remains a challenging task. This paper presents an
adaptive recommender system called WEBLORS that aims at helping learners to
overcome the information overload by providing them with additional person-
alized learning materials from the web to increase their learning and perfor-
mance. This paper also presents the evaluation of WEBLORS based on its
recommender system acceptance using data from 36 participants. The evaluation
showed that overall, participants had a positive experience interacting with
WEBLORS. They trusted the recommendations and found them helpful to
improve learning and performance, and they agreed that they would like to use
the system again.

Keywords: Recommender systems � Web mining � Personalization

1 Introduction

Although different students have different needs, learning management systems
(LMSs) usually have fixed content that is presented to all students in the same way [1].
However, these systems can be enriched with personalization through recommender
systems (RS). To date, many RSs are limited to recommend the available learning
objects (LOs) that either have been created in the course, which greatly limits the
variety of the recommendable objects, or have been collected in LO repositories
(LOR) [2]. Using LORs provides RSs with access to a larger pool of LOs, however, the
quality of recommendations is highly impacted by the quality of the metadata that was
provided by users who created the objects [3]. Moreover, the available pool of LOs in a
LOR could still be limited based on topics and types of LOs. However, there are more
LOs and learning materials openly and freely available on the web that can be targeted
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by RSs [4]. However, due to the vast number of these objects on the web, different
techniques need to be utilized to overcome the information overload and find relevant
and personalized learning materials that fit students’ needs [5].

In this paper, we introduce WEBLORS, a recommender system that aims at helping
students by considering their individual needs and the ratings given by other learners to
present the learner with additional learning materials from the web that are relevant to
the learner and the topic he/she is currently learning. This paper also presents the
evaluation of WEBLORS based on its recommender system acceptance.

The remainder of this paper is structured as follows: Sect. 2 presents related work.
Section 3 discusses WEBLORS’ architecture and approach. Section 4 explains the
evaluation methodology and the results of the WEBLORS’ evaluation and, Sect. 5
concludes the paper.

2 Related Work

The idea of RSs in the learning domain has been around for decades and different
recommendable objects such as courses, learning materials and academic papers have
been targeted [6]. However, most literature in this area has been about LO recom-
mendations, and one of the new research trends for LO recommendations is to broaden
the search and recommend LOs from web-based LORs, social networks or even from
the web. There are different ways how RSs decide which LOs to recommend. Many
RSs recommend learning content based on users’ past activities [7, 8]. For example,
Dahdouh and colleagues proposed a recommender system that generates recommen-
dations by considering learners’ historical data as a factor and finds similarities between
learners past activities collected from system logs [7]. Another example is the system
built by Bourkoukou and colleagues that generates recommendations for learners based
on the user’s historical data collected from server logs and other attributes of learners
[8]. Some other systems generate recommendations based on the keywords that are
passed by the users [9–11]. For example, the RS built by Zapata and colleagues
considers the keywords that are specified by a user and finds relevant LOs from a LOR
called AGORA [9]. Similarly, Atkinson and colleagues proposed a system that accepts
the queries as input from users and uses focused crawling and metadata extraction to
find relevant web resources [10]. Rahman and colleagues also proposed a group-based
recommender system that accepts users’ queries, considers users’ profiles, and uses
Google search engine to recommend learning materials to learners based on their
profiles [11]. After reviewing the existing literature, we identified some gaps for RSs in
education that we addressed in our system. First, WEBLORS recommends LOs from
the web and therefore, aims at advancing our knowledge in this new trending area.
Second, many RSs consider past activities of learners as a major factor when generating
recommendations. Therefore, cold start is a problem in these systems. To address
this issue, WEBLORS does not rely on users’ past activities and instead uses learners’
learning styles, the opinions of other learners (if available) and the topic that is
being studied. Third, many RSs with a broad search space often work similar to
search engines and heavily rely on the search criteria that are passed by the users.
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In WEBLORS, this issue is avoided by creating keywords automatically through
extracting them from the content that a learner is learning.

3 Architecture of WEBLORS

WEBLORS consists of two main parts that are shown in Figs. 1 and 2 and are further
described in the next two subsections.

3.1 Course LOs Analyzer (CLOA)

As shown in Fig. 1, CLOA contains a set of modules and components. The aim of the
LMS LO Locator module is to locate all LOs within the LMS and extract their
content. As part of the installation process of WEBLORS, this module searches
through each course and LO in the LMS database and stores its content and the
searchable criteria into the WEBLORS database (DB). Also, when a new LO is added
to the LMS by a teacher, this module stores the content and the searchable criteria of
the newly added LO into the DB. The aim of the Automatic Parser and Keyword
Extractor module is to parse the content of each LO, extract a set of candidate
keywords and store the keywords into the DB. This module uses the RAKE algorithm
[12] to discover the keywords and key phrases that best fit the LO. The aim of the
Teacher Interface module is to display each LO and its extracted keywords to the
instructor where he/she can confirm the accuracy, relevance and the importance of the
keywords or overwrite them with a set of new keywords if required.

3.2 Adaptive LO Discovery and Recommender System (ALORS)

As shown in Fig. 2, ALORS contains several modules and activities. The aim of the
Learner Modeling Module is to capture learners’ learning styles (LSs) based on
Felder-Silverman Learning Style Model [13], a widely known and commonly used LS

Fig. 1. Architecture of CLOA Fig. 2. Architecture of ALORS

260 M. Belghis-Zadeh et al.



model. Based on this model, learners are classified in four dimensions: (1) active/
reflective (Act/Ref), (2) sensing/intuitive (Sen/Int), (3) visual/verbal (Vis/Ver) and
(4) sequential/global (Seq/Glo). This module uses a questionnaire called Index of
Learning Styles (ILS) [14] that contains 44 questions. ILS was developed by Felder and
Soloman and was found to be valid, reliable and suitable for identifying LSs [15]. ILS
is presented to each user when he/she enters his/her first course for the first time and
based on the provided answers, his/her LSs are calculated as four numeric values (each
for one LS dimension). This module then builds a profile (sp) for each student (s)
which is represented as a vector of 8 elements and is formed as sp(s) = (Act, Ref, Sen,
Int, Vis, Ver, Seq, Glo). In sp, each LS dimension is represented with 2 elements where
each element has a value between 0 and 2, representing the strength of the LS
preference.

The aim of the Preferred Learning Object Types Assignment is to identify a set
of preferred LO types (PLOTs) and their associated keywords for each learner based on
their LSs. This module uses a mapping table (Table 1) that has been created based on
the mapping proposed by El-Bishouty and colleagues [16] and has been extended with
the LO type of videos that according to Felder and Silverman is suitable for visual and
verbal learners [13]. In this module, each LO type (lot) is represented by a LO type
profile (lp) which is a vector with the same 8 elements as the sp. Each element of lp is
either 0 or 1 and is assigned per Table 1, indicating whether (1) or not (0) the LO is
beneficial for that LS.

Next, this module calculates a numeric value for each LO type that is called
Relevance value (Rel(s,lot)) which is the scalar product of sp(s) and lp(lot), and is used
to determine the most preferred LO types for a given student with a certain LS. All LO
types that have a positive Rel(s,lot) form the student’s preferred LO types (PLOT).

Table 1. Mapping table (based on [16])

LO type LO type
keyword

Act Ref Sen Int Vis Ver Seq Glo

Exercises exercise 1 1 0 1 0 0 0 0 0
Examples example 1 0 1 1 0 0 0 0 1
Real Life
Application

real world
application

0 0 1 0 0 0 0 1

Video video 0 0 0 0 1 1 0 0
Self-Assessment
Test

questions
and answers

1 0 1 0 0 0 0 0

Additional
Reading
Material

pdf 0 1 0 1 0 1 1 0
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The aim of the Query Formation Module (QFM) is to take the previously
extracted keywords from the LO that the student is currently visiting and the LO type
keywords associated with each PLOT of the student (per Table 1) as input and form
one query per PLOT. WEBLORS considers three different categories of LOs when
generating recommendations: (1) course LOs, (2) local LOs and (3) web LOs. Course
LOs are objects that are created by the teacher and are part of the course. Local LOs are
the objects that have been previously discovered from the web, recommended to
learners and stored in the DB. Web LOs are the objects that are discovered from the
web for the first time.

The aim of Learning Object Local Search Module (LOLSM) is to select a set of
local LOs for each query that has been formed by the QFM and mark them as candidate
local LOs and pass them to the Candidate Ranking module for further processing.
Local LOs are considered to be a candidate local LO if they are of a LO type that the
given query has been created for and satisfy one of the following conditions: (1) local
LOs that have been previously rated (with values between 1 and 5) by five or more
users and the weighted average rating for them (WAvg(lo)) is greater than or equals to
3.5 out of 5 (i.e., � 70% of agreement) or (2) all local LOs that have been rated less
than five times (to give enough chance to new local LOs to be recommended and rated
by users).

The Learning Object Web Discovery Module (LOWDM) aims at using the
Google API to execute the queries that are created by the QFM on the web and finding
the candidate web LOs. To ensure that only educational materials are being targeted, a
new Google Custom Search Engine (CSE) was created and configured to only target
learning resources, scholarly articles and educational materials on the web. Also, to
narrow down the search and control the number of results that are returned from the
web, this module appends the index of the first result that should be returned (start) and
the number of results that should be retrieved (num) to each query before running them.
Both num and start parameters can be configured. The num parameter is set to 5 by
default to enforce the query to return only 5 results at a time. In order to find at least
one web LO that has not been recommended before, the start parameter is used in a
way that if all 5 LOs that are returned by the query exist in the DB, then the system
increases the start parameter by 5, reruns the query and returns the next 5 results until
at least one new LO is found in those 5 results. At this point, the 5 results are checked
and those that have not been previously recommended to any user (1 to 5 web LOs) are
considered as candidate web LOs and are passed to the Candidate Ranking module.
This process is repeated for each query so that there are 1–5 web LOs passed to the
Candidate Ranking module for each query.

The aim of the Candidate Ranking Module is to accept the candidate local and
web LOs from the LOLSM and LOWDM as input and decide which of them should be
recommended to the learner. To generate the list of recommendations for a given
student (s), this module calculates an Importance value (Imp(lo)) as the scalar product
of the relevance value (Rel(s,lot)) and the weighted average rating for each candidate
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LO (WAvg(lo)). A default value of 2.5 (average rating) is used as WAvg(lo) for web
LOs and the local LOs with less than five ratings. Next, all candidate LOs are ranked in
ascending order in a way that the candidate LO with the lowest Imp(lo) gets the rank of
1. Subsequently, the Fitness Proportionate Selection algorithm (FPS) [17] is used to
select the recommendable objects in a way that the LOs with a higher Importance value
have higher chance to be selected, but LOs with lower Importance value still have a
small chance to be recommended. In order to select N candidate LOs where N is the
number of LOs that should be recommended to the student, FPS is applied N − 1
times. Next, the list of already selected LOs is checked. If at least one LO from the web
is already selected, FPS is applied one more time. Otherwise the web LO with the
highest Importance value is selected as the Nth LO.

The aim of the Recommendation Display Module is to accept the recommen-
dation list from the Candidate Ranking module and display them to the learner. Also, a
five-star rating system is presented for each recommended LO where the learner can
rate the quality of the recommendation. The aim of the Feedback Collection Module
is to collect the ratings that were provided by the users and store them in the DB.

4 Evaluation

In this section, the methodology used to evaluate the users’ acceptance of the system is
introduced. The research design, participants selection, and the results are explained in
the next three subsections.

4.1 Research Design

For this evaluation, WEBLORS was integrated into an instance of Moodle [18] and a
sample course on the topic of Data Presentation in Computers was created that con-
tained 5 LOs. Also, a four-step process was designed and published on the evaluation
website where participants were asked to complete the following tasks: (1) watch a
video that contains a demo of the system, (2) complete a pre-test that contains 9
questions about the course topic and one trick question, (3) login to the course, fill out
the ILS, read and learn each of the LOs, and read, learn and rate the generated rec-
ommendations (5 recommendations are generated for each LO), (4) complete a post-
test, which consisted of the same questions as the pre-test and can demonstrate a
students’ knowledge increase, (5) complete a feedback questionnaire that contains one
trick question and 6 multiple-choice questions (created based on [19] and [20]) where
users could rate their experience on a scale of 1 (strong disagreement) to 5 (strong
agreement). Questions 1 to 6 are listed in Table 2.
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4.2 Participants Selection

For this evaluation, a new task was created on Amazon Mechanical Turk and 95 users
accepted the task. To ensure that only valid data is included in the analysis, the
following acceptance criteria were defined. Users should have completed all steps of
the evaluation, answered all trick questions correctly, read at least 3 out of 5 LOs in the
course, read and rated more than one third of the generated recommendations (9 or
more out of 25), and spent at least 35 min on the sample course. Based on our
assessment, at minimum, 35 min are required to complete the ILS, read at least 3 out of
5 LOs and 9 out of 25 recommendations and complete the post test. Although extracted
times spent gathered from data logs might not be the exact time that users spent on the
resources, it still provides valuable insights into the reliability of the collected data.
After validating the collected data, responses from 36 participants (out of 95) met the
acceptance criteria, and the rest were excluded from the evaluation.

4.3 Results

In order to analyze the data, the answers given to the 6 multiple-choice questions (Q1–
Q6) by the 36 accepted participants were aggregated. Each question has five possible
answers that are shown in Table 2 with respective scores provided in brackets. In
addition, the weighted average score was calculated for each question. Based on the

Table 2. Results of quantitative analysis

Question Total Strongly
agree (5)

Agree
(4)

Neither agree
nor disagree
(3)

Disagree
(2)

Strongly
disagree
(1)

Weighted
average
score

Q1 - I would like to use
WEBLORS frequently

36 16 16 1 2 1 4.22

Q2 - I would like to see
such recommendations in
other courses as well

36 16 16 3 1 0 4.31

Q3 - I trusted the
recommendations provided
by WEBLORS

36 21 13 1 1 0 4.50

Q4 - I think
recommendations provided
by WEBLORS will be
helpful in increasing
students’ performance

36 20 15 1 0 0 4.53

Q5 - I think WEBLORS
will put extra work on
students for providing
ratings

36 4 2 4 6 20 2.00

Q6 - I think
recommendations provided
by WEBLORS will be
helpful in increasing
students’ learning

36 17 17 1 1 0 4.39
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results shown in Table 2, very high average scores have been given to Q1, Q2, Q3, Q4
and Q6 indicating that overall users agreed with the statements in these questions.
These scores show that most users trusted the recommendations, found the system very
useful, and believed that this system can increase learners’ performance and help them
in their learning process. In addition, users stated that they like to use WEBLORS
frequently and have such system available to them while studying other courses. Q5
was a negative question and the low score that was given to this question shows that on
average users disagreed with the statement in this question and believed that
WEBLORS does not put much extra work on users to provide ratings.

5 Conclusion

The focus of this paper is on explaining the architecture of WEBLORS as well as the
evaluation of the system in terms of recommender system acceptance. WEBLORS is a
RS that considers the topic that the learner is learning as well as the ratings of LOs
given by other learners and provides the learner with relevant learning materials from
the web that are beneficial for him/her based on his/her LSs. Recommended materials
are selected from a set of relevant LOs that are either discovered from the web for the
first time or have been previously recommended to other learners and were given high
ratings (or have been rated by less than 5 users), with the condition that at least one new
LO from the web is recommended every time that WEBLORS generates recommen-
dations. The results of the evaluation show that the 36 users provided promising
feedback with respect to recommender system acceptance. Based on the result, users
like to use WEBLORS frequently and are interested to have such system available to
them in other courses as well. Also, users trusted the generated recommendations and
believed that the provided recommendations can help students in their learning process
and will have a positive impact on students’ performance. Also, the results show that
most users believe that asking users to rate the recommendations does not add lots of
overhead and does not put much extra work on students. To conclude, the results show
that WEBLORS fills a gap in LMSs by recommending extra personalized learning
materials from the web and helping with information overload by only recommending
LOs relevant to the topic that is being studied and which fits students’ LSs. Future work
will deal with evaluating the system further based on other aspects such as ease of use,
user friendliness, knowledge increase of users after using WEBLORS, and others. In
addition, future work will deal with the broad use of the system in different courses.
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Abstract. To reduce the cognitive overhead of understanding and orga-
nizing online learning materials using topic models, especially for new
learners not familiar with related domains, this paper proposes an effi-
cient and effective approach for generating high-quality labels as better
interpretation of topics discovered and typically visualized as a list of
top terms. Compared with previous methods dependent on complicated
post-processing processes or external resources, our phrase-based topic
inference method can generate and narrow down label candidates more
naturally and efficiently. The proposed approach is demonstrated and
examined with real data in our corporate learning platform.

Keywords: Topic model · Interpretability · Automatic topic labeling

1 Introduction

The Web can be described as an ocean of information and knowledge usable
for learning. However, online learning materials are usually scattered around
the Web, and not well described and structured so causing problems in their
use, search, organization and management [9]. Topic models are a useful tool
for understanding large document collections, which can be used to discover the
hidden themes that pervade the collection and annotate the documents according
to those themes, and further organize, summarize, and search learning materials.
It is of interest to visualize these topics in order to facilitate human interpretation
and exploration of the large amounts of unorganized documents, and a list of
most probable terms is the de facto representation of individual topics as shown
in Table 1. Most existing topic models are represented with unigrams as shown
in the first column of Table 1, which often provide ambiguous representation of
the topic and poor interpretability for new learners. Human interpretation often
relies on inherent grouping of words into phrases, and augmenting unigrams with
a list of probable phrases offers a more intuitively interpretable topic description
as shown in the second column of Table 1. Several phrase-based topic models
[3,9] have been proposed to discover topical phrases and address the prevalent
deficiency in visualizing topics using unigrams. However, the cognitive overhead
c© Springer Nature Switzerland AG 2019
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in interpreting a topic presented as a list of phrases can still be very high if
learners are not familiar with the related domains, and has lead to interest
in the task of automatically generating appropriate and meaningful phrases as
topic labels which can explicitly and clearly identify the topic themes [1,4,5].
For example, if we can generate the label natural language processing for
the topic in Table 1, and it would be easy to answer fundamental questions
from learners such as “What is the topic about?” [5]. All existing automatic
topic labeling methods [1,4,5] are using unigram-based topic inference under
the ‘bag-of-words’ assumption. Phrases are decomposed into unigrams and a
phrase’s meaning may be lost, and that causes difficulty in finding appropriate
phrases as candidate labels efficiently. These methods have to use additional
complicated post-processing processes or external resources as shown in Sect. 2.

Table 1. Real example of the topic on natural language processing discovered
and visualized by the unigram-based topic model and the phrase-based topic model,
respectively.

Unigram-based Phrase-based

Model Word embeddings

Language Natural language

Word Language model

Text Question answering

Task Machine translation

Question Sentiment analysis

Sentence Neural machine translation

Translation Natural language processing

Neural Text classification

Natural Word representation

This paper proposes an efficient and effective approach for generating high-
quality labels as better interpretation of topics discovered and typically visual-
ized as a list of top terms. Our phrase-based topic inference method can generate
and narrow down label candidates more naturally and efficiently. The proposed
approach is demonstrated and examined with real data in our corporate learning
platform.

2 Related Work

Mei et al. [5] introduced the method based on first extracting bigram collocations
from the topic-modelled document collection using a lexical association measure,
and then ranking them based on KL divergence with each topic. The quality of
phrase label candidates produced by [5] often are not stable, and in order to
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address the problem, Lau et al. [4] proposed using Wikipedia to automatically
label topics. First, they map the topic to a set of concepts by querying Wikipedia
using the top topic terms, and the top document titles from search results are
pooled to generate the label candidates, and label candidates are then ranked
using a number of lexical association features. Bhatia et al. [1] also proposed a
method using Wikipedia document titles as label candidates, which selects the
most relevant labels based on measuring distance between top topic terms and
Wikipedia document titles in terms of their corresponding neural embeddings
pre-computed using word2vec and doc2vec. Because their label candidates are
from Wikipedia document titles, [1,4] may not be applied to vertical domains
not well covered by Wikipedia. In addition, [4] is dependent on external search
APIs which also limits the general-purpose utility, and in [1] the scalability may
become an issue due to measuring similarity between topic terms and almost all
Wikipedia document titles.

3 Topic Labeling with Phrase-Based Topic Inference

As discussed in the previous section, separation of the phrase mining and topic
inference processes in the existing unigram-based methods [1,4,5] often produces
low-quality phrase candidates or suffers from poor scalability. The better method
is first mining phrases and segmenting each document into single and multiword
phrases, and then organically integrates phrase constraints into topic inference
[3,9]. Our method for topic labelling is briefly illustrated as follows.

3.1 Phrase Mining

Phrase mining is a text mining technique that discovers semantically meaningful
phrases from massive text. Recent data-driven approaches opt instead to make
use of frequency statistics in the corpus to address both candidate generation
and quality estimation [7,9]. They do not rely on complex linguistic feature gen-
eration, domain-specific rules or extensive labeling efforts. Instead, they rely on
large corpora containing hundreds of thousands of documents to help deliver
superior performance several indicators, including frequency, mutual informa-
tion, branching entropy and comparison to super/sub-sequences, were proposed
to extract n-grams that reliably indicate frequent, concise concepts [7,9].

3.2 Phrase-Based Topic Inference

After inducing a partition on each document, we perform phrase-based topic
inference [3] to associate the same topic to each word in a phrase and thus
naturally to the phrase as a whole. The inference process almost same as LDA
but with constraints on topics of phrases, and can be smoothly updated from
unigram-based topic inference of LDA with similar complexity. In addition, the
discovered topics can also be further refined in interactive processes based on
user feedbacks [10].
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3.3 Topic Label Generation

Presumably, a good label should be understandable to human, could capture the
meaning of the topic, and distinguish a topic from other topics [5]. As shown
in Table 1, the phrase-based topic models generate topics represented with more
meaningful and interpretable topical phrases for human instead of ambiguous
unigrams, which themselves offer natural candidates of topic labels without com-
plex and costly post-processing in [1,4,5]. For ranking and selecting topic labels,
the two methods in [1,5] are easily extended to support phrases in addition to
unigrams as shown in Sect. 4.

4 Experiments

The above topic labeling method with phrase-based topic inference was deployed
as a part of our corporate learning platform for data scientist training programs,
in which a database contains 39191 recent machine learning related papers. The
titles and abstracts of all papers were segmented into a collections of meaningful
phrases using the tool based on generalized suffix tree (GST) [9], and 20 topics
were extracted using our phrase-based topic models. The top-20 phrases from
each topic as label candidates are ranked using neural embedding distance [1] and
KL divergence [5], respectively. The ranking method based on neural embedding
distance supports both supervised and unsupervised modes, and the pre-trained
parameters in [1] were used. The existing unigram-based methods1 in [1,5] with
20 topics were also applied to the same corpus and compared with our method
by evaluations of three machine learning experts as shown in Table 2.

Table 2. The numbers of topics with appropriate labels well covering their themes
in top-1 and top-3 ranking results by phrase-based and unigram-based methods,
respectively.

Method Neural embeddings KL divergence

Supervised Unsupervised

Top-1 Top-3 Top-1 Top-3 Top-1 Top-3

Phrase 8 11 6 12 2 5

Unigram 5 9 1 7 0 0

The results in Table 2 show that our phrase-based method is significantly
better than the existing unigram-based methods. For the unigram-based meth-
ods, the supervised mode is much better than the unsupervised mode, but for
our phrase-based method, the supervised mode is only slightly better than the
unsupervised mode. It shows that the meaningful and interpretable phrases
1 One of search APIs used by [4] is not available any more, so it is skipped in the

experiments.
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themselves encoded with semantic information can partially offset the missing
supervision. The ranking method based on neural embedding distance is gener-
ally better than the method using KL divergence, and especially, the unigram-
based method with KL divergence ranking is very unstable and cannot find
appropriate labels for all 20 topics. The neural embeddings are very useful rep-
resentation for topic labeling, and currently we only use a naive way to average

Table 3. Real examples of topic label candidates generated by [1] using supervised
ranking based on neural embedding.

Topic Label assigned by experts: reinforcement learning
Top-20 topical terms (unigrams)
learning, reinforcement, policy, control, decision,
agents, agent, state, approach, learn, game, robot,
planning, problem, value, reward, actions, optimal,
policies, algorithm
Top-3 label candidates
policy, problem solving, optimization problem

Table 4. Topic labels generated by our phrase-based method using supervised ranking
based on neural embedding.

Topic Label assigned by experts: visual recognition
Top-20 topical terms (phrases)
object detection, face recognition, object recognition,
semantic segmentation, action recognition, face images,
pose estimation, image classification, image captioning,
video frames, image and video, visual features,
face detection, facial expression, video sequences
feature extraction, saliency map, PASCAL VOC,
visual recognition, object categories
Top-3 label candidates
action recognition, object recognition, face recognition

Topic Label assigned by experts: N/A
Top-20 topical terms (phrases)
time series, anomaly detection, community detection,
outlier detection, gene expression, human brain,
time series data, breast cancer, spiking neurons,
pattern mining, concept drift, Alzheimers disease,
brain activity, multivariate time series, EEG signals,
synaptic weights, biologically plausible, fMRI data,
detect anomalies, firing rates
Top-3 label candidates
outlier detection, community detection, detect anomalies
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the embeddings of all words contained for the corresponding phrase embedding,
so there is a lot of space to improve with the latest progress on neural embedding
of phrases and sentences [2,6].

As shown in Table 3, the unigram-based methods of [1] often generate topic
labels which are susceptible to deviate from the topic themes. The topic labels are
prone to be too general for appropriately describing topic themes due to limita-
tion of Wikipedia document titles, and not informative for human interpretation.
For the two topics in Table 4, although our phrase-based method sometimes do
not generate topic labels fully covering topic themes, but still presents impor-
tant aspects which are informative for human interpretability. Actually, even a
human is hard to interpret and assign a succinct and meaningful label with one
single phrase for the second topic in Table 4.

5 Conclusion and Future Work

This paper presents an efficient approach to generate high-quality topic labels
using phrase-based topic models in order to reduce the cognitive overhead under-
standing and organizing online learning materials using topic models, and the
experimental results also showed the effectiveness of the proposed method. In
the future, the phrase neural embeddings can be refined and updated with the
latest pre-trained contextualized representations such as ELMO or BERT [2,6],
which capture semantics of phrases and topics more accurately and are highly
likely to improve topic labeling. Recently, Vilnis et al. [8] advocated moving
beyond vector point representations to continuous densities in latent space such
as Gaussian embeddings, and found its ability to learn unsupervised entailment
between concepts of corresponding phrases, which may also offer informative
cues for better topic labeling with a succinct phrase.
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Abstract. AI-based learning platforms (AILPs) are becoming an increasingly
important component of knowledge-based societies. AILP development and
exploitation is deeply rooted in the PEST environment and requires a thorough
strategic plan of the social, and research impacts over a mid to long-term per-
spective. This paper presents the learning technology-profiled part of the strategic
impact planning for an innovative intelligent learning platform and knowledge
repository, referred to as ‘the Platform’, developed within a Horizon 2020 pro-
ject. It also discusses selected results of the recent Delphi survey on the learning
platform’s future and the methodological background of the strategy building
process for an AILP. This four-round/real-time forward-looking activity com-
bined policy and decision Delphi focused on the identification of factors
influencing the future performance and educational impact of the Platform. The
strategy building involved two stages. Stage 1 was devoted to establishing the
boundary conditions for the Platform’s activity and user community building,
while Stage 2 delivered the final action plan aimed at ensuring the Platform’s
digital sustainability, financial viability, and social acceptance. Plausible
exploitation scenarios were complemented by an impact model established with
anticipatory networks. All this information was used in the final collaborative
roadmapping, which situated the Platform exploitation in the real-life context.

Keywords: Learning platforms � Artificial Intelligence � Delphi survey �
Technological forecasting � Strategic planning � Intelligent knowledge
repositories

1 Introduction

The rapidly growing relevance of AI-based digital learning platforms (AILPs) for the
development of knowledge societies and Industry 4.0 is a challenge in defining new
educational, research, social, and economic policy goals from regional to European
levels. AI-based digital ecosystems comprising learning communities around platforms
and social media, the high-tech sector providing software and services, the related
research and its governance, are crucial in ensuring a positive impact and wide
acceptance of learning-related AI strategies. It is also important to select priorities for
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EU-financed educational projects in Horizon Europe and in other forthcoming research
programmes. When supported by public funds, AILP development is deeply rooted in
the PEST (Political, Economic, Social and Technological) environment, and it requires
a thorough strategic plan of the social and economic impacts over a mid- to long-term
perspective. Strategic planning should be aligned with technological progress, specif-
ically in the emerging areas of Artificial Intelligence, Big Data, and Global Expert
Systems [10], with an emphasis put on recommendation and decision support [12].

Despite the relevance of AILPs, very few publicly accessible AILP strategies or
descriptions of strategic technological planning approaches exist. Those available refer
mostly to e-learning course repositories [2, 5, 6]. When defining the policy framework
for an AI-based knowledge repository developed within a Horizon 2020 EU research
project [www.moving-project.eu], the above situation created a need to develop
methodological foundations for AILP-oriented strategic planning in the context of
future learning technology needs. An outline of this methodology is presented in the
next section. Section 3 presents a novel expert knowledge elicitation and processing
tool that utilizes innovative ‘extrapolation Delphi’ surveys [www.forgnosis.eu] to
construct an AILP technological strategy and estimate its social and economic impact.
In Sect. 4, we present an application of this tool to define the social, economic, market,
and business-oriented research environments of learning platforms. These were applied
in the technological roadmapping of the generic learning platform that stores online
courses, manuals and scholarly papers, video files, economic and other information
useful for learners. We will refer to this AILP as the Platform. Its operation is supported
by a number of AI-based tools, from content-based automatic video annotation and
retrieval, to intelligent educational recommenders and creativity stimulation tools [12].
Its primary application is to support learning and provide open guided knowledge to
public administrators, students and young researchers [13].

In this presentation of the AILP strategy building process and its educational
implications, we will focus on the methodology of generating future visions of the
Platform, functioning with a flexible Delphi survey support system based on a novel
forward extrapolation methodology. The survey offers a variety of question and/or
statement types, sophisticated statistical analysis and other methods to handle uncer-
tainties, as well as a user-friendly interface. It can be run in various modes that suit the
survey goals and gather expert knowledge in multiple rounds, as a real-time Delphi or
as a hybrid of both. The cloud-based Delphi application was offered to the project team
in SaaS mode [11]. It can also be used as a basis for designing further customised
expert information retrieval and fusion exercises for a broad spectrum of learning and
research needs, as well as it can serve as an AI-based learning tool itself.

2 Methodological Approaches to AILP Impact Assessment

Impact modelling and strategy building for the Platform was designed as a generic
process to serve a large class of AILPs. It was split into the following two stages:

a. Establishing the boundary conditions for AILP activity, exploitation and learning
community building (Stage 1).
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b. Delivering the final exploitation strategy aimed at ensuring digital sustainability,
financial viability and social acceptance, taking into account plausible scenarios of
the PEST environment resulting from an expert Delphi survey (Stage 2).

Forecasts were obtained from experts at both stages as outcomes of the Delphi
survey and used to build an anticipatory network (AN) impact model cf. e.g. [9, 14].
The AN-based methodology has already proved useful in multicriteria strategic plan-
ning [14]. The ANs provide constructive algorithms for computing nondominated
strategic plans that comply with a given anticipatory preference structure. The pref-
erences of stakeholders, policy makers and other decision makers (i.e. those responsible
for shaping the Platform’s future and beneficiaries) can be taken into account. We will
provide indications on how to apply anticipatory decision-making principles in con-
structing and filtering scenarios corresponding to rational and sustainable future AILP
visions. AN-based assessment processes allow the analyst to select a subset of nor-
mative scenarios corresponding to the most preferred states of the future and subse-
quently run an AN-based backcasting [14]. By definition, the best normative scenario
describes the most desired future elicited from AILP stakeholders, starting from the
current best-compromise decision of the AILP management team and passing through
the intermediate states that correspond to the interim goals of the AILP development
project. The strategic goals were derived from:

• Expert information concerning future trends in education technology.
• A study of the PEST environment followed by a SWOTC (Strength, Weaknesses,

Opportunities, Threats, and Challenges) analysis.
• An AN-based impact model within an analytic strategic planning process that

follows a technological roadmapping scheme.

This analytical and collaborative process ensures the selection of the best-
compromise decision sequence, or another scenario that comes close, in the sense of
reaching the best expected values of the prescribed Platform performance criteria,
under different forecasts of external circumstances. Specifically, given the forecasts or
scenarios, the strategic planning algorithm computes decisions that correspond to the
optimal social and economic impacts of the Platform operation. This is the core pro-
cedure of the backward planning process. As the Platform’s external circumstances are
policy- and technology-dependent, the above procedure allows us to determine the
conditions that can make the above optimum provisions and favourite circumstances
real. Assuming that AILP usage principles by an average individual user do not differ
considerably worldwide, we can derive general indications on the functioning of
intelligent digital repositories, learning, and other knowledge platforms.

2.1 A Delphi Support System to Elicit Forward-Oriented Expert
Knowledge

Future visions of the Platform’s function, its PEST environment and learning tech-
nology progress are fundamental to the strategy building process. These have been
obtained from experts with a flexible Delphi survey support system (DeSS, [11]).
Unknown future parameters to be inserted into the social and economic impact models
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resulted from a novel forward extrapolation approach used in the survey, which can be
summarised as follows.

First, experts provide quantitative estimations of the relevant variables for a few
predefined forecasting horizons. These estimations, together with a current state
assessment, are then used to fit a regression curve that can yield significant extrapo-
lations even beyond the farthest predefined forecasting horizon. The survey offers
a variety of question and/or statement types, sophisticated statistical analysis and other
uncertainty handling methods, as well as a user-friendly interface. It can be run in
policy or in decision Delphi modes [11, 13] as well as gather expert knowledge over
multiple rounds, as a real-time Delphi, or as a hybrid of both. The survey software used
(ForgnosisTM, cf. [11] for details) provides a number of features. Among other things, it
can detect duplicate replies, correlated replies, as well as verify the content of each
individual reply (e.g. detect random entries, check the justification consistency).

The objective nature of the information obtained from experts is ensured by the
manner in which the survey is organised [4]. A preceding “Round 0” is established to
allow the Platform stakeholders to determine the scope of the survey. The first stage is
aimed at reaching an internal consensus among the decision makers and experts, while
the main goal of the second stage is to expand the future vision and seek new
opportunities and challenges, cf. [11, 15]. Both stages consist of two rounds. Rounds 1
and 2 were performed in multi-round mode [11] while Rounds 3 and 4 were organised
as a real-time Delphi [3] – an adaptive advisory activity. Participation in the survey was
open to the Platform owners and developers staff as well as external experts who were
not directly involved in the project’s execution, such as higher university management
staff, members of the scientific and supervisory councils, etc.

The results of the survey are intended to evaluate the internal conditions and
external circumstances under which the Platform will be exploited. This information is
necessary to build its sustainability strategy. Thus, the survey touched upon develop-
ment trends of AI technologies enabling the future evolution of the Platform. These
included autonomic web search technologies, Internet evolution prospects, creativity
support systems, data mining techniques, content-based information retrieval, and
multimedia searches. Furthermore, when responding to the survey, experts provided
relevant information on the anticipated economic, social, and political environments,
Platform’s learning services and functionalities that may be offered in the future, and
feasibility of strategic goals and future business models of the Platform.

The first stage of the survey was aimed at eliciting project staff opinion on the
exploitation of the Platform during the project’s durability period (2019-2024) and
beyond (until 2030). This stage corresponded to the ‘decision Delphi’ [13] type of
exercise, popular in corporate foresight activities. Its characteristic feature involves
decision makers that may have some influence on the future visions provided in the
survey. According to the ‘decision Delphi’ principles, Rounds 1 and 2 were focused on
internal consensus building regarding all aspects of the Platform’s sustainability, in
particular digital sustainability, cf. [1]. Participation in this stage of the survey allowed
the project staff to better understand diverse aspects of the Platform’s technological
viability and the relation to its future development.

The second stage consisted of Rounds 3 and 4. They included questions that did not
yield consensus during the first stage of the survey and focused on research and
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macroeconomic aspects of AILP development. Besides reaching a consensus on gen-
eral issues, the aim of Stage 2 was also to detect any change in the internal or external
circumstances that might affect the Platform’s development and performance.

The cloud-based Delphi application (DeSS) was used in Software-as–a-Service
(SaaS) mode, with some Platform-as–a-Service (PaaS) features. This application turns
out suitable to design further customised expert information retrieval and fusion
exercises for various educational and research needs. The survey has been available at
the dedicated web page www.moving-survey.ipbf.eu where experts can register to
participate in the ongoing activities. More details on the underlying Delphi method-
ology are provided in [11].

2.2 Expert Information Elicited and Analysis of Survey Results

The Delphi survey variant with confidence management was selected as best suited for
this type of survey, where the participants were experts in specialised fields [10] such
as learning technology, pedagogy, or sociology. According to its principles, the survey
questions are presented to all participants but not all of them had to reply all questions.
Experience resulting from earlier surveys within thematic areas related to e-learning
and learning support systems has been taken into account (cf. [5, 7, 8]).

The replies obtained from different respondents to the same question have been
fused together using weighted averaging approaches and triangular fuzzy values to
account for confidence coefficients. An initial value for “degree of confidence” (usually
based on a 5-value Likert scale) could be self-assessed by the respondents for each
question or group of questions. This made it possible to consider opinions of those
respondents who are not experts in the specific field covered by the survey but are
nonetheless capable of contributing valuable ideas, yet with a lower weight. Uncer-
tainty handling with random-fuzzy distributions turned out to be a suitable technique
for this kind of data. The fuzzy factors described the uncertainty related to diversified
competences, while the stochastic properties of the reply dataset were used to fuse
individual replies. The overall methodology is explained in detail in a context-based
online help manual available to users after logging into the survey system.

3 Analysis of Survey Results and Intra-round Convergence

A DeSS questionnaire with three subordinated questions concerning the relevance of
future risk factors that may affect the Platform demonstrates the survey in action
(cf. www.moving-platform.ipbf.eu: Subsect. 3, question 6). An analysis of the replies
shown in Fig. 1 (next page) looks at the relevance of the six risk factors related to the
implementation and operation of learning platforms (listed in the Fig. 1 legend). The
risk factors with the highest potential impact on the Platform were pre-selected during
the Delphi “Round-0” from about 20 candidate factors. The impact assessments (hor-
izontal axis) are confronted with the uncertainty (vertical axis) of respondents assessing
them. The latter is the standard deviation of replies. Both factors are expressed in 5-point
Likert scale points, where the numerical values 1 to 5 correspond to naturally ordered
scale values: “irrelevant” (1), “low-relevance” (2), to “very relevant” (5). One can

278 A. M. J. Skulimowski

http://www.moving-survey.ipbf.eu
http://www.moving-platform.ipbf.eu


observe that data protection and data privacy have been identified as the most relevant
risk factors, with slightly decreasing relevance until 2030. The uncertainty related to risk
factor assessment increases with time for the three factors (a), (b) and (e), which may be
explained as a natural consequence of confidence intervals growing with more distant
forecasting horizons. However, an uncertainty increase accompanied by the growing
relevance of the remaining risk factors (c), (d), and (f) indicates a growing consensus
regarding the expected threat growth. These results have been applied in the risk
analysis component of the Platform’s sustainability strategy.

A similar analysis of Delphi results was performed for the group relevance
assessment of learning technologies, such as user creativity measurement and stimu-
lation tools, augmented and virtual reality, or serious educational games.

Presented below is another sample set of results for the following Delphi question:

Fig. 1. Relevance/uncertainty analysis of risk until 2030. Values on both axes are expressed in
5-value Likert scale points factors with the highest potential impact on the Platform. The arrow
directions coincide with time flow, ending at the state expected
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Subsection 1. Question 6. “Integration of knowledge on the Internet with the Platform will 
allow for a new quality of replies to queries, which is unavailable with contemporary analysis 
methods. Please specify in % the share of problems which may get more relevant responses 
with the autonomous Platform services, compared to the queries replied by human experts”

Table 1 contains a sample set of statistical characteristics of replies and a basic
analysis. Unless indicated otherwise, table entries are given in percent or in percent
points. It also provides the values of classical consensus measures yi, i = 1, 2, 3, for
question 1.6, where y1 is the standard deviation r, y2 – the sum of standard semi-
deviations, y2 = r_ + r+, and y3 is the interquartile range (IQR), by definition IQR: =
3rd quartile – 1st quartile. The above measures have been used to measure consensus
achievement for all questions. The convergence between rounds has been measured as

n yð Þ ¼ 1� y round2ð Þ=y round1ð Þð Þ � 100%;where y ¼ y1 or y ¼ y2 or y ¼ y3 ð1Þ

or as the Kullback-Leibler divergence of the empirical reply distributions in the sub-
sequent (n-th and (n + 1)st) rounds.

Table 1. Statistical analysis of replies to Question 1.6 of the Delphi survey (www.moving-
survey.ipbf.eu); statistical characteristics calculated with respondents’ competence coefficients

Share of queries which may get more relevant responses with the autonomous AILP services

Forecast horizons 2019 2020 2025 2030

Round 1 Round 2 Round 1 Round 2 Round 1 Round 2 Round 1 Round 2

Average (�x) 50,74% 46,34% 52,60% 48,05% 57,03% 53,54% 62,08% 56,87%
No. of replies 17 15 17 15 17 15 17 15
Standard deviation
(r)

30,22 24,52 31,05 24,66 29,22 23,11 28,04 22,95

Std. semidev. left
(r_)

19,09 14,2 19,92 15,12 19,12 15,22 19,68 16,31

Std. semidev. right
(r+)

23,42 19,99 23,81 19,49 22,09 17,39 19,98 16,15

1. quartile (q1) 23,09% 30% 23,09% 30% 35,28% 39,98% 41,21% 50%
Median (2. quartile,
q2)

38,57% 40% 39% 43,58% 45% 50% 57,50% 51,65%

3. quartile (q3) 65,43% 50% 75,43% 50,83% 84,07% 55,83% 89,50% 61,83%

IQR: = q3 − q1 42,34 20 52,34 20,83 48,79 15,85 48,29 11,83
No. of clusters of
replies

2 1 2 1 2 1 1 1

Consensus reached No Yes No Yes No Yes No Yes

No. of outliers
removed

2 0 2 0 2 0 2 0

Convergence between rounds n(y): = (1 − y(round2)/y(round1)) * 100%, y = y1 or y = y2 or y = y3
n(y1), where y1: = r 18,86% 20,58% 20,91% 18,15%

n(y2), where
y2: = r_ + r+

19,57% 20,86% 20,87% 18,15%

n(y3), where
y3: = IQR

52,76% 60,20% 67,51% 75,50%
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The quartiles provided in Table 1 are complemented by the quintiles shown in
Fig. 2 (right). The left part of Fig. 2 shows the histograms of replies to question 1.6 for
the forecasting horizons 2020, 2025, and 2030, showing the number of clusters of
replies.

The emergence of statistically significant clusters indicates a lack of consensus but
provides indications concerning the potential existence of several exploratory scenarios
of the investigated factor or variable [15]. It is worth noting that in the above question,
there was only one significant cluster of replies and a consensus was reached in round 2
for all forecasting horizons. It should be noted that a consensus, in terms of
IQR/2 < 20%, was reached for 48 out of 96 questions in Round 2 for the main fore-
casting horizon of 2025, selected as the end of the minimum durability period of the
Platform. The number of questions with consensus decreased to 41 out of 96 for the
year 2030. However, all but one of the Delphi statements for 2025 exhibited a con-
vergence between subsequent Rounds 1 and 2 with respect to all the indicators (1) with
y = yi, i = 1, 2, 3, and the Kullback-Leibler divergence used as convergence measures.

Fig. 2. Histograms (upper diagram) and the quintiles with the median (lower diagram) of replies
to Question 1.6
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4 The Strategy Building for an AILP

The information received from survey respondents was fused and analysed. The out-
comes of the survey together with bibliometric, patentometric and demographics data
were then used as the input needed to build an anticipatory network (AN) that models
all relevant future impacts relative to the AILP analysed. The network includes all
relations between actors, factors, trends, and plausible random future events. ANs are a
relatively new tool in decision theory, rooted in anticipatory system theory [14]. This
theory formalises and fuses multi-stage multicriteria forward planning, and multicriteria
backcasting. ANs generalise earlier anticipatory models of decision impact in multi-
criteria problem solving and constitute an alternative decision model to utility or value
function estimations and to diverse heuristics [14]. An AN is a directed multigraph with
no loops, nodes modelling the decision problems, and edges modelling the relations
between them. Every AN must have at least one starting node (with no predecessors)
which models a present-time multicriteria strategic decision problem. The other nodes
model decisions made for future multicriteria problems that will be solved by the same
or other decision makers. The edges of the first kind model the causal dependence of
decision problems on solutions to previous problems. There may be several causal
relations and corresponding edge classes in one network. Subsequent decisions that are
made along a chain of causal dependences in an anticipatory network model the
consequences of decisions made at earlier nodes in the chain.

The decision is made after a constructive analysis of causal relations that link the
outcomes of the current problem with their future consequences [14]. In case of the
learning platform, the starting problem corresponds to the decisions of the coordinating
bodies of the consortium jointly developing this AILP, while the ‘next generations’
correspond to the future management of this AILP. The other decision makers are
responsible for user community building, technology acquisition, or development. The
overall strategic technological planning process comprised of the following:

• A forward-looking activity aimed at identifying the internal and environmental
factors influencing the future performance and impact of the Platform. The activity
combines a four-round/real-time novel policy and decision Delphi survey with an
AN impact model established with the parameters delivered as survey outcomes.

• A dynamic (2-stage, real-time) SWOTC (SWOT with Challenges) exercise, which
provides additional inputs to the Risk Matrix analysis and the final roadmapping.

• Technological and anticipatory planning that delivers the final strategy with three
exploitation scenarios resulting from the Delphi survey and an AN-based action
plan ensuring AILP digital sustainability, economic viability and social acceptance.

• Roadmapping-based technological planning of the learning platform operation.
• Social impact analysis with ANs, cellular automata, and Bayesian network models.

A scheme of the overall generic strategy building process, which was applied for
the Platform as a representative case of AILP, is presented in Fig. 3, cf. also [13].
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5 Conclusions

As a general conclusion, it should be noted that the expert knowledge acquisition and
strategic decision making methods presented in this paper define a complete computing
background for technological planning of an AI-based learning platform. It consists of
an online Delphi survey support system (DeSS), an AN building tool, and generic
roadmapping support system that form together a strategic Decision Support System
(DSS) allowing an analyst to gather and efficiently deploy technological foresight
results. Nevertheless, the above-presented DeSS can also be used as a stand-alone DSS.
When used jointly with analytic impact modelling tools, future circumstances can be
analysed quantitatively and algorithmic action plans can be defined for complex AI-
based learning management systems such as AILPs. Thanks to a growing number of
publicly available foresight results and an accessibility of open source web information
repositories, the hitherto barely affordable strategy building processes can be performed
satisfactorily as a combination of an online Delphi survey, other collaborative activities
such as SWOTC, roadmapping, and interactive multicriteria decision making with
anticipatory preference information and trade-offs between criteria.

The novel forward extrapolation methodology used in the above-presented DeSS
offers a variety of question and/or statement types, a sophisticated statistical analysis
and other uncertainty handling methods as well as a user-friendly interface. It can be
run in policy as well as decision Delphi modes, gather and fuse expert knowledge in
multiple rounds, as a real-time Delphi, or as a hybrid of both. The final results of
outcomes was presented to the decision makers as technology or functionality rankings.

We have shown in previous sections that the overall approach proved useful in
building a multiple-context learning platform strategy, exemplifying a larger class of
similar applications. The Delphi survey assured a persistent deployment of contribu-
tions from experts knowledgeable in the field of technologies and AILP markets.

Finally, let us note that the models and applications presented in this paper can
benefit from a synergy with other foresight and forecasting methods and IT tools such
as foresight and roadmapping support systems.

Acknowledgment. The author is grateful for the support of the Horizon 2020 research project
MOVING financed by the EC, contract No. 693092.

Fig. 3. A technological planning scheme for a generic AI-based digital learning platform
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Abstract. Research suggests that an interdisciplinary approach, where students
can gather and evaluate evidence, and make sense of information they receive,
can enhance students’ learning and better model various processes and phe-
nomena in the real world [1]. However, it might create challenges for teachers to
design integrated learning scenarios in authentic outdoor settings. The general
aim of the paper is to analyze the content of integrated learning scenarios
supported with technologies (mobile devices, online applications, sensors and
educational robotics) in outdoor settings created by teachers from 6 K-12
schools to understand the characteristics of outdoor learning scenarios, the type
of knowledge and level of contextualization these scenarios anticipate. The
content analysis of the integrated learning scenarios demonstrates that the
teachers tend to design learning scenarios, which hardly embrace learning
contexts and enable to support higher order knowledge building types.

Keywords: Outdoor learning � Subject integration � Knowledge types �Mobile
learning � Contextualization

1 Introduction

Different state level educational strategies emphasize a student-centered approach in
authentic real life settings, which are supported by a set of digital technology to enrich
learning processes and make learning and teaching more engaging and efficient. Taking
some of the learning activities outside the classrooms into authentic settings has a great
potential to connect knowledge building to the real world. This means providing stu-
dents with learning experiences where they can solve complex natural problems, which
require implementing knowledge and skills from different subjects. However, planning,
designing and implementing learning activities outside the familiar classroom envi-
ronment might be a challenging task for teachers, in particular, to design learning
scenarios in which integrated knowledge building [2] happens through exploration and
inquiry facilitated by mobile technologies. The study presented in this paper takes a
closer look at the content of learning scenarios teachers have designed from the fol-
lowing perspectives: (1) What are the characteristics of outdoor integrated learning
scenarios? (2) To what extent and what kind of knowledge components and context
types do learning scenarios anticipate?
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2 Mobile and Contextualized Outdoor Learning

Mobile technologies such as smart phones, web-based applications, sensors, etc.
support problem-solving and inquiry learning, inviting learners to be engaged in
reflective, explorative and scientific thinking, which makes learning highly motivating
[3–7]. Mobile technology can extend, enhance, enrich, challenge and disrupt existing
ideas and assumptions about learning [8]. In this paper we define mobile learning as
“the process of coming to know and being able to operate successfully in, and across,
new and ever changing contexts and learning spaces” ([9] p. 66). A numerous physical
and virtual spaces can be turned into interesting and motivational learning settings
creating specific authentic contexts for learning. These contexts produce or enforce a
more fluid, fragmented and transient movement between multiple spaces [8] with the
support of a set of various personal and institutional mobile technologies. Operating
between multiple contexts brings along one of the biggest challenges for students. They
are supposed to make abstractions from their learning experience so that knowledge
gained in one specific context can be successfully applied across many contexts.
Sharples [10] defines three types of contextualized learning: learning in context means
that the learner is aware of being situated within an environment that is fashioned to
enable learning; learning through context means that the learner experiences context as
a means to satisfy learning goals by deliberately or implicitly creating and augmenting
interactions with people, environments and materials; learning about context means the
natural surroundings become the object of learning [10]. Designing learning experi-
ences for outside the classroom settings, the learning activity itself should be situa-
tional and connected to the context it takes place. According to [11] and [12]
knowledge of context is the most critical feature of problem solving. The central
research challenge is to reconcile these three perspectives of contextualized learning
and understand the interplay between them [10].

3 Knowledge Building Components

Researchers have developed several frameworks for classifying knowledge types, such
as individual/group/public, internalized/externalized, accessible/not accessible,
according to modalities, etc. Burgin [13] outlines operational levels of knowledge,
which are sequenced from the lowest to highest: (1) Knowledge as an ability to per-
ceive the object; (2) Knowledge as an ability to do something with the object
(3) Knowledge as an ability to use the object for some purpose. A rather typical
distinction has been made between “know-that” as descriptive/declarative knowledge
(explicit fundamental form of knowledge, such as facts) and “know-how” as
operational/procedural knowledge (knowledge that is manifested in the use of a skill)
[14]. According to Ryle [13] it is possible to have lots of knowledge-that without
possessing any knowledge-how [13]. Shavelson, Ruiz-Primo and Wiley [15] have
emphasized a conceptual framework for characterizing science goals and student
achievement according to the level of knowledge sophistication:
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• Declarative knowledge (knowing that/what/about) refers to domain-specific con-
tent, such as factual information, definitions and descriptions.

• Procedural knowledge (knowing how) refers to information that is needed to
accomplish a particular task or the ability to solve a problem. This knowledge type
encompasses a group of specific strategies and skills, involves understanding
concepts, and applying rules and sequences that govern relationships.

• Schematic or axiomatic knowledge (knowing why) refers to explanatory knowledge
enabling students to move a step beyond know-how and create opportunities to deal
with unknown interactions and unseen situations applying principles, schemes,
rules, etc. [13].

• Strategic or conditional knowledge (knowing when) refers to knowledge, when and
where to apply and not to apply a skill, strategy, and procedure.

The aforementioned problem-oriented knowledge classification [15] has been taken
as a basis for analyzing learning scenarios, which have been designed by the teachers
for outdoor learning experiences.

4 Research Context

Six schools have been invited to participate in a project “Integrated mobile outdoor
learning in K-12 education”, which focuses on designing and testing integrated,
technology supported outdoor learning scenarios. This four year project aims to co-
develop with teachers 72 integrated mobile outdoor learning scenarios, which are
supported by a set of mobile technological solutions: personal/institutional smart
phones, a web- and location-based application Avastusrada (avastusrada.ee), Vernier
sensors for measuring different environmental conditions in a chosen location point,
EV3 robot’s brain for reading the measures from the sensors and additional physical
objects for supporting measurements in outdoor settings. According to the project
focus, the scenarios should encompass applied dimension of learning and require
students to combine accumulated subject specific knowledge and skills to scientifically
and creatively tackle authentic real-world phenomena and problems.

Avastusrada - Avastusrada is a web-based tool for creating and playing location-based
learning tracks outside the classrooms. Using Avastusrada requires a smart-phone or a
tablet, which has an Internet connection (WiFi, 3G or 4G) that allows making use of
GPS location services. Teachers can create questions related to chosen locations and
incorporate them into meaningful holistic tracks. Questions can be textual, include
photos, videos, audio or animations for additional information. The Avastusrada
application offers a list of templates for creating different types of questions: multiple
choice answers, free form answers, one correct answer, providing info and photos. For
each location point of the track different types of tasks could be created allowing
players for instance to explore the surrounding, answer the questions or carry out some
measuring in the surrounding and submit the value. The location points with questions
and tasks get activated when students reach the particular location (see Fig. 1) and will
be turned to green as soon as the answer to the question or the task has been submitted.
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Depending on how the track has been designed, the students can visit location points
randomly or in a predefined order.

Vernier Sensors and EV3 Brain - Vernier sensors are designed specifically for active,
hands-on experiments allowing carrying out various measurements in outdoor settings.
Due to some economical reasons of our project, the sensors are used in combination
with an EV3 robot’s brain to read measured data. The data can be inserted manually by
students to Avastusrada application as an answer to a question in the particular location
point.

5 Methodology

The research presented in this paper aims to take a closer look at the scenarios the
teachers have designed for K-12 school students. As the project is still running, 25
scenarios have been designed and tested with the students and have been included into
the analysis. The content analysis focused on the following aspects: subject-integration,
used question types predefined by Avastusrada, anticipated knowledge components
and contextualization in these scenarios. The aim was to understand teachers’ capa-
bilities to create interdisciplinary learning scenarios for outdoor settings supported by a
set of mobile applications. Regarding the interdisciplinary aspect, the subjects were
divided into 4 categories. Physics, Chemistry, Biology, Geography and Science formed
a group Science. Estonian and Literature, English and Russian formed a group Lan-
guages, Mathematics and Informatics were grouped as Mathematics and other subjects
e.g. Physical Education, Art, Music, Traffic and Sustainability were grouped together
under a category Other Subjects. For extracting potential knowledge components from
these scenarios, the previously described conceptual framework by [15] was applied as
a prescriptive model. The scenarios were also assessed in terms of context types
according Sharples [10]. Two researchers independently analyzed the scenarios
according to the aforementioned frameworks and occurred differences were discussed
and agreed.

Fig. 1. A screenshot of Avastusrada.
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6 Results and Discussion

6.1 General Data and Subjects Integration in Learning Scenarios

Teachers from six schools have created 25 integrated outdoor learning scenarios that
incorporate mobile tools. The scenarios were designed for different age levels from 1st

to 9th grade. For the first school level (grades 1–3) 1 track, for second level (4–) 12
tracks, for third level (7–9) 9 tracks and for second to third level (4–9) 3 tracks were
created. All the analyzed scenarios were meant for use during the class lesson and were
designed as a pair or group work. The longest track was 11 km and the shortest 200
meters long. The scenario with most location points had 16 and shortest 2 different
location points. In every location point it was possible to add several questions.
Minimum number of questions in one scenario was 6 and maximum was 86. Total 465
questions were created.

The number of integrated subjects varied between 2–7 subjects. First school level
track integrated 3 subjects: Estonian, Science and Art. The second level tracks inte-
grated subjects in various combinations, for instance such as Science, Estonian,
Physical Education, Russian. In the third level the subjects were combined, for
instance, as follows: English, Russian, Estonian, Human Studies, Mathematics, Phy-
sics, Physical Education. 5–7 subjects were integrated for the second to third level
scenarios, for example Physical Education, Mathematics, Science, Human Studies.
Based on the collected data the teachers have designed learning scenarios with different
subjects, but Math, Science and Estonian language seem to be the most popular
combination. However, our initial content analysis doesn’t reveal yet the meaning-
fulness and coherence of the subjects’ integration.

6.2 Question Types in Learning Scenarios

While creating a track in Avastusrada it is possible to choose a question type (see
Sect. 4). 59% of the questions were a free form answer type (see Table 1), which gives
teachers a lot of freedom to develop the questions and tasks, and is the easiest type for
the teachers to create.

Out of 465 questions 64% belonged to the group Science. Within that group there
was more diversity in terms of question types: free form 58%, one correct answer 19%,
multiple correct answers 11%, 6% of the questions were info and 4% were photo tasks.
In the group of Languages 60 questions were found, which were more homogeneous:
free form answer 62%, one correct answer 33%. The group Mathematics consisted of
80% of free form answers, one correct answer 18%. The group Other Subjects

Table 1. Question type distribution in the learning scenarios.

Total One correct
answer

Multiple correct
answers

Free form
answer

Photo Info Not
marked

465 90 (20%) 39 (8%) 274 (59%) 35 (7,6%) 25 (5%) 2 (0,4%)
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contained subjects that were different from each other by their nature and that is
reflected also in the used question types: photo task 46%, free form answer 43%, one
correct answer and multiple correct answers were used equally in 5% of the cases.
19 questions were not related to any subjects. It seems that with other subjects than
Science, the teachers have rather similar type of questions in mind. Is it because the
teachers’ perceived affordances of the application are limited, they lack know how or
the reason is somewhere else, needs further investigation.

6.3 Knowledge Types in Learning Scenarios by Subject Groups

All the questions in the learning scenarios were categorized based on the knowledge
components framework. 45% of the questions address procedural knowledge on how to
use previously existing knowledge (see Table 2). 43% of the questions were about using
declarative knowledge, mostly tasks about defining, describing or finding information.
The questions about knowing when to use principles, existing facts or strategies related
to the topic were not found. Only 10% of the questions were explanatory type that would
relate the procedural knowledge to unseen relations and principles to use in other
situations. As the number of questions that addresses procedural knowledge makes up
almost half of the questions, then it seems that a lot of practical tasks are left without
further analysis, which won’t help to make relations or understanding overall principles,
strategies that students could relate to in new situations.

Table 3 shows that for the Science group mainly declarative and procedural
knowledge types were represented. This group emphasized most the axiomatic
knowledge. In overall it can be seen that the knowledge types vary in the subject
groups. While declarative type is more presented in Language groups, then the pro-
cedural knowledge type in all the subject groups, however, proportionally more in
Mathematics and in the Other Subjects group. This finding is in line with Crompton
et al. [16] study where in mathematics procedural tasks were found to be the most
common. The axiomatic type was mostly represented in Science group; nevertheless
the number of that knowledge type is small compared to the other types.

Table 2. Distribution of knowledge types in the learning scenarios.

Total Knowing
what

Knowing
how

Knowing
when

Knowing
why

Several
types

Not
marked

465 203 211 0 47 4 1

Table 3. Distribution of knowledge types by subject groups.

Total Knowing what Knowing how Knowing why Several types

Sciences 298 128 122 44 4
Languages 60 45 13 2 0
Mathematics 51 5 45 1 0
Other subjects 37 12 24 1 0
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6.4 Contextualization of Questions in Learning Scenarios

As mentioned before, learning outside the classroom happens in different contexts
enabling to design learning activities related to the chosen location point emphasizing
the authenticity of learning. The data demonstrates 211 questions can be categorized as
learning in context, which means that the students have to be in a certain location for
answering the question, however, they don’t need to interact with anything nor anyone
in that location for solving the task. 186 questions were connected to the selected
location point, where the context was perceived as a means to satisfy performing the
learning task. 68 questions required interaction with the surrounding, people or
materials in that location and only 15% questions were about the location point as a
study object. These results are somewhat surprising. In more than half of the cases the
potential of using the location for knowledge building is not used. The number of in
context questions, which require no interaction with the location is rather big in all
scenarios. As this tool gives an opportunity to move between different locations and to
actually connect learning to the actual context, it can be seen that in some reasons this
possibility is not used in its full potential. This raises the question of how meaningful
are these learning scenarios if the context itself is not made use of and why the teachers
haven’t perceived the affordances of the chosen location points.

7 Conclusions

Our analysis of the existing learning scenarios has shown that designing integrated
learning scenarios is a challenging endeavor for the teachers. Despite of the possibil-
ities to use different mobile applications from smart phones to Vernier sensors, etc. the
teachers lack ideas of how to develop learning scenarios, which encompass tasks that
require students to implement different modalities and types of knowledge. Even
though in Science subjects the questions were more diverse than in Mathematics and
Languages regarding knowledge type, nevertheless, all scenarios lacked questions that
would support making use of axiomatic and conditional knowledge. The scenarios
follow a typical classroom structure and the affordances of mobile technology for
learning in authentic settings is not perceived and used. On the other hand, the question
types in the Avastusrada application might restrict teachers’ creativity to design con-
textualized (learning about context) questions, which presume the students to apply
higher knowledge types (knowing how, when and why). The reasons behind the
teachers’ choices need further investigation.

It is obvious that taking learning outside the classroom constraints, many new
affordances and restrictions emerge. Studying an authentic phenomenon presumes
involving the formulation of a question that can be answered through investigation,
measurements, explorations and testing. Thinking through these questions and taking
into account a variety of knowledge types students can apply, the teachers could design a
more comprehensive, meaningful and rich learning scenarios for the students in which
the students can create meaning within and from their surrounding. The outdoor inte-
grated learning scenarios should shift the focus from the classroom to real environments
where students use disciplinary core ideas, crosscutting concepts with scientific
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practices to explore, examine, and explain how and why phenomena occur and to design
solutions to problems [17]. The teachers need support here in terms of meaningful
subject integration and know-how of how to make use of real world contexts. Fur-
thermore, further research is needed to understand what the constraining factors for the
teachers are while designing meaningful and contextualized learning scenarios.
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Abstract. The main aim of the research was to designate and describe phases
of orientation learning process in a designed theoretical model, which would
integrate blended learning in the studies of tourism management. Blended
learning works with advanced technologies such as smart phones, applications,
smart watches, or GPS devices. On the other hand, traditional approach is based
on use of paper map and compass in the terrain practice. A study (n = 55) was
carried out to evaluate the level of students’ spatial orientation skills, their self-
estimation and to find out their experience with maps and modern IT devices in
orientation and navigation. The results of the study were used to support the
actual need for a blended learning model.

Keywords: Spatial orientation abilities � Navigation � Phases of orientation
learning � GPS device � Tourist guide

1 Introduction

Work of a tourist guide cannot be done without specific skills. Guides should be able to
navigate in an unknown terrain. Tourism management students at the University of
Hradec Kralove in the Czech Republic practise these skills within the tourist guides
methodology. New technologies, such as e-learning or mobile applications, have been
included in the classes recently, to enhance the learning process efficiency. The blended
learning concept has been implemented in tourism management study, with focus on
foreign language courses. E-learning in teaching languages at the Faculty of Infor-
matics and Management has been an important research topic [1].

Blended learning has brought many positive effects into traditional learning pro-
cess. A shift to virtual environment has given the teachers the opportunity to supply
students with relatively unlimited amount of study materials and better grasp the
content. The teachers try to increase the learning process efficiency via virtual platforms
[2]. The development of information technologies has brought a new hope for edu-
cation revolution and blended learning aims at the relatively best pedagogical structure
to satisfy the external needs and promote optimal learning outcomes [3].
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2 Theoretical Framework

2.1 Spatial Orientation Abilities and Skills

Spatial orientation is mostly defined as an ability to locate oneself in one’s environment
with reference to time, place and people. It depends on many endogenous and extra-
neous factors [4–6]. High level of spatial orientation abilities relates to effective per-
ception, integration, and interpretation of visual, vestibular, and proprioceptive sensory
information [7]. Spatial thinking includes three components: concepts of space (e.g.
distance between objects, distribution and exact location of objects), tools of repre-
sentation (e.g. maps, graphs, GIS), and processes of reasoning [8]. Kimura [9]
described the following spatial orientation factors: spatial orientation, spatial memory,
pursuit, spatial vision, simplification, and spatial perception.

One of the most frequently encountered examples of spatial behaviour is planning a
route and moving through space to a destination/target point. This behaviour, known as
navigation may seem to be a difficult and effortful task for some people [6]. In suc-
cessful navigation or wayfinding, people first need to orientate themselves in space,
namely to know where they are (location) and to which direction and cardinal point
they are facing or heading. Then they need to plan a route having understood where a
target point is located. Finally, they make the planned route to the given point [6]. Map
interpretation is a complex, multi-stepped cognitive process [10].

This paper focuses on spatial orientation skills and abilities of tourism management
students. There is not much evidence in cognitive science to have studied geoscience-
relevant spatial orientation skills in students. Ormand et al. [11] evaluated students’
spatial orientation skills in geoscience courses and studied the input level of spatial
orientation of undergraduate students in classes and the effect of instruction on
acquiring spatial skills. An individual may be excellent in some spatial thinking skills
while struggling with others. To increase the efficiency, the teaching process can be
divided in two parts. Teaching “about maps” means providing students with the skills
necessary to read, interpret, and produce maps. While teaching “with maps” means
using maps to help students to acquire key social studies concepts and relations. A key
point is that spatial thinking improves with practice [11, 12].

Spatial orientation abilities play an important role in all human activities. A current
theory considers the differences in men’s and women’s spatial cognition [13]. Gender
differences are assumed to exist in spatial cognition. Sub-processes like mental rotation
and spatial perception are assumed to be better in men, while memorization of object
locations are assumed to be better in women [14–16]. Gender differences in everyday
spatial orientation skills can depend on the given situation [5]. However, concerning
younger children, at the age of four and five, significant differences between boys and
girls were not verified [4].

2.2 ICT and Navigation

Spatial orientation is important when determining a target location. One needs to be
able to switch between three-dimensional (3D) and two-dimensional (2D) perspective
[17]. Map is an important interface technology. It can help users to get an overview of
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the area [18]. The development of modern technologies such as mobile phones, tablets
or augmented reality have provided a new way of interpretation and interaction.

The effectiveness of Global Positioning System (GPS) navigation and map-based
direct experience navigation was studied [6]. The research [6] showed that GPS users
travelled longer distances and made more stops during their walk, compared to map
users. Further, GPS users were slower, made bigger direction errors, had poorer
topological accuracy, and rated wayfinding tasks as more difficult. Augmented reality
in 3D applications give opportunity to design and implement strategies for the
development of spatial orientation skills. Huang et al. [19] studied how GPS pedestrian
navigation systems could help to reduce cognitive load during wayfinding. Results
showed that, among different navigation prototypes (map-based, augmented reality-
based, and voice-based), the map-based prototype led to higher accuracy in both the
sense of direction and the sense of distance. The current research suggests that students’
smart phones can be easily blended into university education to facilitate teaching and
learning process [20]. Smart phones available in the hands of students represent an easy
way for the teacher to implement new technologies into the lessons [21].

3 Methodology and Goal

The research study approaches the problem of learning orientation. The main aim of the
research was to designate and describe phases of orientation learning process in a
designed theoretical model, which would integrate blended learning in the studies of
tourism management. The model follows on both from the relevant theories, but
namely from the long-time experience of one of the authors (Pavlina Chaloupska) of
this research paper in the field of orienteering. She has been engaged in the sports
training process of the young orienteers, including the Czech Junior National Team
members.

The usability and applicability of the designed blended learning model of orien-
tation and navigation will be verified following the application of the designed model
in the learning process in practice. The model will be applied in the lessons of the
methods of tourist guiding, which are part of the study curriculum of the three year
bachelor study, from the beginning of the academic year 2019–2020. The subsequent
validation is to be carried on, in a continuous assessment, until the future participants
pass their state final exams and gain a licence of a tourist guide.

The paper focuses on the students of a three-year bachelor tourism management
study at the Faculty of Informatics and Management, University of Hradec Kralove in
the Czech Republic. A study (n = 55) was carried out to evaluate the level of the
selected orientation and navigation abilities and skills of the first year tourism man-
agement students at the beginning of their studies in the academic year of 2018–2019.
The study was aimed to get a pre-modelling input information to support the actual need
for a blended learning model. It concerned the students’ spatial orientation skills, the
self-estimation of their general orientation ability and their experience with maps and
modern IT devices in orientation and navigation. The research sample comprised all the
available first year students who were accepted to the tourism management study at the
University of Hradec Kralove in the mentioned year. The different number of women
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(n = 39) and men (n = 16) reflected the fact, that there were more women-applicants to
pass the 2018 entrance exams successfully. Spatial orientation was tested by the Per-
spective Taking Spatial Orientation Test (PTSOT), developed by Hegarty and Waller
[22]. The test evaluates one’s ability to imagine different perspectives and orientations in
space. The test can measure the perspective involving a rotation of over 90°.

3.1 Results of the Pre-modelling Survey

A partial aim was to carry out a pre-modelling survey in the first year tourism man-
agement students (n = 55) to collect relevant data to support the actual need to make
orientation learning process within tourism management studies more efficient and
attractive and to keep up to the latest technologies. The research sample comprised 55
first year students of Tourism management, all the available students at the beginning
of the academic year 2018–2019. Concerning the self-estimation of general orientation
ability the students’ average rating in marks on a four-degree scale was 2.4 (mark “1”
being the best rating, mark “4” the worst, similarly to school marks). In terms of gender
differences, women had lower self-estimation compared to men, the average rating
counted for men was 2 and for women 2.6. The Perspective Taking Spatial Orientation
Test scores showed an average mark of 2 (1.8 for men and 2.1 for women). The
question of using paper maps has shown that only 38% of students have used them in
their life. This was surprising, because the basics of orientation should be included the
elementary school curriculum. On the other hand, 85% of the students had some
experience using modern navigation technologies. The most used navigation applica-
tions were: Here, Google maps, Pedometer, Runtastic, Apple maps, Equilab, Endo-
mondo, Waze, Samsung health. Regarding the user functions of map applications and
portals, they were given by the respondents as follows: finding a place on a map,
finding a route on the map, finding a particular service, checking traffic density, and
sharing information. 49% of the students had experience with at least 3 of the listed
functions. The most often used function was finding a place on a map (94%).

3.2 A Model of Orientation and Navigation Learning

Based on the results of the pre-modelling study, the study environment of the
University of Hradec Kralove and the requirements for the acquired skills of tourism
management graduates, the following methodological model was developed for tourist
guides orientation and navigation learning. Orientation and navigation lessons are
proceeded in two levels. The basics are explained and trained with the use of traditional
navigation aids such as a paper map and compass. At the same time, students learn to
use modern navigation devices, map or navigation apps and GPS. E-learning envi-
ronment is used by the teachers for individual practical assignments and the students’
evaluation.

Traditional Learning in Orientation and Navigation
A special paper map for orienteering is used to teach students the orientation basics
around the university campus for their better insight and understanding the technique of
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working with a map. The orienteering map has its own specifics, it is in the scale of
1:7500 and reality is displayed in a very detailed 2D perspective. At this stage of the
learning process it is important for the students to acquire the basic spatial orientation
skills both with the use of a compass and without it. The first step is to orientate the
map to the north and to understand the basic landmarks. The second step is to deter-
mine the right direction and the third to understand and determine the distance cor-
rectly. Students are able to handle simple paper map-based orientation in the city, by
means of simple activities in practice.

Blended Learning in Orientation and Navigation
Mobile applications are included in all the phases of the designed model of orientation
and navigation learning process. The phases of orientation and navigation learning are
systemized and shown in the Fig. 1 below.

The first phase of the model of orientation and navigation learning is described as
LOCALIZATION. It is possible to use a compass application that replaces the use of a
classical orienteering compass. What is considered to be a most important thing is the
inclusion of map applications with a GPS support. Currently the most complex and best
developed portal in the Czech Republic is Mapy.cz. It is used worldwide. This is a
Czech internet and mobile application developed by Seznam.cz. The base source for
maps of Europe are Open Street maps. Offline maps with a GPS support are used to
practice navigation in the terrain. Despite the fact that mobile technologies are very
smart today, the most essential skill for students is to be able to transfer the information
from mobile technologies into reality and to assign the virtual points to the real points
in the terrain, by means of spatial orientation and imagination. At this stage the feature
of Mapy.cz called “Panorama” can be used. The feature proceeds 3D visualization of
the position in the map to support the spatial orientation.

The second phase of the model of orientation and navigation learning is called
DETERMINATION OF DESTINATION. It concerns navigation from a point A to a
point B, which can be done via a navigation application. It works reliably in the city

Fig. 1. Phases of orientation and navigation learning process (source: authors)
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and can be a useful help when driving a car. However, its terrain usability has certain
limits (such as battery life or difficulties in extreme weather conditions). Tourist guides
need to develop an ability to validate all the information from a critical perspective and
not to rely on the technical device as the one and only source. In terms of reliability it is
essential to be able to determine direction by means of a paper map and compass. In
learning navigation, students should also be introduced other technologies: GPS device
and GPS smart watch. These devices offer additional navigation features compared to
mobile apps, such as the possibility to upload a track in the format of .gpx, possibility
to return along the used track, and significantly longer battery life.

The third phase of the model of orientation and navigation learning concerns
DISTANCE ESTIMATION. Students should acquire the skill to estimate the distance
to the target point as exactly as possible. Navigation apps are recommended as a helpful
tool to develop this skill. It helps the user to get experience in practice. A key com-
petence of a tourist guide is to be able to compare and evaluate different route variants
to the target point and to be able to choose the most optimal route.

The last phase of the model of orientation and navigation learning is
OBJECT LOCATION and its success depends on the type of the object. A tourist guide
must be able to locate both buildings and outdoor objects even in harsh conditions (bad
weather conditions, fog, darkness, etc.). In tourist guiding the navigational devices
professionalize the process and in case of extreme situations can help to save lives.

Preparation of a Tourist Guide
A phase of preparation for a trip is important in the work of a tourist guide. It requires
an ability to read maps and to use spatial orientation and imagination effectively in
visualizing images in 2D maps. The use of internet map data base sources has its own
specifics. Students first learn to choose a map with proper map layers, relevant to their
trip planning. Then they learn to plan different routes according to specific assignments,
to create a chronological plan of an event, to search for sites of interest in a given
destination, and to implement them in the route plan. At this level, e-learning envi-
ronment is recommended to be used. It enables the students to work independently,
with use of the recommended links. E-learning makes it easier for the teachers to
collect, evaluate and classify students’ individual assignments. Students are encouraged
to critical thinking, use of more resources and implementing their own route planning
experience.

4 Conclusion and Discussion

This paper approached the problem of how to increase the efficiency of teaching-
learning process in orientation and navigation, by means of blended learning. The
assumption corresponded to other researches [16], that it is possible to develop
teaching-learning strategies to improve spatial competences by means of educational
applications.

Landscape interpretation requires understanding the relations between the map, the
represented space, and oneself, which is not an easy task. The findings of this study are
consistent with other researches [10]. The students’ abilities and skills concerning the
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work with a map in practice were found to be low, specifically in terms of students’
ability to use maps, their ability to understand maps, and the cognitive complexity of a
map use. As discussed in the literature review, a shift to the virtual environment has
brought the teachers the opportunity to make the learning process more efficient and
attractive. It is assumed that implementation of smart information technologies in
navigation and orientation with appropriate methods and instructions in the learning
process can help to improve students’ orientation skills.

The suggested methods are convenient for tourism management students and tourist
guides’ practice. An increased level of acquisition of basic orientation techniques
should increase self-estimation and reduce spatial anxiety. Tendency to underestimate
oneself can be a limiting factor in the work of a tourist guide. Below-average level of
self-estimation was indicated in the results of the pilot study. Women had lower self-
estimation compared to men, however, searching for the detailed reasons was not a
subject of this study. This might be related to a Central European cultural environment,
where it is quite a common public opinion that “women cannot orientate themselves”.
Reducing spatial anxiety should increase self-estimation and lead to precise and smooth
navigation.

The results should be treated as preliminary, pending a more rigorous controlled
experimental setting. The usability and applicability of the designed blended learning
model of orientation and navigation is to be verified in the on-going research. The
model will be applied in the lessons of the methods of tourist guiding, included in the
study curriculum in the three year bachelor study of Tourism Management. The sub-
sequent validation is to be carried on from the academic year 2019–2020, in a con-
tinuous assessment, until the participants pass their state final exams.
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Abstract. After leaving school, many students in Germany are not sure which
discipline they should take, when they decided to study at a university. As
support in this orientation phase, quite a lot of universities in Germany offer
“Juniorstudy” programs. Here, students can get deeper insight into universities
and into the topics they are interested in. Most of these offers are difficult for
students to realize, since there are classroom sessions at the university. The
University of Rostock can look back on a more than ten year long experience in
offering a digital Juniorstudy program. Accompanied by advanced student
mentors, they work with digital material to look deeper into their courses. By
participating in presence phases, they can also get a feeling for our university. In
this paper, insights from this program are sketched – both on the computer
science and on the learning psychological level.

Keywords: Online study � Digital study � Junior study program

1 Introduction

Juniorstudy programs (in German: Juniorstudium), also sometimes called orientation
study programs [1], have been developed based on two main ideas. Firstly, there are
always several students at schools, which are highly gifted or extraordinary gifted.
Schools often have problems to offer additional material for these students, so uni-
versities used this gap and offer additional courses for these school students. For the
universities, it is a win-win-situation, as they in most cases are able to relate to the
highly gifted students as future university students. Secondly, it has been observed [2]
that quite a lot of school students finish school without knowing exactly which study
direction to take. Often, reasons for students changing their topics or study direction
after the first try are related to disillusion about their decision, wrong ideas about the
content to cover and sometimes underestimation the demands of certain topics (e.g.
mathematics in the study program computer science or chemistry in the study program
medicine). In this paper, the development and structure of Juniorstudy programs,
especially Rostock’s Juniorstudium will be shown. Furthermore, the first results of a
learner type evaluation according to Kolb will be presented.

The invention of Juniorstudy program was a side effect of the meeting of three
persons in 1968: as one of her summercamp students, the 8th grader Joe L. Bates, has
shown a lot of talent in Mathematics, Informatics and Physics, Mrs. D.K. Lidtke spoke
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to Prof. J.C. Stanley and asked him, whether he would allow Joe to participate on
different university courses. Joe got the allowance to addend courses at the university at
the age of 13 in the year 1969 and finished with a master at the age of 17. Jonathan
Middleton Ewards, who successfully finished College courses at the age of 13, was the
second one of these students. These both early starters prepared the ground for
establishing the Juniorstudy program at the John Hopkins University (they now call it
Undergraduate Admissions). The first class started in 1971 with 20 students from the
8th and 9th grade, which have been allowed to look into mathematics courses at the
university. As the program has been a success, it has been expanded over the years [3].

In Germany, the University of Cologne has been the first to establish an “Early
study program” (Frühstudium) in fall term 2000/01. Their goal was also to support
highly gifted students. In the last years, there was another aspect added to this first idea.
A surprisingly high number of University students quits their first course of study in the
first two to three semesters [2] – in the bachelor phase, this are about 29% of all starters.
These students either change their topic or even leave the university to take up an
apprenticeship. An investigation of this group, mentioned in [2], told the interviewers
that the proficiency level at the chosen direction was too high (30%), that the university
education was too theoretical for their taste (15%) or that they were not really moti-
vated to study (17%). Most of them did not mention financial problems.

These observations lead to the guess that Universities in Germany have a potential
to improve the dropout quote by offering an orientation phase at the university. Ori-
entation studies and Juniorstudy programs were born – with the goal to inform, to
orient, and to support highly gifted and “normal” students before enroll them as full-
time students. In 2011 there were 52 Juniorstudy programs in Germany [1] – Gröbe,
Müller and Kuhn [4] counted only 50 universities with so-called Orientation study
programs. On the one hand, there are so called Juniorstudy programs, usually starting
for school students from the 10s grade onwards. On the other hand, there are so called
Orientation study programs offered to students after finishing school as an orientation
phase before beginning of the official university enrollment. However, often the terms
are used interchanged. In the remainder of the paper, the focus will be on Juniorstudy
programs. Our target group and thus the target of our investigation are school students
between the 10th and the 12th grade (in German the Sekundarstufe II).

In summary, Juniorstudy programs have the following tasks:

1. Support of highly gifted students.
2. Orientation in the choice of their preferred study direction.
3. Offering courses that help to fill knowledge gaps, which exists directly before

enrolling at a study direction at the university.

Most of the Juniorstudy programs are designed for highly gifted students. In the
program of our University of Rostock, we had all the three aspects in mind and over the
last 10 years had a proven success in all three fields. Especially the third field is
currently growing towards a very important aspect of digitally supported learning in
our pre-study phase. This will be sketched in the following.
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2 Presence Versus Online

In Germany, there are two types of Juniorstudy programs: presence and online pro-
grams. In most cases, presence programs are realized. Condition for participating in
these programs is to be at least gifted, if not highly gifted, because students have to
participate in real life at university lectures [5]. Most times these lie in parallel to their
school education time. Only gifted learners are able to compensate the missing school
material and to additionally cope with the university material.

In 2018 only three universities in Germany offer Online Juniorstudy programs. The
FernUniversity Hagen, the Technical University of Kaiserslautern and the University of
Rostock offer programs for school students [4], which are mainly online. Our research
has revealed that only the University of Rostock has a multi-topic program open for all
school students – the University of Kaiserslautern offers programs for Mathematics,
Computer Science and Physics. The FernUniversity Hagen allows students to partic-
ipate (under certain conditions) at their regular distance education programs. Therefore,
it seems like there is no special offer for these students.

The Juniorstudy program at the University of Rostock, which has started as a digital
course program with presence phases in fall term 2008/09, has following structure:

1. It is a full online study program. Lectures of the university courses of the first and
second semester are recorded (life in the real lecture) and prepared for online
studies. The courses are available for the enrolled “Schüdents” (school students
from the German term Schüler for student) at a special university platform (StudIP).

2. The courses are partly enriched by quizzes and interactive parts [6].
3. University student mentors accompany the students in their selected courses.

A mentor is a senor student of a direction which is related to the Juniorstudy
direction chosen by the student. Usually, a mentor has a group of one to 25
Schüdents. The mentors meet their Schüdents at presence phases twice to three
times in a term.

Thus, our approach can also be called a blended-learning course, however we
perceive it as a primarily digital study program.

3 Structure of Rostock’s Juniorstudy Model

The Schüdents in Rostock’s Juniorstudy Program have the possibility to enroll in
certain modules. Each module is accompanied by a tutor – which is a senior University
student in this topic (master phase). During the first days of the term, a presence day in
Rostock is taking place, where the Schüdents get the first information, visit the
University of Rostock real campus and meet their tutors and colleague Schüdents. The
tutors are responsible for their group of Schüdents in their module for one semester. As
most recorded lectures require knowledge which is mediated at school (and usually in
higher classes), most of the Schüdents have knowledge gaps. The tutors support the
students in detecting and filling these gaps. Also, the tutors post online tests and
exercises, which give an insight in the requirement of the study course. For each
interactive part, the tutors are responsible to give detailed feedback and support.
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Additionally to these re-occurring test and interaction phases, each recorded lecture is
accompanied by practical phases and tasks, which are comparable to exercises at a
University. These might be realized as small talks or presentations which have to be
prepared by the Schüdents, and which are controlled and evaluated by the tutors.

Our experience with the tutors have shown that Schüdents have very different levels
of knowledge regarding text analysis and comprehension of text, with deeper inves-
tigations of topics, and with writing text. This insight surprised us – but we learned that
our support of the Schüdents leads them to better grades in their real first University
year, as they have understood some aspects of being a student on a deeper basis.

At Rostock, we currently have an amount of 313 students in fall term 2018/19 and
210 students in spring term 2019 enrolled as Schüdents in the Juniorstudy program.

73% are living in the region
of Mecklenburg-Western
Pomerania, the others are
from other federal states or
even live in other countries.
We have an average of ten
different study directions
with a currently available
amount of 18 courses. At
the moment, the most pop-
ular direction is medicine
(54.6% of all enrollments
since fall term 2015/16).
Currently, students get a
video (with the length of
90 min) once a week. The
video is available for them
until the end of their time as
a Schüdent.

In contrast to other Juniorstudy programs, the program at the University of Rostock
is not restricted to highly gifted student but is open for all. Thus, we were able to offer
enrollment without test procedure or application procedure.

As we interact with many schools in Germany, sometimes teacher take the
responsibility for enrolling their students. Sometimes, the students enroll themselves,
ideally with support of their family. In these cases, the school has to be informed about
the student’s initiative so that the teachers are aware of the additional tasks and interest
of the student. Especially the age distribution for the Schüdents in medicine is a bit
different than in the other study directions, which is shown in Fig. 2. This seems to be
caused by the age-restriction of anatomy courses (due to ethical limitation these
Schüdents have to be at least 16 years old) on the one hand, on the other hand, there are
many persons which didn’t get a place at the University for medicine, so they use the
time to prepare a prospective study.

On the first sight, this seems to be a bit strange to offer a great variety of Medicine
courses, as the topic usually has no lack of students like for example the STEM group
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(STEM = Science, Technology, Engineering, Mathematics). On the second sight, it
seems more reasonable, looking at our (non empirical) observation at school: most of
the students want to study something they seemingly know. A study from the spring
term 2019 shows, that 69.9% of 70 Medicine students had a memorable occasion,
which helped their decision to study Medicine. Only a few have a parent working in the
medical sector (31% the mother and 22.5% the father) who could give a better insight
in the job as a physician. This is not the best momentum of taking up a study direction,
which requires knowledge about chemistry, human biology, and much more. We also
learned that students starting their university career in Medicine often have severe
problems with the chemistry part in the beginning of their study. Thus, we have
developed a special course, where Schüdents and beginner students get the same
material. We are currently evaluating the program, but it seems that a so-called “bridge
course” in chemistry is a big advantage if absolved before enrollment at the university.
It is still a big advantage if absolved immediately before the starting of the lectures, but
the time pressure is quite bigger then. Generally, bridge-course students performed
significantly better than the ones who have not prepared before the beginning of the
lectures. However, this evaluation is content of another publication.

4 Learner Types of Schüdents

Currently, we have finished another evaluation with our students. Generally speaking,
we had the impression, that the Schüdents are in most cases a certain type of learner. In
contrast to the above mentioned programs for highly gifted students, our students are
not selected based on criteria for this target group. However, they seem to have a quite
similar learning behavior, if they are successful in our courses. As we are not devel-
oping a certain learning style as part of our courses, it must be something they bring
from school education or which is related to their personality. Our Schüdents come
from all over Germany, so even different kinds of school education cannot be the
reason for the following insight. In the last semester, we have been able to investigate
our target group with a questionnaire and some additional interviews. Based on [7] we
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Fig. 2. Age distribution of the Schüdents from fall term 2015/16 to spring term 2019
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wanted to find our whether our students are related to a certain learner type regarding
the learner types of Kolb [8].

The knowledge about the students learner types, or at least a vague idea about this,
helps the teachers in their educational design (meant: didactics in Germany or
instruction in the English speaking region). In the late 1970s and in the 1980s, Kolb
developed a model of learner types [8, 10], which is based on four main types and
mixtures of these types. The main types are:

1. The diverger (feel and watch) – these students are the discoverer. They love to ask
questions, to investigate material on their own and to learn without support. These
advantages are accompanied with the disadvantages, that these learners need time
for acquiring new material and that they are not quick in deciding thing. They love
in most cases visually supported learning.

2. The assimilators (think and watch) are good in (reflected) observing and develop-
menting abstract knowledge items, so they can grasp the meaning of abstract
models quickly. Their weak point is how to compensate emotional situations and to
cope with situations, which cannot be structured systematically.

3. The convergers (think and do) are the decision makers. They are best in learning
based on abstract knowledge models combined with active experimentation. Their
main goal is to put theory into practice. They love to work in teams and have
sometimes motivational problems when working alone.

4. The accommodators (feels and do) can also be called the practitioner. They learn
mainly by experimentation and concrete insight. They strive towards putting plans
to life and to facts. In contrast to the other learner types, they take more risks of
failure, and thus, the trial and error style can often be observed in this group. They
try to avoid abstract theories.

Kolb has embedded two continuums
in this type representation: one contin-
uum is the processing continuum, which
shows how a task is approached. The
other one is the perception continuum,
which shows how thoughts and feelings
are about a task. More information can
be found for example in [11]. The axes
and the types are combined to a matrix,
which shall not be sketched here but can
exemplarily found on the mentioned
website.

Based on Kolb’s test [12], we have
analyzed our students. We have been
surprised by an amount of students being
a converger (Fig. 3 with the complete
spring term 2019 with n = 137 students).
We have separated our set into the

amount of STEM students, which have been n = 15, and the amount of medical
students with n = 122. The main difference in these groups was that there are close to
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Fig. 3. Distribution of learner types set with
n = 137 over all subjects in a semester; 1 -
accommodators, 2 - assimilators, 3 - diverger, 4
- converger
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no divergers in the STEM student groups, whereas in both groups, the convergers
showed to be the overwhelming amount of our Schüdents, to be seen in Fig. 4(A and
B). At this early phase of investigation, we have abstracted from the gender aspects and
just looked at the complete group. However, one additional question arose as we have
evaluated the results of our study: Some of our students become Juniorstudy Schü-
dents, as the schools, which they visit, offer so-called “Wahlpflicht” (wp) courses. This
means that the students can cover a complete school topic by selecting one of our
offered courses. The school thus supports these extra courses by giving grades and
allowing the students to collect points. Regarding the learning psychological back-
ground, this would be extrinsic motivation and our question has been whether the wp
courses are types. This separation of groups leads us to the results shown also in Fig. 4
(C and D).

There were n = 18 wp students in spring term 2019, which got the credits addi-
tionally from their school. Surprisingly, in this group were no assimilators and no
divergers. However, as the number of students is rather small, this cannot be rated too
high. In the non-wp students, which was an amount of n = 119, we found again the
convergers. This leads to the insight, that most of our students are convergers, inde-
pendently of the situation they have brought them to the Juniorstudy program.

5 Conclusion and Outlook

The study sketched in this paper was the first study related to the learner types in our
Juniorstudy program. We started this investigation to find out, which way of distance
education program is best suited for school students on their way to the university. We

A - Subset of n = 15 non-medical students B - Subset of n = 122 medical students

C - Subset of n = 18 WP students D - Subset of n = 119 non-WP students
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wanted to find our which learner types selected the Juniorstudy program with the idea
to develop formats which are best suited for each learner type (e.g. described in [9]).
Our idea was to develop more flexibility in our pre-study distance education program to
support our Schüdents when they start their time at our university. Primarily, we
wanted to find out if the combination of recorded courses, tutors and tasks to fulfill over
the semester is a good combination, or whether it would be better to develop additional
presence offers at least for the students who live close to Rostock.

The first insights of our study really came as a surprise. Most of our students have
shown to be convergers. In the following semesters, this evaluation will be repeated
and deepened, and also accompanied with an analysis of the first semester students in
the different topics and the student in a later semester. Here, we want to find out
whether the learner types change over time in a student life. The study will also be
repeated to develop a real empirical insight and to draw more detailed conclusions
regarding the design of a distance education program for school students who are not
highly gifted but are nonetheless interested in starting an early study program.

Another aspect that should be investigated is the effect of a Juniorstudy program to
the dropout rate, which will be a long-team study with recently questioned students.

A planned step is also to exclusively examine the highly gifted students in terms to
their learner types. However, the number of highly gifted students in our program is not
big enough – and in most cases, we don’t even know whether they are highly gifted or
not. Thus, we are looking for partners to expand our investigation.
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Abstract. Mobile and ubiquitous learning models have been widely
adopted in technology-enhanced learning (TEL) practices. Apart from
potential benefits, these models introduce additional complexity in
designing, monitoring and evaluating learning activities, as learning hap-
pens across different spaces. In recent years, literature on learning design
(LD) and learning analytics (LA) has started to address these issues.
This paper presents a systematic review on how LD and LA communities
understand mobile and ubiquitous learning, as well as their respective
contributions in these fields. The search included seven main academic
databases in TEL, resulting in 1722 papers, from which 54 papers were
included in the final analysis. Results point out the lack of common def-
initions for mobile and ubiquitous learning, raises research trends and
(unexploited) synergies between LD and LA communities, and identifies
areas that require further attention from these communities.

Keywords: Mobile learning · Ubiquitous learning · Learning design ·
Learning analytics · Systematic literature review

1 Introduction

There has been a growing research interest in mobile learning (m-learning) and
ubiquitous learning (u-learning). Nevertheless, there is no consensus yet in the
academic and professional communities about their meanings [19]. Indeed, both
terms are often used interchangeably in literature [3]. Nevertheless, authors seem
too agree on what m-learning and u-learning promote, highlighting among other
aspects: accessibility, interactivity, self-regulated and situational learning, conti-
nuity and connectivity among contexts [3,19]. Despite these potential benefits,
m-learning/u-learning pose additional complexity for designing, monitoring and
evaluating learning scenarios. For example, in these settings, learning usually
happens across multiple spaces. Designing in these situations typically involves
the usage of different authoring tools, specific for each particular space (see for
c© Springer Nature Switzerland AG 2019
M. A. Herzog et al. (Eds.): ICWL 2019, LNCS 11841, pp. 312–319, 2019.
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instance Smartzoos, for the design of learning activities in geo-located physical
spaces [18], or PyramidApp in a digital space [9]), as well as requires gather-
ing data from different spaces in order to achieve a global view of the learning
process [14].

In the last 15 years, the communities of LD and LA have contributed with
various proposals to address these issues in m-learning/u-learning. In general,
the community of LD has been focused on the importance of facilitating practi-
tioners in sharing, modifying and reusing their pedagogical plans. On the other
hand, research in LA has aimed to investigate techniques of handling learners
data to support decision making of different actors involved at different stages
in the learning process [16]. There is also a growing community of researchers
interested in the synergy between LD and LA. [2,10]. Locker et al. [8] claim
that research in LD should take advantage and harness the results of the field of
LA. The state of the art in LA for LD is still in its early days but preliminary
research has shown the potential and has shown both the potential and chal-
lenges of aligning LA and LD [13]. Looking at mobile and ubiquitous learning
contexts, few LD and LA research studies are found. Indeed, in a systematic
review about research in LA for LD, Mangaroska and Giannakos [10] identified
only 1 work (out of 43 reviewed), connected to m-learning/u-learning. While,
existing systematic reviews in m-learning/u-learning have focused on: research
trends [20], identifying open research issues [5], specific educational settings (e.g.,
m-learning in higher education [17]), or specific learning models such as collab-
orative learning [1]. Some of these reviews reflect on LD aspects (e.g., [1]), while
none of them has focused on the role of LA in m-learning/u-learning.

Thus, in order to better understand the role that the LD and LA communities
may play in m-learning/u-learning, and how they could enrich each other, we
carry out a systematic review. Concretely, our research questions are:

– RQ1: What are the definitions and aspects of m-learning/u-learning which
have been considered by the LD and LA communities?

– RQ2: How were the learning contexts where LD and/or LA supported m-
learning/u-learning?

– RQ3: How have LD and LA supported m-learning/u-learning (type of con-
tributions)?

2 Methodology

To carry out the systematic review we followed the guidelines proposed by
Kitchenham and Chartrs [6]. We used seven main databases in TEL: ACM Dig-
ital Library, AISEL, IEEE XPLORE, SpringerLink, ScienceDirect, Scopus and
Wiley. In addition, Google Scholar was included in order to detect potentially
relevant grey literature. To perform the search, we broke down the question into
the learning settings (m-learning, or u-learning) and the research field where
the proposal was framed (LA, or LD). The resulting search string was (“learn-
ing design” OR “learning analytics”) AND (“mobile learning” OR “ubiquitous
learning”). Using this query, we obtained 1622 papers. In addition, we added
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the first 100 results from Google Scholar. The search was conducted on April,
4th 2019 and since then new papers might have appeared. To standardize the
search (since different databases have different filtering criteria), we accepted
papers where the query was satisfied in the core parts of the it (title, abstract,
or keywords), resulting in 209 papers. Furthermore, each paper was reviewed by
at least two researchers, discarding those that were out of scope, not in English,
or less than 4-pages long. Doubtful papers were discussed among all researchers,
resulting in 54 papers1 which were considered for the in-depth review.

3 Results

This section provides an overview of existing LD and LA proposals in m-
learning and u-learning. We analyzed the definitions of m-learning and u-learning
that were covered in the proposals (Subsect. 3.1), the learning contexts where
these proposals were framed (Subsect. 3.2), and the type of contributions (Sub-
sect. 3.3). Table 1 provides a summary of the main results per research question.

Table 1. Main findings per research topic.

Research topic Findings

Core aspects of

m-learning/u-learning which

have been considered by the

LD and LA communities

m-learning Learning with mobile technologies (15)

Learning anytime anywhere (13)

User mobility (7)

Context-aware learning (5)

Learning across spaces (2)

u-learning Learning anytime, anywhere (7)

Context-aware learning (6)

Learning with ubiquitous computing

technologies (4)

learning across spaces (3)

Learning contexts where LD

and/or LA supported

m-learning/u-learning

Scenarios Formal: university (24) + K-12 (8)

Informal: open to all users (8) + children (1)

Spaces Across physical and digital spaces (39) +

several digital spaces (4) + singe digital

space (2) + several physical spaces (1)

Physical spaces: indoor (11) + outdoor (7) +

both (22)

Target users Teachers (37)

Learners (22)

LD and LA contributions

for m-learning/u-learning

LD Theoretical: models (17), guidelines (6) and

frameworks (6)

Practical: tools used mainly before (10) and

during (11) learning activities

LA Theoretical: data analysis (8), models (8),

and guidelines/good practices (8)

Practical: tools used during (16) and after

(10) learning activities

1 Reviewed papers: https://gitlab.com/gertipishtari/list-of-papers.

https://gitlab.com/gertipishtari/list-of-papers
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Out of 54 reviewed papers, 28 (51.9%) were about LD, 23 (42.6%) about
LA, and 3 (5.6%) referred both LD and LA. Thirty (55.5%) papers referred
m-learning, 15 (27.7%) to u-learning, while 9 (16.7%) referred to both terms.

3.1 Definitions of m-Learning and u-Learning

In order to answer RQ1, we analyzed thematically the definitions (separately for
m-learning and u-learning) that were used by the communities of LD and LA,
in order to identify common core aspects. We started by identifying the parts
of the definitions that referred to specific aspects of m-learning/u-learning (e.g.,
learning with mobile technologies). These were later on clustered together and
coded with a specific keyword, or phrase. Similar keywords were further grouped
together to form the core aspects.

From papers related to m-learning, 14 provided their own definition, 13
referred to other authors, while 19 took the definition for granted. It should be
emphasized that papers that were referring to other authors, mentioned in total
more than 10 different publications. Despite the multitude of definitions, several
core aspects related to the definition of m-learning that were mentioned across
the papers surged from the thematic analysis, such as: learning with mobile
technologies (15); learning anytime anywhere (13); and user mobility (7), and
context-aware learning (5). In the case of u-learning, 6 papers provided their own
definition, 6 referred to other authors, while 15 took the definition for granted.
The core aspects that were mentioned in this case included: learning anytime,
anywhere (7); context-aware learning (6); and learning with ubiquitous comput-
ing technologies (4). Core aspects of m-learning and u-learning do not change
significantly, when we filter the results based on LD, or LA contributions.

The communities of LD and LA attribute similar aspects to both terms of
m-learning and u-learning, such as learning anytime anywhere, or context-aware
learning. In relation to this, one of the cited papers from u-learning, Hwang et al.
[4], while discussing the similarities between m-learning and u-learning, proposes
the term context-aware u-learning to distinguish u-learning from m-learning. As
it can be seen from the results, m-learning tends to be more technocratic with
attributes such as mobile technologies and user mobility, but these attributes
mainly appear in older publications and they can be explained with the focus
on technology that m-learning had in the beginning. Since then m-learning has
undergone a transformation and it is not seen anymore as exclusively related to
learning with mobile technologies, or user mobility. In fact Traxler [19], the most
cited author from the m-learning papers under review (although not massively
cited), analyses the evolution of the definition and of m-learning from its techno-
cratic beginnings, into a more mature moment when the research field was trying
to understand the meaning of m-learning in an age that is characterized by a
fast evolution of technologies and when the focus passed from the technology to
the learners and the learning process.
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3.2 Learning Context

To answer RQ2, we grouped the papers based on learning scenarios, educational
levels, spaces, and target users.

Learning Scenarios. From 54 papers, 26 (48.2%) targeted formal learning,
8 (14.8%) informal learning (together with non-formal learning), 2 (3.7%) both
formal and informal learning, while 18 (33.3%) did not specify it. From the papers
addressing formal learning, 24 were about university settings and 8 about K-12.
In the case of papers addressing informal learning, 4 focused on university level,
3 papers were open to all users, 1 was explicitly for children, and 2 did not specify
it. Both communities of LD and LA have principally focused on formal learning
with 13 and 16 papers, respectively. It should be also noticed that most of the
cases where the type of learning went unspecified belong to LD, concretely 14
papers.

Learning Spaces. We grouped papers based on the typology of the space
where learning occurred. The most common typology of learning spaces was
across physical and digital spaces (39), followed by in several digital spaces (4),
in a singe digital space (2), several physical spaces (1), and not specified (8).
From the papers that described a learning activity, 11 papers referred to learn-
ing activities that happened indoor (most of them in a classroom), 7 papers
referred to learning activities outdoor (e.g., in thematic parks, or in the city),
while in 22 papers learning activities happened both indoor and outdoor. In
general, the community of LD has focused more on indoor learning activities
(5) and activities in both settings (16), while papers related to LA had an even
distribution between indoor (6), outdoor (7), and in both settings (8). As an
example, Muñoz-Cristóbal et al. [15] propose GLUEPS-AR, a system that helps
teachers to deploy and enact LDs across physical and digital spaces, both indoor
and outdoor. In another paper, Melero et al. [11] present QuestINsitu, a tool that
supports the design and monitoring of geo-localized learning activities outdoor,
where the learning activity happens across digital and physical spaces. Lkhag-
vasuren et al. [7] propose the Learning Log Analytics Dashboard (L2D), which
tracks, analyzes and visualizes data about learning activities that happen in a
digital space that supports language learning.

Target Users. Various target users were mentioned in the papers such as
teachers, instructional designers, learners, researchers and developers. When con-
sidering both communities of LD and LA, teachers in 37 out of 54 papers (68.5%)
and learners in 22 (40.7%) were the main target users. The community of LD
has focused mostly on teachers (25) and instructional designers (15), while the
community of LA has focused more on learners (15) and teachers (15).

Traditionally, the community of LA has focused on analyzing students’ data
to inform teachers. On the contrary, in m-learning and u-learning there is also
a large focus on supporting directly learners. This facet can be related to the
self-regulated nature of learning in m-learning/u-learning, where the role of the
student is central. Thus, we could expect contributions moving their focus from
teachers to learners in the coming years.
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3.3 Types of Contributions

To answer RQ3 we grouped the contributions based on the research field (LD,
LA) and the type of contribution (theoretical, practical). Theoretical contribu-
tions were further clustered into architectures, theoretical models, indicators,
frameworks, data analysis, guidelines/good practices. Practical contributions
were grouped into functionalities that were expected to be used before, dur-
ing, or after the learning activity. We also labeled the papers under review based
on the purpose of the LD/LA functionalities that they described (e.g., support
the design of learning activities, provide personalized feedback, etc.).

The revised papers were evenly distributed among LD (28), LA (23), while
3 papers referred to both LD and LA. Papers mentioning LD were found to
include more theoretical (25) than practical contributions (11), while LA papers
had a balanced distribution between theoretical contributions (19) and practical
ones (17). The 3 papers related to both LD and LA offered practical contribu-
tions. Theoretical contributions in LD have been mostly models (17), guidelines
(6) and frameworks (6), while theoretical contributions in LA have been mostly
data analysis (8), models (8), and guidelines/good practices (8). Practical con-
tributions from the community of LD (e.g., QuestInSitu [11]) were used mainly
during (11) and before the learning activity (10). In the case of LA papers, prac-
tical contributions (e.g., SCROLL [7]) were expected to be used during (16) and
after learning activities (10).

LD functionalities were mainly aimed to support the design of learning activ-
ities (29), while LA functionalities focused on providing personalized feedback
(17), and supporting the reflection about the learning activities (10). Papers
including contributions in LA for LD also emphasized other aspects such as
raising awareness about LD practices and support the evidence-based decision
making.

As it can be seen from the results, there is a low number of practical imple-
mentations benefiting from the synergies between both LD and LA. From these,
two papers were LA for LD [11,14], while third case used to both LD and LA
independently, without aligning them [12]. It should be mentioned that there
were no contributions on LD for LA.

4 Conclusion and Future Work

Despite the lack of widely accepted definitions for both m-learning and u-
learning, this review shows that both communities emphasize similar core aspects
of m-learning and u-learning. The communities of LD and LA attribute similar
shared aspects to both terms. M-learning tends to be more technocratic, but
these technical attributes are found mainly in older publications, when the field
of m-learning was focusing more on the technological aspect.

Regarding the learning context, a significant finding is about target users. LA
papers in m-learning/u-learning emphasize the importance of informing learners,
which can be related to the self-regulated nature of learning in these settings.
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This could imply that more LA effort could be devoted to further support self-
regulated learners in m-learning/u-learning. In a similar way as in other reviews
about LD and LA, most of the papers have been focused on university settings.
This is to be expected due to the fact that university environments are easier to
access by researchers. Therefore, there is still a need to explore the benefits of LD
and LA in m-learning/u-learning in K-12 contexts and in non-formal settings.

While responding to the RQ3, about the type of contributions, we identified
possible points of synergies between the communities of LD and LA that may
lead to a joined research agenda in m-learning/u-learning. We noticed a low
number of papers that include aspects from both LD and LA (3). Two of these
papers were about LA for LD, while none referred to LD for LA. There is a
low number of implementations benefiting from the synergies between LD and
LA. These two communities can complement each other. As identified from the
analysis, LD can support participants before the learning activity, while LA can
do it during and after the activity. Moreover, as mentioned in recent literature [2,
10], both communities can further collaborate and close the loop. Specifically, LD
can guide and give a context to data analysis, by making them more meaningful
for involved stakeholders, while LA can inform design decisions and support the
process evaluating LDs (as emphasized also from the papers under review that
had a contribution related to LA for LD).

Relevant limitations of the current review have to do with the keywords that
constitute the query and the method that was used to filter the paper (respec-
tively searching with the query in the title, abstract and keywords). Important
contributions that did not comply with the search criteria might have been left
out of the review. Also, other learning contexts such as seamless learning, or
hybrid learning, as well as related terminology for LD (e.g., scripting), or LA
(e.g., educational data mining) were not included in the query and could have
left out complementary contributions to the list of works under review.

Future work will aim to extend further the review by: analyzing in detail
aspects about the learning context; identifying important aspects that need to
be designed or monitored in m-learning/u-learning; evaluating the maturity of
the contributions; identifying the main challenges that should be addressed by
the communities of LD and LA; as well as identifying potential synergies of both
communities in these learning contexts.
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Abstract. Skin cancer is one of the common and most fatal cancers.
In most cases, the similarity between benign (healthy) and malignant
(harmful) makes it so difficult to diagnose the lesion correctly. More-
over, there are two levels of categorization for skin lesions. In addition
to benign vs malignant (basic level), each skin lesion can also be catego-
rized as one of the sub-types of benign or malignant (subordinate level).
In most medical schools the distinction between skin lesions is taught
to students in just four sessions and at the basic level - i.e. benign vs
malignant.

In this research, we designed a learning system which can assist stu-
dents in learning skin lesions effectively in only a few sessions through an
application using skin lesion images. We also compared these two levels,
basic level and subordinate level, and found that indeed learning skin
lesions at the basic level is more effective at distinguishing harmful cases
than at the subordinate level as it could be hypothesized.

1 Introduction

When one finds a lesion on their skin, they visit a doctor who might refer them
to a dermatologist if the lesion seems harmful. In Canada it can take up to six
months to see a dermatologist. This fact creates a good deal of anxiety for the
patient and this shows how important it is for the patient to have their lesions
diagnosed correctly in the first step, but this is not an easy task for family
doctors. The problem is that they have not seen many harmful skin lesions in
their office, even though they see many skin lesions. Most of the cases they see
are harmless. Seeing more harmful skin lesions can help them categorize new
skin lesions more accurately.

1.1 Skin Lesion Categories

Skin lesions are separated into two groups of benign (harmless) and malignant
(harmful), but not all malignant lesions are similar. The same is also true for
benign lesions. That is why specialists created four subgroups for each of these
groups so that lesions from the same subgroup are somehow similar. The sub-
groups of benign are Lentigo, Blue Nevi, Seb Ker and Acquired Melanocytic
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Nevi and the subgroups of malignant are Lentigo Maligna Melanoma, Acral
Lentiginous, Nodular Melanoma and Superficial Spreading Melanoma. These
are the most common types of skin lesions. Each lesion belongs to one of the
two groups (malignant or benign) and only one of the eight subgroups. The first
categorization is called Basic Level and the second categorization is called Sub-
ordinate Level. In other terms, classifying lesions as ‘benign’ versus ‘malignant’
is a “basic-level” categorization; determining which of the four sub-types they
are is a “subordinate-level” categorization (Fig. 1).

Fig. 1. Categorization of skin lesions.

2 Related Work

We know for a fact that visual category learning connects specific perceptual
experience with abstract conceptual knowledge [5]. It is also argued that provid-
ing better labels alongside images in a visual category learning task can lead to a
better performance [3]. In this section we review two studies related to different
learning levels in visual learning subjects.

In 2006, a team of researchers compared basic level learning and subordinate
level learning in distinguishing between birds [6]. In their research, two differ-
ent types of birds were chosen, and the experiment focused on only these two
types: Owls and wading birds. Each of these types can be further divided into
sub-types just like skin lesions. In their experiment, they separated participants
into two groups. One studied owls in basic level and wading birds in the subor-
dinate level and the second group studied wading birds in basic level and owls in
subordinate level. For each level, the use was provided with a sequence of bird
photos with a label in the corresponding level. Before starting the experiment
a pretest is performed in order to make sure that none of the participants had
prior knowledge about bird types. This pretest also helped measuring the partici-
pants’ performance after the experiment. The post-test included birds from three
different groups of trained species/trained exemplars, trained species/untrained
exemplars and untrained species which reveals the generalization ability of users.

The results show that each group has a better generalization in the type of
bird that they studied at the subordinate level. This suggests that learning birds
at the subordinate level is more effective than learning birds at the basic level.
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In 2017, a team of researchers designed an experiment to compare basic
level and subordinate level learning in recognizing rocks [4]. They introduced
the “family-resemblance principle” first which states: “members of the same
category share bundles of characteristic features that are not shared by members
of contrasting categories”. Then they defined two types of structure: compact
structure which reflects the classic assumption of family-resemblance principle
and dispersed structure which is exactly the opposite. The authors chose 30
rocks from three different types of rocks and asked the participants to rate the
similarity between each pair. Using these pairwise similarities, they put the rocks
in an M-Dimensional space which proved that rocks have a dispersed structure,
because the members of a certain type of rocks were not really close. The classic
research shows that when learning a new categorization in subordinate level the
users end up having a better classification accuracy [2,6]. However, it was not
necessarily clear for subjects with a dispersed structure. To investigate, they
chose two groups of rocks (nine sub-types - three from each type) in a way that
one had a compact and the other had a dispersed structured. For each structure,
they had two groups of participants learning these rocks in basic/subordinate
level. The results show that subordinate level learning is more effective in the
compact structure while in the dispersed structure the basic level learning leads
to a better performance. More importantly, learning rocks in subordinate level
in conjunction with basic level is more effective than each of them alone.

3 Proposed Method

Going through hundreds of skin lesion images in a class makes students tired and
they might not be able to concentrate on the images after a while [7]. Moreover,
research shows that making mistakes while learning actually helps the learning
better [1] and when passively showing images, as it is currently done, students
would not have the opportunity to categorize lesions and make mistakes.

We designed a system for improving the speed of learning process of skin
lesions; an on-line tutoring system with a large enough skin lesion database. We
built an application for the iOS and Android that lets dermatologists take pic-
tures of the patient’s lesion and send the photograph and a dermoscopy picture
along with the description of the lesion and the consent of the patient to use the
data for research and teaching purposes, to our database server remotely. We
also developed an Android application for pre-test and post-test which is a basic
level test on 24 images selected from all 8 subgroups.

For the main learning process, we developed an Android app which lets a
medical student learn skin lesions through different sessions, in basic/subordinate
level using images of both harmless and harmful lesions. Each session lasts 15
to 20 min. In each session the user is presented with (1) skin lesion images and
labels in the relative level and (2) some tests along the process asking for the
correct label of a skin lesion. We used only 3 subtypes of each skin lesion type and
kept the 4th subtype for measuring generalization in the post-test. In the benign
sub session, we are trying to teach the difference between one benign sub-type
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versus other benign sub-types. In the malignant sub session, the students learn
the difference between one malignant sub-type and other malignant sub-types.
The Target audience of our app are medical students and we want them to be
the best they can in basic level so they can refer all and only harmful lesions to
dermatologists. That is why our pretest and post-tests are in basic level.

We performed an experience for comparing basic level learning and subor-
dinate level learning with 5 participants. One of the participants scored 83% in
the pretest and was removed due to previous knowledge. The other 4 partici-
pants were divided into two groups; one learning in basic level and the other in
subordinate level. Table 1 shows the results of their pretest and post-test.

Table 1. Improvement after training

Participants Pre-test Post-test

Basic Level Participant #1 58% 92%

Basic Level Participant #2 62% 96%

Subordinate Level Participant #1 58% 71%

Subordinate Level Participant #2 58% 75%

There were some skin lesion images in the pretest which are obviously malig-
nant and it makes sense when the pretest results are slightly higher than chance.
The results show that the participants of the basic level were more successful
in generalizing their knowledge and had an average of 34% improvement in the
process, while the participants of the subordinate level had and average of only
15% improvement. This suggests that learning skin lesions in basic level is more
effective than learning skin lesions in subordinate level.
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Abstract. E-assessment systems that provide automated feedback are
a well-known part of modern education. Extensibility of e-assessment
system with respect to domain-specific features is an import aspect of
system design. This paper reports on two successful cases in which an
existing e-assessment system was extended with domain-specific features.

Keywords: E-Assessment systems · Extensibility · System design ·
Case study

1 Introduction

Modern education uses a wide range of digital learning systems for learning man-
agement (LMS), intelligent tutoring (ITS), e-assessment, and other purposes. A
particular feature of those systems is to provide feedback on exercise or exam
solutions. A closer analysis reveals a distinction between generic e-assessment
systems and domain-specific systems. While the former primarily offer generic
features, the latter offer features that are required only in one particular domain
or discipline. A typical example for a generic feature is an item type with input
fields where the input is checked to be exactly the same as some sample solu-
tion. A typical domain-specific variant of that is to equip the input field with
a formula editor to allow for input in mathematical notation and to check the
input for equality by value with respect to the sample solution.

Extending an e-assessment system with domain-specific features has impli-
cations on the system design: First, the system architecture must be modular
so that additional components can be added at all. Second, the internal data
handling must be flexible so that domain-specific data formats or input repre-
sentations can be processed. Third, the overall understanding of key concepts
(such as “What characterized a correct solution?”) must be universal so that
domain-specific considerations do not contradict the system behaviour.

This paper reports on experiences that were made while we extended an
existing e-assessment system with domain-specific capabilities for the domains
of Chemistry (Sect. 2) and English as a foreign language (Sect. 3).
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1.1 Related Work

In recent decades, learning systems transformed from monolithic blocks via mod-
ular systems to service oriented frameworks [1]. While that targets the gen-
eral extensibility or interoperability of systems, domains-specific extensions to
e-assessment system require some specific considerations. One way of realizing
such extensions is to plug-in self-contained modules that realize domain-specific
item types. This is the way chosen for example by the JSME plug-in for Moodle
[2]. These modules provide extensions to the user interface as well as all necessary
program code for evaluating user input and producing feedback. A different way
of realizing such extensions is to connect additional modules for user interface,
evaluation and alike as separate modules. This is the way it is done for example
with computer-algebra-systems and domain reasoners in ActiveMath [3].

1.2 The Existing System JACK

The e-assessment system named JACK is a modular system implemented in
Java. It offers different item types with synchronous and asynchronous grading
and allows to run modules for the latter distributed over several servers [4].

The workflow and component interaction for items with synchronous grading
is as follows: A student requests an exercise via the web-frontend that in turn
invokes the business logic. Exercise authors may include parameters into exer-
cises and attach a set of expressions in an expression language to define values
for them. If parameters are used, the business logic invokes an evaluator compo-
nent to evaluate the respective expressions. When a student makes a submission
to an exercise, the business logic is invoked again. It stores the submission in
a plain serialized representation and forwards the submission to a synchronous
checker for the particular item type. The rules for checking the submission for
correctness may again include expressions in the expression language. The web-
interface of JACK includes a formula editor based on the MathDox editor1 and
thus able to serialize the input into an OpenMath XML string2.

2 Extension Case 1: Chemistry

Handling molecular formulas and reaction equations required three extensions to
JACK: The formula editor must allow notations for atom counts, charges, and
alike. The underlying data format must represent molecular formulas correctly.
Finally, the evaluator required new functions to compare molecular formulas and
reaction equations based on specific chemical properties.

Molecular formulas look somewhat similar to mathematical formulas, but
include some subtle differences: (1) Subscripts and superscripts are used for
atom counts or charges and thus cannot be stacked and only allow positive
integer numbers or specific combinations of characters; (2) Main elements are

1 http://mathdox.org/formulaeditor/.
2 https://www.openmath.org/.

http://mathdox.org/formulaeditor/
https://www.openmath.org/
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atoms consisting of one upper case letter and potentially another lower case
letter, while no spaces or dots are used to separate them within one molecule;
(3) Positive integer numbers as main elements can only occur at the beginning
of a molecule; (4) No parentheses are possible to change binding precedences.

All these features were implemented by creating a variant of the existing
formula editor. The internal structure of the editor caused a significant problem
in that endeavour: The editor is loaded as a JavaScript file in addition to the
HTML page. Loading both variants on the same page for exercises that contain
both mathematical and chemical input caused conflicts between the two variants
due to duplicate definitions of classes or objects. In an ideal solution the editor
will be modularized in such a way that common parts are only included once
per page, while multiple domain-specific parts can be included in a single page
as needed. Since this solution requires to re-implement larger parts of the editor
the problem remains unsolved at the time of writing this paper.

As there are differences between mathematical and chemical formulas, they
cannot be represented by the same serialization. However, the differences
between them are not that large that a completely new form of data repre-
sentation needs to be invented. In fact, there is already an existing XML repre-
sentation of chemical formulas with the ChemML format3. The format is similar
to MathML4 that in turn has some relevant disadvantages in contrast to Open-
Math. Consequently, we decided to create a new format called OpenChem to
represent chemical formulas within the system JACK. Integrating the new for-
mat for data representation into JACK was as easy as expected. As the input
editor was modified anyway, using the new data format was an integral part
of that modification. The general data structures of the system JACK needed
not to be changed, since any domain-specific knowledge on the data format is
encapsulated within the formula editor and the evaluator component.

Two different additions were required in the context of expression evalua-
tion: First, new functions were added to perform domain-specific operations.
For example, a function named “compareNumberOfAtoms” takes two combina-
tions of molecules as parameters and returns true if both parameters contain
the same amounts of all occurring atoms. Adding new functions was possible
without problems. Second, existing functions got new meanings. For example,
a function named “contains” formerly checked whether a list or set contains a
specific element. It now also checks whether a combination of molecules contains
a specific molecule. These addition of new meanings to some functions required
additional effort: Exercise authors must be able to define which domain must be
used to evaluate expressions when a function is available in both domains. Hence
the input format for exercises needed to be extended to allow proper settings
both for the whole exercise and for individual expressions.

3 http://www.xml-cml.org/.
4 https://www.w3.org/Math/.
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3 Extension Case 2: Language Training

The second case is to offer automated item generation in the domain of language
training. The generated exercise should ask students to compare several simple
sentences and to decide which of them have similar properties such as the same
tense. The requirements in that case are entirely different than in the previous
case: Data representation is not an issue, as generated sentences can be repre-
sented as plain strings. User input is also not an issue, as students just need
to tick checkboxes to mark matching sentences. Instead, evaluator functions for
generating sentences are the harder problem. Automated generation of natural
language sentences in different tenses requires the use of some expert module.
Adding such a module also requires to add appropriate functions to the evaluator
component to invoke the extra module properly.

After some comparison of different expert modules for natural language gen-
eration, SimpleNLG5 was selected to be used. As it is a Java library, it can be
directly included in the evaluator component as dependency. The library offers
a lot more complexity than actually required and hence a wrapper class was
created to provide simplified access when implementing the evaluator functions.

The minimal requirement was to provide one single function that takes two
nouns, one verb and a tense as input and returns a generated sentence using
these words and the desired tense. However, sentence generation can only work
properly for words that are included in the internal dictionary of SimpleNLG.
Hence an additional function was added that filters a list of words to remove
those that are not included in the dictionary.

4 Conclusions

The contribution of the paper is twofold: First, it shows that the integration of
domain-specific capabilities into e-assessment systems is possible with relatively
low effort if the systems provide a sufficiently modular architecture. Second, it
shows the benefits of delegating specific data processing to specialized compo-
nents as much as possible. Although we only considered only two small cases,
we already could observe two strategies for delegation. One is to use standard
formats like XML where the domain-specific knowledge can be encapsulated in
schemas, while the other is to use third-party libraries encapsulated by wrapper
functions to ensure a maximum of modularity.

Acknowledgements. Research for this paper was partially funded by the Federal
Ministry of Education and Research under grant number 01PL16075.

5 https://github.com/simplenlg/simplenlg.
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Abstract. Traditional classroom teaching is changing with modern technolo-
gies. A mobile-assisted classroom teaching is designed in the study and is
proved an efficient teaching mode. The most popular mobile App WeChat in
China is used as a course platform which could be easily tailored for any course
exclusively. At the same time, several English learning mobile Apps are
introduced to assist the English Reading class for college students, for example
Xiao Huasheng App, Liuli Reading App, Ximalaya App. In the WeChat course
platform, we integrate these mobile Apps at different times in classroom
teaching and motivate students to participate in the course learning in class and
after class. Mobile technologies plus linguistic knowledge and a well-planned
teaching design are three key factors for a successful course teaching. Fur-
thermore, this WeChat course platform is easy to build and makes a mobile-
assisted language teaching accessible to every language teacher who may have a
limited knowledge about technology.

Keywords: Mobile-assisted language teaching � Course design � WeChat �
English Reading class

1 Introduction

With a fast and wide spread of modern educational technologies in language leaning
and research [1], traditional in-class teaching mode is fading away. Since MOOC
courses and many free mobile Apps are accessible to everyone, in-class teaching mode
is changing and yielding to various multimodal technologies [2]. However, there is no
clear rule about the balance of how much modern technology should be applied into an
in-class teaching. Besides, there are other factors which will also influence the balance
keeping, such as course types, students’ motivations and teachers’ abilities in applying
educational technologies. An effective college English Reading class relies on in-time
and clear instructions from the teacher and a monitored and guided self-reading after
class by students.

This paper depicts the design and teaching procedure of an English Reading class
for college students, which combines in-class teaching with a mobile Apps-based

© Springer Nature Switzerland AG 2019
M. A. Herzog et al. (Eds.): ICWL 2019, LNCS 11841, pp. 332–338, 2019.
https://doi.org/10.1007/978-3-030-35758-0_33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35758-0_33&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35758-0_33&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35758-0_33&amp;domain=pdf
https://doi.org/10.1007/978-3-030-35758-0_33


platform. In-class and after-class teaching are included in the study with the aid of
mobile Apps to achieve an effective learning.

The mobile App WeChat helps grouping students together, and maintains the in-
time interaction between a teacher and students. Meanwhile, WeChat is widely used in
China and it is the most frequently used social software. WeChat helps teaching in
many ways, such as students’ attendance quick check, giving and reminding home-
work, giving answers, and in-time Q&A, etc. [3].

2 Methodology

One mobile social software and three English learning Apps are particularly integrated
into the English Reading class—WeChat, Liuli Reading App, Ximalaya App, Xiao
Huasheng App.

WeChat is a platform to keep interaction between a teacher and students in class
and after class, the other three Apps are used to assist students to learn English after
class. These Apps are believed to assist college students to achieve the aims of English
Reading course: arouse reading interests, extend reading areas, and strengthen reading
fluency. A WeChat-based course design with student performance records is illustrated
in Table 1.

It is not wise to require students to read the same books after class, since they have
their individual reading abilities and interests. And to achieve reading fluency and
satisfaction, it is suggested to let students read easy materials. Suppose ‘i’ refers to an
individual student’s reading ability index, the difficulty index of the after class English
reading should be ‘i − 1’ [4, 5]. Liuli Reading App and Xiao Huasheng App are used
for students to choose after-class reading materials with suitable lexicon and grammar
challenges.

Ximalaya App is audio corpus-based, which could be used to give students an audio
input of those reading materials that they have read. The cognition effect of a reading
material is believed more significant with multimodal inputs than singular input.

3 Class Design and Teaching Procedure

3.1 Before Class Preparation: A Survey on Students’ English Reading
Habits

There are 56 students participated in the survey [6], and the results show that most of
the students read few English books after class. As for their English textbooks, the
students focused on lexicon and grammar learning instead of achieving English reading
joy. Some of them had tried to read English novels recommended by their high school
teachers, such as Pride and Prejudice, Jane Eyre, Great Expectations. But they
couldn’t finish reading one whole novel at all, not even 50 pages of one book. It is
therefore necessary to grade students’ reading ability and recommend corresponding
reading materials. Xiao Huasheng App offers an access to test one’s reading ability and
all reading materials offered in the App are marked with different reading grades.
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3.2 Before Class Preparation: A Survey on English Reading Textbooks

There are two major parts for English reading course: in-class textbook learning and
after-class self-reading. As mentioned in the previous section, after-class reading
materials should be tailored for each individual with the aid of mobile Apps Xiao
Huasheng. As for in-class textbook, it is the compulsory one for all students no matter
how different their language proficiencies are.

Textbook language is different from that of novels and stories. It is much more
formal and grammatically well-organized. Bernstein [7] noticed the phenomenon and
classified the language in textbooks and for teaching as vertical language, while the
language used in daily life and acquired at home is classified as horizontal language.
For learners of English as a second language (ESL), English horizontal language
couldn’t be acquired during one’s childhood. Most Chinese students are exposed to
English vertical language first at school, which is grammar-oriented and translation-
oriented. Thus English horizontal language input is far less enough for ESL students.
Since English textbooks are full of vertical language, the input of English horizontal
language could be supplemented after class only.

Table 1. A WeChat Platform-based course design with student performance records.

WeChat
Platform

Pre-class
icebreaking-
quotations
sharing

Presentation
team
building

Text
translation
sharing

In-class interaction Summary
writing
sharing

After-class
reading
monitor

After-class
interaction

Student 1 No one can
give you
brightness
except
yourself

Topic 1 Text 1
Para 4–6

• quick response to
questions

• explain exercises
• words’ learning &
translation

• homework check
• dictation
• multi-modal
instruction

• giving answers

p
(omitted)

Who is
Elizabeth
II?
���

• supplementary
words

• prefixes list
• fast reading
assignments

• reminding
homework

• Q & A
• peers learning
• team building

Student 2 I am
thinking,
therefore I
am

Topic 3 Text 1
Para 7–8

p
(omitted)

The Giver
���

Student 3 Success is
not final,
failure is
not fatal

Topic 3 Text 1
Para 9–11

╳ The
Mysteries
from A–Z
���

Student 4 Life was like
a box of
chocolates

Topic 2 Text 1
Para 12–14

p
(omitted)

The Little
Prince ���

Student 5 Tomorrow
will be
better

Topic 2 Text 1
Para 15

p
(omitted)

Matilda ���

Student 6 After all,
tomorrow is
another day

Topic 5 Text 2
Para 4–5

p
(omitted)

What was
the WWII?
���

Student 7 Water, a
desert
blessing, an
ocean curse

Topic 1 Text 2
Para 6–8

p
(omitted)

Who was
Da vinci?
���

Student 8 Love all,
trust a few,
harm
nobody

Topic 1 Text 2
Para 9–10

p
(omitted)

Charlotte’s
Web ���

��� ��� ��� ��� ��� ��� ��� ���
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Taking into account the two facts: students with various reading abilities, and
English textbooks lacking horizontal language input, this study claims two basic
principles for an exact and comprehensive choice of reading materials for students after
class: difficulty = i − 1, and horizontal language oriented.

3.3 In-Class Teaching and Learning: Mobile-Assisted Instructions

In the first class of the English Reading course, an exclusive course WeChat group
should be built on spot. Students and the teacher are united here. WeChat group
building works like an icebreaking. It is time-limited in class, the course WeChat
group can help saving time in attendance checking and encourage the whole class
discuss and express themselves at the same time. For example, instead of asking
students to introduce themselves to us one by one in person, each of them is asked to
type their favorite sentence in the course WeChat group platform. Within two minutes,
about 30 sentences will appear in the platform, and they are clearly shown to everyone
in class (compared with the traditional classroom icebreaking, speaking in public is
sometimes not clear and couldn’t be understood due to difficult words or bad grammar).
ESL students usually read better and faster than they listen. With a quick glance at the
favorite sentences sent in the WeChat group platform, the similar minds go together
and feel accompanied, even though they don’t know each other in face. Compared with
introducing your name, your hometown to your classmates, this quotes sharing in the
platform (partly shown in Table 1 Column 2) goes deep in one’s soul, and it is more
efficient. Thus a nice and comfortable class environment is built with the aid of the
mobile App WeChat. And everyone who participates in it leaves a record for class
participation and performance.

For the English Reading textbook, the texts are usually longer and more difficult
than the texts from Comprehensive English course. The texts usually cross over various
topics, ranging from football industries to bioengineering, from religions to tax col-
lection systems. To finish learning a text within 4 teaching hours - with about 1200
words in each text and the text difficulty is above one’s reading ability- is very chal-
lenging both to students and the teacher. The unfamiliar topics of the texts and the
mountains of new words are two major obstacles for the text understanding.

Lead-in is usually the first step in text learning, and we suggest that reading
motivation come ahead of new words understanding. To arouse all students’ reading
motivations toward those difficult texts is not easy, but it’s always worth trying. Stu-
dents are required to make related presentations about each text in turns, either about
the background information, or the introduction of the persons and places appearing in
the text. Every text topic will be presented by 4–5 students at most from different
angles. We prefer to give them enough time to think about it, and let them sign up for
the presentation in the course WeChat group platform after class. All of this is done
efficiently out of class with the aid of the course platform. While the presentation team
is working on a presentation preparation, the course teacher can send a list of frequently
used words on the topic in the WeChat group platform to keep other students connected
to and immersed into the topic.
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3.4 In-Class Teaching and Learning: Mobile-Assisted Learning
and Sharing

The learning of each text is supposed to be finished within 4 teaching hours (2 h in
each week) according to the syllabus. The first 2 teaching hours are usually for stu-
dents’ presentation on the text topic, a quick check on the glossary of the text, and the
teacher’s explanation and interpretation of the beginning part of the text. The rest 2
teaching hours in the following week will focus on the reading comprehension of the
text, exercises and worksheets.

In the first 2 teaching hours, with the student presentation in class and the glossary
check in WeChat group platform, the backgrounding and study environment for a text
are created. Most students are ready for the further study of the text. They are
encouraged to discuss with their peer classmates about the meaning skeleton of the text
and then type the main idea in the WeChat group platform. Students can quickly learn
from peers by reading each other’s main idea writing on spot. It doesn’t matter whether
the main ideas written by students are accurately correct or not. The key point is to
encourage students to participate in the text study and to be critical to different ideas
about the text. They may find thoughts alike in the WeChat group platform and these
positive mutual recognitions will greatly encourage students to dig the text deep. For
those who might find they hold different ideas with others in the platform, their ideas
are valued too, and they may challenge others with their logic. This is a good chance to
let everyone have a second thought about the main idea before they go further into the
text learning. No matter they agree with each other in the WeChat group platform or
not, the most important thing is that almost everyone in classroom is activated and
participates in the text learning activity.

In the second and last 2 teaching hours, students are mainly guided to understand
the detailed information of the text with the main idea drawn in the previous class.
When the text learning is finished in class, students will be given a worksheet of the
text, which looks basically like a mind map of the text. Students are required to finish
the blanks of the worksheet. Two students co-work with one worksheet, in order to
encourage them to discuss, to co-operate, to compare their understandings and to
persuade each other. This task might take 10 min and it is useful to keep everyone
being participative. When they finish the worksheet filling blanks, they can take a photo
of it and send it to the WeChat group platform to share with each other. And the teacher
may also publish his answer of the worksheet in the platform, which is efficient and
crystal clear to each one. Finally, every one of the students will have one worksheet at
hand and they are required to briefly retell the whole text based on the worksheet within
5 min. This works as the last step of the text learning: General (main idea drawing) –
Details (paragraph translating) – General (worksheet and retelling).

This is a complete pattern of an English Reading class for 4 teaching hours within
2 weeks. When students are familiar with the procedure, they can follow it quite well
and sometimes they read the whole textbook beforehand and tell the teacher that they
are very interested in some topics and would like to make presentations on those topics.
And some students would like to create the worksheet of a text according to his/her
understanding, which turned out quite correct and well-organized. Students are more
active and self-motivated in the mobile-assisted English Reading class.
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3.5 After-Class Guiding and Learning: Mobile-Assisted Learning
and Sharing

There are 6 days between the first 2 and the second 2 teaching hours. To keep students
being active and participative in the text learning, WeChat group platform is used to
guide students to study individually after class. Students are required to translate the
paragraphs after class with the aid of Google Translate or Baidu Translate. Each
paragraph goes to one student and the students take turns to do this. All the translation
is required to be sent in the WeChat group platform within two days after class, so that
all students can self-study the text after class with the sharing of text translation.

Students are encouraged to use different translation software to finish their home-
work. They will compare the different translations and make a final version based on
them. This process helps students save time in simple translation and requires them to
put more effort in advanced translation, such as logical relations between clauses, and
translation concordance with the main idea of the text, which are hard for machine
translation.

Another major part of after-class learning task is extra reading materials. There are
two kinds of materials: one is for reading fluency and joy, and the other is for reading
accuracy in a limited time. To read for fluency and joy, students are encouraged to use
mobile Apps such as Xiao Huasheng and Liuli Reading to search for their reading
materials with interests. Our survey showed that for ESL Chinese college learners,
English novels, such as Pride and Prejudice, Great Expectations, are not appropriate
for students to achieve reading fluency and joy. Students are supposed to read some-
thing less difficult than the textbook in their after-class time. All these mobile Apps
offer a broad range of books from fables, detective stories all the way to best sellers for
teenagers. These “easy” reading materials serve as necessary reading gap fillings for the
Chinese students, since they lack the English horizontal language acquisition in China.
When they began to learn English, they learnt it at school and all they’ve been learning
are from English textbooks, which belong to English vertical language. Furthermore,
when they finish reading the interesting books, students are encouraged to listen to
those books from the Ximalaya App, which is audio corpus based. With the two modes
of input for one book - reading and listening, students will have a good language input
and be expected to have good output: retelling and writing.

To read for accuracy in a limited time is always a must in every kind of language
test and it is an important index to indicate one’s reading ability. This exercise could be
done by themselves after class and monitored by the teacher in the WeChat group
platform.

4 Conclusion

A mobile-assisted college English Reading Class design is introduced in detail in this
study. Since a WeChat group platform could be easily tailored and built exclusively for
a course, it is efficient to communicate with everyone in class and after class. Students’
performance could be monitored and guided on the platform. Students themselves also
feel connected in the course WeChat group platform. This reading class design presents

Designing a Mobile-Assisted English Reading Class for College Students 337



a new and holistic approach to not only improving an English learner’s proficiency on
reading, speaking, writing, speaking, translation, multiliteracy synthesizing relying on
emerging technology, but also motivating students autonomous learning.

It is noted that the efficiency of monitoring the on-going posts is handicapped by
the display of posts on WeChat when there is an influx of posts on the group platform,
for example, during the in-class dictation or Q&A session. While WeChat as an
educational platform is credited for its instant interaction, users’ stickiness, and mul-
tiliteracy interface, further discussion on refining its user interface for a teacher to
monitor an inrush of posts is suggested.
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Abstract. MicroLearning (ML) was identified as one of the trends that can
profile e-Learning now or in the near future. The author already conducted two
experiments, where he tested newly created MicroLearning courses in com-
parison with “classic” e-Learning courses and got promising results [10]. The
paper describes the creation of MicroLearning course “Creation of webpages”.
The author focuses on design of newly created course taking into account
subject matter and concepts of creation of individual ML units using among
others step by step instructional design. Mentioned is the way ML learning units
for this course were created, also making use of video tutorials enriched with
interactions and quizzes. LMS Moodle was chosen for ML course creation with
added support for interactive multimedia. This was extended with interactive
code exercises “Try, Alter and Execute” (TAE) with pre-prepared HTML codes.
The course aims to support more active engagement of students as they try code
alterations within LMS and offer benefits of numerous quizzes.

Keywords: MicroLearning � e-Learning �Web pages � HTML � PHP � LMS �
Interactivity � Code testing

1 Introduction

Today’s world is changing quite fast and educational institutions have a duty to react
and keep pace. Society and mainly technologies (services) are changing fast and
influence students. For younger generations, Web and social networks are services that
they use on an everyday basis. In this world, classic study materials have to compete
with interesting, in small doses available information that is almost always more
appealing or interesting.

The classic approach to e-Learning is nowadays many times not following up-to-
date trends. Already some time ago Nielsen defined “microcontent” [7] and this trend
was later followed by the success of social networks – Twitter.com even explicitly
restrict the maximum length of posts (at first limited to 140 characters, later extended to
280). Poe [9] speaks about the fact that short is what is connected with the Internet.
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2 From Microblogging to Creation of MicroLearning Course
in an e-Learning Way

Nielsen [7] with term “microcontent” meant headings (describing macrocontent) not
main content itself. Hug [4] later connected short texts with term MicroLearning and
defined its main attributes. Lindner [5] used the term “microcontent” and finally
connected it with short pieces of content. If we look at microcontent as a part of a
subject matter, connection with learning objects [6] is obvious. The difference is that
microcontent, in connection with ML, is called microcontent unit (MCU), aims to be
focused on rather small parts of subject matter and comprise ML course.

Most approaches to ML are mobile-based ML [1, 2, 8]. Because of the use of LMS
Moodle as the main e-Learning platform at our University, we decided to create the ML
course in this LMS environment with mobile devices support. LMS Moodle with well-
chosen template is responsive, so can be used on mobile devices. Unfortunately,
because of mature of e.g. interactive videos they are not best viewed on devices with
too small (narrow) screens. Only solution is to use mobile device in landscape mode.

In addition to Hug’s [4] parameters, we added emphasis on interactivity, multi-
mediality and integrated quiz questions. Capabilities of Moodle in the use of interactive
content are quite limited, so we made use of H5P (www.h5p.org) that adds several
interactive educational content types. We mostly used “Course presentation”, “Inter-
active video” and “Quiz”. We set limit, that one MCU should be around 5–7 min long
and the number of terms should not exceed 5–7 per MCU.

2.1 Structure of MicroLearning Course of Dynamic Web Pages’ Basics
and Use of MCUs

The course consists of eleven topics that cover a creation of dynamic webpages
(Introduction to web pages, HTML, CSS, CSS positioning, JavaScript, Basics of PHP,
Forms, PHP and MySQL, Saving Form data to DB, PHP Functions, Form Validation).
Each topic consists of compulsory parts set by the university’s regulation, among them
are learning outcomes, keywords, study materials, (optionally) examples, summary,
control questions for students’ self-evaluation and test. Units look like a classic
Moodle-like course, the difference lies in used smallest parts – MCUs. They were
placed in the course study materials section.

Our already finished research results showed students’ better results in factual
knowledge test [10] if they used an ML course. Taking this into account we decided to
utilize gained experience and create similarly based ML course for subject dynamic
web pages’ basics. Each unit consists of mostly MCUs (in average 10 per unit) –

besides summaries of e.g. protocol commands, etc. – and at the end of unit of summary
quiz. For the creation of MCUs we employed below mentioned H5P content types.

Interactive Videos
Videos are suitable to be used as an introduction into a given topic, with a combination
of images, animations or diagrams. These videos are turned into interactive by
enriching it with various interactive elements. One of the basic are bookmarks, that
give students the opportunity to skip parts, get to a certain point that student finds
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important, etc. We found good to mark beginnings of main parts of a video and enable
viewers to navigate within them. Bookmarks virtually chop videos into even shorter
parts, that covers only one specific detail. We also inserted into videos short texts, that
points out key topic of a give part, important fact or give headings to video parts.
Within interactive videos can be used also other types of H5P objects, mainly various
quiz questions and tasks. Suitable are multiple-choice questions, drag the words or fill
the blanks tasks. We placed them at the ends of particular parts to reinforce key facts or
at the end of a video for summary revision.

Course Presentation with Interactive Content
Interactive course presentation was used as the main content type for MCUs. Simple
use can be as follows – a linearly connected chain of slides with text. The approach we
chose is to create this MCU with a limited number of slides (approx. 3–4, excluding
title slide), without links, or when consisting of more slides (5 or more) interconnecting
appropriate parts (slide with connected quiz questions).

Supported content for course presentation MCUs are besides text and again various
quiz questions also videos, images, audios even interactive videos.

Try, Alter and Execute (TAE) Exercises
These exercises are meant to be supportive for students to see HTML (CSS, PHP) code,
and have a possibility to experiment with it. TAEs consists of two windows where first
shows code and the second is used for code rendering after pressing the button “Run
code”. TAE exercises have set task(s) that students should try and debug with given
code. They are focused on altering prepared code in a different context and after that,
with Moodle Assignment they must hand in completed task to the teacher.

2.2 Creation and Design of a MicroLearning Units (MCUs)

Each MCU was created in similar design, just with differences according to used H5P
content type (interactive videos, interactive course presentations, Question sets). For
purpose of creating MCU, we always took unit’s content and from the beginning to end
started to divide it by restraint of the number of possibly used terms for one MCU, but
also taking into account logical groups within a given unit. If the size of a logical group
would produce too long MCU, we created two instead.

Creating interactive videos was a bit different. The first and usually most important
quality of a video that we searched for (besides content), was its length in minutes. We
set a limit to approx. 7 min for introductory videos and approx. 12 to 20 min for coding
examples. Next were marked main parts by Bookmarks and added labels where needed
throughout a video. Lastly were added quiz questions and at the end short quiz for
revision.

Application of Quiz Questions within MCUs
Some findings show that post-instruction testing improves delayed retention learning
[3, 11], so we employed a similar approach with the use of MCUs. Not to limit
students in a way they are going to use quiz questions in MCUs, we inserted links that
are connecting “theoretical slides” with corresponding quiz questions at the end of
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MCU. Also, backlinks were set. Within interactive videos we were not mostly inserting
links as a screen of videos is usually occupied by text, graphic elements, text labels, test
buttons and subtitles and yet another element could make it too chaotic.

3 Conclusion

The main reason for the creation of new ML e-Learning course was to offer to students
(undergraduate IT teachers) more active way to study (for some) not very interesting
subject. We see benefits of ML that by creating small chunks, it offers a way for
students to create their study path and makes it easier for them to grasp particular parts
of the whole. Important is to carefully prepare learning path by chaining MCUs as step
by step parts that – though are self-contained – create the image of a whole.

Our approach to ML course is closer to the traditional e-Learning course, which is a
little bit different from most approaches to ML. Use of LMS kept division into topic
and activities. Because the creation of a new learning environment is time demanding
and costly, we find the use of classic LMS as the best way. We hope that connection of
attractive form of subject matter presentation with the possibility to test code snippets
(TAE) directly within LMS opens the way for the improvement of students’ motivation
and higher rate of interest. Hopefully, also higher rate of gained factual knowledge and
learning satisfaction will be met. ML is by many nowadays seen as a possible trend and
we hope that makes use of ML in connection with LMS brings prospects of
improvements of learning.
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Abstract. This paper presents the concept of a mobile learning com-
panion which uses sensor data to support self-regulated learning. Based
on design considerations derived from previous work, a prototype of a
mobile learning companion (Charlie) was developed as a student project
at HTW Berlin. A first qualitative study with 4 students aimed at vali-
dating Charlie’s character as a friendly learning companion and its ben-
efits and limitations for self-regulated learning. Future work will focus
on improving Charlie to provide a positive learning support as a mobile
learning companion.

Keywords: Mobile learning · Sensor-based learning · Learning
companion · Self-regulated learning · Pedagogical agent

1 Introduction

Various research shows that self-regulated learning strategies can help students
to cope with cognitively, emotionally and behaviourally challenging situations,
and lead to academic achievements [14]. Corno [5] discussed that external sup-
port (by teachers or computers) can help learners to modify their cognitive,
motivational and behavioural states. Even de-contextualized responses from a
computer can support learners for positive learning achievements. Referring to
various training programs and systems, Azevedo and Cromley [1] explored the
advantages of a learning companion as a way to support self-regulated learn-
ing in an online-learning environment. In this paper, we present our conceptual
work on using a mobile device with integrated sensors (e.g. camera, heart rate,
proximity sensor, and microphone) for a context-aware self-regulated learning
agent, named Charlie. Then we present a prototypical realisation of Charlie and
report preliminary findings.

2 Sensor-Based Learning Companion for Self-regulated
Learning

To be self-regulated learners, students should be aware of their responsibility
to engage, learn and reflect on their learning, and they should be equipped
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M. A. Herzog et al. (Eds.): ICWL 2019, LNCS 11841, pp. 344–347, 2019.
https://doi.org/10.1007/978-3-030-35758-0_35

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35758-0_35&domain=pdf
https://doi.org/10.1007/978-3-030-35758-0_35


Design Considerations for a Mobile Sensor-Based Learning Companion 345

with these core skills [11]. However, learners are limited in exerting their com-
petency in self-regulation, because they cannot see the effects of self-regulation
on their learning achievements, and because they are not convinced whether
they could enact appropriate self-regulated strategies [14]. In addition, learners
may lack motivation and interest in their learning tasks and feel no necessities to
put self-regulation into action. Zimmerman and colleagues [14] suggested various
methods to enforce and motivate learners’ engagement in self-regulated learning.
Operant views of self-regulated learning include external nudges (e.g. teachers’
questions or alerts from a system) as methods to promote self-regulated learning,
whereas phenomenological views of self-regulated learning emphasise the increase
of self-awareness including planning, goal setting, monitoring, and evaluation of
learners. Furthermore, not only the environmental and behavioural factors but
also learners’ cognitive and affective processes are advised under social cogni-
tive views of self-regulated learning. Comprehensively, to support learners to
be more self-regulated in their learning, both learner’s internal (e.g. cognition,
motivation, emotion) and external (e.g. environment and behaviours) conditions
should be considered. In an informal learning environment, learning takes place
in various locations (external condition), and the learning process and manage-
ment are mainly controlled by learners (internal conditions). In this setting, a
mobile device with integrated sensors is appropriate to support self-regulated
learning phases and stages. Specifically, conditions of the learning environment
(e.g. brightness, noise level) can be attained by sensors such as microphone
and camera. In addition, GPS and WIFI can seamlessly locate learners’ location
[10]. This information can help learners critically evaluate their physical learning
environment with respect to their learning goals and achievement.

3 Charlie, a Mobile Sensor-Based Learning Companion

Based on suggestions from [13], for the design of a sensor-based learning compan-
ion, a smartphone app (Charlie) was designed, and a first prototype of Charlie
was implemented. Similar to [9], a neutral name was chosen, so Charlie can be
seen both as a female and male character.

Designing a first prototype of Charlie, six design considerations were con-
sidered: (1) correspondence to learner’s characteristics, (2) instructional advan-
tages and encouragement, (3) initiation of dialogue ad engagement to reflect,
(4) a simple and stylish visual with task and relation orientation, (5) a fellow
learner and a real human, and (6) positive interaction and positive perception of
overall learning experience. Charlie engages learners to set clear learning goals
according to learning tasks of their choice by using the SMART goal model as
proposed by [8]. Upon setting a goal, Charlie asks the learner to set a place and
the expected time necessary to complete the goal. By setting a goal and the
expected study duration, Charlie engages the learner to be aware of importance
of specific goals which needs to be specific, measurable, attainable, realistic and
time-bound. When a learner is ready to proceed learning, Charlie accompanies
the learner by (1) showing the user-defined goal and place, (2) giving ambient
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information such as brightness and noise level, (3) informing about progress as
time-lapse, (4) giving feedback and recommendations on demand.

To appear as a human-like peer, Charlie uses Emoji which has facial expres-
sion. Colours and messages were designed based on three design considerations
of a learning companion: (1) a simple stylish visual [2,4], (2) encouragement-
oriented and relation-oriented messages [12] and (3) fellow learner-human [6].
Empathetic feedback was supported by the use of affective colours [3]. For mes-
sages, three areas of volitional control strategies [7] (self-efficacy enhancement,
stress reducing actions, negative based incentives) were adopted. Additionally,
learning related humours and quotes have been chosen from online resources to
improve human characteristics. In a student’s project at HTW Berlin, a Charlie
prototype was implemented as an Android app to gain learners’ perception of a
mobile sensor-based learning companion.

4 Results

Based on the first development of Charlie, four students at HTW Berlin vol-
unteered to participate in interacting with Charlie and engage in open-ended
interviews. When interacting with Charlie, learners expressed a positive impres-
sion toward the relation-oriented messages, in addition to being interested in the
concept behind it. Yet, learners spoke up for more active involvement and clear
indication of its extend of competence.

Overall, related to Charlie being a fellow learner/human, participants liked
the default name, Charlie. In addition, participants stated that they had a per-
sonal feeling which was due to the look of Charlie. Regarding on a goal setting,
learners felt a bit forced when writing their goals, because all the fields such
as learning action, learning field, learning objective were mandatory. Interest-
ingly, all participants claimed that they are well aware of how to set a goal, yet
without assistance, goal setting was neither clear to them nor easy. Additionally,
all participants liked the visualisation of their learning session and found the
recommendations helpful. Regarding on the learning time, one participant was
curious whether a companion will give him/her information when he/or she is
productive.

5 Discussion and Outlook

Considering the availability of mobile devices like smartphones and their inte-
grated sensor technology, the information that the device provides for learners
can improve self-awareness of learning. The paper presents the theoretical back-
ground, idea, development and evaluation of Charlie as a mobile learning com-
panion to support self-regulated learning. The learners’ comments were analysed
by conducting a qualitative research to reflect their impression when interacting
with Charlie as a learning companion. Due to the low sample size, the results
can not be generalised, yet comments from actual learners who have interacted
with Charlie allowed us to reflect on future steps to improve a mobile sensor
based learning companion.
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Abstract. The Fully Online Learning Community (FOLC) model is intended to
operate within a co-created Digital Space to (a) reduce transactional distance,
and (b) incorporate newcomers into an established learning community. An
operationalized version of the General Technology Competency and Use
(GTCU) framework was used with a convenience sample of Ontario Tech
University students to determine readiness to work in the Digital Space. Initial
findings confirm the results of an earlier study, which found positive correlations
between self-reported scores and overall performance quality at the high and low
ends of the continuum. We suspect that while the GTCU aids in the identifi-
cation of a threshold-based approach to identifying readiness to work in the
Digital Space, the instrument is insufficiently granular to identify a precise
readiness point. This led the team to continue to develop a more sophisticated
version of the GTCU, the current Digital Competency Profiler (DCP), and its
companion, the Fully Online Learning Community Survey (FOLCS).

Keywords: Readiness for online learning � Digital skills and competencies �
Problem-based learning

1 Introduction

Currently, online learning is having profound effects on institutions of higher educa-
tion. Seaman, Allen & Seaman [1] report that distance enrollments have increased for
the 14th straight year and have grown over 5% between 2012 and 2016, with over 30%
of higher education students in the United States having taken at least one online
course. In Canada, “approximately 12% of college course enrolments are online, and
16% in universities” [2]. However, the online experience is highly variable, ranging
from blended learning, where students complete in-class or at-home learning tasks
using an Internet connection, to fully online courses, where students never physically
come on campus but instead interact with each other using a variety of synchronous
and asynchronous tools. As a result, the most common online courses have developed a
reputation of leaving students feeling isolated, disconnected, and frustrated, resulting in

© Springer Nature Switzerland AG 2019
M. A. Herzog et al. (Eds.): ICWL 2019, LNCS 11841, pp. 348–351, 2019.
https://doi.org/10.1007/978-3-030-35758-0_36

http://orcid.org/0000-0001-8767-2894
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35758-0_36&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35758-0_36&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35758-0_36&amp;domain=pdf
https://doi.org/10.1007/978-3-030-35758-0_36


retention and persistence issues [3]. Given the predicted trends in higher education, and
the resulting needs of learners across sectors [4, 5], it is essential that educators in
higher education begin to examine, and act upon, models of digital learning that
facilitate the development of the skills and competences mentioned above.

The project being reported here is part of a larger set of studies which investigate
various aspects of the Fully Online Learning Community (FOLC) model [6]. The
overall intent of the larger set of studies is to better understand how FOLC’s imple-
mentation may affect students’ perceptions of inclusion, collaboration, and learning
relevance, while simultaneously developing a wide range of competences that align
with the outcomes and employability skills of agencies external to the university.

2 Literature Review

Models of online learning environments vary significantly, and include, but are not
limited to synchronous, asynchronous, MOOCs, Wikis and hybrid courses. A common
element of all online learning environments is the creation of a “democratic space” [7]
wherein teachers and learners can ubiquitously integrate technology throughout
learning. This is a central feature of the FOLC model, which also includes enabling all
community members to contribute to the critical challenge of ideas and perspectives. In
this way, a fully inclusive learning environment is created, where the roles of teacher
and learner are redefined, and where individuals are required to be responsible for the
quality of the overall learning community. Both challenge and support are essential
elements of this approach, and the development of relationships results in decreased
transactional distance between community members [8]. Along with a Problem-Based
Learning (PBL) orientation, which has been well documented as an effective paradigm
for co-designed open learning environments [9], the FOLC model currently serves as
the basic modality for many of the courses in the fully online programs that employ a
mix of synchronous and asynchronous affordances, offered by the Faculty of Education
and Faculty of Health Sciences at Ontario Tech University.

3 Methodology

To determine readiness to work in the Digital Space, an operationalized version of the
General Technology Competency and Use (GTCU) framework [10] was used for a
convenience sample of Ontario Tech University students to complete randomly dis-
tributed Assessment and Performance Assignment Modules (APAMs), organized
according to the four orders of competency in the GTCU framework. The assessment
portion of the APAM captured individual participants’ self-reported Frequency and
Confidence Rating (FCR), using 5-point Likert-scale indicators, in relation to specific
types of technology usage. The performance portion of the APAMs provide a “given”
and “own” orientation [11] which enabled the study to examine the differential in what
Savin-Baden [9] classifies as “Level 1 PBL” and “Level 5 PBL.” In the process, the
FCR questions are matched to a Performance Assignment (PA), which participants
complete as a demonstration of their self-assigned FCR.
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The performance tasks consisted of two parts. The first task was labelled a
10-minute Warm-up Activity. Following the characteristics of a given problem [11], the
warm-up task was very specific in terms of the directions given and the type of product
to be produced. In a second task, called a “30-minute Freestyle Activity, participants
were asked to analyze a collage of graphics depicting various complex situations. with
an instruction to “Examine the photos below, reflect on them, and identify an issue or
problem that comes to mind, then address this issue in some thoughtful and creative way
using the technologies available to you”.

Sixteen student volunteers from faculties across Ontario Tech University responded
to the invitation to participate by completing the FCR survey prior to their arrival in the
EILab. For the performance portion of the APAM, the volunteers were seated at an
EILab workstation and given an overview and basic instructions. The tasks were
provided visually through a large monitor that was placed directly in front of the
participant. Workstation set up included: 4 video feeds synchronized with each other; a
camera (Face) placed on a tripod below the large monitor, trained on the participant
face for use with FaceReader; a camera (Top) suspended above the workstation to
allow all desktop surface movements to be recorded; a camera (Body) suspended in the
corner of the room trained on the individual to record body movement; and a feed
coming from the laptop (Device) used by the participant to allow for the recording of
all inputs into the device.

4 Preliminary Findings and Conclusions

Detailed analysis of survey results and video recordings is ongoing. Participant videos
(three video files per participant, e.g., top, device, and face) are currently being anal-
ysed. The analysis required the development of a multi-level coding strategy. Level 1:
The analysis of the device and top video illustrating the work process engaged in by
each participant, identifying specific events. Level 2: The analysis of facial expressions
using Noldus FaceReader to detect 7 different emotional states. We link these emo-
tional states to a determination of skill versus challenge. Level 3: The analysis of body
language of the participant from the face video. These analyses will be scored against
the determination of readiness provided by the self-assessed FCR. One participant has
been analysed using this strategy and these results will be presented in the poster
session.

Preliminary analysis of the data leads EILab researchers to believe that the findings
will corroborate the major conclusions of the Blayone [12] study, indicating that there
are general correlations between self-reported competences and the observed perfor-
mances of the two groups. Those who claimed to be highly competent in the self-report
instrument—typically individuals who owned or had constant access to a variety of
digital technologies—were able to demonstrate their ability to complete both tasks to a
high standard. The other group—typically including individuals claiming not to be
digitally competent—generally presented with numerous difficulties in both tasks, and
frequently became quite frustrated with their inability to complete the tasks.

The determination of a measurable index and reliable readiness threshold for online
learning continues to be an elusive concept. The EILab researchers are well aware of
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the diverse and challenging sociocultural and economic issues that impact accessibility,
availability, and opportunity for online learning. As EILab researchers, we are opti-
mistic that a significant measure of readiness for online learning will emerge from this
research and are hopeful that this work will stimulate further research on a local and
global scale—research that may result in improved digital learning both domestically
and internationally.
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Abstract. In this article we propose an automatic system that informs students
of abnormal deviations of a virtual learning path that leads to the best grades in
the course. Our motivation is based on the fact that by obtaining this information
earlier in the semester, may provide students and educators an opportunity to
resolve an eventual problem regarding the student’s current online actions
towards the course. Our goal is therefore to prevent situations that have a
significant probability to lead to a pour grade and, eventually, to failing. Our
methodology can be applied to online courses that integrate the use of an online
platform that stores user actions in a log file, and that has access to other
student’s evaluations. The system is based on a data mining process on the log
files and on a self-feedback machine learning algorithm that works paired with
the Moodle LMS. Our results shown that it is possible to predict grade levels by
only taking interaction patterns in consideration.

Keywords: Data mining � e-Learning � Grade prediction � Student learning
path

1 Introduction

Nowadays, students are increasingly being evaluated using online platform. As such,
educators had to change their teaching methods by making the transition from paper to
digital media. The use of a diverse set of questions, ranging from questionnaires to
open questions, is common in most college courses. In many courses today, the
assessment methodology also promotes student participation in forums, downloading
and uploading modified files, or even participation in group activities.

In the major learning management systems currently available, the interaction
between the students and the system itself is stored in log files in the form of registers
that mark beginning of actions performed by the user. Using the logged information,
and new one computed by our system, such as the time each student spends on an
activity, the number and order of resources used, the amount of interaction with other
student’s by means of messaging/posting forum answers/questions, and particularly,
the access versus time of access to all proposed activities, to build a table that a
machine learning algorithm can learn from, using already human assigned grades.
Using patterns of access to resources we equipped the system with features to prevent a
cold-star, and make predictions on a student’s final grade by analyzing his behavior.
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Data was collected from the course DPI1001, also known as Technical Commu-
nication, of a bachelor’s degree course in Computer Science. The main objective is to
prepare students for “technical communication”, especially in the areas of writing and
evaluating articles, creating presentations and conducting oral presentations.

It heavily relies on Moodle as an intermediary between the students and the teacher.
This platform was used to facilitate access to lectures files, work assignments, quizzes,
templates and forums, where the students were able to discuss amongst themselves
about lectured material, all under the watchful eye of the teacher. It also provided a
centralized tool, for assignments/article submission and evaluations.

Students were evaluated in five stages. The first three stages were exams done via
Moodle. The next stage, consisted of group work, where groups of 4 or 5 students
made a set of slides regrading a given subject. The last stage was done individually and
was the creation of an article, submissions were all done via Moodle.

The population consisted of the registered students who used Moodle, to access
resources or participate in activities related to Technical Communication course. The
collected data has registered data regarding, 90416 interactions between 522 students
and the online platform, between the years 2015 and 2018.

2 Related Work

Moodle represents a modular object-oriented dynamic learning environment. This
platform constitutes a Learning Management System (LMS). It’s very easy to setup and
use, with the advantage of being Open-Source, meaning that the community can help
improve the platform without direct intervention of the developers. Most of these types
of platforms are capable of keeping a recollection of every action performed.

Figueira [2] in 2016 tried to establish a relation between the usage of an LMS with
the results in a course. More recently in 2019, Nam Liao et al. [3], presented a study
describing a student alert system that used data collected by a clicker and a Support
Vector Machine to alert student about their academic behavior which will lead to a
failing grade. Conijn et al. [1], uses multiple courses to gather information to be used in
the dataset. However, this creates a problem; as it cannot be ensured that the multiple
courses, being studied, have the same approach and assign the same significance to the
LMS in the learning process. Naturally, we can assume that different teachers have
different methods of lecturing, using online environments, and evaluation method-
ologies. Therefore, it can be concluded that by analyzing data collected from various
classes, all diverging from each other, is impossible to maintain a small degree of
variation in the environment in which the data was collected. Moreover, the referred
study also concluded that the portability of the predictive model between different
courses is not reliable, there was too much variation in usage, dependency and
importance, each class gave to the LMS. On the other hand, the studies concluded that
this type of models can still be successfully applied to a single course. It is concluded
that the smaller the variation in course structure the more accurate the predictions of a
grade.
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3 Predictive Modelling

To determine patterns that can lead to a specific grade we used a set of derived features.
Activity Time (AT), which counts the number of minutes to access the group choice
and registration for oral presentation activities after being made available. Before Test
(BT), sub-divided in to BT1, BT2 and BT3. Each indicates the number of days,
between the first access to the Lecture’s, and the day of the respective quiz. The. Forum
count’s the number of entries related with the use of Forum. Time In/Out the Danger
Zone (TIDZ and TODZ), represents the number of times submissions occur near the
“danger zone”, which was defined as being 10 min before the end of a deadline. Total
Time Online (TTO), counts the number of minutes spent on the platform. Finally, SUM
represents the similarity between one student’s academic path and the closest resem-
bling student whose grade is higher than 17.

To achieve this similarity factor, we used a process of Run-length encoding (RLE),
which is a simple form of data compression, where “runs” (consecutive data elements)
are replaced by the number of occurrences and the respective data value. Instead of the
number of occurrences we used the time spent in that activity, in minutes.

Our approach relies on a transformation of all the sequences of activities, done by a
student in a single day, into strings consisting of numbers and letters. So being that a
single day of activities is represented by a single string. This process generates 103
strings per student, as each semester consists of 103 days.

Once a new format is obtained, we determined the similarities between the aca-
demic paths of two students, using the Euclidean distance to determine a match. When
a match was found, we tracked the amount of different activities a student visited and
how much time, in minutes, he spent in every activity when compared to the match.
The final value is divided, by the number of seconds in an hour.

Applying this formula for each day and by adding all the values we obtain the final
value of SUM, which indicates the similarity between the current student and the ideal
high achieving match.

4 Results

After obtaining the features we, applied a decision tree algorithm. In which the target
variables are four classes (using a 0 to 20 grade scale): class a, grades from 0 to 9, class
b from 10 to 14, class c from 15 to 17 and finally class d grades 18 through 20.

The original dataset is divided in to two datasets, the train (70%), and test (30%).
The train dataset is used to instruct the model on how to obtain a correct prediction, the
algorithm analyses the features and determines the resulting class. Using the test
dataset, the algorithm analyses the feature and makes prediction of what the class
values should be. A comparison is then established between the predicted target
variable obtained by the algorithm and the actual values, generating the results in
Fig. 1.
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By analyzing the obtained values, we can observe that the model is not able of
identifying students that constitute class d, this is explained by the reduce number of
case studies, only 5, which is not enough to allow the model to make prediction.

The results clearly show that despite class d, being unidentifiable by the tree, we
can still identify the remaining classes with a high precision rate, in part due to the high
data size associated with class a, b and c. We can verify the low misclassification rate
and the high accuracy rate. It’s concluded that given the right amount of data the
model, can make a reliable prediction on the final grade of the students, providing that
those grades are all grouped in predefined sets (grade-zone).

5 Conclusion and Future Work

In this paper we described a methodology that is capable of analyzing students’
interactions with the online platform and extract relevant features from those interac-
tions. Consequently, we used those features to create a machine learning model, in this
case a decision tree. Ultimately, the automatically built decision-tree has be able to
predict (by classification) what potentially will be the final grade-zone obtained by a
given student. By ensuring that the lectures from which the data is collected, are
similar, leads to better predictions to be made by the model. The lectures should have
the same structure, follow the same evaluation methods and integrate the online plat-
form in similar ways. New tests are also being executed, including new features, the
correct identification of class d and improve the detection of the remaining classes.

Future work consists in the integration of new features and the use of balanced
training sets. These new additions will increase the precision rate of the model and at
the same time reduce the misclassification rate, making the model more relevant and
able of classifying a bigger set of entries.
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