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Foreword

This timely volume should be required reading for lawyers, academics and other
professionals who are attempting to keep pace with the breathless pace of techno-
logical change. It should also have strong appeal to those who are concerned about
the regulatory and ethical challenges presented by change.

Our private information has never been more threatened by troubling exposure
to strangers, often with malign and criminal intent. The armed robbers of yesterday
have been replaced by the information criminals of today. They can pick the locks
of the private online world as fast as new security is invented. Even private homes
and offices can no longer be regarded as safe spaces. Part of the threat comes from
state actors, suggested to include Russia, Iran and North Korea but not excluding
some Western countries with strong privacy laws. Nevertheless, there are strong
arguments made to increase the online power of the State, to protect the private
interests of citizens and private business, to guard national security and even to
insure the continuity of normal life against asymmetric threats to public utilities.

Concisely but thoroughly, this book, emerging as it does from an outstandingly
forward-looking university, looks at the full range of challenges. For example, it
features a penetrating chapter in which there is analysis of the threats from AI and
deepfake technology to political stability and psychological security: a few years
ago, this would have been likened to sci-fi fantasy – today, it is a real-world concern.

Throughout the book, there is discussion of the relationship between threat and
response. The UK Parliament, in dealing with counterterrorism legislation, has
been troubled deeply by the proportionality between the private and the public.
Acknowledging as realistically it does that citizens voluntarily and daily give
much of their privacy away to social networking giants, or to online vendors,
nevertheless Parliament is astute to its duty to protect citizens from unnecessarily
intrusive investigation. Reality, holographs and mixed reality have to be placed in
the appropriate regulatory and ethical place in a sector that evolves exponentially
faster than the run of our daily lives. Mathematicians have learned how to do things,
for example, by algorithmic techniques, without necessarily making a judgement of
the effect of their brilliance.

v



vi Foreword

Against the threats briefly discussed above, AI brings huge benefits, which we
would wish to harness for the benefit of our human race. The understanding of
climate change is an example of the benefits we should rightly harness in the
interests of a better future. Once unimaginable medical techniques that enable those
who could not to walk, see, hear, speak, translate are all now possible, some already
happening.

This volume describes many of those benefits and importantly the moral and
ethical implications that arise. Of course, one book cannot be the last word in
any debate. However, Professor Hamid Jahankhani has made a major contribution
to the discussion, one which he continues through his involvement in the Annual
International Conference on Global Security, Safety and Sustainability.

Lord Carlile of Berriew CBE QC LLD, London, UK Alex Carlile
September 2019
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Part I
Cyber Defence & Critical National

Infrastructure (CNI)



Critical National Infrastructure, C4ISR
and Cyber Weapons in the Digital Age

Stefan Kendzierskyj and Hamid Jahankhani

Abstract Cyber-attacks have become more sophisticated over recent years with
the different configuration types and various industry sectors have suffered from a
range of these attack vectors resulting in some devastating outcomes. These have
manifested in the shape of ransomware, malware, manipulation methods, phishing
and spear-phishing. Bearing the brunt of many of these attacks has fallen in the
area of critical national infrastructure (CNI) and for a variety of reasons from
the sensitive data that can be accumulated through to knowing an impact in an
area of CNI will have potential devasting effects or leave instability/uncertainty to
become a risk. Whilst data breaches are serious incidents, in most organisations,
there is a growing concern regarding attacks that are designed to have a more
destructive effect, such as the Ukraine cyber-attack in 2015 that resulted in a
shutdown of the power grid. Or perhaps the sophisticated attack a year later in
Kiev that although causing a brief power blackout, had the manifestations of more
concerns in how that attack was built and delivered. Or the WannaCry ransomware
attack in 2017 that caused widespread chaos with healthcare institutions unable to
carry out any tasks since access to data/systems was unavailable. These critical
national infrastructure (CNI) attacks into sectors such as healthcare, energy, etc.,
cause data breaches/disruptions and are also able to leverage vulnerabilities in
the industrial processes, especially where legacy infrastructure contains ICS and
SCADA systems. Perhaps the state sponsored cyber-attacks cause the most concern
as they tend to be at the more sophisticated level of the spectrum and maximize on
amount of potential harm that is delivered. Hence why Command, Communications,
Computers, Intelligence, Surveillance and Reconnaissance systems (C4ISR) should
have higher degrees of interoperability and be integrated and responsive in the
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current and accelerating climate of digital warfare. It is clear that cyber command
has become as an important priority as the initiatives considered over land, sea
and air and considerable investment is going into ensuring its development and
advancement.

Keywords CNI · Defence · C3I · C4ISR · Cyberattacks · ICS · SCADA

1 Introduction

The Government and military command structure assess world events in order to
threat model and analyse the potential imminent and future threats that pose to
the country’s critical national infrastructure (CNI). This naturally is an essential
task in order to understand the threat landscape and what type of mitigations or
proactive responses need to be deployed; which can be anything from informative
messaging to a preventative cyber strike against the party posing the threat. This
latter measure has become an effective tool and considered as strong an impact as a
conventional missile strike. CNI is a much desired attack vector for state sponsored
or hostile parties, cyber criminals and terrorists that can have a gamut of reasons
to cause disruption, financial chaos, weakening of a state, espionage for economic,
military, political and commercial benefit. The traditional threat is difficult enough
with managing aspirational domestic and international terrorist attacks, which are
fortunately limited in volume. But given the onset of the digital age and fast moving
technology landscape of the Internet of Things (IoT), with many devices connected
to the internet, has meant the cyber threat has increased exponentially with so many
possible points of entry. Cyber criminals, whilst trying to further their prosperity,
can also cause damage to the national structure, credibility, intellectual property and
financial loss on a large scale. Or worse impacts with intentions that state sponsored
actors usually have.

1.1 Critical National Infrastructure

Critical National Infrastructure (CNI) can be the physical or virtual systems, assets,
facilities, processes and networks that are of extreme vital importance that is
necessary for a country to operate. In the UK, the Centre of Protection of National
Infrastructure (CPNI) lead on physical and personal security and work in partnership
with the National Cyber Security Centre (NCSC) who ensure the resilience of the
UK’s critical national infrastructure NCSC [31]. A report by NCSC [30] outlines
the national cyber security strategy from 2016 to 2021; its vision is by 2021 that the
‘UK is secure and resilient to cyber threats, prosperous and confident in the digital
world’, NCSC [30].
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In the UK there are 13 national infrastructures sectors (whilst the US has 16
sectors) as follows:

• Chemicals
• Civil Nuclear
• Communications
• Defence
• Emergency Services
• Energy
• Finance
• Food
• Government
• Health
• Space
• Transport
• Water

According to the Public Summary on Sector Security report by the Cabinet
Office, [4] the UK government has a core objective in reducing CNI’s vulnerability
to threats, improving resilience by the ability to recover from disruption. This is
built on four themes that provide infrastructure security and resilience:

Resistance: Protection of infrastructure from physical damage and also includes
reducing vulnerability through physical, personnel and cyber security measures.

Reliability: Infrastructure protection under adverse conditions and so mitigate
against a damaging event.

Redundancy: Ensuring backup installations, systems, processes and spare capacity.
Response & Recovery: The ability for effective, rapid response and recovery from

disruptive events (Table 1).

1.2 Command, Control, Communications, Intelligence (C3I
and C4ISR)

A key component to managing battlespace through operational dominance and
information superiority is ensuring Command, Control, Communications and Intel-
ligence (C3I) is interoperable, integrated and latest technologies/strategies are
deployed. This interaction and dependency on each other of C3 and Intelligence,
Surveillance and Reconnaissance through computers has given rise to the term
C4ISR (with Computers as the common denominator). Interoperability across
military organisations is becoming a key theme and to solve this requires deeper
networking and integration of C4ISR. Importance is given to turning data into
knowledge and understanding when to turn that knowledge into action.
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Table 1 CNI roles and responsibilities: Cabinet Office, [4]

Roles and responsibilities

Infrastructure owners
& operators

Day-to-day responsibilities for operations. Risk assessments taken
on assets and decision making on maintenance, training and methods
to progress any organisational improvements and assets for its
security and resilience.

Regulators Lead Government Departments need support from regulators to
ensure legislation/regulation are followed. Operations can be
intervened to ensure security, standards or accountability is there and
if necessary request they are met before continuing business as usual.

Local authorities &
emergency services

The Civil Contingencies Act 2004 states local authorities and
emergency services carry our risk assessments to help identity
likelihood and impact of emergencies.

Government agencies A number of agencies provides infrastructure advice on risks and
mitigations such as the Centre for Protection of National
Infrastructure for advice to businesses. Or National Cyber Security
Centre (NCSC) whose mission is to reduce the cyber security threat
to UK.

Lead government
departments

Responsible for sector-level security and resilience policies.

Challenges are known and a report by Booz Allen Hamilton [2], explains a
mix of:

– Operational; where systems are standalone or proprietary/stovepiped
– Technology; persistent and damaging cyber-attack threats or lack of cybersecu-

rity
– Process; acquisition issues with complex and complicated mechanisms
– Budgetary; funding and budget constraints.

Within the Booz Allen Hamilton [2], report, a survey undertaken sees 52%
believe interoperability as an issue that cannot be resolved without full integration
and networking of C4ISR.

Considering state sponsored cyber-attacks and risk imposed by countries that
are significantly more advanced, poses the question to ensure cyber capabilities
within military command structure are given the correct amount of priority. As
recent example shows, Iran recognising and creating a new military command
and control unit to withstand a US cyber-attack, Doffman [8], particularly as the
US had launched an offensive cyber strike on Iran to disable computer systems
used to control rocket and missile launch capability in the previous month of
this announcement. Cyber strikes of this nature mean the delivery mechanism is
not always needed to be a conventional missile strike. Penetration of the Iranian
Command and Control centre sends a message to the rest of the world regarding
cyber strengths and willingness to deploy them as a defensive attack.
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2 Cyber Operations as a Domain of Warfare

Cyber warfare has quite recently been recognised as a domain of warfare, though
the formal classification and designation varies across different countries and
international bodies. The US Department of Defence’s Joint Publication (JP) 3–12
Cyberspace Operations omitted the term cyber war entirely in favour of ‘cyberspace
operations’ [17]. This new term is generally defined as “the employment of
cyberspace capabilities where the primary purpose is to achieve objectives in
or through cyberspace”. This definition is intentionally ambiguous and covers
operations where the sole conflict occurs in cyberspace and those undertaken to
support traditional military operations [17]. NATO in the 2016 Warsaw summit
recognised cyberspace as a domain of operations in which NATO must defend itself
as effectively as it does in air, on land and at sea [29]. US military doctrine includes
space as another domain of warfare though this inclusion seems to vary depending
upon the author.

More recently over the last 10 years the domain of cyber operations has
encompassed attacks on CNI on an increasing scale across many countries. The
objectives vary as to the reasons and sometimes as a form of defence. Take
Stuxnet, a highly sophisticated computer worm and where its mission was to
infect CNI in a way that manifests itself physically. Mostly accepted now (but
not completely validated) as a US/Israeli led attack on Iran’s nuclear program for
physical disruption; Fruhlinger [11]. The Iranians, in retaliation, mobilized their
cyber resources and targeted 46 US financial organisations (e.g. New York Stock
Exchange, JP Morgan, etc.) and sustained attacks over 5 months, Halpern [16].

The Russians view cyber operations very differently than its Western counter-
parts. Russian military theorists generally do not use the terms cyber or cyber
warfare. Instead, they conceptualize cyber operations within the broader framework
of information warfare, a holistic concept that includes computer network opera-
tions, electronic warfare, psychological operations, and information operations [7].
Russians, like the Chinese, tend to use the word information, conceptualizing cyber
operations within the broader rubric of information warfare. In other words, cyber
is regarded as a mechanism for enabling the state to dominate the information
landscape, which is regarded as a warfare domain in its own right [7]. But the
results directed are still the same whatever terminology is used within countries.
Given that there are many vulnerabilities to exploit and the know-how and technical
sophistication is there to deliver these attacks then suggestions on how to improve
CNI security are all the more relevant. Russia has multiple hacker teams motivated
by their group instructions. Groups known as Energetic Bear, Dragonfly, Koala,
Iron Liberty, uses a number of attacks such as watering-hole where Trojans are
planted and websites infected to phishing emails targeting vendors of industrial
control systems (ICS). Sandworm is another Russian hacker group that deployed
the Ukraine cyber utility attacks in 2015 and another attack in 2016 but is not
just specific to electricity grid attacks and has been waging a number of attacks
through all Ukrainian sectors such as deleting/encrypting terabytes of data held
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by government agencies, Greenberg [13–15]. ESET has advised that the NotPetya
ransomware attack that damaged thousands of networks in Ukraine and globally has
a close resemblance to Sandworm’s trademarks of fake ransomware that give no
true options to decrypt affected files. Another Russian cybercriminal group, Silence
APT, targets financial institutions in more than 30 countries, Khandelwal [22].
The group has evolved into a sophisticated, advance persistent threat (APT) group
threatening banks worldwide. Again, as with others, spear-phishing is the most
common entry point and once into the organisation would deploy its techniques,
tactics and procedures to further install its malware and other.

North Korea has used cyber-attacks as an innovative method to fund their
weapons programme according to a United Nations report, Nichols [32]. This has
been estimated at $2 billion as a fund to help programs for its weapons of mass
destruction, mainly achieved through cyber-attacks on cryptocurrency theft and
cyberspace has been used to launder the stolen money with direction and leadership
given by the Reconnaissance General Bureau (North Korean military agency). With
sanctions bans imposed by the Security Council, its purpose to stifle funding for the
weapons programs, has likely helped fuel North Korea’s objective to carry out these
type of purpose driven cyber-attacks, which is in some ways a form of cyberwarfare.

APT41, a prolific Chinese cyber group, carries out state-sponsored activity in
espionage and combined with financial motivations, Fraser et al. [10]. APT41 uses
non-public malware usually kept aside for espionage activities and particularly
targeting healthcare, telecommunications, and technology organisations. For its
financially motivated operations APT41 is able to transfer across different operating
environments of Windows and Linux to access in video gaming production environ-
ments. From here source code is taken and digital certificates so that malware can be
endorsed. Malicious codes are inserted into legitimate files and naturally distributed
(leveraging over 46 different malware families and tools). Typically, as in other
industries, spear-phishing emails are the initial entry method before deploying more
tactics, techniques and procedures.

2.1 CNI Threat Factors

Cyber-attacks on critical infrastructure are increasing in velocity and have advanced
threat actors CERT-UK [5]. The threat to CNI is very real as there has been a
number of successful attacks over recent years. The computer systems underpinning
CNI that, for example, hold sensitive data in healthcare facilities or Industrial
Control Systems (ICS) that operate, control and monitor physical structures such
as nuclear power plants, electricity grids, railway networks, may have a number of
vulnerabilities that cyber-attackers are drawn to; Logsdon [23]. These networks, in
order to control and monitor efficiently, are connected to the Internet and so the
connection to cyber physical attacks are established here. Not only is there possible
major disruption, loss/compromise of services and potential threat to life but also
has an impact on national security and why the overarching role of CPNI and NCSC
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plays an important part. The Cambridge Centre for Risk Studies estimate that if the
UK power supply were to suffer a major cyber-attack then losses to UK GDP over
5 years could be as much as £442 billion, Morbin [24].

Interestingly research by the Pew Research Center, Poushter and Fetterolf [35],
undertook a survey that shows multiple countries believe government data, critical
national infrastructure and national elections will be targeted for future attacks
(27,612 respondents to the survey). One research statistic regarding the likelihood
of a cyber-attack on national security information or typically the type held in CNI,
shows as likely with a median of 74% across 26 countries. The US surveyed, equated
to eight-in-ten believing cyber-attacks to national infrastructure will be damaged
(83%), national security information will be accessed (82%) or elections will be
tampered (78%).

Globally all are aware of the huge digital transformation undertaken over the
last decades and entering the Industry 4.0 age. Whilst an amazing technology
convergence has happened and clearly has benefits both to organisations and users
it has also taken an interconnected approach where new technologies merge with
legacy systems. The more interconnectivity and the more potential vulnerabilities.

Typically, within CNI there is this mix and convergence of old and new
technologies just due to the sheer size and growth over the years. The structure
and set up of CNI needs deeper analysis as to why it is under attack and level
of ease of access to attackers. As mentioned a lot of the infrastructure contains
Industrial Control Systems (ICS) and Supervisory Control and Data Acquisition
(SCADA) and in many cases are legacy and older technology. Previously SCADA
was a system that was not particularly well known, and its mode of preservation
was security through obscurity. But over the recent years knowledge of SCADA has
become widespread and used in the CNI sectors, such as railway networks, traffic,
airline, etc., Logsdon [23], and attacks more openly shared, and vulnerabilities and
off-the-shelf exploits more commonly shared.

Barwick [1], comments that the rise reported in Dell 2015 Security Annual Threat
Report, shows the global attacks rise from 163,228 in January 2013 to 675,186 in
January 2014 and data driven from analysis by Kaspersky Lab shows the number
of vulnerable products in ICS as per Table 2 and the energy sector having the most
vulnerable number. That would lead to what was mentioned earlier, that ICS and
SCADA type networks have many vulnerabilities to exploit and how this change in
cyber operations has shifted focus to CNI. It’s clear the reasons of attacks escalating
and CNI being targeted, is due to their potential vulnerabilities and the role of
importance in controlling industrial processes in the physical world.

Globally, Fig. 1 shows the top affected countries (UK is reportedly at a low level
of 14.5%).

2.2 Types of Attack

Most of CNI is privately owned, and so the risk and how to mitigate is in the hands
of the operators but is crucial they still partner and work with CPNI, NCSC and
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Table 2 Number of vulnerable products used in CNI sectors. Kaspersky Lab ICS CERT [21]
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Fig. 1 Top 15 Countries by Percentage of ICS Computers. Kaspersky Lab ICS CERT [21]

regulators such as the Independent Commissioners Office (ICO). There may be a
range of reasons that cyber-attackers are attracted to CNI from general criminal
behaviour, espionage, physical disruption, etc. Depending on the cyber-attacker’s
background they may vary from individuals or activists with limited knowledge or
resources (or hire malware-as-a-service) to state sponsored attackers that will have
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access to abundance of resources and sophisticated toolsets. There are commonly
known types of methods used for cyber-attacks such as ransomware, Distributed
Denial of Service (DDoS), phishing, spear-phishing and web-based attacks. Many
attacks start from the users clicking on phishing or spear-fishing attacks and from
these attackers can gain (and this may be over a period of time) permissions
and passwords to complete a sophisticated attack at a later date. Most of cloud
computing acts as a Trusted Third Party (TTP) and this has the disadvantage of
having a single point of failure. As in CNI there will be mission critical data being
held and poses a threat to the organisation and individual when the data is breached.
In the case of CNI, breached data could end up very quickly being sold on the deep
web and at a high value and transfer.

Generally, there has been a significant increase from ransomware and data breach
incidents. Where this stands out the most in CNI is in the healthcare sector where
more than half of all cyber-attacks took place here rising from 34% in 2016 to 58%
in 2017 Jay [20]. Some ransomware attacks were widespread, causing large-scale
damage such as the malware attack that started on 12 May 2017 across the National
Health Service (NHS), infecting 230,000 computers and transmitting across 150
countries Strategic Comments [36]. Interestingly, a report commissioned by the
National Audit Office shows an assessment of 88 out of 236 National Health trusts
found that none passed cyber-security standards, and this was the status prior to the
attack NAO [27]. Many healthcare institutions are running on systems that require
investment and have vulnerabilities but equally have systems that can’t be disrupted
as this can have detrimental impact on life (e.g. surgical operations cancelled).

2.3 CNI Attacks Through Vulnerable Systems: ICS/SCADA

Cyber-attacks against industrial targets have doubled over the last 6 months
according to research undertaken, Osborne[33] with over 50% occurred in the
manufacturing sector. Whilst the objectives of cyber-attacks does exist to have
covert surveillance and data theft as top priorities, there is also a growing trend of
destructive behaviour in the types of malicious code that can lock business systems,
delete critical data or cause fear and uncertainty when the objective is not to extort
money or data but provide malicious impacts.

Data and processes secured through ICS and SCADA systems in CNI infras-
tructure have their valuable assets/data susceptible to cyber-attack. The shock in
2010 of how Stuxnet first targeted and destroyed uranium enrichment centrifuges
in Iran, Fruhlinger [11], has questioned the focus on where and when this malware
may happen again in another shape or form; see Fig. 2 for timeline examples from
Stuxnet onwards of destructive malwares.

According to Greenberg, [13–15] that rare piece of malware has reappeared in the
Middle East. Triton (also known as Trisis) is built to damage/tamper ICS, targeting
equipment in the oil and gas sector, nuclear and manufacturing plants (Schneider
Electric Trionex products). The vulnerability is simple, since the safety industrial
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Fig. 2 Destructive malware attacks; examples over timeline

systems are designed to be more autonomous from other equipment as so to monitor
any arising and dangerous changes to conditions. Alerts can then be generated and
ensure correct shutdowns are initiated to provide the preventative measures against
accident, human errors or worse as sabotage. Attackers usually obtain the foothold
by conventional methods such as phishing and once in the core distributed control
systems, attackers could then launch the Triton malware to whatever desired impact.
The danger in Triton’s code was its capability to disable Triconex safety measures
and inject new commands into its operations. Even if the commands are not accepted
by the Triconex equipment it can effectively crash the system. These would be the
failsafes that are there to shut down equipment, so disabling the ability to stop the
impact from its course set. For critical national infrastructure this is a particularly
worrying situation as the attacker has a much more heightened and effective attack
with a range of impacts to be selected. All can appear to be normal and working
as the malware masks the true picture and depends on what process the ICS is
monitoring as to kill people, machinery to be destroyed, etc.

The question of who was behind this attack and malware isn’t easy to identify,
as the object is to covertly disrupt. Iran has been mentioned, Greenberg [13–15],
due to its history of Middle East attacks. For example, an Iranian malware known as
Shamoon destroyed thousands of computers at Saudi Aramco in 2012 and thought to
be a retaliatory move for Stuxnet revenge against the West. After 2 years Shamoon
has reappeared again in a new wave of attacks in the Middle East with up to 400
Saipem servers affected and a few other organisations also hit the same week.
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This latest variant is twice as destructive as it contains a wiper to delete files from
the infected computers before the Shamoon malware wipes the master boot record
Symanntec [37].

The damages to an enterprise organisation, if a destructive cyber-attack is
successful is estimated as an average of over 12,000 workstations would be damaged
plus 512 h to rectify or start some recovery process. Also, according to the Ponemon
Institute the average cost of a data breach being estimated at USD 3.92 million,
Osborne [33].

3 CNI Case Studies in the Energy and Healthcare Sector

According to Muncaster [25, 26], around 90% of CNI providers advised that their
operational technology equipment had been damaged by cyber-attacks over the last
2 year period.

As explained in previous sections that with a lot of vulnerable equipment across
CNI infrastructure makes a large and varied target to deploy against and with a
range of impacts as to what end outcome is delivered. The following studies are
some CNI examples of type of cyber-attacks with impacts that can have huge and
worrying factors.

3.1 Ukraine Power Grid – CNI Attacks Through ICS/SCADA
Systems

Ukraine suffered two power grid attacks across as many years and although more
coverage was given to the first attack it was the second attack that demonstrates
more concerns over malware used, its intentions and ability to be redeployed with
swappable or plug-in components that pose a wider geographical risk than just
regionally limited to Ukraine. The latter attack was also automated instead of
manually gaining access to the Ukrainian utilities networks and manually switch
off sub-stations as was achieved in the first attack.

During the first attack a high-profile cyber-attack on Ukraine’s power grid in
2015 was initiated through phishing attacks, where the recipient clicked through a
link/attachment and allowed attackers access into the network (see Fig. 3 below).
The attack was manifested 6 months before the outage and meant that the attack
analysis of the infrastructure, security credentials were compromised and set in
place for activation when required. Here, the attackers demonstrated a variety of
capabilities, spear phishing, variants of the BlackEnergy 3 and KillDisk malware
and control of MS Word documents, that gave an anchor into the main IT operations
of the electricity organisations. This anchoring provided the stronghold position
to harvest credentials and access the ICS network. The attack crippled 27 power
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Fig. 3 Diagram Flow of Ukraine 2015 cyber-attack

distribution operation centres across the country. To heighten the attack effect, the
call centre that supported the energy network was also inundated with telephone call
traffic to create interference. The attack affected 225,000 customers and although
power was manually restored some hours later, the business was running reduced
operations for some months Parliamentary Office of Science and Technology [34].
This capability to perform long-term reconnaissance undetected, and to successfully
execute a complex and combined attack across many sites does provoke to believe
origins are of a state sponsored attack.

Further Ukraine attacks in 2016 created a loss of energy consumption in Kiev
for one night and were said to be more sophisticated and complex than 2015
and were part of a series of 6500 cyber-attacks over the period of a few months
and blame attributed to Russian security Higgins [18]. The outage was not a long
incident, approximately an hour, which initially seems not a major incident. But of
more concern is the complexity and indications that Ukraine was used in a dry run
type reason. It appears that Ukraine is being used as a testing ground for Russian
hackers to test out exploits, vulnerabilities and observe devastation effects and
objectives were to destabilize the economy and political situation. Spear-phishing
(targeting of specific victims using social engineering techniques) was used in an
initial attack to gather passwords for specific workstations and custom malware
script was written (not the work of amateurs and why it suggests sophisticated
state sponsored techniques). It’s been attributed to being one of the most evolved
malwares developed for power grid attacks and named as Industroyer or Crash
Override (as alternatively known) and researchers have stated as only the second
ever purpose built malicious code destined to disrupt physical systems (Stuxnet
being the first), Greenberg [13–15].

The example of the sophisticated method and malware shows the concerns
over ability to automate mass power outages with adaptable swappable or plug-in
components that allow modification to deploy to other electricity utility companies.
Having that swappable component as part of the design means a redeployment
to Europe/US or elsewhere can be easily achieved by adapting the protocols.
Interestingly as well as being creative in terms of its adaptability it could also be
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destructive by destroying the infected files in order for requirement to cover any
tracks or signature of origin.

The automated method of being programmed to communicate directly with the
power grid means there are fewer humans managing the attack; that in itself meant
less preparation, and Crash Override could achieve blackouts at a much a faster
pace. Also, the language used in terms of obscure protocols and commands the
controls use to handle power is also another interesting point of analysis. It could
be programmed to detonate at a pre-set time. Greenberg [13–15], also mentions
analysis by ESET uncovers a further disturbing feature that could cause physical
damage to power equipment. The exploit is found in Siemens equipment part
(Siprotec digital relay) where the device opens circuit breakers if it detects power
levels that are dangerously high. The malware could disable this feature or take a
more destructive form if used in combination with overloading the charge on grid
components and prevent the kill-switch from being operational and cause expected
overheating, damage or as ESET debates that a well-crafted attack on multiple
points in a power grid and cause what is known as a cascading outage. This is where
the power overload cascades as an outage from one grid to another.

The type of Ukraine attack is a direct attack on CNI and was not just a local
concern to that region but a potential wake-up call to power grids across the globe.
It’s not fully proven who was behind the attacks but mostly thought to be a group
of Russian government hackers, waging attacks on Ukraine since 2014, called
Sandworm; Greenberg [13–15]. State sponsored cyber-attacks can have devasting
effects as the sophistication level is more refined and waves of attacks, as in the
Ukraine example, can be harboured on defence, finance and port authority systems
before this second Ukrainian outage occurred and shows the delicate nature of CNI.
As well as devasting attacks that shut down or majorly disrupt day to day basic
operations, there is also the risk of cyber-attacks gaining access to core mission
critical data. At times attacks of this sophistication are used to mask these activities
of gaining access to core data.

3.2 National Health Service Infrastructure Study

Patient and healthcare records represent the most valuable data to cyber attackers
both in their saleable value and type of data they represent. Medical records are
among the most complete set of records available and so are in demand for a variety
of reasons. It is said to be ten times the value of credit card details sold on the
deep web as for obvious reasons you can cancel a credit card, but data points of
identity are not amendable. According to a breach incidents report by Gemalto [12],
published in March 2017 covering the first half of 2017, healthcare was the hardest
hit sector in terms of the number of data breaches, with 228 recorded data breaches,
and up to 26 million records stolen. Many patients and individuals are not aware if
their data has been compromised in any way because healthcare data breaches are
in the millions of beached records. The following information in Fig. 4 extracted
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Fig. 4 Number of cyber breaches 2017 comparison to 2016. Breachlevelindex [3]

from the Breachlevelindex [3], depicts a strong trend of cyber-attacks in healthcare
services.

Further analysis of the data and it can be seen that there is a direct correlation
to whom is doing the attack and what is the impact; and looks to be malicious
outsider attacks and the obtaining of identity theft as the most common combination.
Other typical high issue losses occur through accidental error and malicious insider
attacks.

This relates with the Information Commissioner’s Office (ICO) who confirms
that human error being at the forefront of data disclosure [19], which includes theft,
incorrect posting of data, failure to redact data has been pointed out as being some
key reasons. The WannaCry ransomware incident in 2017 caused huge disruption
and impact and sits as one of the four types of attack that could disrupt the ability
to provide care; these are Ransomware, Data Breaches, DDoS Attacks and Insider
Treat). It is widely recognised that over one million NHS patients’ private data was
stolen during the ransomware attack of 2017. This is a recurring theme and many
reasons associated to this which all need application and methodology. These are
the information governance, training and education, up to date patching of systems,
technology intrusion and prevention systems and so on. There is also the possibility
to apply blockchain to healthcare; some pilots and successful live deployments
are already underway over the last few years and some described earlier in this
chapter. This would take care of the problems associated with interoperability and
data sharing in a secure way. Plus, the benefits of immutability, smart contracts
and a better way to protect privacy of patient data. With so many off the shelf
tools available and malware-as-a-service and ransomware-as-a-service it means it
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is not only the data residing in central systems that is under threat but also the data
surrounding IoT and IoMT.

Besides ransomware there are other tools that have been responsible for health-
care attacks. These include Aircrack, WarDriving and Kismet for wireless devices,
Snort for stealthy port scans, NMAP for network mappings and operating system
scans, including other tools such as Brutus, Cane and Able, Jack the Ripper and
L0ptcrack for password cracking. Also, when looking at robotics and medical
devices there are some concerns. It seems password is not required for logging in
and access. For Robotic Process Automation (RPA) task bots are vulnerable as well
to unauthorised access as the RPA task bot may not be password protected. For
malicious reasons, harm can be delivered to the healthcare provider as files may be
deleted or amended. Rights and permissions are also a problem area if misused and
data stored locally for manipulation as plain text by the task bot could be accessed
by those who should not have access to the data. Personal Health Information (PHI)
will be recorded and stored on the Electronic Health Record (EHR). There should
be fundamental steps taken to protect and secure the data in a range of measures
and this means that not only the data needs to be protected from access directly, but
updates to that data must also be protected in transit. Healthcare, and in particular
the National Health Service, are part of critical national infrastructure and a well-
known fact that it is under heavy cyber-attacks.

4 Cyber Weapons and Evolution in the Digital Age

With conventional conflicts fought on land, sea and air, cyber space is quickly
becoming a fourth conflict area and one that can bring to bear as devastating results.
The digital age has brought about a more dynamic, integrated and coordinated effort
by both government and military agencies and also more autonomous groups with
specialist skill-sets but sponsored by states. Announced by the National Security
Agency (NSA) to establish a new defence cyber-security division to focus on the
foreign cyber threats to the US, Cimpanu [6], shows the priority given to cyber
strategy.

Part of cyber defence is effective cyber weapons or a cyber arsenal. Usually
shrouded in secrecy the US had taken the decision to be more overt with its
arsenal over recent years. According to Halpern [16], the time during Obama’s
Administration knowledge of US cyber weapons were strictly kept covert and
classified. Fast forward to the Trump Administration and the Department of Defense
(DoD) has not only acknowledged existence of such arsenals but an open declaration
to using them in any form of preventative action and as a defence mechanism. In
June 2019, there were some attacks on oil tankers in the Gulf of Oman that the US
believes Iran were behind and subsequently a Global Hawk drone was shot down
by an Iranian surface-to-air missile and as a result the US launched a cyber-attack
against Iranian maritime operations. What was interesting here is the purposeful
‘leak’ regarding the US deploying such cyber weapons.
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Cyber Command (such as the USCYBERCOM) can deploy very specific strate-
gies and arrange how a cyber weapon should be executed; that is if it should target a
wide network or standalone computer. They are becoming an integral and important
part of the military and offensive teams’ objectives are to hunt for vulnerabilities
in another country’s infrastructure and perhaps remain undetected whilst obtaining
information. Hence an offensive cyber reaction mentioned earlier regarding the oil
tanker attacks may have been the result of being familiar with targets and layout as
time spent in advance, Halpern [16]. Its clear cyber command and offensive cyber
weapons have grown in priority with the Pentagon elevating Cyber Command to
equal status as nine other combat commands. One of the advantages of offensive
cyber weapons is the fact that it can reduce escalation since the attack can be very
specific, cause no loss of life and limit damage to infrastructure to serve more as a
warning rather than retaliatory strike.

By 2023, a new NATO military command centre is planning to be fully
operational to defend and deter computer hackers, Emmott [9]. This is an action
to help defend against the hundreds of hacking attempts on NATO which happen
monthly. Some of these attacks are executed by North Korea, China and Russia and
are particularly sophisticated. NATO has already recognised cyberspace as another
front to defend as well as the traditional land, sea and air. Interestingly, with the
positioning of the planned NATO cyber command centre has also the possibility to
evoke Article 5, a collective defence clause and cornerstone of NATO principles that
now takes cyber defence as part of the ideology, NATO [28]. It effectively means that
the highest ranking General is able to make fast decisions on cyber strike weapons,
very similar as in the same decision making manner as conventional weapons and
as the NATO collective principle.

5 Conclusions

It is clear that CNI has to be safeguarded with highest priority since it is a main
attack vector due to its positioning within a country’s infrastructure. There should
be much more joined up thinking in cyber defence approaches both to defend
against regular cyber-attacks either criminally motivated or destructive down to
the level of state sponsored or highly organised and funded cyber hacking groups.
The cyber command strategy and directives under C4ISR where cyber space can be
considered as high a priority as land, sea and air warfare helps elevate the approach
to sophisticated attacks and improve a more strategic defence layer to those type
attacks. It also has become clear that a cyber strike is a very potent weapon that
has certainly had more importance placed amongst normal defence strategy as the
digital age and evolution of technology is taking an increasingly faster progression.
Perhaps also worth noting is the mix of legacy older technology, such as the example
of Industrial Control Systems, with the more advanced Internet of Things and
fog layer computing has produced an additional risk and more vulnerabilities for
attackers to take advantage of.
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Abstract With the development of automated and AI technology permeating into
all sectors of public, private and industry life, the interconnectivity of once remote,
siloed and air gapped systems is on the increase. Whilst this affords productive,
streamlined and efficient ways of working, monitoring and maximise the effectivity
of these systems, it is the connectivity, that can create a critical vulnerability.
This vulnerability, is the source of exploitative measures that we refer to in the
context of cyberwarfare. Where state and or adversarial threat actors can, utilising
mechanisms on the internet, infiltrate, manipulate and attack these systems, to great
and potentially devasting effect. It is paramount that the appropriate measures are
taken to minimise the risk of these threats and vulnerabilities, through the review
and security of internal systems, but also understanding where the vulnerabilities in
the systems could lie, and to what effect they would cause should they be exploited.
It is also important to understand not only the capabilities of how to respond should
such an attack take place, but also the proportionality and legal of such responses.
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1 Cyberwar – A New Weapon of Mass Effect

Cyber warfare involves the actions by a nation sate or international organisation to
attack and attempt to damage another nation’s computer or information networks.
Cyber war targets systems that are critical to maintaining a nation’s way of life,
in part, to cause widespread panic and uncertainty. These systems can include
financial systems, energy power grids or plants, healthcare, water, communications
systems, transport systems and food and agricultural systems. As Critical National
Infrastructure, C4ISR systems, Supervisory Control and Data Acquisition (SCADA)
and Industrial Control Systems (ICS) become both more interconnected, and
augmented through automation and AI powered decision making processes, cyber
security has become one of the main concerns in securing and defending these
critical systems. The intrinsic and high impact that these systems play within a
Nation’s critical national infrastructure, and in the coordination and implementation
of public and private sector services, means that these mechanisms are a prime
target for adversarial actors, both in the unknown or rogue threat actor context,
or in conventional warfare constructs. Cyberwarfare is and further becoming as
devastating if not more so, that both conventional weapons and those of mass
destruction, whilst, seeming conducted remote, with no risk to life for the threat
actor during the action taken. In the example of a SCADA system, for example in a
water treatment facility, a remote operator can take control of the system and issue
commands to open a value, setting or changing temperature points, stopping pumps,
or spoofing sensor readings to affect chemical adjustments for the treatment of the
water. Such an attack could prove difficult to initially detect and have a massive
impact on a population area of a targeted country or state. A real-world example of
such an attack on critical national infrastructure was an attack in December 2015,
whereby the Ukraine was affected by a massive power outage after the national
electrical grid suffered an attack on one of its SCADA systems. This caused about
230,000 people to not have power for several houses. There have also been reports
of attacks on key infrastructure systems of a small dam in New York State and the
Wolf Creek Nuclear Operating Corporation. According to a report from the UK’s
General Communications Headquarters (GCHQ), and the National Cyber Security
Centre (NCSC), there are also concerns about suspicious attacks that have occurred
on the UK Energy Sectors.

It is observed that much of the critical national infrastructure in western
countries, is not solely operated, maintained and managed by public sector agencies,
but that the private sector are also key stakeholders in the infrastructure, its operation
and maintenance. As such, it is important that the private sector also plays a
significant role with public sector agencies to ensure these securities of such
infrastructure, and that the risk from the threat landscape is minimised.

Considerations should also be made towards the wider security and governance
constructs. Cybersecurity in itself does not solely revolve around network security
or the technological layer of these systems, but also the information and governance
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frameworks that are in place. The security and management of data and information,
to prevent breaches and leaks are just as critical. In most cybersecurity practice,
humans are often seen to be the weakest link in information security.

SCADA systems play a large role in critical national infrastructure; however,
attention should also be paid to the Internet of Things, or IoT. IoT, while widespread
in consumer markets in various products, smart speakers, appliances, toys, it is
their sensor functionality that places a key role in infrastructure systems as we see
today. For example, in healthcare critical infrastructure, IoT devices and sensors
are used in hospitals and clinics, pharmaceutical and testing labs, as well as human
interactive devices, such as medical devices and implantable devices. IoT attacks
can be classified into three types of attack vectors:

1. Computational capabilities
2. Listening Capabilities
3. Broadcasting Capabilities

With computational capabilities, data modification or impersonation attacks can
be launched by an adversary. With listening capabilities, a threat actor can listen
and perform eavesdropping or track critical healthcare data within the healthcare
infrastructure. And on broadcasting capabilities, a threat actor can replay the critical
data from healthcare infrastructure.

Another area of IoT rich implementation is in transportation, but with the
development of autonomous transportation, and smart traffic and transportation
management. IoT devices have been the backbone for the growth and development
of this sector, with technologies utilising both various systems, and data collection
and use in a wider network in order to enable the infrastructure. Such technologies
include:

• Machine Vision
• In-Vehicle Devices
• Global Positioning System (GPS)
• Acoustic Sensors
• Radar
• Light Detection and ranging
• In-vehicle sensors
• Electronic devices
• Roads/Structures on which the vehicles drive
• Odometrical sensors
• Maps

Each of these strands presents an avenue and potential threat vector for adver-
saries to target to exploit or influence transportation infrastructure. The manipulation
of traffic management systems to cause gridlock and congestion in a major city,
whilst superficially could be seen as an inconvenience, can quickly turn into a matter
of critical national security, which coupled with attacks on other infrastructure
systems, such as electrical or gas grids.
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IoT devices are also affected by a number of major security issues:

• Flash network traffic: Sudden High number of end-user devices and new things
(IoT).

• Security of radio interfaces: Radio interface encryption keys sent over insecure
channels.

• User plane integrity: No cryptographic integrity protection for the user data
plane.

• Mandated security in the network: Service-driven constraints on the security
architecture leading to the optional use of security measures.

• Roaming security: User-security parameters are not updated with roaming from
one operator network to another, leading to security compromises with roaming.

• Denial of Service (DoS) attacks on the infrastructure: Visible nature of network
control elements, and unencrypted control channels.

• Signalling storms: Distributed control systems requiring coordination, e.g. Non-
Access Stratum (NAS) layer of Third Generation Partnership Project (3GPP)
protocols.

• DoS attacks on end-user devices: No security measures for operating systems,
applications, and configuration data on user devices

2 5G as an Enabler

In order for the widespread IoT integrated in infrastructure and wider systems, the
devices will not only need to interact with each other and with a base station to
response to signals, it requires a faster and stable internet connection, which enables
higher data rates for the purpose of information transfers. The development of the
5G protocol, enabling higher data transfer speeds with lower latency means that as
5G begins to roll out across the telecoms infrastructure, there will in turn be a boom
in the enabling and utilisation of IoT and automation across sectors and industry.
However, exchanging data in terms of transmitting and receiving information via a
local network could be feasible but the more complex the amount of information
gets, the more data rates it requires. Millimetre wave communication technology is
one of the core parts of 5G networks and is expected to offer wireless data transfer
by settling for a higher bandwidth. However, the drawback to this technological
concept is that the transmission distance of this particular wave is known to be
limited into 100 m in the atmosphere. And so, while the line of sight transmission
distance degrades quickly compared with previous generations of mobile telecoms
protocols, a proposed workaround or solution would be the use of a densification
strategy, in that areas utilising 5G technology would have increased radio head, node
and relays, to increase the density of the covered area, and so minimise degradation
in the signal. However, this requires a great deal of improvement and investment
into the mobile telephony infrastructure.
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With the implementation of new telephony infrastructure, one of the significant
features of 5G to consider, is data handling and storing solutions. The telecoms
manufacturer, Huawei points out that “security” as such, remains an indispensable
factor for business continuity. Furthermore, Huawei suggests the consideration of
applying privacy and security properties from former generations of mobile network
to the upcoming mobile network (5G) so that business continuity can be provided.

By mitigating the impact of security breaches and understanding the influence
that risk factors have, business continuity can be subject to audit through consistent
safeguarding. With the 5G network adding function and enhancement to the relia-
bility and availability of faster wireless service to applications, appliances and other
5G driven technologies, the security issue gains importance and further highlight
to 5G. 3GPP’s newest Release 15, introduces the development for additional space
for massive connections between devices but also to deliver faster services with
reduced latency. Under section 7.3 of 3GPP’s technical specification in Release
15, it is stated that this newest release builds on the LTE features for Machine-
Type Communications (MTC) introduced in Release 13 and Release 14 by adding
support for new use cases and general improvements with respect to latency, power
consumption, spectral efficiency, and access control.

Although, 5G will be capable to cover high numbers of devices, machines
and other appliances, the amount of data retrieved and processed will increase
enormously.

That is when the confidentiality of vulnerable information may get violated.
Another vulnerability to the 5G network as well as wider critical infrastructure,

is the interconnection and dependence on the infrastructure as a whole to be
operational as a whole. A crucial point for communications is the power grid. Power
supply depicts a crucial point when assessing risks, the 5G network has on users
and the security structure of a nation. The collapse or disruption of a wired power
supply systems might a huge cascade effect on wider systems within the network
chain, such as data handling and electrical systems.

Wireless communication systems have been prone to exploitation of security
vulnerabilities from their inception. However, with the proliferation of 4G and
soon to be 5G networks, the proliferation of smart devices into the mobile domain,
with multimedia traffic, and new services with vast quantities of data, have greatly
diversified and given huge complexity to the corresponding threat landscape. The
dynamic threats that will come from the proliferation of 5G, will also affect the
interconnected systems that will rely on 5G. It is crucial to address these issues both
in these existing systems, and potential new systems that will be realised with the
use of 5G.

A privacy by design approach should be adopting with 5G and it’s use, where
privacy is considered from the beginning, with features built-in in its implemen-
tation. Better mechanisms for accountability, data minimisation, transparency and
openness should also be drafted.
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3 Cyberthreat Intelligence

In order to appropriately predict, respond and mitigate or minimise the growing
threat from Cyberwar, resources and work must be conducted to explore and
review the threat intelligence of would-be victim systems. Cyber threat intelligence
refers to the intelligence collected before a threat actor attacks a victim system.
Organisations and agencies use cyber threat intelligence to mitigate risks relating
to cyber-attacks, such as zero-day exploits, internal and external threat actors or
Advanced Persistent Threats (APTs). This approach allows for a proactive stance
to cybersecurity to be taken and utilise possible countermeasures in advance of
an attack. There are multiple sources by which such intelligence can be gathered,
such as Open Source Intelligence (OSINT), Social Media Intelligence (SOCMINT),
human intelligence (HUMINT), technical intelligence and intelligence from the
dark web.

The UK’s NCSC classifies Cyberthreat Intelligence into 4 categories:

1. Strategic Cyber Threat Intelligence – This utilises data, high level information
and a timely warning of cyber threats, consumed at board or other senior level
decision making level. Strategic cyber threat intelligence formulates an overall
picture of both the intention and capabilities of threat actors and their impact at
a high level.

2. Tactical Cyber Threat Intelligence – This involves data that is obtained from
real-time monitoring of systems. This data refers to real time systems events
linked to an adversary’s actions against a system. This intelligence is used by
cyber defensive roles to ensure that their response and investigation systems are
prepared for possible tactics used by adversaries.

3. Operation Cyber Threat Intelligence – This involves the fata that gives details
about a specific incoming attack. This can include malware, campaigns or cyber
weapon tools. The insights gained from this intelligence guides and supports
responses to specific incidents, as well as aiding in the assessment of determining
future attacks and the organisational ability to do so.

4. Technical Cyber Threat Intelligence – This refers to the data that is consumed
through technical means. For example, a suspected malicious IP address of a
threat action. This intelligence has a short lifespan, as a threat actor can change
their IP change. However, as part of the larger cyber intelligence landscape,
technical intelligence helps defensive operators take preventative action, as well
as in the investigative reviews post attack.

4 Attribution

The importance of attribution splits the global cybersecurity communities, both in
private sectors, influencers and the operating community. In political and traditional
legal and warfare frameworks, the attribution of a threat, potential attack or attack
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sustained by a victim state by an adversarial nation state is a factor a precursor to a
pre-emptive or retaliatory attack against the adversary. Intelligence and other factors
also play into responses, however, an adversary or must be known in order to direct
a response.

In the cyber landscape however, this is not as straight forward as in a traditional
or conventional scenario. The availability and capabilities of cyber weaponry or
mechanisms that can be weaponised are not solely available to military or defensive
agencies or organisations. Solo operators or lone wolves can be as effective in an
attack or response as a nation state operator. By virtue of privacy and other such
technological apparatus available, attribution is not as simple as once thought. VPN
technology enables a user to encrypt their IP address and traffic through a data tunnel
and “appear” to operate from another geographic location. The Dark Web and TOR
network also allows users to mirror and redirect their traffic through multiple nodes
across the world, making tracing very difficult. Of course, a cyber attack in itself
may not necessarily be performed by a real time user. Malware, viruses and botnets
can infect and spread across many machines undetected, before opening their
payload and becoming operational, instigating coordinated attacked. Attribution in
this sense becomes more difficult, as many of the tools, code and software used in
the commission and formulation of these “cyber weapons”, are available “off the
shelf”, and available for purchase by a user who may not necessarily have or require
the full technical knowledge and capabilities to code such scripts.

There is also the recurring issue of legislation and jurisdiction in this instance,
in that, the traffic pertaining to the adversarial attack may have been routed through
a nation to give the appearance that they are the perpetrators. Or, if the operator
is identified as not being affiliated or acting on behalf of a nation state, then when
and where the operator was during the time that the attack was perpetrated needs
to be taken into account. The complexity of which legislation applies and in which
context, is something that has been discussed in the two published Tallinn Manuals,
for Cyberwar and Cyberoperations. These manuals discuss and compile legislation
from multiple states, relating to maritime law, international law, legislation relating
to surveillance and data protection, as well as security and rules of engagement.
Authors of the manual also argued that as cyber warfare increasingly becomes part
of and a mechanism utilised in wider conflict, that peacekeeping organisations such
as the UN will need to have a cyber defence or peacekeeping capability. However,
research into cyber warfare has shown that there is still no answer to what actually
constitutes an armed attack in cyber space, and what the ethical boundaries of
cyberwarfare are. As such, there currently would be great difficulty for the UN
Security Council to agree upon how to enforce peace in a cyber conflict.

A multilateral approach can be used to detect attacks, and potentially perform
attribution, as even large intelligence organisations have limited technological and
human budgetary capabilities to effectively achieve global coverage.

The existence of the 5-eyes intelligence forum, consisting of the UK, US,
Canada, Australia and New Zealand, is one of example of this. This expanded to the
9 eyes forum after the attacks on the US on September 11th, to a wider cooperation
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including Denmark, France, the Netherlands and Norway. It has continued to
expand, and now is referred to as 14-eyes intelligence cooperation, including
Belgium, Italy, Spain, Sweden and Germany.

5 Countermeasures

Under international law, a state is entitled to take countermeasures for breaches of
international law against it, that are attributable to another state. Countermeasures
are acts by an injured state against another state that would ordinarily be unlawful
but are legally justified as responses to the offending state’s unlawful activity.
The use of countermeasures is subject to strict conditions. The purpose is to
encourage the offending state to stop its unlawful activity, rather than to punish.
The countermeasures must also be proportionate. And they must not use force.

As discussed in the Tallinn Manual, there is no reason why cyber operations may
not in principle be used as a countermeasure in response to a breach of international
law. There is nothing in their nature to make an exception for them.

In order to consider countermeasures to cyber-attack, a comprehensive approach
to cybersecurity should be taken. The holistic review of internal systems and
processes in place, to identify vulnerabilities and making appropriate amendments
and adjustments to harden vulnerable systems, is the best way of countering the
threat of a cyber-attack. By the virtue of any cyberattack, is the exploitation of
vulnerabilities in a system. At a very minimum, internal practices must be conducted
to create a minimal base level of security. These can include:

• Continuous Risk Assessment
• IT Environmental Health
• Authentication
• Internal Commitment and responsibility
• Data Retention
• Access to information
• Preventative, detective and Corrective security controls

To further mitigate and harden such internal vulnerabilities, multiple global
intelligence agencies agree that the following should also be addressed:

5.1 Education

Employees of an organisation must be aware of the kinds of attacks that can
occur and what they should do about them. This includes learning proper operating
procedures, the key attack targets, and the classic attack methods. Some studies
have shown education to be more effective than any other countermeasure for
protecting information systems since knowledge of information-systems security
is not a requirement for most jobs.
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5.2 Legal Responses

In most western allied states, laws prohibit eavesdropping on communications and
damage to computers. But most attackers do not worry about getting caught, since
it is hard to track them down and laws are hard to apply. Laws can however be
effective against repeat offenders within a given legal jurisdiction, like spies selling
secrets.

5.3 Patches

It is important to fix flaws or bugs in software as soon as they are discovered,
since attacks are typically launched within days of the discovery of major flaws.
Manufacturers provide “patches”, “security updates”, or “service packs” to fix flaws,
in the form of modified software that you must go to their Web site to download.
Software that has been sold for a significant period of time generally requires fewer
future patches because programmers have had more time to find and fix its flaws.

5.4 Backups

Since many attacks destroy data or programs, making copies of digital information
is essential to recovery from attack. Backups need to be done for any critical
information and need to be stored some distance from the systems they track so no
common disaster affecting both locations is likely. Optical-disk storage is preferable
for backups because it cannot be as easily damaged as magnetic media can be.
A backup can be an entire duplicate computer system when it is important to
maintain continuous operation.

5.5 Access Controls

Automated access controls are important for cyberspace. Access controls for
computers are generally managed by passwords that must be supplied to log on and
use resources. Controls can be set for individuals or for groups of people, and they
can apply separately to reading, writing, or execution of resources, or to the ability
to extend those privileges to other users. Access controls for networks are enforced
by “firewalls”, dedicated computers on a local-area network that restrict traffic to
and from the network according to simple rules on such features as origin and
communications protocol. Unfortunately, access controls are vulnerable to many
attacks mentioned above, and will not generally protect against attacks by insiders
like staff.
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5.6 Encryption

Encryption hides data in some form that cannot easily be read; you then supply
a character-string “key” to decode it when you need it Any attempts to modify
encrypted data will result in undecipherability, so you can tell if encrypted messages
or programs have been modified. Strong and virtually unbreakable methods of
encryption have been developed recently with public-key cryptography. Encryption
methods can also be used for authentication or to provide digital signatures on
documents to prove who wrote them and when. Encryption has been touted as a
solution to many security problems, however, it is not a panacea. If an attacker gains
system-administrator privileges, they may be able to get keys or disable encryption
methods without a user’s knowledge.

5.7 Intrusion Detection and Computer Forensics

Logging records the events on a computer system or network. This can generate
enormous amounts of data, so intrusion-detection systems can be set up to check and
record just the events that might indicate an attack, alerting system administrators
when matters become serious. IDSs can be located on individual or on networks.
They are important defensive tools against a broad range of known attacks including
Trojan horses. Most look for or bit patterns of known attacks, but a few look for or
statistically suspicious behaviour and thus can detect some new kinds of attacks.
IDSs are useful but are not perfect since attackers try hard to disguise their attacks.

For new or complex attacks, computer forensics capabilities are needed, utilising
methods for inspecting computer storage after an attack to determine how the attack
was accomplished and what damage it did. Forensics includes a wide variety of
techniques and requires an intelligent investigator to use considerable judgment.
Thus, it requires time and can only be done after the attacker is gone.

5.8 Honeypots

Honeypots and honeynets (networks of honeypots) provide richer log information
about cyber-attacks. These are systems with no legitimate purpose other than to
receive attackers, so everyone using them other than their system administrator
is inherently suspicious. Honeypots need not explicitly invite attackers once they
are on the Internet, attackers can find them with automated tools. However, they
can be dangerous if attackers use them as springboards to attack other sites. For
this reason, reverse firewalls of various kinds must keep the attack from spreading.
But an attacker may infer the existence of the honeypot from the restrictions of the
reverse firewall, so a honeypot cannot remain effective forever.
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5.9 Intrusion Prevention Systems

Most of the methods discussed so far just react to attacks. The alternative is an
active network defence, which in its simpler forms is called an intrusion-prevention
system. This includes simple things like turning off the Internet connection or
logging out a user when they become sufficiently suspicious as judged by an
intrusion-detection system. It can also include forms of limiting damage such as
denying the user certain resources, downgrading their priority, or delaying them.

5.10 Back Tracing

Back tracing is a form of active network defence that tries to find where an
external attack is coming from so as to stop it more easily. Back tracing is virtually
impossible with serious attackers, who take care to come in via a long sequence of
sites through many countries and jurisdictions; it is hard to get the cooperation of
all those jurisdictions.

5.11 Counterattacking

A more irresponsible form of active network defence is trying to counterattack
whatever machine is attacking you. However, this won’t work against insiders. Since
most serious attacks use intermediate machines to attack yours, such a response will
often only hurt a site or computer that is an innocent bystander. Even if it works
and you do hurt the attacker, attacks could easily escalate with resultant collateral
damage.

5.12 Deception

Deliberate deception has also been proposed for active network defence. Systems
could lie, cheat, and mislead attackers to prevent them from achieving their goals.
Deception is particularly useful for time-critical military-style attacks such as those
by cyber-terrorists or information-warfare experts, when just delaying an attack a
while could buy time to find a more permanent defence. Deception has been used
in honeypots to keep the attacker interested. Fake files can be put on a honeypot
to make it look more like a normal machine, and fake sites can be programmed
to respond like real network nodes. Deception is equally useful against insider and
outsider attacks.
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In regard to external countermeasures, as they involve an act, in that there are
in response to an act committed unlawfully against the victim state, there are strict
conditions that need to be met. The countermeasure may not be conducted until the
injured state has notified the state responsible that it intends to take countermeasures
and gives the responsible state an opportunity to desist in its unlawful conduct.
However, in the context of a cyber response, the notification requirement is subject
to a condition of feasibility, as the advanced notification of an impending cyber
countermeasure could allow the responsible state to foil such a response.

The countermeasures should also be proportionate to the injury to which they
respond. They have to be “commensurate with the injury suffered, taking into
account the gravity of the internationally wrongful act and the right question”.
There may be provisions in treaties that detail the taking of specific responses in
the even of breaches, if so, the injured state much resort to them before taking any
countermeasures.

Operationally, countermeasures that are utilised also do not need necessarily
need to be “in-kind” nor directed at the entity that authored the internationally
wrongful act. A state victim of an attack may response with cyber measures that
the sovereignty of the responsible state, for example. This is reflected in maritime
law, where a state that has been targeted by another state’s unlawful cyber operations
would be entitled to close its territorial sea to vessels of the responsible state, that
are transiting in innocent passage. Another cyber response to an attack could be to
direct the response at private corporations within the responsible state, so long as
the response and operations are proportionate to the originating attack and comply
with the requirements of countermeasures.

6 Conclusion

As critical national infrastructure utilises emerging technologies in order to max-
imise efficiency and effectivity, it also opens up these critical networks and systems
to non-conventional cyber-attacks. The threat landscape is as complex as the system
itself, with vulnerabilities open for exploitation by both independent operators,
rogue state operatives, state backed threat actors and state mechanisms themselves.
Such is the benefit of utilising cyberoperations mechanisms in terms of speed,
impact and minimising human impact by means of the deliverer of the attack vector,
that cyber capabilities are now a ratified capability in many nations globally. It is
imperative that a greater understanding of both the implications of an sustained
attack, and the results of perpetrating a cyber attack filtered into the legislative
and governance mechanisms of nation states, and that agreed conventions and law
defining peace and wartime mechanisms is adhered to, and understood in the context
of a cyber war.
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The Malicious Use of AI-Based Deepfake
Technology as the New Threat
to Psychological Security and Political
Stability

Konstantin A. Pantserev

Abstract Contemporary psychological warfare has a number of instruments,
including deepfakes, in which the human image is synthesized, based on AI
algorithms. At first deepfakes appeared for entertainment. Special software based
on artificial intelligence offers the opportunity to create clones that look, speak
and act just like their templates. However, today the potential for deepfakes to be
used maliciously is growing, whereby one creates a clone of a well-known figure
and manipulates his or her words. This chapter analyses a wide range of examples
of deepfakes in the modern world, as well as the Internet-services that generate
them. It will also consider the possibility of using artificial intelligence to prevent
their spread, as they constitute a serious threat to psychological security.

Keywords Psychological warfare · Deepfakes · Artificial intelligence · Deep
learning · Fakes · Neural networks · Psychological security · Disinformation

1 Introduction

A new epoch is emerging in the history of world conflicts: an age of psychological
warfare. Of course, psychological warfare as a phenomenon is not new, but today
the development of information technologies (ICT) has rapidly increased its role in
securing world dominance and geopolitical leadership, especially when even small
military conflicts can now develop into global nuclear confrontation. Therefore, the
contemporary global information and communication space has become the key
battlefield and it is possible to say that we are now living in the era of global
psychological warfare.
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The key feature distinguishing such warfare from more conventional forms
is the absence of any rules. Thus, whereas conventional military conflict should
be conducted according to international conventions elaborated by the United
Nations (and relatedly a number of international bodies exist with missions to
supervise military conflict), psychological warfare can be conducted by any means.
Consequently, mass disinformation and the production of fake news has become the
key instrument of modern psychological warfare, following the principle of “if you
can’t convince somebody, misinform him or her”.

AI-based deepfake technology is just one recent technological innovation that
initially appeared as a form of entertainment but very quickly became a dual-
use technology. This means that when used maliciously, deepfakes can threaten
the psychological security of any state and international stability more broadly. In
the following chapter the author will attempt to clarify the malicious use of deepfake
technology.

2 From Fake News to Deepfakes

Contemporary information technologies are modernizing every day and offer
considerable possibilities for users both in the field of business and entertainment.
Thus, in order to provide some fun, there have appeared special web applications
that produce fake news.

For example, the application Fake TV News Maker, which is positioned as the
funniest generator of fake television news, offers the possibility to create TV news
by using the interface of well-known news programmes. Using this application,
one can create, change and distribute any news he or she wants. There is also
the potential to replace famous speakers of TV news programmes who work for
the largest information agencies and broadcasting companies, such as the BBC,
ABC and CBS. Fake TV News Maker provides three categories for creativity: news,
rumours and sport. Such news are carefully designed to appear like professional
journalistic materials (what, when and where something happened), supplemented
with photos that create the maximum realistic effect and thereby prevent fake and
real news from being distinguished. The application also offers users the opportunity
to share such “breaking news” with friends via e-mail, Bluetooth, Dropbox, Google
Drive, Facebook, Flipboard, Google+, Hangouts, Linkedln, Picasa, SMS, Telegram,
Twitter, WhatsApp and other social media and chats.

Another fake news generator, the Fake Newspaper Maker, provides opportunities
for those who dream of seeing his or her news in newspapers with a large circulation
around the world.

One application, Fake News & Charts for iPad, offers the possibility for those
who are tired of fake news being distributed by unfair media and politicians to create
his or her own “real” news.
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Of course, one can find on the web a number of other fake news generators, such
as #FakeNews, Journalist CreativeBot, Fake News Creator, Fake Breaking News
Maker, Make Fake News and Fake News Editor.

For those who choose to prank, there is an application called Text Now that helps
in the creation of fake text messages for “funny communication”. This application
offers the opportunity to create fake chats between any famous or even fictitious
persons. There are also a number of other applications of such kind, like Fake
Message, Fake Text Message and Fake Call and Fake SMS. And finally there
is the Fake News Generator, the application which directly offers in one of its
advertisements the chance to make fake news stories in order to fool friends and
even the masses.

The appearance of all of these applications demonstrates that there is a demand
for such production on the web. However, we suggest looking into the opposite site
of all these jokes because they undermine the credibility and value of information
distributed on the web and force us to seek an answer to the question regarding how
we can trust such information: “How do we know that the computer is behaving
as we expect it to or that an e-mail from our colleague is actually from that
colleague?” [25].

Thus it becomes evident that the uncontrolled and spontaneous distribution of
fake news represents a real and very serious threat to the psychological security of
any country, and is capable of provoking psychological terrorist attacks that may
cause fatal consequences.

Recent novelties in the field of artificial intelligence have also brought to life a
new phenomenon, called deepfakes, which again initially appeared as a form of fun
but today represent a serious challenge to psychological security.

3 Deepfakes: The Entity of the Technology

Deepfake, a portmanteau of “deep learning” and “fake”, is a method of synthesizing
a human image based on AI algorithms. Deepfake technology is based on two
innovations in the field of machine learning: neural networks and generative
adversarial networks, whose mission is to make deepfakes extremely realistic [6].
Neural networks represent a key element of machine learning technology.

These are brain-inspired networks of interconnected layers of algorithms, called neurons,
that feed data into each other, and which can be trained to carry out specific tasks by
modifying the importance attributed to input data as it passes between the layers. During
training of these neural networks, the weights attached to different inputs will continue to
be varied until the output from the neural network is very close to what is desired, at which
point the network will have ‘learned’ how to carry out a particular task [15].

Neural networks use the principle of the human brain’s functioning: the more
the human brain is exposed to information, the more accurately it can repeat it.
Accordingly, the greater the number of examples downloaded to the neural network,
the more carefully and correctly it can produce new examples [17].
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In terms of deepfakes, the more video and audio data they download into the
neural network, the more accurate the new audio and video will be, to the extent
that it becomes impossible to determine whether this or that speech of this or that
person is real or fake.

But, as Dack [7] argues, “neural networks are only half of the equation. Without
generative adversarial networks, deep fakes would not be as realistic as they are”.
Generative adversarial networks were invented by Ian Goodfellow. He was formerly
a Google researcher at the Google Brain, a special research team established in
the early 2010s. This research team’s mission was to make a breakthrough in the
field of deep learning artificial intelligence. He is currently employed by Apple,
another well-known corporation that conducts a research in the field of artificial
intelligence. Goodfellow et al. [10] developed the idea of combining two neural
networks together in order to make them compete with each other and hence
improve the final product.

The principle of the work of generative adversarial networks is as follows. The
first neural network, which is called the “generator”, produces a new fake video or
audio by copping the data set that has been downloaded. Next the original data set
and the deepfake created by the first neural network are downloaded to the second
neural network, which is called the “discriminator”. Its mission is to distinguish a
fake video from a true one [9]. If the discriminator is able to determine the fake video
or audio, the generator tries to learn how the discriminator understood which video
was fake and subsequently makes appropriate corrections. With each new iteration
it becomes more and more difficult to distinguish a deepfake.

This presents the greatest problem. At present, when a deepfake is discovered,
the appropriate correction is made and it will prove more difficult to discover
the deepfake next time. Each detection of the deepfake improves it. Of course,
researchers are working hard in order to improve methods of detecting deepfakes.
For example, they pay attention to the frequency of the flicker of the image,
natural micro-changes of the color of the face, or the irregularity of head or body
movements, and so on. But all of those methods that help in identifying a deepfake
today will fail to discover it in the future. Eventually, 1 day, there will appear a
super-realistic fake video or audio that will be impossible to distinguish from a real
one. One can use this for fun, just as a joke to fool one’s friends, or (and much more
seriously), to maliciously fool the masses by fake speeches of famous and influential
persons such as politicians.

Thanks to advances in artificial intelligence (AI) and computer-generated imagery (CGI)
technology, over the coming decade it will become trivial to produce fake media of public
figures and ordinary people saying and doing whatever hoaxers can dream of—something
that will have immense and worrying implications for society [21].

The danger is that anybody can make any politician say whatever he or she wants,
and then publishes this fake speech on YouTube or Facebook, on a fake website of
the well-known mass media or on a fake social media profile of this or that politician.
It will subsequently be shared by millions of people on social media. The fake video
or audio can very quickly spread on the web and cause unexpected consequences,
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such as by ending the political career of this or that person or even affecting the
complexity of international relations between countries, possibly resulting in war.

Progress in AI will enable new varieties of attacks. These attacks may use AI systems
to complete certain tasks more successfully than any human could, or take advantage of
vulnerabilities that AI systems have but humans do not [2].

Furthermore, some experts claim that “deep fakes don’t need to be undetectable
or even convincing to be believed and do damage. It is possible that the greatest
threat posed by deep fakes lies not in the fake content itself, but in the mere
possibility of their existence” [24]. This is because people believe in what they want
to believe and they do not necessarily care whether a video is fake or real. Thus
the main purpose is to feed people with the information they want to hear from the
mouth of this or that politician. And this represents the greatest danger posed by
deepfakes.

4 The Malicious Use of Deepfake Technology: From Fun
to Psychological Warfare

As has been shown above, deepfakes can threaten personal, public and even
national psychological security. It represents a very significant challenge of the
contemporary digital age, as highlighted by many experts who are busy in the field
of psychological and cyber security. For example, the company McAfee announced
in March 2019 that it is today impossible to detect a change to a face using the
naked eye. Thus, Steve Grobman, chief technology officer of McAfee, and Celeste
Fralick, the company’s chief data scientist, predicted in their keynote speech at
the RSA Conference on cyber security issues in San Francisco that the use of new
technologies by hackers is just a question of time.

Grobman and Fralick claimed in their speech that there is a special area in the
field of cyber security called adversarial machine learning. Experts in this field are
studying cyber-attacks to the machine learning classifiers. Grobman and Fralick
argued that the method of replacing images represents a serious threat and can be
used for the distortion of the work of the image classifier. As an example, they
demonstrated one approach of how to deceive people using artificial intelligence:
producing a real photo and carefully changing a small part of it. Through such
minimal changes, a photo of penguins can consequently be interpreted by artificial
intelligence as a frying pan. It is evident that false operation on a more serious scale
can cause catastrophic consequences. Grobman stressed that deepfake technology
represents a weapon that can be used for different purposes. It is impossible to
prevent the malicious use of this technology, yet this is necessary to establishing
a line of defense.

In order to prove that this threat is real, Grobman and Fralick presented a video
in which Fralick’s words were coming out from Grobman’s face, even though
Grobman never said them. Fralick concluded that this example “just shows one way
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that AI and machine learning can be used to create massive chaos. It makes me think
of all sorts of other ways in the social engineering realm that AI could be used by
attackers, things like social engineering and phishing, where adversaries can now
create automated targeted content” [27]. Every day such technology is improving.

Consequently, deepfake videos have become one of major challenges to the
national security of any country, as they make people say or do things that they
have never said or done. It is also necessary to point out that this technology is only
2 years old, and yet it has already made significant progress, with both the expert
community and politicians starting to speak of the threat represented by deepfakes.

We’d like to remind that initially deepfake technology appeared as a fun in the
“pornography industry where it referred to the process of inserting celebrities’ faces
into pornographic scenes” [7].

Such fake video clips first appeared in December 2017, when a user with the
nickname Deepfakes published a pornographic video involving the famous actress
Gal Gadot on the social media platform Reddit. Yet this video was a fake. In fact:
he simply put the face of the Hollywood star onto the body of a pornographic
actress with the aid of artificial intelligence. He “used TensorFlow, image search
engines, social media websites and public video footage to insert someone else’s
face (it was a Gal Gadots’ face—K.P) onto preexisting videos frame by frame”
[13]. Since this video clip we have seen the widespread distribution of similar
pornographic video clips involving other celebrities on the web. Users find an
appropriate pornographic actress who meets all of their criteria and with the aid of
the neural network change her face to that of the famous person of their choosing.
The episode with Gal Gadot was just the beginning. Emma Watson, a British actress
and model, was another victim of such fake pornographic films. The rapid growth of
such videos has been clear. Thus, one can find on the web similar fake pornographic
clips involving other famous women, whether Chloë Moretz, Jessica Alba, Scarlett
Johansson or Maisie Williams.

Furthermore, fake videos in which a woman’s face is changed into that of a
man have also appeared, such as one of the actress Amy Adams being altered to
that of the actor Nicolas Cage (to see this video follow the link: https://youtu.be/
RdH7JoZZC2M). This “work” is actively used as an example of the possibilities
of this technology, because it proves that it is possible to change a woman’s face
to a man’s face. Nicolas Cages’ face has subsequently appeared in many other
domains, including movies such as The Dark Knight Rises and Man of Steel in
which he never played. He has even replaced Sean Connery in the famous film Dr.
No, Stephen Dillane in Game of Thrones and Harrison Ford as Indiana Jones in
Raiders of the Lost Ark. It is difficult to determine why Nicolas Cage is so popular
in such fake videos. Maybe people perceive his face type as the most suited for
replacement. Perhaps the reason lies in the popularity of the actor. Indeed, Nicolas
Cage “has become a meme of sorts in recent years in some corners of the internet.
The deliberate incongruity of putting his image in unlikely places offers obvious
opportunities for subversive humor” [22].

The considerable popularity and frightening realism of such fake video clips has
forced Reddit, Twitter and even Pornohub to stop the distribution of video clips

https://youtu.be/RdH7JoZZC2M
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created using AI-based deepfake technology. For example, the account of Deepfakes
has been banned from Reddit. But the technology has already been successfully
tested and today nobody can stop the continued distribution of fake videos that
threaten any famous person, who must understand that 1 day he or she may be
manipulated to appear in compromising videos. “Creating these deepfakes isn’t
difficult or expensive in light of the proliferation of A.I. software and the easy access
to photos on social media sites like Facebook” [23].

Thus, the key feature of the contemporary digital age is the ease by which
information technologies can be used. Indeed, the user does not need to know how
neural networks work; he or she simply requires basic knowledge about computers
and the Internet, find an appropriate application on the web, download it and have
some fun.

Given the fact that AI technologies have become more and more accessible to
ordinary users, coupled with easy access to photos and videos of former partners,
colleagues and other people on Facebook and other social media, we are observing
growing demand in programme tools that offer the possibility of creating fake
videos.

One of these is FakeApp, a desktop application that can change faces in videos.
It has been elaborated by the user Deepfakes on Reddit and is now distributed for
free on the Internet. With the aid of neural networks, this application analyses the
original faces of peoples and then tries to convert them into those of celebrities
selected by the user. FakeApp is based on TensorFlow, Google’s open-source
platform for developing AI algorithms and the open-source library Keras [1]. It
has a rather simple interface and offers detailed instructions on how to install and
use the application. This simplification of complicated technology gives any user
the opportunity to create fake videos and subsequently distribute them on the web
via social media. The only thing he or she needs is an appropriate number of photos
of this or that person so the application can learn and produce a highly realistic fake
video clip. Here lies a great danger. As Chesney and Citron [6] argue:

Imagine a video depicting the Israeli prime minister in private conversation with a colleague,
seemingly revealing a plan to carry out a series of political assassinations in Tehran.
Or an audio clip of Iranian officials planning a covert operation to kill Sunni leaders in
a particular province of Iraq. Or a video showing an American general in Afghanistan
burning a Koran. In a world already primed for violence, such recordings would have a
powerful potential for incitement. Now imagine that these recordings could be faked using
tools available to almost anyone with a laptop and access to the Internet—and that the
resulting fakes are so convincing that they are impossible to distinguish from the real thing.
Advances in digital technologies could soon make this nightmare a reality. Thanks to the
rise of “deepfakes”—highly realistic and difficult-to-detect digital manipulations of audio
or video—it is becoming easier than ever to portray someone saying or doing something he
or she never said or did.

Thus, the expert community marks out both a positive and negative side of this technological
novelty. According to Francis Tseng, co-publisher of New Inquiry, an online magazine of
cultural and literary criticism, on the positive side “deepfake technologies can bring to life
new forms of art and even be used to create new genres of media . . . And there can appear
a whole culture of bootleg films produced in this way” [22].
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But the use of deepfakes also has a negative side.

As the technology improves, it will likely be used in more dangerous and antisocial
ways. For example, it has the potential to turbo-charge fake news. When paired with
technology that can synthesize real people’s voices, apps such as FakeApp could make it
extremely difficult for ordinary people to distinguish what’s real from what’s fake. And such
technology could well be used to harass and blackmail people, putting them—virtually—in
compromising situations . . . (and – K.P.) . . . lift cyberbullying to a whole new level [22].

In April 2018, a filmmaker named Jordan Peele sought to prove that this threat
is a reality by using FakeApp to make a video in which former United States
President Barak Obama insults the incumbent President Donald Trump. The voice
of Obama is imitated by Peele himself. Of course, the production of this video
required considerable time as well as specialists qualified in using special effects. In
addition to FakeApp, Adobe After Effects was used for the editing of the video and
its dynamic images, the development of the composition, animation and different
effects. In total, it took about 56 h of automated processing of the video stream
under the control of the specialist in special effects.

Such technology should completely unnerve everyone of every political stripe, religion,
sports affiliation, philosophical school and Jane Austin Book Club. Which is to say everyone
everywhere. Because the capability works both ways, it’s just as easy for your rivals to
ruthlessly attack you with it as you them. It allows you to be “outed” by your enemies, for
example, even if you have nothing to be outed for. It can now be done because it can. Any
of us can be viciously slandered publicly by virtual “people” we don’t know from Adam
and who don’t know us. Trash-talked and abused on the internet, TV and radio in every
depraved manner imaginable, and unimaginable [26].

The rapid growth of such videos can be easily observed. Thus, a YouTube blogger
with the nickname Ctrl Shift Face, who is familiar with deepfake technology, has
introduced Jim Kerry in the role of Jack Terrence in Stanley Kubrick’s film The
Shining. The blogger manipulated the movie so that comic actor Kerry, in the role
of Terrence (originally performed by Jack Nicolson) would punch a hole in the
door with an axe and stick his head through it. This video clip has been published
as open access on YouTube and is accessible at https://www.youtube.com/watch?
time_continue=35&v=Dx59bskG8dc.

In discussing Ctrl Shift Face, it is necessary to mention that this YouTube blogger
has rich experience in the production of deepfakes. Indeed, he has already changed
Schwarzenegger to Stallone in Terminator 2 (video clip accessible at https://
www.youtube.com/watch?v=AQvCmQFScMA). But according to the evaluation
of experts, his scene from The Shining is much more realistic. Kerry’s face
almost avoids “sliding” from the head of Nicholson, even when he makes sudden
movements or covers his face with his hands. And what is next? YouTube followers
of Ctrl Shift Face often request that he make a reverse replacement with Nicolson
performing as Ace Ventura in the comedy film Ace Ventura: Pet Detective. The
appearance of such video clips proves that deepfakes are not limited to erotic films.
Therefore, if you want to see your favorite actor in roles originally performed by
another person, the only thing you need is access to the appropriate AI algorithms.

https://www.youtube.com/watch?time_continue=35&v=Dx59bskG8dc
https://www.youtube.com/watch?time_continue=35&v=Dx59bskG8dc
https://www.youtube.com/watch?v=AQvCmQFScMA
https://www.youtube.com/watch?v=AQvCmQFScMA
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Deepfakes also can be used to restore poor-quality videos. Indeed, a team of
YouTube filmmakers from the channel the “Corridor” decided to modernize some of
the worst scenes in the history of the film industry using special effects. For instance,
they changed the scene in The Mummy Returns in which the King of Scorpions
played by Dwayne Douglas Johnson first appears, the special effects of which have
been greatly criticized. They thus used deepfake technology and the face of Dwayne
Douglas Johnson to improve the scene. The final product as well as the filmmakers’
explanations are available at https://youtu.be/KH1V6CHO1Jk.

A final example is that of American YouTubers Sam and Niko, who sought to
create an amusing video with large numbers of views by producing a real film
involving a fake Keanu Reeves, titled Keanu Reeves Stops a Robbery. It can be
accessed at https://www.youtube.com/watch?time_continue=11&v=3dBiNGufIJw
and has more than 1.4 million views. The story of this film is simple. Two men meet
Keanu Reeves in the supermarket. One of them wants the actor to sign an autograph,
but when they begin to talk, a robber enters the supermarket and tries to take money
from the cashier. Keanu Reeves then attempts to stop the robbery without anybody
suffering. He suggests that the robber take all of the money in his pockets, and on
hearing the police arrive, he asks the robber to take his car and escape. But it is too
late. The robber returns, followed by a cop. He kills the policeman and Keanu kills
the robber. Keanu then gives the autograph to the man who had requested it, and
leaves the supermarket. End of film. The value of this film is that it was not merely
a scene from an existing movie: some YouTube bloggers decided to make a new
film and invited Reuben Christopher Langdon, an American motion-capture and
voice actor, to perform as Keanu Reeves. With the aid of deepfake technology, they
altered Langdon’s face to that of Reeves. The result turned out to be super-realistic.

All of the video clips described above were created in a short period of time in
2019. The extreme popularity of such videos enables us to conclude that deepfake
technologies, introduced at the end of 2017, are rapidly spreading on the web
and can serve different purposes. They can be used for fun by talented YouTube
bloggers; they also can be used in the film industry when it is necessary to edit
an old film, to improve a weak scene or to finish the film following the death of an
actor. The film industry already has experience of using computer reconstructions of
deceased actors. One of the most well-known examples comes from the film Rogue
One: A Star Wars Story, in which British actor Peter Cushing appears in the role
of Grand Moff Tarkin more than 20 years after his death in 1994! His image was
reconstructed with the aid of a common gateway interface overlaid on a real actor,
Guy Henry, who ensured a motion capture. The continued modernization of this
technology will render this complicated technological process much easier.

However, such technologies can also be used maliciously, for example by
compromising a famous person by making it appear that they are participating
in intimate episodes or by spreading panic among the masses using speeches of
different well-known figures. For example, in April 2018 there appeared a fake video
involving Mark Zuckerberg, the Facebook founder, describing how he is going to
close down Facebook and make its entire services toll.

https://youtu.be/KH1V6CHO1Jk
https://www.youtube.com/watch?time_continue=11&v=3dBiNGufIJw
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This final point offers the opportunity to conclude that “[i]n our present age of
misinformation, society will soon have to deal with deepfakes that can threaten
national security. Consider a deepfake of President Trump announcing impending
nuclear missile attack on North Korea” [14, p. 102].

Let’s take another example. The Flemish Socialist Party created a fake video
in which President Trump, during one of his speeches at the White House, calls
for his country’s exit from the Paris Climate Agreement and calls upon Belgium
to follow the American example and withdraw as well (to see this video follow the
link: https://www.facebook.com/Vlaamse.socialisten/videos/10155618434657151).

Towards the end of the video, Trump says, “We all know climate change is fake,
just like this video”. Of course, when evaluating this video one can see that Trump
does not look as real and natural as he should, but this represents an example of
how anybody can make a politician or any other person say anything he or she
wants using deepfake technology. The rationale of the Flemish Socialist Party was to
simply “start a public debate” and “draw attention to the necessity to act on climate
change”. At the conclusion of the video, it “calls on signing a petition that urges
investing in renewable energies, electronic cars and public transport. The petition
also calls on closing the Doel nuclear plant in Flanders”. In order to create this video
the “Flemish Socialist Party even used services of professional video studio checked
with them that this is a legitimate procedure” [30]. This last statement demonstrates
how today there is no law or any other power to prevent the further distribution of
such fake videos. And what comes next?

According to Simon Chandler [4], a freelance technology journalist:

Deepfakes are only the first step in a chain of technological developments that will
have one distinct end: the creation of AI clones that look, speak, and act just like their
templates. Using neural networks and deep learning programs, these clones will first
exist in video and in virtual worlds. Whether you’re knowingly involved or not, they’ll
provide exacting reproductions of your facial expressions, accent, speech mannerisms, body
language, gestures, and movement, going beyond the simple transplanting of faces to offer
comprehensive, multidimensional imitations.

This danger even forced the American TV company CNN to speak about the
threat posed by deepfakes. The episode is entitled: “Rise of the “Deep Fake”:
Doctored Digital Videos Posing Threat to 2020, Security” (to see this episode please
follow the link: https://edition.cnn.com/videos/tv/2019/01/29/lead-jake-tapper-dnt-
deep-fakes-politics.cnn). On this episode is provided a fragment of the report
to Congress made by Dan Coats, Director of National Intelligence, in which he
offers a very real warning about media manipulation posing a major threat to US
security. According to Coats, the country remains a superpower, but it has real
competitors, with new technologies offering them opportunities to narrow the gap
very significantly. One example is the famous fake video of Barak Obama, produced
by Jordan Peele and described above. This video is frequently used to illustrate the
possibilities of AI-based deepfake technology. Further details have been provided
through an interview with Jeff M. Smith, a researcher from the National Center for
Media Forensic of the University of Colorado at Denver, where he explains the basic
principles of the work in deepfake technology.

https://www.facebook.com/Vlaamse.socialisten/videos/10155618434657151
https://edition.cnn.com/videos/tv/2019/01/29/lead-jake-tapper-dnt-deep-fakes-politics.cnn
https://edition.cnn.com/videos/tv/2019/01/29/lead-jake-tapper-dnt-deep-fakes-politics.cnn
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Eileen Donahoe, a former US ambassador to the United Nations Human Rights
Council, has also described the dangers of deepfakes in an interview with CNBC.
She argued that deepfakes should be seen as the next generation of disinformation.

In a year or two, as the algorithms continue improving, it’s unclear whether the average
person will even be able to discern authentic videos from fakes. At that point, even video
evidence becomes questionable, and perhaps even unbelievable. In a world that already
can’t agree on simple facts, the future looks pretty terrifying [1].

Based on the facts stated above, one can conclude that today the malicious
use of ICT is growing in unprecedented ways. We are already suffering from
information garbage because the vast majority of information being disseminated on
the web is produced by ordinary people who often use pseudonyms, rendering their
identification very challenging. Now we come to the question of how can we trust
information from anonymous or semi-anonymous sources? How can we distinguish
true information from fake? Deepfakes render identification much more difficult or
even almost impossible.

Deep fakes represent a turning point in information warfare. They will increase the reach of
fake news and decrease our connection to a shared understanding of facts. If people cannot
trust what they see and hear with their own eyes and ears online, then they will choose what
they want to believe [7].

Therefore, it is crucial to think about this threat very seriously and to elaborate
real working instruments on how we can counteract the further distribution of
deepfakes.

5 Countering the Deepfakes: From Theory to Practice

In discussing the necessity of tackling the distribution of deepfakes, one can argue
that it is the key task of the state to protect its citizenry from toxic content. The state
possesses different instruments with various levels of severity:

. . . online, by shutting down political websites or portals; offline, by arresting journalists,
bloggers, activists, and citizens; by proxy, through controlling Internet service providers,
forcing companies to shut down specific websites or denying access to disagreeable content;
and, in the most extreme cases, shutting down access to entire online and mobile networks
[16].

But the question is whether all of the measures mentioned above would be
able to achieve positive results. Probably not. Once a website is closed down by
the authorities, a number of new ones with almost the same content will appear.
Furthermore, the arrests of popular bloggers, activists and leaders of oppositional
movements can trigger mass protests. Therefore, more accurate and workable
instruments need to be developed. In our opinion, solving the problem lies in two
dimensions: a technological one and a legislative one.

As Gregory [12] argues, “in the category of technical solutions, many platforms,
researches and startups are exploring using AI to detect and eliminate deepfakes.
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There are also new innovations in video forensics that aim to improve our ability to
track the authenticity and provenance of images and videos, such as ProofMode and
TruePic, which aim to help journalists and individuals validate and self-authenticate
media”.

Today, computer science specialists are working hard to create appropriate
algorithms capable of detecting deepfakes. Such algorithms could then be used
by all major social media platforms, including Facebook, Twitter and YouTube,
which are supposed to check all uploaded videos for deepfakes before they are made
visible and accessible to other users.

But the problem is how to ensure deepfake detection with 100% probability.
According to John Villasenor [29], “deepfake detection techniques will never be
perfect. As a result, in the deepfakes arms race, even the best detection methods will
often lag behind the most advanced creation methods”. Consequently, elaboration
of an effective and workable deepfake detection method constitutes a complicated
task. Today there are a number of technical specialists working on this technological
puzzle, proposing algorithms aimed at detecting deepfakes. Scholarly interest in this
subject is also growing.

Indeed, Li Yuezun and Lyu Siwei from the Computer Science Department of the
University at Albany, State University of New York have attempted to elaborate a
method that would be able effectively distinguish AI-generated fake videos from
real videos. In 2018 they proposed a method “based on detection of eye blinking
in the videos, which is a physiological signal that is not well presented in the
synthesized fake videos” [18]. However, this method cannot guarantee the detection
of deepfakes completely because it is impossible to do so only based on the eye
blinking. Therefore, Li and Lyu continued their research and in 2019 proposed an
updated version of their method.

Method is based on the observations that current DeepFake algorithm can only generate
images of limited resolutions, which need to be further warped to match the original faces
in the source video. Such transforms leave distinctive artifacts in the resulting DeepFake
videos, and we show that they can be effectively captured by convolutional neural networks
(CNNs). Compared to previous methods which use a large amount of real and DeepFake
generated images to train CNN classifier, our method does not need DeepFake generated
images as negative training examples since we target the artifacts in affine face warping as
the distinctive feature to distinguish real and fake images [19].

David Guera and Edward Delp from Purdue University have proposed the use
of neural networks to detect discrepancies between multiple frames in a video
sequence that often occur as a result of face replacement. Their method “uses a
convolutional neural network (CNN) to extract frame-level features. These features
are then used to train a recurrent neural network (RNN) that learns to classify if a
video has been subject to manipulation or not” [13].

A research team from the University of California, Department of Electrical and
Computer Engineering, Naval Air Warfare Center Weapons Division, California,
and Mayachitra Inc., Santa Barbara, has also developed a method for the detection
and localization of fake images using resampling features and deep learning. In fact,
they proposed two methods:
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In the first method, the Radon transform of resampling features are computed on over-
lapping image patches. Deep learning classifiers and a Gaussian conditional random field
model are then used to create a heatmap. Tampered regions are located using a Random
Walker segmentation method. In the second method, resampling features computed on
overlapping image patches are passed through a Long short-term memory (LSTM) based
network for classification and localization [3].

Both of those methods are aimed on the detection of digital manipulations such
as scaling, rotation and splicing which are normally used in fake videos.

Social media platforms such as Twitter and Facebook are also involved in the
elaboration of effective algorithms for the detection of deepfakes. For example,
Antonia Woodford, the Facebook product manager, announced in September 2018
that Facebook has created a machine-learning model that would be able to detect
“potentially bogus photos or video, and then sends these to its fact-checkers for
review. Third-party fact-checking partners can use visual verification techniques,
including reverse image searching and image metadata analysis to review the
content” [28]. The deepfake content will be detected it is removed from the platform.

Facebook intends to use its collection of reviewer ratings of photos and videos to
improve the accuracy of its machine-learning model in detecting misinformation in these
media formats. It’s defined three types of misinformation in photos and video, including:
manipulated or fabricated content; content that’s presented out of context; and false claims
in text or audio. Facebook offers a high-level overview of the difficulties identifying false
information in image and video content compared to text, and some of the techniques it’s
using to overcome them. But overall the impression is that Facebook isn’t close to having
an automated system for detecting misinformation in video and photos at scale [28].

The latter statement by Tung demonstrates that Facebook remains far from
elaborating a real workable algorithm for the detection of deepfakes. Furthermore,
these methods and algorithms are mostly checking content that has been already
published on social media. Therefore, before the deepfake is identified and banned,
it may have been viewed by millions of people. This is why it is extremely important
to think about how to identify deepfakes before they are made available to Internet
users. This is the task of moderators of social media platforms, who must use
appropriate AI-based algorithms in order to prevent the further distribution of
deepfakes on the web. However, the problem is that today deepfake technology “is
evolving so rapidly that as quickly as we can find ways to counter it, its creators can
adapt it to make it more convincing” [8].

The final implementation of all of these algorithms aimed at detecting and
blocking deepfakes can additionally face serious legislative problems because this
field remains almost fully unregulated by lawmakers. This is why it is extremely
important to think about the modernization of all national systems of laws in the
field of ICT. The case of deepfakes proves that today information technologies are
developing much more quickly than the national legislature, and large gaps exist in
law in this sphere because almost every day new technological solutions that need
to be regulated by law appear. The EU’s measures, for example, “are still designed
to target the disinformation of yesterday rather than that of tomorrow” [20].
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This perspective is confirmed by Chesney and Citron [5], who state that today
there is “no current criminal law or civil liability regime bans the creation or
distribution of deep fakes. A threshold question is whether such a law would be
normatively appealing and, if so, constitutionally permissible”.

This is because this issue has a large range of legislative conundrums. “[T]here
could be a lot of interesting [intellectual property] cases if amateur filmmakers start
synthesizing films using the likenesses of celebrities and start profiting of that”. [22].

Hence the first legislative problem detected is the need to stop the illegal
distribution of images of persons on the web (we would like to remind the reader
here that in order to create a deepfake, a large number of images of a person need
to have been uploaded). This is a very difficult task because every day users upload
millions of private images to different social media platforms not thinking that 1 day
somebody will use them maliciously.

The next legislative puzzle lies in the nature of those synthesizing films. If one
uses the face of this or that person in the creation of the fake film without his or
her agreement, is it a crime? The national legislature of any country must find an
answer to this question. Finally, a legislative solution on how to protect the private
life of any person is required in the digital age.

But when elaborating anti-deepfake laws, it is necessary to consider the fact that
sometimes deepfakes can have a positive impact. In other words, it is very important
to try to find a solution regarding “how to distinguish malicious deepfakes from
other usages for satire, entertainment and creativity, how to distinguish levels of
computational manipulation” [11]. This is why it is first necessary to define the
malicious use of deepfake technology. Only then it will become possible to obligate
social media platforms to monitor, verify and remove toxic content.

However, any state adopting anti-deepfake laws can face a number of serious
problems. From the first site it is evident that when countering fake videos, it is
necessary to develop criminal laws regarding terrorist propaganda, inciting ethnic
hatred, distributing knowingly fake information, using images of people without
their permission, or invading their privacy. On the other hand, every person has
civil instruments available when protecting his or her interests. Thus, he or she can
sue for slander or for being portrayed in a false light. He or she can also sue for
the use of his or her image without permission, seeking to prove that somebody else
is benefiting from it. But when filing a lawsuit or elaborating anti-deepfake laws,
it is necessary to consider how best to harmonize counteraction to deepfakes with
freedom of speech and expression, which are considered fundamental human rights
and are strictly protected by international conventions and the constitutions of the
vast majority of countries. In the United States, for example, freedom of speech is
protected by the First Amendment to the Constitution. Moreover, somebody can try
to prove that deepfakes represent new forms of art and self-expression.

This would appear to constitute a serious obstacle to the adoption of anti-
deepfake law. Yet at the same time, without such a law it seems unlikely that
social media platforms will start to implement algorithms targeted at identifying
and blocking fake video clips. Therefore, the problem of the mass distribution of
deepfakes will remain highly significant for the foreseeable future.
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6 Conclusion

To conclude it is necessary to highlight how today “we are on the verge of
having neural networks that can create photo-realistic images or replicate someone’s
voice in a pitch-perfect fashion” [15]. This technology is known as deepfakes and
represents a method of synthesising human images based on AI algorithms. The
technology has existed for only 2 years but it has already achieved significant results.
Now it produces super-realistic fake videos that are almost impossible to identify by
the naked eye.

Initially the technology appeared as a form of fun in the pornographic industry,
when somebody changed the face of an obscure porn actress to that of a celebrity.
Thereafter a large number of similar videos have appeared on the web. FakeApp, a
special desktop application that simplifies the process of creating fake videos, has
also been developed, offering opportunities to anybody with basic computer skills
to create deepfakes.

Today the use of AI-based deepfake technology is not limited to the pornographic
industry and almost everybody can create deepfakes for entertainment, for business
or for malicious use. Therefore, it is possible to recognize both the positive and
malicious use of deepfakes.

Undoubtedly deepfake technology presents a wide range of possibilities. As
Chesney and Citrion [5] argue, deepfakes can be used in education and offer
the opportunity “to manufacture videos of historical figures speaking directly
to students, giving an otherwise unappealing lecture a new lease on life. The
technology opens the door to relatively cheap and accessible production of video
content that alters existing films or shows, particularly on the audio track, to
illustrate a pedagogical point”. Deepfake technology can also be used in the film
industry as it is now possible to use images of actors who have died to make new
films or improve scenes of low quality. Finally, deepfakes open up a wide range of
opportunities in the development of interactive television, as a user can change the
actors involved. Thus, one must view deepfakes not only as a new technology but as
a new form of art and self-expression.

However, deepfake technology can also be used maliciously and poses consid-
erable danger both to personal and national security. It is necessary to remember
that initially deepfakes were used in the pornographic industry to replace a porn
actress’ face with that of a celebrity, a “joke” that compromises the latter by her
“participation” in the film.

In discussing the malicious use of deepfakes, it is necessary to recognize three
levels of use: for individuals and organizations, for society and for the entire nation.
According to Chesney and Citrion [5], deepfakes offer great opportunities for
plotters to exploit and sabotage others in order to obtain financial or other benefits
(this is true of the first level of malicious use of deepfakes, targeted at individuals
and organizations). For example, “blackmailers might use deep fakes to extract
something of value from people, even those who might normally have little or
nothing to fear in this regard, who quite reasonably doubt their ability to debunk the

https://www.theregister.co.uk/2017/10/30/ai_roundup/
https://deepmind.com/blog/wavenet-generative-model-raw-audio/
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fakes persuasively, or who fear in any event that any debunking would fail to reach
far and fast enough to prevent or undo the initial damage. In that case, victims might
be forced to provide money, business secrets, or nude images or videos (a practice
known as sextortion) to prevent the release of the deep fakes” [5].

The second level of malicious use is a threat to society. Fake videos offer major
opportunities for plotters and terrorists to make politicians and other officials say
and do things that they have never said or done.

Fake videos could place them in meetings with spies or criminals, launching public outrage,
criminal investigations, or both. Soldiers could be shown murdering innocent civilians in
a war zone, precipitating waves of violence and even strategic harms to a war effort. A
deep fake might falsely depict a white police officer shooting an unarmed black man while
shouting racial epithets. A fake audio clip might “reveal” criminal behavior by a candidate
on the eve of an election [5].

All of the examples mentioned above can cause deep political crises, end political
careers, or even worse disturb relations between countries and thereby undermine
international stability. This, the third level of malicious use, represents the greatest
threat to national security.

Based on the above, it is possible to conclude that this technology bears a wide
range of malicious use. But given that it can also be used for constructive purposes,
one should think not how to completely stop the distribution of deepfakes, but rather
to stop the distribution of toxic content.

In the opinion of this author, solving this conundrum will only be possible
by combining technological and legislative methods. At the legislative level, it is
necessary to elaborate a legal understanding of the malicious use of deepfakes
and who (for example, service providers or social media platforms) should be
responsible for detecting and blocking toxic content. At the same time, a workable
AI-based algorithm aimed at quickly identifying and blocking deepfakes created for
malicious purposes should be developed.

Given that this technology has only existed for 2 years, we do not expect a
quick solution to this problem, although some algorithms aimed at identifying
deepfakes have already been proposed and major social media platforms such
as Facebook are conducting studies to try to block this content as soon as it is
identified. Nevertheless, no country has yet adopted an anti-deepfake law. This
is a considerable problem, because legal frameworks of deepfakes with clearly
defined possibilities and cases of the legal use of such technology should be
developed. Moreover, the main conundrum to be solved by lawmakers is ensuring
a balance between forbidding the free distribution of deepfakes and protecting
freedom of speech and self-expression, fundamental human rights protected by
both international and national law. As has already been highlighted in this paper,
deepfakes can be deemed a new form of art and self-expression. Thus, a simple
banning of any fake video would grossly violate freedom of speech and self-
expression.

Furthermore, the problem is that destructive elements that use deepfakes mali-
ciously may also refer to the principal of the freedom of speech. This is why it is
so crucial to solve this legal conundrum and distinguish the use of deepfakes for
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malicious purposes from the legal use of such technology as a new form of art.
Considering the fact that the technology to quickly identify deepfakes continues to
lag behind in its development relative to that of their production, fake videos are
likely to continue spreading widely on the web.

Until this occurs, people will continue to face the serious challenge of navigating
around the information space and distinguishing true from fake information: even
video scenes that look very realistic could in fact be fake. Thus, we come to the
necessity of improving the basic communicative culture and information literacy of
ordinary people.

This is a complicated process that requires systematic preventive work at all
educational levels, from school to university. Scholars with different areas of
expertise (for instance, psychology, social sciences and computer sciences) should
be involved in this process. Together they should elaborate a curriculum for
preventive work. Simultaneously, it seems extremely important that: (1) mass media
informational and analytical publications emerge in which experts explain examples
of the malicious use of information technologies and how one should navigate in
the growing informational flow, distinguishing true information from false; (2) the
organization of psychological master classes and seminars at schools, universities
and other educational centers in order to improve people’s communicative culture
and information literacy; (3) conducting preventive conversations with parents, who
should explain to their children from an early age the potential dangers posed by
the Internet. Furthermore, in order to organize systematic work on this issue, it is
extremely important that every state elaborate and adopt the “National Concept on
the Organization of Preventive Work with Population”, including the core principles
of work aimed at improving people’s communicative culture and information
literacy. Only then will it become possible, if not to stop the further distribution of
deepfakes for malicious purposes, but at least to neutralize their negative impacts.
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Abstract The speed and proliferation of AI and algorithmic technology has far
outpaced that of the development of the legislative frameworks to which to govern
them, to ensure their appropriate, safe and permissive use. It is not suggested that
the development of these technologies and integrations are thwarted or inhibited, but
more that there is a holistic review and understanding of the complex integrations
between the moral, ethical, technological and legal concepts that their use brings.
Multiple approaches must be made, utilising top down legislative mechanisms,
bottom up consumer and citizen led engagement approaches, and cross sector and
industry led standardisation and frame working. Such a cyclical process would
ensure that the continual development and evolution of the appropriate instruments
keep in pace with technological development. And with such synergic pace, will
bring allow such considerations to be made at the design phase technological
solutions, rather than taking a reactionary and sometimes unknown approach.
A full understanding of new and emerging technologies is needed, how they interact
and are interconnected, as well as their vulnerabilities, and causal effects, both direct
and indirect, of the use of algorithmic and automated technology.
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1 Governance

Governments, Advisory and Governance bodies use traditional mechanisms by
which governance and legislative frameworks are drafted and formalised utilising
a “top-down” methodology, whereby consultancy can be conducted by panels
of high level experts, and lawmakers, elected officials and advisors, in order
to craft an the appropriate instruments to govern. Such a methodology, whilst
providing a founding pillar to governance and legislative practice in many western
democracies, is struggling to keep pace with the advancement of augmented and
automated technologies, especially relating to the realm of Artificial Intelligence.
Availability of continually improving and increased compute power is increasing at
an exponential rate. Both consumers, private enterprise and public sector bodies are
either exploring or utilising such technologies. The rapid approach to innovation that
is commonly known as “move fast and break things”, is clearly one of the drivers of
the pace of technological progress, however, when coupled with the slower top down
methodology of crafting governance processes, we see a legislative “lag”, a chasm
forming between where technology and use cases reside, and where the closest
appropriate legislative frameworks lie [3]. As such technologies are have been used
in “high impact areas”, those which have direct influence and impact on the lives
of users and citizens, when the “breaking of things” occurs, the lack of and need
for appropriate legislation becomes clear. The use of AI is permeating into many
and all areas of consumer and public constructs, where a decision-making process
is in place, or a human decision tree utilising multiple data sets, can be augmented
algorithmically. Despite the potential for enhancing efficiency and decision-making,
it has also raised a great deal of concern, and some controversy in its application.

Artificial Intelligence in its simplest form, it an algorithmic mechanism utilised
to perform tasks and make decisions, which are seemingly “intelligent”. AI itself
consists of multiple sub forms, examples of which are heavily utilised by govern-
ment and industry alike. Machine Learning, for example, utilises datasets to make
predictions, based on that data. NLP or natural language processing is a mechanism
by which a natural human language is understood and processed. One of the more
widespread and commonly known AI tools is computer vision, or image recognition,
whereby algorithms process, identify and categorise images based on their perceived
content. All of these mechanisms make the predictions and decisions based on
learned logic from the datasets on which they have been trained. Concerns have
been raised, both from theoretical discussion and actual real-world instances, where
bias and discrimination are potentially being encoded into automated decisions.

There is no right or wrong answer to this dilemma that faces society in the
Age of AI, however, there are steps in the right direction. Neither a top down
nor bottom up solution in singularity will effectively synergise governance and
technology. Instead, we must see an evolution of the management and devops
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cycles, a cyclical and continual ecosystem involving high level, consumer, citizen,
private and public parties, involved in the drafting and formation of governance and
legislative frameworks. It will be through enhanced cyclical processes involving
multiple stakeholders throughout the process. AI in its use and by its nature can
and will become pervasive, and so there is a need to establish such legislation and
governance, and ensure that it is reflective of societal values, harbouring trust and
the positive and effective use of AI and algorithmic systems.

2 Smart Devices

Arguable all the evidence indicates the need for an urgent intervention for a
universal governance solution to address the security threats and privacy issues
that have been discussed and mitigate any further future attacks on smart devices
including, IoT and IoT landscape. Subsequently; the risk that IoT poses both to the
consumer and the economy at large has also caught the attention of governments
both nationally and internationally.

The UK government [7] announced that the security of the consumer IoT is
considered a very serious issue as they recognised that many IoT devices sold to
consumers are devoid of basic cyber security provision. They acknowledge that the
current status quo is not sustainable, particularly in situations where the level of risks
from compromised devices is often not isolated to just the undermining of a single
user’s privacy and personal safety but has been known to escalate to wider economy
through DDOS (Distributed Denial of Service) attacks such as Mirai Botnet in 2016.

Considering the above-mentioned concerns, the UK government published a
Code of practice in 2018 for IoT supplemented by guidance information to support
industry to implement good security practices for consumer IoT. Despite these
efforts and initiatives from the government to equip industries with the required
tools in addressing these issues, there has been no significant improvement rather
the consumer IoT market remain inundated with devices with zero level of security.

Now the government is taking a different approach by seeking to shift the
responsibility away from the consumer for the security their own device and pushing
the expectation to the device manufacturer to ensure that strong cyber security is
built into these products from inception. The government recognise the importance
of security to the consumer owing to a survey conducted recently. The population
sample was 6482 consumer and the result showed that the third most important
issues to consumers when they are purchasing an IoT device is security above
privacy and design. In addition, those who did not rank security as a top-four
consideration, 72% were of the notion that security is built into these devices as
a default. Clearly there is a dearth of transparency between what consumer expects
to buy and what they are buying. Hence the UK government attempt to restore the
transparency by ensuring that device manufacturer openly share information about
the cyber security of a device with consumers thereby empowering the consumer
with information in deciding whether to purchase the product.

The case for a unified security and privacy governance and standardisation of IoT
is eminent as more products and appliances that were traditionally offline can now
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be made into intelligent smart devices that add value to our every-day lives. The IoT
paradigm introduces an environment where consumers now entrust an increasing
amount of their personal data to online devices and services hence the urgent need
for cyber security of these product. The government have taken a keen interest in
combatting the security and privacy challenges of IoT as the wider economy now
faces growing threats of large-scale cyber-attacks that hackers unleash by exploiting
vulnerabilities of consumer IoT devices. In addition to the Code of Practice for
Consumer IoT Security the Government is now working in collaboration with the
Department for Digital, Culture, Media and Sport (DCMS) as well as the National
Cyber Security Centre (NCSC) to introduce new mandatory industry requirements
in which consumer smart devices are designed with basic level security. The DCMS
released a consultation document as part of the proposal in May 2019. The proposal
outlined in the consultation document offers insights to improve consumer’s online
security and privacy often compromised using insecure devices.

3 Legislation

To address the legislative gap relating to AI, we must first explore the realms in
which AI is now operating, and where it is being proposed to be utilised, and by
whom. We must identify what data is being used, the originator, application and
outputs. This also brings into question the issue of jurisdiction.

The application of AI in private and public sectors varies and much across geo-
graphical regions as the legislation, political stance, population and cultural norms
and acceptability of such technology. Aside from the challenges of jurisdiction,
many of the legislative challenges that face cyber security today and, in the future,
can be found in the issues of legislating and governing AI.

Further research and definitions are required into the categorisation of AI itself,
which is turn allows for appropriate legislation to be considered, or new legal
instruments to be drafted. What must also be considered is the implications and
consequences of the use of AI in specific sectors. This is especially true of
high impact sectors, human-affective sectors, such as Defence, Healthcare and the
Judiciary.

To address this issue of both the “known unknowns”, and “unknown unknowns”
of which legal instruments govern such AI technologies and use therefore, some
jurisdictions in the US, have opted to ban the use of such algorithmic mechanism,
until such time as their use can be appropriately and effectively regulated. This
can be seen with the Facial Recognition software ban, passed by the city of San
Francisco, banning the use of Facial Recognition Software by public entities.
Similar banes are under consideration in other jurisdictions in the United States,
such as in the Commonwealth of Massachusetts.

In Illinois, the use of AI in the recruitment and hiring process, by means of
interview bots has been restricted. The popular use of AI in this process was to use
interview bots to evaluate personal characteristics of the interviewee, such as facial
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expressions, body language, tone of voice and vocabulary used. The software would
then provide a report with feedback on the employability of the candidate. The
law passed by the Governor of Illinois, known as the Artificial Intelligence Video
Interview Act, is a disclose and informed consent rule, that requires employers to
notify applicants for positions based in the state of Illinois, of any plans to have their
video interviews analysed electronically. The employers would also need to explain
to the job applicants how the AI analysis technology works and what characteristics
will be used to evaluate them. The applicants consent to the use of the technology
also needs to be obtained.

This is not to say that work is not currently underway to implement new
legislation aimed directly at this issue. The US Federal Algorithmic Accountability
Act was introduced in the US Congress in April 2019, seeking to enhance federal
oversight of AI and Data Privacy. This act would allow the regulation of AI and
automated decision systems that makes a decision or augments human decision
making which impacts consumers. In this instance, organisations would be required
to audit for bias and discrimination in their algorithmic systems and take appropriate
correct action to resolve any issues that have been identified. The bill proposes that
the responsibility for such oversight will be with the Federal Trade Commission.
Whilst it is unclear if this act will be enacted into law, it is illustrative of the
recognition that lawmakers in the US and indeed, globally are and will need to start
to give to address this legislative inadequacy. Irrespective of this act, the State of
California has passed the California Consumer Privacy Act, which can be seen to be
like that of the European Union General Data Protection Regulation. As illustrated
by these examples in the US, the evolution and “upgrade” of nominal data protection
legislation to encompass AI seems to be the logical next step. Artificial Intelligence,
by virtue, is an advanced data analytics mechanism, with data utilisation at the core
of its functionality.

Earlier in 2019, The Office of the President of the United States issued an
Executive Order on Maintaining American Leadership in Artificial Intelligence,
with the White House launching AI.gov; a platform designed for government
agencies to share AI Initiatives. The Office of Management and Budget in the US is
expected to be issuing draft guidelines for the AI Sector this year.

The European Union has various groups and strategies, discussing and reviewing,
more holistically, the realms in which AI is infiltrating. High Level Expert panels,
from Academia and Industry are formulating draft frameworks and proposed better
practices in which to governed and advise on ensuring that appropriate thought of
consequence is given in the design and implementation of AI.

4 Frameworks

Another approach in the governance of AI is through the use of appropriate
frameworks and standardisation. Legislation and structure and define the confines in
which AI and its component mechanisms should operate within a legal jurisdiction.

http://ai.gov
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However, governance frameworks are required to define the better practice, and set
out greater breath of considerations and details which may not be defined by law.

Ethical considerations and implications are playing a large part in the draft
formulation of such frameworks.

IEEE is one of the world’s largest non-profit standardisation organisations, that
are currently working on the drafting and formalising of a series of standards known
as the P7000x; standards for the ethical use of what IEEE define as algorithmic and
automated systems. These standards are drafted and compiled by workgroups of
volunteers; subject matter experts, engineers, developers and business leads. They
have also devised a framework for the Ethically aligned design of Automated and
Algorithmic Systems. This is to address the problems and issues that are now
coming to the fore, in a holistic manner, rather than treat such governance as a
reactive “bolt on” solution.

Standardisation as a mechanism can align and both industry and the public sector,
however, the appetite to subscribe to such standardisation and the application to such
frameworks needs to exist. This falls back on the requirement of legislation to also
act as a driver for standardising best shared practice.

Artificial Intelligence, as is and will be utilised, is the hybridisation of Humanity
and technology, through social, cultural and ethical practice and consideration, to
the technological compute processes involved in the mechanisms of deep learning,
neural networks and machine learning [1].

And so, in the drafting of such frameworks, social values as well as techno-
scientific dogma must be explored and agreed upon. However, this poses a complex
challenge to the standardisation and framework process, and ethical practices and
considerations in themselves, much like law, subject to jurisdiction or geographical
variations and factors. The practices and societal objectives agreed by the majority
in Western cultures, greatly differ from that of the Asian East, or Sub-Saharan
African Continent. Priorities should be given to agreed inalienable fundamental
rights, as a baseline for these considerations to drafting framework. As with the
legislative diversity of thought, similar holistic considerations must be made with
the standardisation and governance frameworks.

The Ethically Aligned Design Framework from IEEE defines agreed ethical and
values-based design, development and implementation of AI systems, guided by the
following principles:

• Human Rights
AI shall be created and operated to respect, promote, and protect internationally
recognised human rights

• Well Being
AI creators shall adopt increased human well-being as a primary success

criterion for development
• Data Agency

AI Creators shall empower individuals with the ability to access and securely
share their data, to maintain people’s capacity to have control over their identity.

• Effectiveness
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AI creators and operators shall provide evidence of the effectiveness and fitness
for purpose of AI

• Transparency
The basis of a particular AI decision should always be discoverable

• Accountability
AI shall be created and operated to provide an unambiguous rationale for all
decisions made.

• Awareness of Misuse
AI creators shall guard against all potential misuses and risks of AI in operation

• Competence
AI Creators shall specify, and operators shall adhere to the knowledge and skill
required for safe and effective operation.

Each of these principles set the defining tone in which their framework for the
ethically aligned designed of AI is set.

As well as ethical foundations, areas of impact should also be considered.
The further exploration into these topic areas reveals that whilst there is a

great challenge to seek the appropriate alignment, and standardisation to build the
frameworks for the governance and legislation related to AI, at this is not a problem
or challenge that can solved in silo, and despite different conceptual or fundamental
ways of implementation and practice, that collaborative efforts must be made.

Much of the work currently underway in this regard, is finding affiliation with the
UN strategies around the Sustainable Development Goals, or SDGS [12]. Together
with NGOs, the complex diverse challenges that face with world today, are can
comparatively draw with those in AI, and in the wider context of Cyber Defence.

Human Rights are the backbone for all legislation throughout the democracies
of society, and as such, is fundamental in the legislation and governance of AI,
in that its use and implementation should be reflective of those Human rights.
For these rights to be respected, lawmakers and legislative frameworks need
to have these rights explicitly translated into their corresponding instruments.
The recommendations given by IEEE are also that AI and related algorithmic
systems should always be subordinate to human judgment and control. They also
recommend that AI technology itself, should not be granted the rights and privileges
equal to human rights.

5 Data Rights and Accountability

With AI utilising large amounts of data from multiple, traditionally siloed sources
to garner their predictions and decisions made. And while data protection and
fair usage legislation does exist, it is clear that this already needs to go a step
further and give specificity when concerning data use by AI. People should have the
right to access, benefit from and share their own data and the insights it provides.
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Mechanisms are therefore required to help create and curate the conditions and
terms regarding the access to their identifying and personal data.

It is also clear that AI technologies are simulating the attributes of human beings
in terms of partial autonomy, and the ability to perform specific tasks. And so, there
are broader legal questions that must be explored to ascertain how accountability
and the allocation of liability can be apportioned when such systems cause harm.

It is for Government and industry stakeholders to identify the types of decisions,
and functions that should not be delegated to an AI technology. By keeping the
human in the loop in these sensitive, high impact areas, can ensure that rules
and standards can govern these uses effectively, in the absence of new, specific
frameworks and legislation. The outputs, products and manifestations created
by algorithmic systems should also be protected and governed by national and
international law.

Another area of consideration is trust, and effectivity. To realise the positive, and
potential benefits of the implementation of AI, it’s adoption and deployment must
be responsible. AI will not be trusted unless it can be shown to be effective in its use.
Harm caused by AI or as a result of a decision made by an algorithmic system can
undermine its value and in turn, prevent further use and adoption. This is already
being seen in the instances of Live Facial Recognition usage for Policing purposes,
both in the UK and US, whereby, comprehensive mechanisms and processes were
not in place to accommodate for any potential mistakes or inaccurate outputs from
the algorithm used. Misidentification, or the biased identification of minority groups
as suspected criminals, based on minimal and non-diverse training sets, and have led
to the subsequent suspension of their use, as well as a public mistrust in both the
technology and the authorities that use it. As part of the governance process, the
practitioners and operators of the technology, and the “Humans in the loop” as part
of the process, should have a greater understand on both the predictions and outputs
of the algorithms, but all the possible failings and sampling errors that can occur,
and how these should be taken into consideration when interpreting results.

Whilst the operations of AI systems need to be transparent to a wide range of
users and stakeholders, there should also be a different level of transparency between
stakeholders, dependant on the use and implementation of the AI system.

At face value, this may fall into the category of explainability of the AI
system, however, the tasks performed by AI are often far more complex than those
performed by previous technologies. A simple explanation to the decision made
my not be available where the task is non-deterministic. This is very much the
case with systems that interact with the physical world, such as those involved in
medical diagnoses, or autonomous vehicles. The complexity of AI technology, and
the non-intuitive way it operates, by design, will also make it difficult for users to
understands the actions of it. Given that there is a degree of inexplicability to the
function of AI, it is all the more important that transparency plays a key role in the
governance of the technology. This is also vitally important in the context of auditing
and investigation, dependant on the circumstance, when decisions, or the processes
leading to and proceeding the decision-making process need to be scrutinised.
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With the official introduction of 5G in 2020, ethical aspects need a predefined
review with regards to user safety and public privacy. Furthermore, regulative
agreements between government, network providers and public users are needed
and shape and manage the overall degree of safety and security.

IEEE’s [8] globally developed standards and use cases covers areas that are being
monitored within 5G, for instance enabling smart cities and the Internet-of-Things,
interoperability of technology as well as autonomous driving, which are connected
to the internet. IEEE [8, p. 1] also addresses potential issues, such as

• [ . . . ] “Convergence of fixed, mobile, and broadcast services
• Multi-tenancy models
• Sustainability, scalability, security, and privacy management
• Spectrum
• Software enablement for Software-defined Networking (SDN), Network Func-

tion Virtualization (NFV), Mobile Edge, Fog Computing, and Virtualization”
[ . . . ], which are already widely discussed throughout the dissertation.

In a report of GSMA [6, p. 4] “intelligent connectivity” is what is known
as the potentially rising combination of 5G, IoT, smart landscapes and Artificial
Intelligence (AI). Particularly, the ethics behind the junction of 5G and AI is of
interest.

Seeburn [11] highlights the positive and rising features of 5G as fast, reliable and
providing a proficient quality of service, which itself shifts technology through a
transformation process in a sense that the handling of internet seems to be changing.

On the other hand, Seeburn [11] acknowledges the importance of finding an
efficient solution for enclosing AI and 5G together. He goes further by recog-
nizing that AI is intended to operate systems and machines with comparatively
human intelligence while being reliable faster because systems executing tasks and
analysing data are trained to eventually perform autonomously whilst acting cost-
efficient. Merging speed, dependability and human-like intelligence levels, while
factoring the technical aspect, rises both safety and ethical concerns [11].

However, the Internet of Things as well as AI are exposed to significant
penetration attacks. Especially with the migration from current 4G/LTE- network
to the 5G, the threat impact and its probability increases. In addition to that, GSMA
[6] states in their new report that the mobile telecommunications industry (MTI)
experienced IP-based threats in earlier years while the threat number will increase
eventually the more heterogenic services the MTI carry in the long run.

The general consensus in the philosophical area defines ethics as a collective
system of moral principles, which systematically distinguishes and analyses an
individuals or societal decision-making process as well its impact on individuals
or a society. However, nowadays ethics is an applicable tool on various societal
fields, such as business and technology. The relationship between technology and
ethics is interesting to witness, when considering a bidirectional impact. While a
formally developed “Code of professional ethics” showed results within techno-
logical, scientific or engineering organisations shaping a project implementation
until its final outcome, there are evidences of directional impacts on technology
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based on consumers choice, legal scripture and public technological and scientific
participations [9].

In a research conducted by Chandran and Lobo [2] different methodologies were
applied to examine the various approaches within corporate environments. In order
for 5G to be implemented and linked with AI and IoT, individuals responsible
for striving to secure privacy and data safety must adhere to IT-principles and
ethics. Chandran and Lobo [2] comparatively distinguish between three essential
concepts, the “Ethics Approach”, the “Compliance Approach” and the “Value-based
Approach”. While corporate decision-making processes should be influenced and
applied by principles of ethics to recognize the importance of ethical issues is
inherent to the ethics approach [2]. The compliance-based approach within business
environments relies on legislative actions for regulation, which then strive to
integrate many legal scriptures that are compliant with the core of their businesses,
such as [ . . . ] “technical legislation” [ . . . ] [2, p. 2]. Therefore, implementing 5G
while establishing a link with core services running on the new network, must ensure
intense data privacy and proper data compliance with international legislation,
technical legislation, such as the code of ethics, code of conduct, as well as the
general data privacy regulation (GDPR).

However, the European Union’s General Data Protection Regulation setting a
regulatory move towards data protection and the use of AI. Article 5 of the GDPR
[10] refers to the limitation of organisation’s data collection and processing to a
minimum of what is required. This will eventually, limit corporations from acquiring
more data without previously analysing it. That is when the lack of control begins
because root of these security issues needed to be treated in earlier stages. Therefore,
GDPR [[10], Art. 14.2 g; Art. 22], also points out that the provision of transparency
and fair use of data must be given to the data subject especially when organization
are able to utilize personal data of a data subject for automated decision procedures
only.

For obvious reasons, article 22 demonstrates the regulation for the massive use
of artificial intelligence within Europe. On an individual level this article sets a
fundamental component for data safety as well as ethical protection. However, on
the contrary, article 22 seems to decrease business growth and its continuity, which
ultimately results in economic drawbacks because further researches on AI within
the European parameter cannot fully evolve due to the legislation.

The technical specification of ETSI [4, p. 13] on the other hand, seems to be
aligned with the GDPR in terms of deletion of consumers data because section 4.11;
Provision 4.11-1 points out that [ . . . ] “Devices and services should be configured
such that personal data can easily be removed from them when there is a transfer
of ownership, when the consumer wishes to delete it, when the consumer wishes to
remove a service from the device and/or when the consumer wishes to dispose of
the device”[ . . . ]. The GDPR [10] equivalent is formalised in Article 17 – Right to
erasure (‘Right to be forgotten’).
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6 Moral and Ethical Considerations

The moral and ethical Considerations of the digitalization of societies and what
can be referred to as the augmentation of Humanity, is only now being considered
in the technology and academic communities. Now the prolificy of digitalization in
society is spreading further from evolution of organizational functions and corporate
processes, to tangible changes in societal norms, considerations must be made, both
moral and ethical, and factored into governance and legislative frameworks [13].
These guidelines must be holistic in consideration and overarching by design, so the
broad spectrum of considerations can be included, reflective of the areas of society
and the socio-economic and demographic integrations we are seeing now and, in the
future, to come. It is only through the inclusive and diverse considerations, through
consultation, design and implementation, can we ensure that the digital evolution, or
revolution, is reflective of the societal and cultural tenets which are to be digitalized.

The possibilities and scope for societal digitalization and the augmentation
of humanity is, with the advancement and prolificy of technology, is becoming
unbounded. Augmented Humanity is seen as the bridge of technology and human-
computer interaction. Whilst augmented reality (AR) enables a digital overlay
for a user’s real world lives, through camera integration and displays, augmented
humanity is the direct integration of technology into a user’s body, or cyberorganic
integration. This can already be seen through the implementation and utilization
of implantables and smart devices, ranging from RFID chips implanted into the
hand of a user for easy access and ID verification for use and access to vehicles,
restricted work premises access or payment, to medical devices such as insulin
pumps or pacemakers, with “smart” capabilities, to allow physicians to monitor
patients remotely, and more acutely manage conditions that would otherwise have
required patients to repeatedly travel into hospitals and clinics. On face value, the
advantages and benefits of such technological improvement and advancement is
clear, however, on a deeper study, it is clear that many other factors, such as security
implications, moral, ethical, and even legal use of such integrated technology may
pose a grave threat, that, if left unaccounted for, could lead to the great problems for
societies and nations at large.

7 Misuse

Perhaps the most identifiable attribute in the context of Cyberdefence is the misuse
of an AI system or technology. Legislative and governance frameworks provide a
mechanism, by which proactive and reactive measures shape the appropriate, legal
use and implementation of AI. However, this can also be effective if there is an
awareness of hose the technology can be misused.

As with all new technologies, there is a greater risk of both accidental and
deliberate misuse. The impact of hacking, data misuse, exploitation of vulnerable
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users and system manipulation is far greater when involving AI. AI systems have
already been reportedly hacked, for instance, with autonomous vehicles [5]. The Tay
AI Chatbot from Microsoft was also manipulated when it mimicked deliberately
offensive users online.

The understanding and consideration of such misuse needs to be key in the
creation and implementation of AI, and well as respective legal and governance
instruments. Creators, users, and lawmakers need to ensure that there is a paradigm
shift in culture and knowledge around AI and AI systems. It is only through the
holistic cyclical review, testing and validation of these AI technologies, against
equally evolving and iterated frameworks and governance models can we ensure that
the foundations for more comprehensive legislation is in place to help protect and
minimise the risk, both to users and the wider populous, but also the critical systems
and national infrastructure that AI is and soon will be intrinsic in maintaining.

8 Conclusion

Legislation or governance frameworks in singularity are not and cannot be a panacea
solution to appropriately implementing and designing AI. Traditional mechanisms
to which these instruments are designed and ratified are not keeping up with the
pace of the technological development and implementation of AI technologies. In
the absence of appropriate legislation and governance frameworks, mistakes will,
can and have been made. With the infiltration and pervasion of AI into critical and
high impact systems, it is paramount that a holistic approach is taken by multi-level
stakeholders, to ensure that a cyclical and informed approach is taken, and that the
formulate legislation and frameworks are as overarching as the overarching AI and
automated technologies to which they apply.
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Augmented Humanity: Data,
Privacy and Security

Liam Naughton and Herbert Daly

Abstract Wearable devices have already changed the way in which humans
communicate with the digital world. Advances in so called “in-body” devices may
further revolutionize the way in which humans learn, play and work. However,
new technology brings with it new risks and vulnerabilities. Augmented Human
technologies have the potential to help human actors and organizations make better
decisions. The data produced must be secured, collated and processed. Unless
the integrity of the data is assured these decisions cannot be relied upon. There
are also issues related to the privacy of data generated by augmented humans.
Sharing and accessing data across multiple jurisdictions presents challenges around
consistent application of regulatory frameworks especially regarding data ownership
and security.

Keywords Augmented humanity · Privacy · Cyborg · Medical augmentations ·
Big data · ZigBee · Bluetooth · WIFI · Cyber security · Security

1 Introduction

The term Augmented Humanity (AH) is generally credited to former Google CEO
Eric Schmidt who used the term in his keynote speech at the IFA (Internationle
FunkAusstellung) conference in Berlin in 2010 [12]. Schmidt’s discussion on how
recent technological developments were nearing the realm of science fiction inspired
him to coin the term. There have been many developments since then and it is
perhaps difficult to settle on a definition of what AH really is and where the
boundaries lie between AH and augmented reality and virtual reality. Certainly the
lines are beginning to become blurred and we are entering a time where augmented
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reality and physical reality are indistinguishable. Others talk about “man and
machine integrated systems” and the idea that AH can enhance human biological
capabilities in order to survive and surpass cognitive and physical abilities to achieve
the next evolutionary stage. In the business world, one might describe AH as the
practise of using artificial intelligence (AI) to gain competitive advantage or indeed
one may frame AH as the answer to how AI and human intelligence (HI) can add
value to each other. Recently, Augmented Humanity has been defined as “what
happens when humans work in harmony with technology and machine intelligence
to expand and enrich life, helping us to experience more and in deeper ways, to
make better decisions and to fulfill our potential as humans” [15].

For the twenty-first century AH involves augmenting humans with devices which
can collect data from the individual and from the individuals environment and
transmit this data to an external device or service. Depending on the device this
data may be intensely private to the individual but it may also be data which the
individual wishes to share with external actors such as medical professionals. The
data may include aspects which are personal or private to other actors in the users
environment e.g. photographs. In any case there are privacy and security issues
which must be addressed around AH data.

2 Augmented Humanity: Cyborgs

At this point it is helpful to discuss the fundamental role of data in the study
and creation of Augmented Humanity as distinct from earlier ideas such as the
Cybernetic Organism or Cyborg. The field of Cybernetics was proposed by Weiner
[37], succinctly describing it as “the scientific study of control and communication
in the animal and the machine”. This wide ranging movement gave birth to many
significant concepts in the study of the relationship between people and technology
and is documented by Principia Cybernetica Web [24]. A Cyborg may be described
as “an organism which is part animal and part machine” or focusing on utility “an
organism with a machine built into it with consequent modification of function”
[24]. Automatic and adaptive behaviour is achieved through autopoiesis or feedback
response mechanisms.

Clarke [8] describes in details some differing kinds of Cyborg construction
or intervention and distinguishes between the Prosthetic and the Orthotic. The
prosthetic “provides the human body with previously missing functionality or
overcomes defective functionality” while the orthotic “supplements or extends a
humans capabilities” [8]. These definitions cover a broad range of uses the of
technology for example they include users of artificial limbs (Prosthetic) and users
of binoculars (Orthotic) as Cyborgs. Helpfully Clarke [8] also classifies Endo, Exo
and External in each case where these are within the body, joined to the extremities
of the body, or unconnected to the body respectively.
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Fig. 1 Feedback response

Classification Description

Endo-Prosthetic Supporting capabilities integral to the body e.g. cardio pacemaker

Exo-Prosthetic Supporting capabilities at the body extremities e.g. artificial limb

External- Prosthetic Supporting capabilities external to the body e.g. walking stick

Endo-Orthotic Extending capabilities integral to the body e.g. [36]

Exo-Orthotic Extending capabilities at the body extremities e.g. smart contact lenses

External-Orthotic Extension of capabilities external to the body e.g. Infrared goggles

A Cyborg then is, organic but at least in part a constructed artifact using technology
to support or extend its natural capabilities through feedback response mechanisms
(autopoiesis). In the simplest cases the mechanisms may be purely mechanical
(springs responding to pressure) or purely organic (a decision made by the user
based on observation). For our discussion in this chapter the Augmented Human is
a distinctly data centric form of Cyborg with advanced capabilities for processing
and sharing data.

An Augmented Human may display any of features classified above and various
examples are discussed. Of the six classifications Endo-Orthotic examples are
currently the hardest to find. Endo-Orthotic interventions challenge medical ethics,
by using technology internally to enhance performance of an otherwise healthy
person is considered questionable by many. Warwick [36] details an experimental
intervention where an electrode array was interfaced surgically with the nervous
systems of a consenting participant. The subject was then able to use the implant to
collect data and operate devices remotely (Fig. 1).

External-Prosthetic and External-Orthotic are examples of using technology for
help or support. For the Augmented Human however these devices may be used
to communicate directly with Exo or Endo devices and so enhance their overall
performance.

While some artifacts are wholly abstract, created from data, and others are wholly
material; an Augmented Human has both an abstract and a material aspect. The
“adaptive behaviour” which Wiener [37] focuses on is achieved through the “control
and communication” of abstract data within the subject and in connection with its
material being.
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Moreover the Augmented Human (AH) is potentially capable of achieving
autopoiesis at different levels including external layers of processing. The external
processing may be Prosthetic or Orthotic depending on the analysis or services
provided. For example external systems may be used to monitor and respond to long
term health data collected about an individual. They may in turn integrate data about
a group of users providing collective insights. They may also be used to provide
services or extensions to existing capabilities e.g. remote payments. However we
may view these as different levels of feedback response Micro, Meso and Macro
enabling longer term more strategic behaviour, or service provision, with respect to
the environment.

Feedback level Description

Micro-Autopoiesis Feedback response processed internally supporting reaction to
localized data

Meso-Autopoiesis Feedback response processed externally supporting complex
processing of aggregate data for an individual

Macro-Autopoiesis Feedback response processed externally supporting complex
processing of longer term events aggregated across groups

Wu [38] describes a “Cyborg Intelligence” approach using sensory information
fusion and machine learning techniques. Their hierarchical conceptual framework
(See Fig. 2) describes an inequivalent three layer model for information processing
and interaction in both machines and organisms.

Fig. 2 Hierarchical conceptual framework [38]
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3 Developments in Augmented Humanity

Many of the ideas around AH have their origins in the mid-twentieth century when
scientists first started to think about the ways in which humans could be “enhanced”.
In his seminal work on cybernetics William Ross Ashby [2] wrote about amplifying
human intelligence. Ashby suggested that intellectual power may be equivalent to
“power of appropriate selection” and he argued that since power of selection could
be amplified using artificial means then so too could intellectual power.

At about the same time Licklider [18] envisaged a world where man and
computers would be “coupled together very tightly” and he predicted that “the
resulting partnership will think as no human brain has ever thought and process
data in a way not approached by the information handling machines known today”.
Licklider also recognized the role that the computer would play in what he referred
to as “man-computer symbiosis”. Together with colleagues at the Defense Advanced
Research Agency (DARPA) Licklider laid the foundations for a future where
computers could work with humans rather than as tools merely for computation.
Licklider’s colleague Douglas Englebert, [10], spoke about “taking a systematic
approach to improving the intellectual effectiveness of the individual human being”.
He produced a conceptual framework for augmenting human intellect and went on
to found the Augmentation Research Center (ARC). ARC developed new tools for
information processing and played a major role in the development of the personal
computer. A visionary aspect of the work of both Licklider and Engelbert was to
see computers as devices which could help humans process data more efficiently.
Engelbert described “a way of life in an integrated domain where hunches, cut-and-
try, intangibles, and the human feel for a situation usefully co-exist with powerful
concepts, streamlined terminology and notation, sophisticated methods, and high-
powered electronic aids”. Since the pioneering work of Licklider, Engelbart and
others huge advances in human augmentation have been made.

3.1 Medical Augmentations

Much of the stimulus for developing augmentation solutions for humans has come
about as a result of efforts to correct deficiencies or injuries. One of the most
important devices developed is the cochlear implant. The modern cochlear implant
was developed independently in the late seventies by two research teams based
in Australia and Austria. The development of the cochlear implant marked the
first time that a human sense had substantially been restored using a medical
augmentation. A cochlear implant is a surgically implanted neuroprosthetic device
which provides a sense of sound to individuals suffering hearing loss. The implant
works by sending electric signals directly to the auditory nerve. The implant
usually has an internal and an external component. The external component uses
a microphone to pick up sound from the local environment. It then filters the sound
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to prioritize speech. The processed signal is then transmitted to the internal receiver
which converts the received signal into impulses which stimulate the cochlear nerve
causing it to send signals to the brain. In 2013 the developers of the cochlear implant
were honored with the Lasker-DeBakey Clinical Medical research Award [17]. The
cochlear implant is just one example of an augmentation which has been developed
as a corrective approach to a condition. The technology behind the cochlear implant
has stimulated research in other areas including eye prosthetics. One such example
is the Retinal Implant project at MIT [39]. This innovation involves placing an array
of electrodes behind the retina. The array receives images from a camera and then
stimulates the retinal ganglion cells.

Another prominent area for medical human augmentations involves the devel-
opment of prosthetic limbs. Physical augmentations for amputees now see bone-
anchored prosthetics where a titanium prosthesis is directly grafted to the human
skeleton eliminating the need for a socket interface [31]. Such biomechanical
systems have revolutionized the treatment of amputees. Even more recently we
have seen neural augmentations such as the NeuroLife system [4] which uses a
brain implant and an electrode sleeve to give paralysis patients back control of their
limbs. The general aim of such research has been to develop augmentations that can
be controlled by the brain while also providing sensory feedback.

A prolific area of research into human augmentation since the early twentieth
century involved the development of cardiac pacemakers. The first implantable
pacemaker was developed in the 1950s and the decades since have seen a host
of improvements and advances on this technology. The current state of the art
for such technology includes the implantable cardioverter defibrillator (ICD), a
device implanted in the body which can manipulate the heart rate and even perform
emergency defibrillation. The ICD is a life changing augmentation for individuals
at risk for sudden cardiac death.

3.2 Augmentation in the Twenty-First Century

Licklider and Engelbart recognized that human intelligence enhancement would
enable humans to process information more efficiently. It is only in the very recent
past that innovations have been developed which truly subscribe to this vision.
We are now seeing a plethora of augmentations which involve on and in body
devices which communicate with the individual as well as with outside controllers.
For example, Spotify have recently developed a sensor which monitors the users
heart rate and then uses an algorithm to choose music to suit the mood of the
user. Meanwhile, Google Verily Lenses contain tiny integrated circuits, sensors
and wireless communication capabilities for self contained wireless sensing on
the surface of the eye. “The team has been working to engineer novel solutions
to the technical challenges of significant miniaturization for autonomous sensing
systems and dramatic reduction of power consumption to permit tiny batteries”
[35]. Samsung have recently (July 2019) secured a patent to develop an augmented
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reality contact lens [22]. A key feature of this research is that the lens is designed to
communicate with an external device e.g. a smartphone. The device “may include
an antenna through which information may be transmitted to or from an external
device, a capacitor configured to supply power to the display unit and a portion of
the peripheral device, a control unit configured to control operations of the display
unit and the peripheral device, a motion sensor configured to detect movement of the
smart contact lens, and a thin-film camera” [22]. There are already a wide range of
real-time in-ear translation systems readily available. Some models such as Google’s
Pixelbuds communicate through a smart phone while others such as the WT2 Plus
Earbuds work via a cloud based translation service. The WT2 Plus system involves
a pair of buds where everything the first user speaks is communicated to the cloud
by the users earbud. The translated language is then communicated from the cloud
directly to the second user’s earbud using the chosen language of the second user.

Proteus, a digital medicine company, makes smart pills embedded with a sensor
which can be tracked by a credit card sized patch worn on the patients stomach.
“The sensor can either be stamped into a pill or included alongside a traditional
medication and then encased in a translucent shell that breaks down when a patient
swallows it. Then, patients attach a credit card-sized adhesive sensor anywhere on
their stomach. The sensor tracks when the pill is ingested” [5]. The technology can
also be used to see how active patients are by tracking their movements.

A defining characteristic of all of the twenty-first century AH devices described
above is that they involve on or in body sensors transmitting data to external
services. Whenever data is being transmitted, particularly personal data, there
are a wide range of privacy and security considerations that must be taken into
consideration.

4 Data from AH

All of the devices described in Sect. 3.2 produce data in one form or another. Some
of the data is processed locally e.g. with a smartphone while more of the data
is transmitted to the cloud for processing and subsequent analysis with feedback
communicated back through the same channels in many cases. To date much of the
data from AH devices has concentrated on lifestyle and health benefits. In 2016 it
was reported that one in six consumers in the United States were currently using
wearable technology, including smart-watches or fitness bands with the number of
wearable fitness devices alone predicted to grow to over 100 million by 2019 [20].
Such devices have the potential to allow users direct access to personal analytics that
can “contribute to their health, facilitate preventive care, and aid in the management
of ongoing illness” [23]. The graphic in Fig. 3 is taken from [23] and it illustrates just
some of the ways in which data is communicated via wearable consumer devices.

“Heart rate can be measured with an oximeter built into a ring, muscle activity
with an electromyographic sensor embedded into clothing, stress with an electo-
dermal sensor incorporated into a wristband, and physical activity or sleep patterns
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Fig. 3 Data from consumer wearables [23]

via an accelerometer in a watch. In addition, a female’s most fertile period can be
identified with detailed body temperature tracking, while levels of mental attention
can be monitored with a small number of non-gelled electroencephalogram (EEG)
electrodes. Levels of social interaction (also known to affect general well-being)
can be monitored using proximity detections to others with Bluetooth or Wi-Fi-
enabled devices. Consumer wearables can deliver personalized, immediate, and
goal-oriented feedback based on specific tracking data obtained via sensors and
provide long lasting functionality without requiring continual recharging. Their
small form factor makes them easier to wear continuously.” [23].

The data gathered from the various sensors and AH devices employed generally
needs to be processed in a different ways. Some data processing may occur in
the physical environment of the user e.g. via a smartphone or smart-watch, while
further processing may take place after the data has been communicated to the cloud.
A variety of options are then available for deep analysis and processing. This data
will be useful for medical research, for customizing the behaviour of AH devices
to match the users individual traits and characteristics e.g. Spotify choosing music
based on the user’s heart rate. the potential for such data is almost limitless.

“For the data transmission portion of the process, any variety of standard
communication protocols may be used including Wi-Fi, Bluetooth, ANT, ZigBee,
USB, and 2G, 3G, and 4G. An important recent innovation is Bluetooth low-energy
(BTLE) which allows mobile devices to send data more efficiently with much
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greater battery efficiency than traditional Bluetooth, essentially enabling the regular
ongoing if not continuous transmission of relevant data” [29].

The increasing ease of capturing, storing and manipulating data has given
rise to a variety of technologies for sharing datasets and visualization tools. In
the past, the cost and expertise required for working with large-scale datasets
and visualizations generally limited access to institutional professionals, but cost
decreases and tool improvements have made data collection and manipulation
more available to the individual. One of the most interesting areas for individuals
to measure is the self. An underlying assumption for many self-trackers is that
data is an objective resource that can bring visibility, information and action to a
situation quickly, and psychologically there may be an element of empowerment
and control. Quantified self-tracking is being applied to a variety of life areas
including time management, travel and social communications. Quantified self-
tracking is the regular collection of any data that can be measured about the self such
as biological, physical, behavioral or environmental information. Additional aspects
may include the graphical display of the data and a feedback loop of introspection
and self-experimentation. Health aspects that are not obviously quantitative such
as mood can be recorded with qualitative words that can be stored as text or in a
tag cloud, mapped to a quantitative scale, or ranked relative to other measures such
as yesterdays’ rating. Many health self-trackers are recording measurements daily
or even more frequently (blood pressure for example) [28]. Furthermore, a number
of scientific and popular publications describe methods and techniques for using
consumer wearables as “self-hacking devices – to improve sleep, manage stress, or
increase productivity [29]”.

4.1 Data-Information-Knowledge

The field of Information Science and Knowledge Management has long debated the
relationship between Data, Information, Knowledge and Wisdom. Of these wisdom
is the most difficult to define and so is often excluded from the discussion. It is clear
however that for Augmented Humanity applications to achieve their potential the
management of data must support higher levels of insight and services.

Zins [40] explores expert views in the interrelationship between the concepts
of Data, Information and Knowledge sometimes described as the “D-I-K model”.
In the context of the Augmented Human the distinction between the three relates
directly to what may be achieved by collecting and transforming sensor data. It is
sometimes suggested that the most significant relationship is in the ratio of the value
between them as exemplified by Ackoff [1] “An ounce of information is worth
a pound of data. An ounce of knowledge is worth a pound of information”. The
transformation between these categories is the effect of processing.

These maxims suggest essentially that a significant amount of data leads to
information, and a significant amount of information leads to some knowledge.
Though this view is somewhat superficial it may support the basic understanding



82 L. Naughton and H. Daly

of how data produced by Augmented Humans (AH) should be processed and
managed. Firstly, key to the development of insight is multi-layered processing and
refinement.

Although the terms are sometimes used interchangeably, even informally differ-
ences are apparent. A single data point, which some but not all of Zins [40] experts
call a datum, allows for little or no inference; it is essentially a symbol. A data stream
produced by a sensor can be analysed for its inherent properties, however without
a contextual interpretation, such as whether it refers to heart rate, body temperature
or blood pressure it is impossible to infer, or learn any useful information about the
condition of the source. AH data requires appropriate interpretation frameworks to
become information and appropriate analysis to become useful knowledge.

Schmarzo [25] describes the analytical approach for working with large data
sets and strategies for identifying useful insights. Though there may be scope to
apply such techniques for off-line reporting, the interactive nature for processing
data produced by AH applications limits the scope of its effectiveness.

5 Security Issues with AH

The lessons of the recent past suggest that there are many security and privacy issues
surrounding AH devices. One area which has gained much attention following the
Facebook-Cambridge Analytica (see [6]) scandal is the ability of devices and their
vendors to harvest vast quantities of personalized data without the consent of the
user. In the Facebook-Cambridge Analytica case the data was used for political
advertising purposes in an effort to manipulate the outcomes of elections. Users
personal data was collected via their personalized Facebook accounts and became
a target for external agencies. The legal gray areas around ownership of such data
across jurisdictions also contributes to the problem. In the case of AH devices users
are faced with the immediate problem of data ownership. After the data has been
collected and communicated to the cloud it often becomes the property of the device
manufacturer. While the user may own the device they may not have ownership of
the data it records. Depending on the terms and conditions the user has agreed to,
however unwittingly that may be, manufacturers may have permission to sell a users
a data to third parties. This data may include highly personal data such as gender,
weight, and GPS data.

On the other hand, it may be desirable for the user to share the data collected
by one or more AH devices particularly if the devices form part of a personalized
healthcare monitoring plan. There are many scenarios where it will be beneficial to
the user for their data to be included in research studies and for this reason a security
and privacy framework is necessary. It is not enough to simply anonymize user
data since there are highly sophisticated algorithms available which are capable of
identifying a user based on their digital behaviour. In fact the Facebook-Cambridge
Analytica scandal described a scenario where a profile of each of two million
users was created with “hundreds of data points per person” [14]. Combining
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similar algorithms with the data generated from AH devices will produce a digital
fingerprint of each user which can be used to identify them. Perhaps even more
alarmingly “Research on “digital traces” from other sources (e.g., social media)
demonstrates that these can be alarmingly accurate when it comes to predicting
personality and risk-taking behaviors, two very individual and personal traits” [23].

Another area of concern is the potential for direct attacks against individual AH
devices. In 2008 modern implantable defibrillators were shown to be vulnerable
to unauthorized communication, potentially harmful device reprogramming, and
unauthorized data extraction [19]. The response from the Heart Rhythm Society
(US) noted that the devices “were not designed to withstand a terrorist attack
(see [13]). Advances in security for medical AH devices have been made since
then however the threat of a cuber attack against an individual device cannot be
discounted. There are a variety of reasons why a hacker might choose to attack an
individual device besides the compromising of user data including damaging the
reputation of the manufacturer or financial gain. It is also possible that device secu-
rity may be compromised accidentally. Malware designed to attack a cloud based
system may render an AH device useless either temporarily or permanently. As
well as transmitting user data to an external service many AH devices may require
occasional software updates. This is another vector which could be capitalized upon
by an external hacker. AH devices may also be vulnerable to Denial of Service
(Dos) attacks where the devices are flooded with so much communication that they
are unable to receive essential communications. AH devices are by their nature low
power and that renders them susceptible to attacks which seek to drain the batteries
of such devices by repeatedly awakening them from ‘sleep mode’. Depending on
the device this could have catastrophic consequences. An attack on a non-essential
system such as the cochlear implant may be deemed low risk due to the nature of
the augmentation it provides whereas devices including pacemakers which have the
ability to sustain life require additional safeguards.

5.1 AH Data and the Regulatory Landscape

From the previous discussion then, clearly, effective storing and processing of
data is key to reaping the wider benefits of Augmented Humanity applications.
Though it is possible as early systems have demonstrated to process data locally
to its collection point this inherently has limits. For example for applications which
process visual data; captured images, video, alternative visualization (e.g. infra-red,
radioactivity) localized storage and processing will always be a limitation in terms
of capacity and cause of systems failure. In certain kinds of systems, upgrades and
repairs may be trivial, however those with intrinsic features may only be upgraded
rarely or perhaps not at all. Many of the advanced use cases for AH, particularly
those related to leisure and commerce, require the exchange of value, or some
form of tokenisation. Typically these must be processed, or at least recognized
beyond a single unit in order to have validity. Where the aim of augmentation is
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to overcome environmental issues the data collected is typically of greatest value in
understanding the problem as a whole, co-ordinating the collaboration of groups or
possibly collecting evidence of a defined quality required for later action. There
is also, of course the potential for AH projects to evolve beyond their original
brief. Data, once collected has the potential to be used or enriched beyond original
conception. As more data sources become publicly available, for example through
open linked data initiatives, it may be possible to create services, or studies, based
on multiple data sources enriched or combined. (pollution and health?) (Stress at
work?) (Disaster and emergency?) Moreover the use of artificial intelligence and
machine learning to integrate autonomous systems in these applications presents
issues about how data is integrated practically into the decision making process.
Additionally a particular feature of the AH data is the potential for issues around
privacy. These concerns will shape not only how data could be used, but also how it
must not be used or shared in the development of services.

5.2 General Data Protection Regulation

The General Data Protection Regulation [9] is a regulation in European Union (EU)
law on data protection for all individual citizens of the (EU) and the European
Economic Area (EEA). It also addresses the transfer of personal data outside the
EU and EEA areas. GDPR contains provisions and requirements relating to the pro-
cessing of the personal data of individuals. Generally, if a user wants to use an AH
device they have little choice but to agree to the manufacturers terms and conditions
and this often gives consent for the manufacturer to collect and process the users
personal data. The most relevant clause is GDPR Article 25, Data Protection by
Design and by Default. Data protection by design (often ‘privacy by design’) is a
concept which is generally attributed to Cavoukian [7]. The principle asserts that
“we build privacy directly into the design and operation, not only of technology,
but also of operational systems, work processes, management structures, physical
spaces and networked infrastructure” [7]. Previously the adoption of data protection
by design and default has been voluntary and a matter of good practice. GDPR
makes it necessary for each data controller to consider “having regard to the state of
the art and the cost of implementation and the nature, scope, context and purposes
of processing as well as the risk of varying likelihood and severity for the rights
and freedoms of natural persons, the controller and the processor shall implement
appropriate technical and organizational measures to ensure a level of security
appropriate to the risk”. The elements of GDPR and, particularly, data protection
by design and default provides guidance on the amount of data that AH devices
can collect and process. However, in such a rapidly changing technological area it
is difficult see how the GDPR can be considered ‘future proof’. Nevertheless, it
has raised consumer awareness to the extent that users of AH devices are likely
to be more aware and cautious about the consequences of consenting to the terms,
conditions and privacy policy of manufacturers.
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5.3 U.S. Regulatory Frameworks

The regulatory framework in the U.S. is less clear-cut than in the EU. There are
various federal acts which may be relevant including the Food, Drug and Cosmetic
Act (FD&C) [33] which covers certain medical devices, the Health Insurance
Portability and Accountability Act (HIPAA) [32] which gives users rights over some
of their information, and the Federal Trade Commission Act (FTC) [34] which is
perhaps the most important act with regard to AH devices. The Food and Drug
Administration (FDA) does not classify wearable technology as a medical device
within the FD&C act, rather it considers them to be low risk general wellness
products which are not regulated by the FDA. Apart from specific clearly defined
medical devices the FD&C act may not apply to AH devices in general. The HIPAA
may provide some limited protection for data collected via AH devices but, as with
the FD&C act, there must be a clear medical function to the design of the device
or the collection and processing of the data it generates. The FTC act prohibits
companies from engaging in deceptive or unfair acts or practices, including failing
to comply with an organizations own privacy policy. The act is enforced by the FTC
commission which can bring legal action against organizations that have violated
consumer privacy rights and/or failed to maintain the security of sensitive data.
Nevertheless, the liability, if any, of AH device manufacturers is far from clear under
the above acts.

5.4 Cross Jurisdiction Privacy

Clarke [8] discusses at length the issues of Cyborg rights which are, by extension,
rights of the augmented human. Privacy as a right however is not significantly
explored and in the case of the augmented human this is a unique and significant vul-
nerability. Smallwood [27] discusses this issues and frameworks around information
governance and more broadly Personally Identifiable Information (PII). This would
apply in particular to operational data associated with the augmented human such as
codes and identifiers related to the exchange of information and may at some points
in the data transfer cycle be dealt with using encryption. The key issues presented
by encryption are that it is typically a resource intensive process and software may
require updating in the event of a security breech.

Ownership of data about oneself is the subject of discussion across jurisdictions.
In the case of the AH although they may be protected by some legislation, the
question of consent in the automatic generation of data is critical to establishing
rights both of ownership and of privacy. For example, if an augmented human
produces data that may be used to diagnose a medical condition, a number of
questions emerge; Is their data anonymous or does it identify them uniquely? Do
they have the right to access, copy or delete the data? Do they have the right to
consent or opt out of different kinds of data analysis that may be applied?
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As people travel globally and processing infrastructure may be needed locally
to provide appropriate services to augmented humans, designers of these must
consider the compliance issues for the legal requirements with respect to data
privacy in different regions of the world. The table below illustrates only some of
the legislation that may need to be taken into account (Table 1).

Table 1 Global legal frameworks relating to PII for AH data adapted from Smallwood [27]

Nation Region Privacy legislation

Morocco Africa Data Protection Act

South Africa Africa Economic Communications and
Transactions Act 2002

Australia Asia/Pacific Privacy Act 1988

Hong Kong Asia/Pacific Personal Data Ordinance

Japan Asia/Pacific Personal Information Protection Act
1988

Philippines Asia/Pacific Data Privacy Act 2011

European Union Europe European Union Data Protection
Directive of 1998 and EU Privacy Law
2002 (2002/58/EC)

France Europe Data Protection Act 1978 (Revised
2004)

Germany Europe Federal Data Protection Act 2001

Ireland Europe Data Protection Act 2003

United Kingdom Europe UK Data Protection Act 1998

Canada North America/Central Privacy Act 1983 and Personal
Information Protection and Electronic
Data Act (PIPEDA) 2000

Canada North America/Central Privacy Act 1983 and Personal
Information Protection and Electronic
Data Act (PIPEDA) 2000

Mexico North America/Central Federal Law for the Protection of
Personal Data Possessed by Private
Persons

United States of America North America/Central Privacy Protection Act 1980 and Video
Privacy Protection Act 1988

Argentina South America Personal Data Protection Act 2000
(Habeas Data)

Brazil South America Article 5 of the 1988 Constitution

Chile South America Act on the Protection of Personal Data
1998

Colombia South America Law 1266 of 2008 and Law 1273 of
2009
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6 Blockchain and Augmented Humanity

6.1 Blockchain Overview

Blockchain was invented in 2008 by a person (or several persons) using the name
Satoshi Nakamoto [21] as the public transaction ledger of the cryptocurrency
bitcoin. A blockchain is a constantly growing list of transactions which are collected
into batches called blocks. Each block contains a cryptographic hash of the
previous block. Blockchain is an immutable, distributed ledger that can record
transactions between parties in an efficient and verifiable way. The immutable nature
of blockchain means that a record cannot be altered retrospectively without altering
all subsequent blocks. A transaction is added to the blockchain only after it has been
validated via a consensus mechanism (e.g. mining). Blockchain technologies can be
categorized into two main types: Public blockchains and Private blockchain. The
differences between the two types will now be outlined.

6.1.1 Access & Permissions

Public blockchains are generally permissionless. Anyone can read or write data to
the blockchain and their is no predetermined criteria to take part. All transactions
are visible to all other participants. Examples of public blockchains include Bitcoin
[3] and Ethereum [11]. Private blockchains only allow certain authorized entities
to participate. They have the ability to grant specific rights and restrictions to
participants on the network. They are considered to be more centralized than
public blockchains since only a small group of participants control the network.
An example of such a private blockchain is Hyperledger [30].

6.1.2 Consensus

Transaction on public and private blockchains are verified using a consensus based
system but there are different ways in which consensus can be reached. With public
blockchains consensus mechanisms are often based on an incentive scheme which
rewards participants for making some contribution to the network. One of the most
widely used consensus schemes, which is used with several cryptocurrencies, is
‘proof-of-work’. In such a scenario ‘miners’ contribute their computing power to
solve cryptographic problems to verify transactions and they are rewarded in the
form of a token. Proof-of-work is often computationally intensive and expensive in
terms of time. This often leads to slow transaction speeds and high electricity costs.
Other consensus schemes such as ‘proof-of-stake’, ‘proof-of-capacity’ and ‘proof-
of-elapsed-time’ can also be used. In a private blockchain consensus is often reached
via ‘selective endorsement’. In this framework only a defined group of entities
can verify transactions. An example of such a consensus framework is ‘proof-of-
authority’.
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6.2 Blockchain for AH Data Security and Privacy

Blockchain technology can be used in any system which involves a database and as
such it can provide tools to handle data issues around authentication, security and
privatization. The immutable nature of the technology means that once a transaction
has been made it cannot be altered or tampered with and this provides security.
Modern blockchain technologies now come equipped with robust authentication and
identification systems that permit different levels of access to the blockchain. For
example, one type of access might allow users to write data to the ledger whereas
another type of access might allow other users to act as monitors while still a
third type of access might allow a user to administer the transfer of value (coins,
tokens etc.) between users. An advantage to such a system is that it keeps different
types of users and their access to the data compartmentalized. Such a system of
access permissions could be produced for AH data which allowed e.g. users to write
data to the blockchain via their AH devices while still allowing e.g. medical research
professionals to access the data for research purposes. In the light of recent scandals,
such as the Facebook-Cambridge Analytica scandal, consumers are becoming more
conscious about the security of their personal data. Trust has disappeared from the
process so users need a platform where data can be shared in a secure and tamper-
proof way.

6.2.1 Validation

AH data stored in a blockchain is encrypted so that unauthorized data modification
is a difficult task. The use of cryptographic signatures (hash functions) means that
users can verify that a file has not been tampered with by merely inspecting the
signature rather than analysing the entire file. Signatures can be cross checked with
others across all of the blocks to verify their integrity. If an unwanted agent (e.g.
hacker) changes a record then the signature will be invalid. In this way blockchain
facilitates reliable data validation (Fig. 4).

Fig. 4 Processing
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Fig. 5 Workflow of blockchain AH applications

6.2.2 Decentralized Verification

The decentralized nature of blockchain means that it does not rely on any single
point of control. Every device on the network has access to a complete copy of the
data. The lack of a single gatekeeper makes the system more secure. Consensus is
reached across the network in a democratic way to validate transactions and record
data. This ensures that the data stored is accurate and trustworthy. For example,
the integrity of research carried out using AH data can be trusted since all nodes
have access to the data, a difficulty with much current research in fields such as
medicine.

6.3 Applications

Figure 5 illustrates a blockchain based workflow for AH applications. The first
layer of the diagram consists of the AH data collected by the various AH devices.
Given the diverse nature of the devices available this includes GPS data collected
by trackers, voice recorded data captured by ear buds, audio data recorded from
the user environment, medical data such as heart rate, level of activity as well
as communication data transmitted to and from the users’ various AH devices.
Blockchain technology sits on top of the raw data. In this workflow this layer is
divided into four components although there may be others. Each of the platforms
has different characteristics and enables users to instigate and manage transactions.
Once the chosen technology has been implemented the next step involves integrating
this technology with the wider system. In Fig. 5 we have outlined three broad areas
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for blockchain applications in AH. The first category for AH applications is Data
Management. This category involves data storage and organization. This could be
the storage of particular type of data e.g. audio, voice, images. The second category
is dedicated specifically to medical research. AH includes the Internet of medical
things (IoMT) and there is already a well established application for blockchain
technology in this area (see e.g. [26]). The legislation and concerns about medical
data warrant treating this as a separate class of blockchain application. The third
category considers applications which are concerned with allowing users to control
access to their own data. At the top of the stack comes the stakeholder layer. This
layer consist of all parties who will benefit from the blockchain applications in AH
including users, business, researchers as well as government and regulatory bodies.

6.3.1 Internet of Me

In [16] the authors provide a comprehensive review of the use of blockchain
technology in healthcare and also suggest directions for future research. One focus
of the article (Sect. 5) is the Internet of Medical Things (IoMT). ‘With IoMT
“healthcare equipment such as heart monitors, body scanners and wearable devices
can gather, process and share data over the internet in real time. For example,
with the advancement of AI, healthcare providers, using the IoMT paradigm, can
capture an image, identify malignant parts or even suspicious cells, and share such
knowledge with those who have the right to access the information” [16]. IoMT is
certainly a subset of Internet of things (IoT), but some aspects of AH can also be
considered as a subset of IoT. One can characterize these aspects of AH which are
a subset of IoT as ‘Internet of Me” (IoMe). For example devices such as cochlear
implant and implanted defibrillators can be considered as both situated within IoMT
and IoMe. In similar fashion to [16] one can illustrate IoMe within blockchain via
the diagram in Fig. 6.

The user is the source of all data in IoMe. The next level consists of the IoMe
AH devices which are generally either attached to or implanted in the user. They
typically generate a large volume of data. The devices may be directly connected
to the Internet or they may be in e.g. bluetooth communication with a local device
e.g. smartphone which is itself connected to the internet. The data from this stage is
stored in e.g. cloud storage. At the next stage “AI will help blockchain to create
intelligent virtual agents, which in turn can create new ledgers automatically. In case
of sensitive medical data, where security is the first priority, decentralized AI system
could help block chain to reach highest security” [16]. The final stage involves the
end users and this can include health professionals, marketing analysts, employers
or government organizations.



Augmented Humanity: Data, Privacy and Security 91

Fig. 6 Data flow in AH

7 Concluding Remarks

There are many concerns around the security and privacy of data generated by
AH devices. The rapidly developing nature of the field of AH means that there
is also a lack of a clear overarching framework for the regulation of the data
landscape concerning AH. Questions around ownership and protection of data still
require clear answers. How best to combine the various regulatory frameworks
that are available in different jurisdictions is a question that still requires much
consideration. Fortunately, there is a body of research beginning in the mid twentieth
century with the work of Ashby [2] and others which laid the foundation for the next
sixty years of development. The more recent work of Wu [38] and Clarke [8] on
Cyborg rights and intelligence provide a starting point for considering how best
to approach issues around acceptable treatment of AH data from the user point
of view. There are also opportunities, particularly in terms of using AH data for
research. Blockchain is one technology which can play a major role. Similar to its
applications in IoT and IoMT the applications of blockchain in IoMe will be many.
More evaluation of blockchain applications in IoT and IoMT is needed before the
potential in IoMe can be fully realised. More work is needed in this area to fully
understand the implications and applications of AH data.
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Consumer Awareness on Security
and Privacy Threat of Medical Devices
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Abstract The Internet of Things (IoT) are being enthusiastically adopted by
consumers. By the year 2020 the sum of 31 billon IoT devices will be deployed
globally. Subsequent as the IoT device landscape is expanding at such speed, so
does the threat landscape and vulnerabilities it introduces increases. Thus, making
IoT devices easily prone to attacks or to be used to for launching attacks at large
economical scale and society is seeing a growth in the scale and frequencies of
these attacks. The large scale of attacks and frequency have caught global attention
and causing governments to take the security and privacy threats of IoT very
seriously and the UK government amongst others are now turning these concerns
into actionable measures by considering ways of protecting consumers against
the vulnerabilities and threats of IoT. It is part of these actionable measures that
the NCSC (National Cyber Security Centre) recently published in a report about the
new laws being proposed by the government to strengthen IoT devices. This chapter
will look at the IoT security threats and privacy issues, it will explore whether
the growing concern of the government to protect consumer has a foundation by
investigating consumers awareness and attitude towards IoT security threats and
privacy issues and propose a framework to facilitate the introduction of the new
initiative of the government to bring in laws to govern IoT products thereby shifting
the responsibility of the security threats to the manufacturers and away from the
consumer.
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1 Literature Review

The Internet of Thing (IoT) is a technological development phenomenon which is
enhancing more and more ubiquitous connectivity around the world. It has suc-
cinctly eliminated the barriers in product design capabilities by allowing everyday
basic devices to be internet-enable thereby adding significant value that were not
previously possible or available to these devices. Consumer devices such as web-
cams, thermostats, watches, TV and many more now have internet capabilities and
functionalities. According to J. Hou, L. QU and W. Shi (2019) IoT has enlarged the
communication capabilities of Information Communication Technologies (ICTs)
from “Any Time” and “Any Place” to “Any Thing”.

IoT has introduced a connectivity paradigm of Machine-to-Machine (M2M),
Machine-to-Man and Man-to-Man with identification management and control
processes. The breath of IoT landscape is so vast and a typical architecture connects
from front-end devices to back-end frameworks running in the cloud. Generally,
this architectural landscape will include a significant number of smart devices,
sensors that sense information from different environment and share them with
cloud services for further processing (M. Aly, F. Khomh and M. Haoues et al. 2019).

The key role of the smart sensors in IoT is to assemble, measure and evaluate
data and this function is what makes IoT so attractive and powerful as the measured
data can be utilised to meet the requirements of any industry. Empirical research
demonstrated that IoT offers the healthcare industry a great opportunity in refining
operational adequacy, developing and enhancing patient care as well as promoting
innovation. The healthcare industry bolstered as IoT made it possible to enable
everyday device to provide intelligent data wherever and whenever simply by
attaching these devices to the patient; information can be gleaned unhindered by
any network or services. By building sensors into these simple things which are
then embedded/worn in or on the body the healthcare industry can gather enormous
amount of data about patient’s health status. Having access to data in this manner
opens new possibilities for the healthcare industry and radicalised treatment offered
to patients and reduces the care of cost with enhanced results. However, all of these
introduces multi-level complexity as more vulnerabilities are introduce creating
severe security challenges across the IoMT landscape.

1.1 Security Threats and Privacy Issues of IoMT

The Norwegian research organisation SINTEF reported that in the past 2 years, 90%
of the world’s data has been produced at a speed exceeding 205,000 gigabytes per
second and this was approximated to the equivalent of 150 million books. The data
collection of IoT spans the healthcare, retail, transport, manufacturing and many
more industries for which IoT can provide smart services by extracting valuable
information from diverse collection of data at the IoT end-point devices, which has
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significant impact on social production and people’s life. Base on the important role
that data plays in IoT, it can be inferred that discussing IoT without considering data
is incomplete. The healthcare IoT market is expected to reach $117 billion by 2020
according to market research. This rapid growth of IoMT has raised considerable
concerns around disclosure of personal privacy information particularly around
sensitive medical data.

According to an article published by the British Medical Journal in July 2017
the Healthcare sector is more susceptible to cyber-attacks than other sectors owing
to the inherent weakness in its security position. The article stated that it is one of
the most targeted sectors globally. Amongst the 223 organisations that participated
in the survey 81% were from the medical sector and over 110 million patients in
the US had their data compromised in 2015 alone. Furthermore, only 50% of the
providers were confident that they could defend themselves against cyber-attack
and record shows a 300% increase in attacks in the past 3 years. The health sector
is an attractive target for two reasons: it offers a rich source of valuable data and it
is an easy target. Data is at the core of IoT so much so that researcher are inferring
that just as monitoring blood in the human body provides valuable insights into
people’s health, observing data in an IoT environment could provide significant
insight into the security of IoT. Evidently the healthcare sector is a storehouse of
valuable data and according to the British Medical Journal another primary reason
it is targeted is for financial reward and benefits owing to the nature of the data
that can be gleaned. The sum of 80 million records were stolen from Anthem, a
US health insurance company and the monetary value of this data on the dark web
was estimated to range in billions of dollars. Unlike credit card data that can easily
be reset, an individual’s medical record could contain sufficient information for a
perpetrator to open a bank account, obtain loans or acquire a passport basically
fully cloning the victim’s identity.

1.2 Recent Cyber-Attacks on Health Sector and the IoMT
Threat Landscape

In May 2015 according to the BMJ (British Medical Journal) there was a global
cyber-attack unleashed in form of the WannaCry Ransomware; although this attack
was not specifically targeted at the healthcare sector and affected around 200,000
systems in more than 150 countries according to the reports. An estimate of about
50 hospitals in the UK were directly hit by the WannaCry Ransomware attack
whilst many more in anticipation shut down computer systems causing considerable
disruption, impacting the delivery of care, jeopardising patient safety and potentially
eroding trust.

In 2016 the Hollywood Presbyterian Medical Centre was compromised due a
ransomware attack causing it to shut down its network for 10 days resulting in staff
not having access to medical records or being able to use medical equipment until
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the ransom was paid. The cost of this attack was estimated at $17,000. Another
ransomware incident also reported in 2016 was an attack on an English hospital
and the impact meant all operations were mandatorily cancelled and patients were
transferred to other facilities for 2 days. Freedom of Information request in the UK
reported that between the years 2015–16 around 50% of NHS trusts were affected by
ransomware in the preceding year. The Australian Red Cross Blood Service reported
a breach in 2016 which resulted in the publication of 1.28 million records with large
amount of sensitive data, including donor’s at-risk sexual behaviour on a public
website.

According to a recent article published by Fortinet cited by Adefala (2018) as
the healthcare sector technology (IoMT) grows, so does the cybersecurity attack
surface. Frost and Sullivan forecast that by 2021 IoMT will reach a growth of
$72.02 billion with over 30 billion connected medical devices in the healthcare
ecosystem [7]. IoT has transcend the medical sector by introducing numerous IoMT-
based platforms, applications and services that enabled remote health monitoring,
fitness programs, chronic diseases and elderly care. Guan et al. states that IoMT
offers unconventional solutions to the challenges of traditional medical system
such as lack of doctors, health resources and research data. In addition, the rapid
development has enhanced traditional medical systems in diverse areas, such as
disease diagnosis and analysis. Furthermore, the health data gathered in IoMT
enables researched to diagnose and predict diseases.

The attractiveness of IoMT combined with its terminal devices is causing
exponential growth in the data collected. With the endless possibility that IoMT
is offering the healthcare sector, it growing popularity is understandable. Notwith-
standing this rapid and excessive growth is a major contributing factor in the
expansion of the attack surface making it extremely difficult to address using
traditional devices and strategies. Hence the urgent need for cybersecurity to protect
the confidentiality, integrity and availability of valuable healthcare data.

The futuristic trend of IoT has not only successfully revolutionised the healthcare
sector but has also enable a complete merger of the cyber world to the physical
world to create what researchers are calling the cyber-physical world. Due to the
cyber-physical nature of IoT, there is a need to consider the security of IoT from
a unified perspective by considering both safety and security. Wolf and Serpanos
[10] introduced the concept of considering the cyber-physical characteristics of IoT
in view of a unified security model from the perspective of safety and security.
Unquestionably, IoMT can be classified as a safety-critical cyber-physical system
because it comprehensively considers both the reliability and safety of conventional
medical devices, as well the dynamics and generic nature and the scalability
capabilities of traditional IoT. IoMT devices are designed to constantly interact with
the physical world.

Therefore, it can be inferred that safety and security should be considered as
a critical challenge for IoMT especially given the severe consequences of an attack
and the extensive attack surface. The physical devices in the IoMT infrastructure are
embedded with sensors to form a connected ecosystem which is then tagged around
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the patient to capture, measure and identify key data; stratify risks; make decisions
and initiate the necessary action plan. These sensors and controller embody the
communication bridge between the cyber and physical world which ironically are
major contributors to the vast security threats and privacy issues facing IoMT
landscape. These sensors and controllers utilise applications available on phones or
web therefore, from a security perspective these devices are susceptible to attacks
and exploit in the same manner as a traditional endpoint device such as desktop
computer.

Thus, once an attacker can identify a vulnerability, the damages could range
from taking total control of the system, accessing and altering the data, flooding
and overwhelming the system; the possibilities of malicious attacks are endless.
Nevertheless, there are some significant differences that must be considered for
IoMT security over traditional technology. Firstly, the accelerated adoption of IoMT
has been identified by existing research to pose great security threat and privacy
issue owing to the absence of proper security guidance, a landscape of uncertain
liability, new standards and emerging polices and regulations.

Typical example of the landscape uncertainty was identified in a recent article
on the Metro published in July 2019 regarding the ownership of digital footprint in
the event of the death of an individual. The article reported that according to Survey
conducted last year by YouGov only 7% of participant consented to keep their social
media account active upon their demise, although another study by Oxford Internet
Institute (OII) approximated that by the year 2100 the number of dead people whose
account will still be active on Facebook will be 4.9 billion. There is now a debate
around the ownership of data upon the death of an individual and the question of
who should own the data. Should it be Facebook or the deceased family and friends.

Craig Badrick reported in his article publish in January 2019 that the FDA
(Food and Drugs Administration) estimated that for over 1000 IoT devices in use
164 are subject to attacks. Subsequently as the hospitals introduce more and more
applications for IoMT they risk the likelihood of introducing devices that may put
their operations and patient’s life in jeopardy. Arguable manufacturers must be
made accountable as currently majority of the IoMT devices are not specifically
optimised for hospital security network. Regulators such as FDA and other industry
standards are falling behind the times and only 17% of medical manufacturers have
been reported to be taking steps towards preventing attacks. Given the severity of
the nature of the risk and what it is at stake it is shocking to report that security
attributes in IoMT devices at unreliable at best. It is common place to find an IoMT
with unencrypted communications, weak or non-existent password protection, or
setup that make it more problematic or impossible to patch the device for improved
security.

The IoMT threats are grave as it impacts both individual patients as well
as the entire hospital system. 2017 recorded the recall of 465,000 pacemakers
owing to a report that they have been hacked putting patients’ lives at risk.
In addition, another case reported that about 95% of healthcare institutions have
at some point been targeted. Another incident reported in 2015 by the Health and
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Human Service Office of Civil Rights that 112 million health records had been
breached or compromised in that year. The compounding evidence calls for urgent
standardisation across the IoMT ecosystem infrastructure and an intervention with
clearly defined accountability for both the manufacturers of devices and those using
the device.

1.3 Characteristic of IoMT Comparable to IoT
and Cybersecurity Requirements

The IoT landscape is very broad and as such the consultation and the consultation-
stage impact assessment set out to define consumer IoT products and included in the
examples produce was wearable health trackers which falls under the IoMT category
and is the focus of this study. Hence the need to consider the characteristics of IoMT
comparable to IoT in other to ascertain if a single framework can be applied across
board as best practice with the flexibility for manufacturers and organisation to make
adjustments suitable to their environment or perhaps a distinct framework may be
required for IoMT.

The interconnection of IoMT are not limited to personal medical devices but it
extends from devices to healthcare providers such as hospitals, medical researchers
or private companies. Furthermore, existing research identifies that personal smart
product are generally wearables it is therefore understandable that the DCMS con-
sultation document has identified and defined IoMT under this category. Gatouillat
et al. suggest that owing to the strict ethical concerns of the medical community,
biomedical devices must adhere to the following three requirements:

1. Reliability – the expectation here is that the functional goals of the system must
always be reliable and should not be susceptible to abrupt failures under normal
operating conditions. Fundamentally, the potential diagnostic nature of IoMT-
based systems puts reliability at the core of every system component to ensure
the correctness and validity of information collected.

2. Safety – this implies that a safe system ought not to cause harm to its operating
environment therefore IoMT particularly in the context of medical actuators
concrete evidence should be available to ascertain that the system will not cause
harm to its user.

3. Security – Medical systems ought to be unyielding against external threats and
attacks particularly owing to the sensitive and personal nature of the information
they accumulate.
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According to Alsubaei et al. [1, 2] the healthcare industry has the highest
number of IoT devices; ranking at about a third of all IoT devices and this number
is expected to increase by 2025 which will make healthcare the largest sector
dominating the IoT device market with an estimated percentage of around 40% of
the total global worth of IoT technology ($6.2 trillion). The uptake of IoT in the
healthcare sector is unprecedented and currently the number of organisations in the
healthcare sector that have adopted IoT technologies is approximated at 60% and
this is expected to increase to 87% by 2019.

Based on the extraordinary growth, evolution and dominant of IoMT technolo-
gies the evidence suggests that there is an urgent need to address the security threat
and privacy issues in this sector especially when the consequences range from severe
impact on patient’s wellbeing, damaging outcome on medical data privacy, brand
reputation, business continuity and financial stability. Furthermore, the array of
complexity as identified by Jalali and Kaiser [7] including the dearth of consensus
amongst internal stakeholders on security requirements, the disparate technology
environment couple with the complexity of multiple channel of IT technology
acquisition, internal politics complicated by the intricacies of functions contained
within the organisation and additional regulatory pressure. Thus, this study will
focus on proposing a framework for IoMT devices that support the implementation
of the new laws being proposed by the government.

1.4 Fundamental Objectives of the DCMS Proposed New IoT
Security Law

DCMS commission Harris Interactive to conduct a consumer IoT (Internet of
Things) security labelling survey in March 2019. The survey identified that con-
sumers have a complacent attitude toward seeking out security information about
their smart devices. According to the survey 72% of the respondents naively assume
that security features are built into these devices as a default. To alleviate and
manage the unprecedented consumer assumption which poses a risk not just to the
consumer but the wider economy at large the DCMS are mandating IoT device
manufactures to introduces labels that clearly highlights and outlines the security
features of a device to help consumers to be better informed about the security
attributes of smart devices when making purchase. Subsequently these labels aim to
reinforce consumers confident by emphasising that devices meet security standards
and provide information on the minimum period for manufacturer security updates.
The images below represent the draft design for proposed label at this initial
consultation stage. Although there are still concerns and other issues surrounding
this design, but these discussions are outside the remit of this study (Fig. 1).



102 A. Sagay and H. Jahankhani

Fig. 1 Draft design of the DCMS IoT security label

1.5 Best Practice and Framework Consideration for Cyber
Security Comparable to the New IoT Law

Robert Meyer an expert in assessing the relationships between frameworks proposed
in his presentation (November 2016) the core values of Information Technology
frameworks. According to Meyer IT frameworks can offer the following:

• Better value creation through effective and innovative use of enterprise IT
• Increased business user satisfaction with IT engagement and services
• Increased compliance with relevant laws, regulations and polices
• Improved relationship between business needs and IT objectives
• Increased financial return from the governance over enterprise IT by obtaining

the greatest value from investments in technology
• Connection to, and where relevant alignment with other major frameworks and

standards in the marketplace

Information Technology has been described as ubiquitous and critical for busi-
ness matters within companies, between interconnected companies and/or private
individuals for cloud computing solutions, Internet of things, connected and mobile
devices and many more internet usages. Due to this indispensable nature of IT
risk management has become prevailing [3]. Essentially risk management activities
within all domains ought to be under control either for dedicated risk management
purposes or for a broader perspective in management systems. Hence the domain
focus of this study IoT/IoMT must adhere to risk management controls.

Significant amount of the discussion of this chapter has been centred on the
security and privacy risk of IoT/IoMT and according to Brenner [3] there is
unquestionable ties between information security and risk management therefore
the proposed framework to facilitate the implementation of the new IoT security
law will be anchored on best practice standard(s).

SO/ICE 27001 provides a set of guidelines and requirements for developing and
implement an information security system and it has controls built in that ties it
closely to risk management. In addition, this standard takes an agnostic approach
for any specific technology offering the organisation the opportunity the best and
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most practical controls for their organisation [3]. Pulling this back into the context
of this study one of the key requirements of the proposed new IoT security law is
that manufacturers still have the flexibility of innovation whilst implementing the
appropriate security solutions on the devices.

This standard has been selected specifically based on its relevance to the
discussion of this study; also, having established that one of the advantages of
standard and framework is the flexibility to align and synergise guidelines and
controls to form a robust solution. Furthermore, the selected standard is agnostic
in its approach but comprehensive in providing controls around risks and security
management.

ISO Standards are common place in today’s business world as acceptable
standards for benchmarking and identifying organisations who follow best practice.
Typically, frameworks are designed to be adopted and tailored to an organisation
needs in terms of policies, procedures, industry and/or services rendered. Much of
the discussions in this chapter thus far have focused on the security and privacy
risk of IoT and as such the framework proposed will consider various aspects of
Risk and Information Security Management thus the following ISO standards will
be considered for inspiration; ISO/IEC 27001 – Information Technology Security
Techniques and Information Security Management Systems Requirements; ISO
13485 Medical Devices – Quality Management Systems and Requirements for
Regulatory Purposes; ISO/IEC 30161 Internet of Things – Requirements of IoT
data Exchange Platform for Various IoT Services and BIS 31000 International
Risk Management Guidelines [9]. NIST IR 8228 will also be considered because
it covers Cybersecurity and Privacy Risk for IoT and offers some useful hierarchical
structures for identifying/grouping of attack vector surface as well as a good
construct of how to mitigate the risks. Furthermore, the scope of this study is around
IoT Security and Privacy threats that affects consumers and the guidelines proposed
in the NIST IR 8228 is relevant to the objective of this study. Reference will be
made to other types of risks that should be considered alongside the Security and
Privacy threat focus of this study including safety, reliability and resilience owing to
the nature of the knock-on effects that isolation of one risk can have on other risks.

2 Users Profiling and Smart Device Usage

Harris Interactive conducted a study on behalf of the DCMS which reported that
72% of the participants believed that security features were built into smart devices
by default whereas the government are on a mission to protect consumers after
having identified that majority of the smart devices in the public market domain
do not even meet basis security requirements. Evidently there are discrepancies in
these two camps.

This study intends to examine consumer awareness and attitude towards security
threats and privacy issues of IoT in other to highlight the urgent need for the
education of the consumer. In addition, the study will investigate the ongoing efforts
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of the government to protect the consumer against the security and privacy risks of
IoT. To conduct this investigation a quantitative, descriptive questionnaire survey
was used as a primary data source and literature reviews as well as government
consultation and legislative documents as secondary data source [8]. The questions
were designed using an online survey tool as it offered simple but professional
looking user-friendly design, provided different medium to distribute survey to
participants and collates all the responses in a central location. Most important of all
it allowed respondents to remain anonymous and saved resources in terms of time
and money.

The audience targeted to participate in the questionnaire survey were between
ages 16–65 that owned some form of smart device. Participants were randomly
selected as the basis of the study is to identify the topic from the perspective of the
general public. A total of 256 participant received a web link to the questionnaire
via social media platforms such as LinkedIn and Facebook. Friends and family
were also approached to participate in the experiment and were encouraged to share
the link to others in their social network to diversify and ensure that the generalist
criteria of the required responses are adhered to.

Quantitative research method was selected for this study because it focuses
primarily on numerical data and interprets this information using statistic under
a reductionist, logical and strictly objective paradigm. Traditionally social science
research often utilises existing completed studies in form of literatures that relates
to or addresses the hypothesis [8] cited Spyros Konstantopoulos). Thus, narratives
gleaned from existing research contributed significantly in designing the survey
questions to establish status quo on consumer’s awareness and attitude towards
security threats and privacy issues around IoT. Questions were constructed to
examine the following four areas:

• Consumer awareness/knowledge of the concept of digital footprints
• Consumer smart device security awareness
• Consumer awareness of the potential damage that a security or privacy breach

can cause
• Consumer priority preference of smart device benefits versus security and privacy

concerns

The survey comprised of 32 questions and was disseminated to 256 participants
of which 133 responses were received.

As previously mentioned, secondary data in form of literature review contributed
significantly to the findings of this study. The secondary data reinforces the concerns
in the dearth of awareness of consumers on the topic of security threats and privacy
issues of IoT. Evidence of this was derived from an existing research conducted
by Harris Interactive in February 2019 which revealed that consumers have a
complacent attitude towards seeking out security information about their smart
device and 72% of respondents innocently assumed that security features are built
in to smart devices by default. Another secondary data which also strengthened the
argument of the study was taken from a survey conducted by Internet Society in
May 2019 which reported that consumers have serious concerns about the security
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of their smart devices but are not knowledgeable about how to adapt and adjust
device settings in a manner that might deter these fears.

Ethical consideration has become critical particularly on the recent entrance of
GDPR regulation. Therefore, in a bid to ethically align this study the following
considerations were considered. Scope of study was clearly defined, and all
participants were provided with explicit explanation of the purpose to which the
data is being collected and how it will be used prior to the collection of the
data. Furthermore, participants were informed that all data collected will be used
specifically and solely for the purpose of this research after which the data will be
destroyed once the findings of the research are concluded.

The questionnaire survey was conducted in July 2019 and contained 33 ques-
tions. Two hundred and fifty six people received the weblink to complete the
questionnaire. Respondent age group were between 16–65. About 99% of the total
participants indicated that they owned smart devices from popular brands. The
brands listed were Apple (58% of respondents), Samsung (43% of respondents),
Microsoft (11% of respondents), Huawei (9% of respondents), Fitbits (10% of
respondents) and other less popular brands (15% of respondents). Sixty-two percent
of respondents confirmed that they actively engaging with the smart features on their
smart devices, whilst 38% report that they do not actively engage with the smart
features on their smart device. Eighty-eight percent of respondent confirmed that
they engage with the smart features of their smart device via their mobile phone, 4%
reported they use their tablet and 7% engage via their laptop. Respondent reasons
for not engaging with smart features on smart device were (a). Too complicated
(13%), (b). cannot be bothered (37%), (c). see no benefits (12%), (d). concerned
about security (13%) and (e). concerned about their information (23%).

2.1 Understanding the Consumer Awareness

This study is conducted to understand the consumer awareness on the implications
of their interactions and usage of their smart devices. To that end respondent were
asked the importance of the benefits they derive from the information receive from
their smart device. Fifty-two percent responded that the benefits are important,
33% agreed that the benefits are somewhat important, 12% reported that benefits
are not important. The survey results revealed that 62% of respondent understand
the term “digital footprint” whilst 38% do not understand the term. Furthermore,
79% of respondents stated that they are aware of the possibilities of leaving a
digital footprint trail whilst 21% reported are not aware that their interactions with
the smart features on their smart devices leaves behind digital footprints. When
asked about the type of digital footprints, social digital footprint had the highest
level of awareness amongst respondents at 80% and financial digital footprint was
second at 70%, medical digital footprint came third at 39%, then economic digital
footprint 24% reported they were aware of this, 22% confirmed they were aware
of environmental digital footprint and 20% stated they are aware of biological
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digital footprint. These findings are an indication that there is a degree of awareness
amongst consumer about the different types of data and information trail that are
left behind as a result of their interactions and engagement with their diverse smart
devices, but this is not enough evidence to ascertain if consumers understand the
implications of what this translate to, neither does it reveal the consumer reasoning
regarding safety awareness when engaging with their smart device. To put this in
context if we look at cigarette pack the message “Smoking Kills” is clearly inscribed
on the package and there is enough information as well as awareness on the dangers
of cigarettes. The responses gleaned from the findings of this study indicates that
more in terms of educating consumers about security and privacy considerations
when interacting and engaging with their smart devices is required.

2.2 Consumer Security Awareness

The study other objectives included ascertaining consumer security awareness and
attitude whilst interacting with the smart features of their smart devices and to this
end consumers were asked if they were aware that most smart device have default
password. The findings were as follows: 54% of respondent stated that they are
aware that their smart device has a default password and 46% reported that they were
not aware that their smart device has a default password. Respondents were asked
about their awareness regarding the need to change the default password on their
smart device regularly and the findings reported that 68% of respondent were aware
of the need to change the default password on their smart device regularly, whilst
32% stated that they were not aware of the need to change the default password
on their smart device on a regular basis. Another consideration was to ascertain if
respondent know how to go about changing the default password on their smart
device and the findings reported that 63% of respondent know how to change the
default password on their smart device, whilst the remaining 37% do not know how
to go about changing the default password on their smart device. On the final aspect
of the security awareness and attitude, respondent were asked if they are likely to
read security instructions if it were to be included in their smart device when they
purchased it and the findings showed that 42% of respondents are likely to read the
security instructions, 24% are indifferent so they are neither likely or unlikely to read
security instructions, 32% are unlikely to read security instructions included in their
smart device upon purchase. These findings reinforce the findings from the previous
section that consumer need to be educated on the seriousness of security threats
and privacy issues regarding their smart devices. The evidence clearly indicate that
consumers lack awareness and have a complacent attitude around safety and security
when interacting with the smart features on their smart device.
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2.3 Benefits Versus Security and Privacy Concerns

Another objective of the of the study was to understand consumers attitude towards
the benefits derived from their smart device versus their concern over security and
privacy breach as a result of their interaction with their smart device. Respondent
were asked a series of questions and the survey results revealed that 82% of
respondents are aware that a security and privacy breach of their smart device can
impact others across their network and 18% of respondent were unaware of this.
When asked about attitude about their digital footprint being captured in a remote
location as a result of their interaction with smart device, the result showed that
24% agreed that they would be concerned about this, 19% were indifferent, 57% of
respondents disagree that this would concern them. Respondents were asked about
the importance of their smart device to their every-day life and results revealed
that 68% agree that their smart device was critical, and they cannot do without
it, 24% were different about the importance as they neither agreed nor disagreed
and 8% disagreed that their smart device was critical to their life. When asked
about their attitude toward the use of their data by smart device manufacturer, 70%
of respondent agree that they will make an effort to understand how their data is
used by smart device manufacturer, 22% were indifferent about how smart device
manufacturers use their data and 8% of respondent disagree that they would be
interested in how smart device manufacturers used their data. Further probe about
the use of their data reveal that 70% of respondents agree they would make an effort
to get clarification on the use of their data if they do not fully understand something,
20% of respondent were indifferent and 6% of respondent disagree that they would
make an effort to get clarification on the use of their data if they do not fully
understand something. When asked about the importance safeguarding their digital
footprint over the benefits derived from smart device, 68% of respondents agree
that safeguarding of the digital footprint is more important than the benefits derived
from their smart device, 25% of respondents were indifferent about the safeguarding
of the digital footprint being more important than the benefits derived from their
smart device and 4% disagree that safeguarding of the digital footprint is more
important than the benefits derived from their smart device. When asked about their
understanding of the consequence of a security or privacy breach, 81% of respondent
reported that they fully understand that a security or privacy breach could lead to
minor or colossal fatalities, 12% were indifferent about their understanding of the
consequences of a breach and 7% reported that they do not fully understand the
consequences of a breach. 44% of respondent revealed that prior to taking part in this
study they did not consider security or privacy as a concern when acquiring smart
device, 19% revealed they were indifferent about their consideration of security
and privacy when acquiring smart device prior to this study and 34% stated that
they do consideration of security and privacy when acquiring smart device prior
to this study. When asked about their attitude about security and privacy going
forward after participation in this study 83% of respondents stated that security and
privacy will certainly be a consideration henceforth when acquiring smart devices,
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14% were indifferent about what they whether they will consider security and
privacy when acquiring smart devices after having taken part in the study and 3% of
respondent disagree to consider security and privacy as part of selection criteria for
acquiring smart devices even after taking part in the study [5].

The evidence and findings of this study shows that consumers do appear to have a
degree of concern about security threat and privacy issues around IoT smart devices,
but the finding also revealed conflicting attitude between consumer security and
privacy concerns and the benefits derived from their IoT smart device. Furthermore,
the finding of this study aligns with findings from studies conducted by Internet
Society and Harris Interactive. Both studies identified that consumers do have
genuine concerns about security and privacy when it comes to IoT smart devices
and the Harris Interactive study clearly identified consumer complacent attitude
to seek out knowledge for themselves and educate themselves to improve their
basic awareness on what security and privacy consideration should be considered
when acquiring IoT smart devices. The Internet Society also reported in their study
consumers are concerned about security and privacy, but they lack the know-how on
how to adapt and adjust their device settings to alleviate these fears and concerns.
Based on these findings it can be inferred that there is a need for government
intervention and the consequently the government are already gearing up to address
this issue as a matter of urgency as previously identified in this study.

3 IoMT Cybersecurity Framework Design

Alter (2003), Bunge (1985) and Simon (1996) suggest that information systems
designed to support organisations are complicated, artificial and purposeful. The
common composition of this design includes people, structures, technologies and
work systems. For this study the Hevner et al. [6] Information Systems Research
Framework diagram below will serve as a guide to design the proposed IoMT
Security and Privacy framework (Fig. 2).

The illustration above is presented by scholars as a conceptual framework
designed to aid the understanding, execution and evaluation of IS research merging
behavioural-science and design-science paradigm. The framework serves as a tool
used to position and compare these paradigms. The Environment according to
Simon (1996) describes the problem space where the phenomena of interest resides.
Silver et al. (1995) suggest that the environment is made up of people, (business)
organisation plus their existing or planned technologies. Therein lies the definition
of the goals, tasks, problems and opportunities that the business need from the
perspective of the people within the organisation. These perceptions are influenced
by the roles, capabilities and characteristics of the people within the organisation.
Furthermore, business needs are identified by assessing and evaluating the context of
organisational strategies, structure, culture and existing business processes. All the
above-mentioned are then positioned comparatively to current technology infras-
tructure, applications, communication architectures and development capabilities.
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Fig. 2 Information systems research framework. (Source: Ref. [6])

The summation of all these essentials contributes to defining the business need or
“problem” from the researcher perspective [6]. Thus, framing research activities to
deal with the business needs gives credibility and relevance to the research.

The bedrock of IS (Information System) framework design according to
behavioural and design science is a combination of people, structure, work system
(processes) and technology as illustrated in the IS conceptual framework diagram
in Fig. 3. Thus, IS conceptual framework will be used as the building block for
the proposed IoMT framework for this study. The IoMT Security and Privacy
Framework is designed to introduce structure to the key areas that have been
identified to represent vulnerability bottlenecks within the healthcare sector.

3.1 Management Information Systems

The IoMT Security and Privacy framework provide a holistic view to support
all cross functional and inter-organisational business processes and this will be
supported by robust Management Information system that will outline succinct
business outcomes including adequate measures and controls. These management
systems will include the organisations acceptable risks tolerance and prescriptive
actions for managing risks at different levels. The information systems inculcate
the governance of information security management across all the management
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Fig. 3 IoMT security and privacy framework. (Source: Sagay A)

systems and define policies. It will also cover risk management adopting the
agnostic characteristic of ISO27001. The ISO27001 standard dictates that security
policies must be clearly define and documented procedures must be in place for
assessments and treatment of risk. The management Information system represents
a holistic perspective and as such the overarching security governance must be
all encompassing therefore the Information security Governance Framework will
be considered as a good fit to reinforce and ensure a robust security and privacy
environment across functions and business activities (Fig. 4).

3.2 Stakeholder

Stakeholders are the people that have a keen interest and/or affected by activi-
ties within the organisation or more specifically the healthcare sector. Different
stakeholders have different needs and requirement and as such it is important to
define the different types of stakeholders by mapping out the entire high-level
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Fig. 4 Information security governance framework. (Source Veiga, A. D. and Eloff, J. H., 2007)

view of all stakeholder landscape that will be affected by the diverse activities
and functions across the organisations. The above-mentioned will be handled
by the Define Stakeholder Landscape step. Another aspect that will need to be
considered is the definition of the different roles and level of involvement for the
different stakeholders this will ensure expectations are properly managed and a
good governance process across the entire stakeholder management process. This
later part will be handled by the Define Stakeholder Boundaries step and will
include detailed stakeholder matrix. The dynamic of business activities can cause
the role and level of stakeholder involvement to change and as such there needs to
be adequate process and controls to manage these changes. This will be handled by
the Manage Stakeholder Boundaries step.

3.3 Data Governance

Data is the key commodity of the healthcare sector and represents the focal point
of target of cyber-criminal activities and must be protected at all cost. Good
data governance guarantees secure accessibility to top quality data that allows
integrated data-driven decision making resulting in measurable outcomes [4]. Five
key principle have been identified for the successful implementation of a robust data
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governance solution and they include: Data Ownership, Data Stewardship, Role
Definition and Accessibility, Reliable Flow of Information and Knowledge from
information.

3.4 Data Ownership

Data ownership is primarily about accountability, responsibility and conduct around
the organisations data. It set out the guidelines, standards and best practice of data
management within the organisation. The underlying focus is ensuring behavioural
control measures are in place outlining the correct definition, production, organisa-
tion and use of information. Given the IoMT data are stored in the cloud the policies
will need to include controls and measures to manage data stored in the cloud.

3.5 Data Stewardship

Data stewardship is concerned about the quality of data and is centred around
industry standard Data quality framework. The framework is an iterative process and
supports collaborative working which promotes transparency and helps to achieve
the benefits of good quality data. Data quality is an essential requirement for making
data informed decisions (Fig. 5).

3.6 Role Definition and Accessibility

Privacy, compliance and security are defined under role definition and accessibility.
The healthcare sector operates an inherent risk environment owing to the sensitivity
of the data hence why data governance is integral to the industry. Ensuring that
adequate risk management strategies and embedding risk awareness culture within
operational activities is paramount [11]. Furthermore, alignment with other business
functions such as record retention compliance requirement will result in a successful
and robust data governance.

3.7 Reliable Flow of Information

Good data governance needs to have a solid Information Architecture and Integra-
tion that will promote and support the standardisation of common data definitions
and ensure these definitions are made available across different platform resulting
in good and well-informed decision making. The benefits of having common data is
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Fig. 5 Data quality framework. (Source: Sullexis Consulting)

that it can be utilised in multiple locations to define current and future capabilities
within the organisation, design a durable architectural ecosystem and encourage
organisation wide data integration.

3.8 Knowledge from Information

Organisation are heavily reliant on their body of data knowledge especially in the
era of big data where data represents competitive advantage and as such reporting
and analytics of organisation business data is critical for informed decision making.
Data is at the core of all healthcare section activities and the entire IoMT ecosystems
extrude data and as such a good measure of quality control will need to be put in
place.

3.9 Regulations

Legislative and compliance requirements help organisation to promote and incorpo-
rate best practice across functions and business activities. The healthcare sector is
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heavily regulated, but majority of its legislation focus on patients care and licensing
requirement for medical personnel. The risk landscape is constantly changing
and there is an urgent need for a culture change within the healthcare sector
because cyber security responsibilities can no longer be considered as a problem
for the IT department. NIST DES (Data Encryption Standards) Standards offers
guidance and best practice relevant to the primary commodity of the healthcare
sector. Specifically emphasising the importance of cryptographically protecting
sensitive and/or valuable data against disclosure or undetected modification during
transmission or whilst it’s in storage. A good regulatory framework provides well
defined Policies and Procedures and must be embedded within the core activities of
the organisation. Regular Reviews and Evaluation of Policies and Procedures will
result in a culture change and remove the danger of treating Cyber Security risk as a
one-off independent activity and a good Plan for the Implementation of Policies will
reinforce and send a message across the organisation of its priority and importance.

3.10 End-Point Devices

The threat landscape of IoMT is vast and growing rapidly especially the end-
point devices. The discovery or implementation of any solution to a problem
requires an in-depth understanding of the complexity and challenges of the problem
environment in other words IoMT Security cannot be planned for, monitored,
managed or controlled if the complexity and challenges are not identified and fully
understood. The FDA (Food and Drug Administration) defines IoMT end-point
devices as “Instruments, apparatus, implement, machines, contrivance implant, in
vitro reagent, or other similar or related article, including a component part or
accessory intended for use in the diagnosis of disease or other conditions or in
the cure, mitigation, treatment, or prevention of disease”. Thus, a discovery and
identification of data communication and transmission between end-point devices
and other component within the IoMT infrastructure can offer valuable insight for a
robust security solution.

3.11 Device Ecosystem

According to the Global System for Mobile Communication Association (GSMA)
endpoints are physical computing devices responsible for performing motoring
activities such as detecting, and it operates as part of an internet-connected product
or services including wearable devices. Typically, endpoint device will also connect
to hospital networks as well as other medical devices. The end-point communication
ecosystem provides transparency by creating visibility potential data entry and
exit points for greater control and traceability. Furthermore, this transparency will
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provide insights for tailored security consideration as one sight cannot fit all given
the complexity and disparate nature of the requirement of the healthcare sector.

3.12 People, Process and Technology

Achieving the benefit of good and effective governance cannot be a one-time
exercise or activity but rather a continuous cyclical and iterative process that
is executed by people and overseen by robust and well-defined technology solutions.
The Healthcare sector is complex in its diversity and as such adopting a one size fits
all security solution presents a challenge. The model is built on three principles:

• Ontological approach gives autonomy and singularity to its object and still allows
the object qualities to exist independently.

• Centred around stakeholders by considering the disparate security requirements
and responsibilities of stakeholders within the healthcare sector. The diverse roles
mean that different stakeholder’s (Patients, Medical Professionals and System
Administrators) need will require a different type of interaction with the solution.

• Scenario-based concept considers the heterogeneity of the IoMT device land-
scape which will also require solutions to be considered according to the business
security requirements.

4 Conclusion

This study has proposed an IoMT Security and Privacy Framework based on the
key concept of design science paradigm of people, processes and technology in
addition to adopting as well as adapting existing best practice standards that are
in alignment with the objectives of the framework. Discussions also included the
attractiveness of high-level security and privacy breaches of healthcare sector for
criminal due to the financial gain and the patient centric nature of the industry
means its lagging behind in cybersecurity expertise therefore making it an easily
accessible target. In addition, it discussed the unique security and privacy challenges
of IoMT particularly homing in on the complexity of the diverse stakeholder
security and responsibility requirements and the challenges of the heterogeneity
of end-point devices making the idea of a single solution of one-size fits all not
advantageous for this environment. Having discussed and considered all of these
things the IoMT Security and Privacy Framework was then created with emphasis
on data governance because it represents the most valuable commodity within the
healthcare sector, stakeholders as they are responsible for executing activities within
the operational environment and unique processes tailored and designed to meet
the diverse security and privacy requirement as dictated by the environment as
well as the stakeholder’s responsibilities and requirement. This approach takes a
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holistic view of the organisation strategies and management information systems
as it provides visibility across cross functional and business integrated activities.
Furthermore, the IoMT Framework represents a good fit for the proposed new law
as manufacturer will have the benefits of innovative design for products whilst
still ensuring devices have the appropriate security and privacy requirements.
Conceptually the IoMT Security and Privacy Framework was built on the inherent
research principle which suggests that framing research activities to deal with the
business needs gives credibility and relevance to the research.
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Biohacking Capabilities
and Threat/Attack Vectors
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Abstract The Internet of Things is a cutting-edge technology that organisations
are adopting them in order to increase their business productivity and speed the
operations. It has been involved for homes, companies, industries and now it is
present in healthcare. However, due to lack of standardisation and accelerated
competition, providers are deploying devices focused on innovation without having
the proper balance between security, performance and ease of use. This is leading
to new attacking vectors easing attackers to penetrate systems with confidence and
without the need to be an expert in hacking thanks to the variety of open source
tools available on the Internet e.g. Kali Linux, Github. The increased number of
cyber attacks through IoT devices has complicated the performance of forensic
investigators, reaching to Chains of Custody (CoC) easy to challenge by defenders
and the rejection of investigation cases. Healthcare organisations has become the
most attractive targets for cyber crime due to the variety and value of information
allocated on Electronic Health Records (EHR).

This chapter aim to highlight the Biohacking capabilities and presents a Digital
Forensic Investigation Process Model (DFIPM) addressing IoMT devices and
assuring data privacy during the process.
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1 Introduction

Cyber Security vulnerabilities have the potential to exist in any computer, it is easily
forgotten that everything ranging from our smart phones to an MRI scanner are
basically computers. If a malicious attack is performed on a server it can bring
down a website, on a pacemaker this has the potential to kill. The FDA (US Food
and Drug Administration) recently recalled half a million pacemakers, due to a
security vulnerability within the devices that could have been fatal [31]. Implanted
Medical devices in particular have been steadily on the rise since the conception
of medical technology, however in turn so has the dependency on such devices by
patients. Pacemakers, insulin pumps and even neural implants are commonplace in
everyday life [10, 11]. There are an estimated 25,000 people every year in the UK
that have a pacemaker fitted [30], this does not even include those outside of the
UK or those who have other medical implants fitted. This figure is set to rise further
with the ease of access to advanced medicine in the UK, as well as the longer lives
that humans are experiencing due to the advances in modern medicine [9].

Many of these varying implantable devices, and other types of medical equip-
ment, have been proven time and again to have had flaws in their security. With
little sign of meaningful changes to correct this concerning issue, it has become a
hot topic in the news and in media. In recent years there has been an increasing
amount of attention towards medical device hacking [26], though no meaningful
changes have been made to existing laws and legislation. The issue is a disconnect
between the medical manufacturing industry and the field of Cyber Security, at first
glance you could almost assume that these devices are being developed with only
basic security principles in mind.

Malicious attackers are enhancing their tactics, techniques and procedures
(TTPs) in order to cause security breaches within organisations leading to data theft,
manipulation or blackmailing for instance. An article from Forbes (2019) claims
that Electronic Health Records (EHRs) can be worth $1000 (£778) for hackers and
therefore the steady increase of cyber-attacks towards the medical sector. One of the
most relevant breaches affecting medical processes was the WannaCry ransomware
attack over England National Health Service (NHS) [20] that caused a total of
19,000 appointments cancelled and £92 million in investment to remediate and
recover from the incident. In addition, an article presented by DiGiacomo [11]
presents that in January of 2018 there were reported approximately 115 cyber-
attacks, which the one with highest damage rate was over Health South-East RHF,
a healthcare organisation that manages hospitals in Norway with a possibility that
over 2.9 million users are potentially affected by the breach [5].

Various governing bodies have discussed the idea that the internet should be a
human right, providing all of humanity with information and tools that can be as
helpful as they are dangerous. It has been proven on numerous occasions that a
whole range of medical equipment can be hijacked by a third party, ranging from
X-Ray systems, CT Scanners and even Blood Refrigeration Units [36]. Yet despite
this knowledge, there has been little advancement towards even the regulation of
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security within such devices, thus attacks that were used in 2008 may still be viable
in 2018. There are governing bodies who regulate the manufacturers of medical
devices, however, there appears to be an oversight when it comes to the regulations
to enforce adequate security.

2 Value of Healthcare Data for Organised Crime

The article from Morgan [25] points out how data breaches on healthcare are
increasing steadily, reaching to a number of 20,836,531 records leaked. Attackers
are showing their high interest in this type of information within healthcare services
as shown on the previous section, and furthermore, the selling or health records in
the black market are rising sharply.

Healthcare has become part of CNI because of the sensitivity of data held by
these organisations. Furthermore, the fact that IoT has been involved in this sector
enhancing services and easing patient’s life style connecting more devices to the
internet implies more risks associated in terms of cybersecurity.

The research from Ibarra et al. [13] claims that EHRs offer a significant wealth
of information, attracting hackers to exploit and steal. It contains information
such as:

• Demographic information.
• Full names, same as shown personal IDs, driver licenses, passports.
• Address history.
• Work history.
• Names, ages, contact details from relatives, which can belong to parents, siblings,

life partners or any representative the health provider contacts this person in case
the patient faces an emergency.

• Financial information, including bank details, credit/debit cards.
• National Insurance Number (Social Security Number outside the UK).
• Medical history, which contains sensitive information. It includes details of pre-

vious medical appointments along with details from doctors, nurses. Moreover,
it likely has critical information such as allergy details, surgeries the patient
was submitted, results from medical diagnosis such as xrays, electromagnetic
resonance. The appointments listed include diagnosis, prescriptions, treatments
and dates for the next medical control organised in a chronological manner.

EHRs contains precise details of the victim’s life. Once a health provider was
subject to a security breach compromising patient records, customers who got
involved within the breach can likely get exposed to extortive blackmails for
a lifetime. Furthermore, if EHRs contain additional information such as cancer
diagnoses, STDs, psychological conditions established (i.e., asperger syndrome,
autism, depression, alcoholic), the victim can be exposed to public embarrassment
or political assassination depending on the goals of the attackers.
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The research from Terry [33] claims that the development of electronic patient
health record (E-PHR) systems, the usage of personal health technologies and the
Internet of things (IoT), caused policy-makers to highlight a big concern regarding
the massive increase of IoT devices used by consumers, whilst data is created and
processed every second therefore, the increase of cyber threats and attacking vectors.
In addition, he also points out a great challenge to protect healthcare data in the
future. This is due to the lack of training and preparation for precision medicine, and
usage of robotics for sensitive procedures like surgeries for instance. Therefore the
need for the deployment of reliable frameworks, methodologies and standardisation
of technologies that could allow organisations to protect their digital assets and
respond effectively against any security breach attempt. In addition, the process
model proposed for forensic investigation would support businesses to learn from
their previous mistakes in order to harden the security posture. Nowadays cyber
security is a vital component for businesses to continue competing within the market
and it is paramount to adopt the last updated technologies along with training and
awareness methodologies before, during and after an incident. This could support
investigators to execute the expected top level reports in order to track the origin and
author of the unauthorised activities.

3 GDPR in Healthcare

It is necessary to understand how the implemented GDPR has taken effect across
IoT networks in order to determine the deliverables, and ascertain with the main
stakeholders within the usage of IoT-based medical devices. This will be performed
by critically analysing the research from O’ Connor [29], which proposed an
approach of the “Privacy by Design” principle for IoT environments. This research
highlights the importance of an electronic consent (eConsent) in order to proceed
with data management, being proactive and not reactive for instance. This regulation
points out with emphasis the importance of assuring data privacy and the protection
of owners when their personal data has being compromised. In forensic investiga-
tion, the assurance of transparency and privacy are vital because businesses must
keep producing during an incident, otherwise it would imply significant financial
losses, customer dissatisfaction and therefore, their reliability would decrease. In
addition, the GDPR sets up to £17 m in fines if the local authority considers that the
organisation was considered incapable of executing the necessary steps to protect
personal information.

The research from Shu and Jahankhani (2017) claims the impact of the GDPR
on the Information Governance Toolkit pointing out on healthcare. Mentioning
the impact of cloud computing for allocation of huge amounts of data with
focus on six benefited assets as shown in Fig. 1. Governance is one of the main
components for effective cyber security regardless of the speciality area. Effective
communication and control allows to achieve regulatory compliance and policy
enforcement assurance. During a forensic investigation, it is possible that policies
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Fig. 1 Impact of cloud computing in healthcare

and procedures would get changed as result of the lessons learned during a cyber
incident along with modifications on the technical infrastructure and configuration
management procedures.

4 The Role of Forensic Investigation in IoMT

Forensic investigation is an essential part of incident response in cyber security
following the NIST Cyber Security Framework. It shows details of the performance
of the intrusion, actions and methods that attackers performed, along with assets
compromised (systems and/or data). Furthermore, it allows organisations to learn
from those mistakes in order to mitigate risks and if applicable the modification or
implementation of new cyber security strategies either technical, organisational or
legal because compliance is a feature in this field.

Healthcare providers must get adapted to the last updated guidelines, frameworks
and standards because the are holding sensitive data that could cause unmeasurable
damage if it gets leaked. In addition, the adoption of IoT in medical environments
expanded the risks within the industry and because IoT is not standardised yet,
can cause extensive trouble for investigators to collect evidence and present
comprehensive reports either for courts and the compromised organisation in order
to mitigate risks.

However, the threat landscape is subject to modifications and it would depend
whether the Internet of Things gets standardised or not during the next years.
Otherwise, it will difficult the job from forensic investigators leading to cases
rejected or lost due to lack of relevant evidence supporting the investigation.
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4.1 Challenges of Digital Forensic Investigation in IoMT

Digital Forensic (DF) investigation is a process that works along with Incident
Response in order to extract information from a particular device, system or
infrastructure, which is submitted to analysis, preservation and presentation of
digital evidence that can be used to identify activities related to security/policy
violation or crime. Nevertheless, there is not a standardised model that can provide
an overview of the entire investigation. In fact, some of these came from the
experience of ethical hackers, system administrators and law enforcement entities
without the solidity and consistency that involves every stage of the investigation
(technical and non-technical). An investigator might present relevant and incriminat-
ing evidence in a comprehensive and consistent manner targeted to legal authorities,
otherwise the case may be lost or discarded during the investigation process [22,
23, 24]. Considering that most of devices are unlikely to show or contain the
necessary consent from users [29], the limitations that Internet of Things (IoT)
present in terms of hardware and software, the complexity in its architecture, no
standardisation present, along with the recently enforced European Global Data
Protection Regulation (GDPR), the requirement to define a comprehensive and
holistic forensic investigation model that ensures data privacy and compliance
maintaining most discretion during an investigation in order to protect people during
and after a security breach.

Khan et al. [18] claim that forensic investigation in the Internet of Things
demands solutions from researchers, security and IoT experts, along with cloud
computing providers to secure the infrastructure during a security incident. Nowa-
days, it is a fact that one of the main targets for malicious attackers are EHRs from
patients and therefore, investigators muse assure privacy to data owners during the
investigation process. This is because stolen records can lead to severe damage
including terrorist-based attacks attempting against the person’s life.

The information showed below following Fig. 2, shows the challenges that
forensic investigation presents in medical IoT along with details of each component
mentioned in the mind map. Considering that IoT works on a similar way as cloud
it has been divided into three stages that require investigation. Firstly the device
from users, secondly the network where the information is being transmitted and
finally the cloud servers. It is important to recall that all digital evidence extracted
and sent to courts must be reliable, authentic, complete, believable and admissible
in order to present it showing the overall of the investigation.

In addition the evidence analysed must contribute to the incrimination of the
malicious actor involved with the unauthorized action performed. Details of every
component of forensic investigation in IoMT along with their own challenges are
shown below.
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Fig. 2 Digital forensics challenges in IoMT

5 Attack Vectors

All medical implants are required to operate on the MICS band [35], this range
is 402 MHz to 405 MHz. There have been many successful hacking attempts on
implants by hijacking the RF module [12], this is the most commonly used com-
munication method for implants, this however is due to change and be updated to
Bluetooth technology. There is a serious risk for medical equipment within third
parties companies and institutions such as the NHS, there were 93 cyber-attacks
taken place in healthcare organizations from 2013 to 2016 [2].

The paper “Hacking NHS Pacemakers: A Feasibility Study” [1] demonstrates a
blackbox test on NHS implants, in this case pacemakers were chosen. Based on the
results the most common attack vectors can be defined as:

• Denial of Service (DoS)
• Replay Attacks
• Code Injection Attacks
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5.1 Denial of Service (DoS)

DoS is a type of cyber-attack, the intended aim of which is to take the targeted
source offline [7]. The methodology behind this attack is to overload the target by
overpowering its resources, this is achieved by sending a multitude of spam data
signals at the same time. This attack cannot work if the intended target has enough
resources available to cope with the extra workload, in these instances more devices
are required to perform the attack and succeed. DoS attacks can be combined with
a code injection attack, the idea behind this is to execute spam code whilst flooding
the connection to intensify the effect.

The primary defence methods for this type of attack are as follows:

• Disabling the wireless functions of the target to stop all communications
• Increase the resources available to the target so it can cope with the extra load
• Limit communication to only specific pre-authorised devices

In RF terms, the equivalent of a DoS attack is signal jamming. This is achieved by
broadcasting on the same frequency but at a higher power than the target, effectively
this is spamming the airwaves in the same way that a DoS attack spams wireless
communications. This results is the device being unable to cope with the high
levels of interference and in theory, may cause erratic behaviour in the unit such
as performing at a slower rate or even powering off entirely [16].

There are few ways to protect an RF device against signal jamming, the most
efficient way is to attempt to mask the transmission so the attacker does not know
which frequency to jam. Code Division Multiplexing (CDM) is an alternative
method of combating signal jamming in UHF systems (Thakur n.d). CDM works
by spreading the spectrum of the signal into multiple channels, then each channel
is encoded with its own unique code. Only the receiver of the signal knows the
code generated, though the spreading effect does reduce the overall power of each
channel.

In theory, a pacemaker or ICD should only be accessible by the corresponding
manufactures programmer, however, as can be seen in the previous examples of
attacks it has been possible to bypass the need for these devices. Fundamentally this
is an unavoidable failing with all communication technologies. If you are going to
allow wireless connectivity then you must account for unauthorised access attempts,
so plan accordingly.

5.2 Replay Attack

Home monitoring units send data to and from pacemakers and ICDs when the user
is in the vicinity. This data can be captured mid-traffic by utilising the listening
functions of a radio antenna, and then it can be replayed back to the device. Since
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the data or commands it is being sent came from the device originally it may be able
to read them, whether the unit accepts this signal is down to the security employed
by the receiver.

Since medical implants are commonplace in the UK it is expected that the MICS
range could be flooded with signals. These signals clearly do not affect each other
however as otherwise they would be subjected to constant replay attacks. Therefore,
it can be surmised that some form of unique identifier must be used. If this is
the case, then to successfully perform this attack a signal from the same device
must be played back to it. If this is not the case then, theoretically any signal from a
device of the same type and manufacturer could be used to attack any other.

5.3 Code Injection

Code injection is a generic term that refers to the unauthorised uploading of
potentially malicious code [6]. The programming language used can alter however
the fundamental techniques remain the same. When malicious code is packaged it
is referred to as malware, this is a catch-all term given to computer viruses.

There are various cyber-security platforms and automated software that is
specially designed to remove malware, however, if this code is not detected by
such tools then it is left to the user to go through the system until it is found.
Anti-virus providers and cyber-security agencies typically have in-house experts
who specialise in searching for malicious code, once found their clients are notified
and a patch to resolve the issue is pushed out. There are many skilled individuals
who design malware to perform all sorts of functions such as stealing information,
hijacking a device, blackmail purposes or just because they enjoy doing it. Due to
the increase in IoT devices and expertise in computer skills, the amount of malware
in circulation will exponentially increase.

Pacemakers and ICDs are re-programmable, they have to be to ensure that any
issues with the software can be patched. This opens up a possible avenue for attack,
if code is accepted from any source then malicious malware could be uploaded to
the device instead. Code does not need to be long and complex, if simple commands
are accepted then it would be possible to upload a command to download the data,
wipe the device entirely or even switch the device off.

5.4 Summary

Radio Frequency has been previously stated as being easily breakable, however, the
results from the 2019 work could argue that they are shielded enough to alleviate
users concerns. It could be a legal consideration as to why documentation states
potential risks of EMI interference, that device manufacturers who implement RF
technology must inform the user of potential risk.
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The devices used in the tests in 2019 were provided by the NHS, they were
standard modern units and as such it is expected that they should have a reasonable
defence against hacking. The conclusion of the work was that for the attacks to work,
the individual must have expertise and knowledge of both wireless commination
(in this instance RF) and the inner workings of the devices being targeted.

6 Forensic Investigation on the Internet of Things
and Considerations on 5G Networks

As shown in Sect. 4.1, performing forensic investigation on IoT is complex due
to the multiple architectures that investigators have to deal with. In addition, the
arrival of 5G makes it more complex because of the massive use of Software
Defined Networks (SDNs). Performing forensic investigation on IoT could mean
to interact with cloud servers, communication between different VPSs, performing
packet analysis between transport networks and SDNs and also analysing infected
devices of end users that could violate their rights in terms of data privacy.

The proposed forensic investigation process model is done considering the main
components that involve an IoT architecture as mentioned on the previous sections.
It has been designed from high to low-level approach allowing forensic investigators
to obtain precise information and retrieve a better perception over the detailed
components, named processes, stages, sub-stages and principles. It consists of 7
processes, which each one is formed by a different number of stages. This guideline
is shown only at its high level, and details of the model can be found at the
research from Ibarra et al. [13]. The overview of this model works along with eight
concurrent processes regardless of the architecture investigators are interacting with
(Fig. 3):

• Preserve Digital and Physical Evidence – Evidence must be retained in its
original form and its integrity must be preserved from the opening to the closing
stage of the investigation for both physical and digital evidence. It is paramount
for investigators to show that evidence has not been altered and if some
unavoidable changes were made to report them and justify. IoT networks deal
with massive amounts of personal data therefore, the requirement of ensuring
privacy during the investigation to assure GDPR compliance. Achieving privacy
and integrity of physical and digital evidence ensure a high quality investigation
and reliable evidence to present it to a court. The preservation process might
involve investigators to prevent people without authorisation to enter or leave the
crime scene, system/device/network/VPS isolation to acquire the volatile data
and locate suspicious processes running. Preservation also includes the assurance
of log files before its removal and a full backup of the imaged system.

• Preserve Chain of Custody – Digital evidence is often prone to be handled
by different parties, and in some cases its poor preservation allows courts and
defensive members to challenge it with confidence leading to its rejection.
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Fig. 3 Guideline for forensic investigation on IoMT

Events are correlated in order to reconstruct the crime scene within a CoC,
and this must be considered the main component for any forensic investigation.
Potential digital evidence is gathered from threat hunting and incident response
(IR) detection stages, processing physical and digital crime scenes, hence the
initiation of the CoC and this principle should be observed from the IR detection
stage. Proper, accurate and detailed documentation are essential to preserve the
CoC as well as supporting evidence such as videos, pictures and drawings. In
addition, a reliable CoC demands from investigators to records of the personnel
responsible for handling evidence including actions taken with dates and it might
require the development of supporting documents that would contribute to the
final report prior to its presentation in courts.

• Manage Information Flow – This principle is about the permission for investiga-
tors to interact with the variety of laws, languages, etc. appropriately during the
entire investigation. One example is the interaction between two investigative
entities responsible for the same case, or digital evidence exchange between
parties. It can be protected using hashing algorithms such as MD5, SHA-1 or
any PKI-based encryption.



128 J. Ibarra et al.

• Maintain a Detailed Case Management – It refers to manage wisely the inves-
tigation, record and keep track of evidential items, events and crucial forensic
findings. Casey [4] points out the importance of this principle as one of
the main components of scaffolding to bind all evidence, reports, supporting
documentation for the building of a strong case. Likewise, Khatir et al. [19]
highlights the effectiveness of an investigation based on strong case management.

• Prepare Tools and Techniques – Forensic investigators must need to use diverse
tools and techniques to perform each process during the investigation. This
principle is extensively covered by standardised documents such as NIST [17],
The International Organisation for Standardisation (2005), (2013), same as
technical reporting like the Information Assurance Advisory Council (IAAC)
[32]. The known tools can be used for system imaging and data carving i.e. FTK,
EnCase, as well as for packet analysis i.e. Wireshark, Tcpdump, Solarwinds.
However for IoT devices it is likely to perform some reverse engineering
techniques to assess the behaviour of the firmware and determine any malicious
code modified against the original with tools such as IDAPro, GDB for instance
and the execution of MITM attacks to extract the current firmware from the
device depending on the communication protocols developed by the provider. For
IP address tracking there are a variety of open source and online tools i.e. ping,
nslookup, dig, traceroute, Whois, WhatIsMyIPAddress [34] or IP Location [14].

• Obtain and Adhere to Consent – Any investigation requires authorisation either
internal or external. This principle requires from investigating entities to obtain
proper consent from: governments, system administrators, users., when carrying
out an investigation. Now that GDPR has been implemented across Europe, it
is paramount for investigators to execute processes precisely because personal
data must not be compromised during an investigation and the protection of
people is crucial. In addition, it is possible that users must not allow the retrieval
of potential evidence for security reasons that could likely interfere with the
performance of investigators. One option is the proposal of a smart contract [21],
based on blockchain technologies that allows to perform a secure and reliable
forensic investigation.

• Maintain a Detailed Documentation – Activities and actions performed must be
logged and documented in detail using comprehensive vocabulary that would
allow legal courts to understand the details of the crime executed in order to
make fair decisions when the case is presented on audiences. The documentation
includes possible changes across the investigation that should be recorded and
mentioned during the presentation to justify the actions that investigations
performed.

• Interact with Physical Investigation – Even the crime was performed in the
digital world, the main component of technology is people. Investigators must
interact with people involved in the scene that might witness some unusual event
that could contribute to the development of the investigation. However, details
should be recorded and authorised by the witness to be presented due to the
GDPR regulation. The more supporting evidence investigators collect to present
at courts, the stronger and more reliable the CoC gets.
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The adoption of IoT must be heavily considered as an important use case in 5G
because of the resource constraints that these devices currently have (e.g. e-home,
wearable/implantable devices, industrial IoT). It is paramount to consider that 5G
networks offer higher download/upload speed rates, and the current cyber attack
trend that is currently affecting 4G. Therefore, 5G will offer more efficient execution
of attacks especially affecting the most of software-defined layers.

For instance, as shown in the research by Nomikos et al. [28], the communication
in 5G is defined by software as well bringing the challenge of creating a Dynamic
Radio Access Control Network (DyRAN). Hence, controlling unusual behaviour in
this part is important to avoid resource consumption, and this lack of accountability
is of course a clear problem for IoT as shown in Nieto et al. [27], which clearly
affects 5G networks as well.

Other important feature of 5G is the Device-to-Device (D2D) communication
created to increase the coverage of the network e.g. network relays [28]. This could
facilitate the set of vulnerabilities and attacks propagated hop by hop leading to
possible access to critical parts of the infrastructure i.e. software controllers. As
shown in the ENISA 5G security report [3], SDN controllers are prone to attacks to
the communication APIs between controllers and between controllers and the SDN
elements close to the end user.

One of the most important topics to discuss in 5G is the Mobile Edge Computing
(MEC), bringing improvements in terms of data, storage and performance exploiting
the latests changes in this new architecture. Therefore, the requirement of working
with massive data traffic amounts. Finally, a critical feature is the ability to virtualise
network functions and thus, using Network Function Virtualisation (NFV) allows to
replace software with more ease compared with hardware based networks. This can
allow to isolate attacks immediately by just stopping the service and containing
the infected VPS, but on the other side the use of software leads the system to
vulnerabilities related to coding errors and the requirement of constant patching.
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Abstract Precision healthcare is an emerging concept that will see technology-
driven digital transformation of the health service. It enables customised patient
outcomes via the development of novel, targeted medical approaches with a focus
on intelligent, data-centric smart healthcare models. Currently, precision healthcare
is seen as a challenging model to apply due to the complexity of the healthcare
ecosystem, which is a multi-level and multifaceted environment with high real-
time interactions among disciplines, practitioners, patients and discrete computer
systems. Digital Twins (DT) pairs individual physical artefacts with digital models
reflecting their status in real-time. Creating a live-model for healthcare services
introduces new opportunities for patient care including better risk assessment and
evaluation without disturbing daily activities. In this article, to address design and
management in this complexity, we examine recent work in Digital Twins (DT)
to investigate the goals of precision healthcare at a patient and healthcare system
levels. We further discuss the role of DT to achieve precision healthcare, proposed
frameworks, the value of active participation and continuous monitoring, and the
cyber-security challenges and ethical implications for this emerging paradigm.
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1 Introduction

Traditionally, the healthcare system was reactive by design. It supported patients
after they became symptomatic with the disease rather than providing preventative
care. This has changed over time, with the ambitious definition of health as the
state of complete wellbeing including the physical, mental, social aspects on top
of the biomedical one [1]. The evolving concept of healthcare deviated from
focusing solely on the illness towards primary healthcare and health promotion [2].
Healthcare became a multi-level multifaceted complex.

In addition to the change in defining what is ‘health’, the complexity in healthcare
resulted from the interaction of different factors such as the specialities in medicine,
communication channels, the health system, and the context in which all of
these operate. This complexity has undermined the adoption of digitally-enabled
innovations in healthcare and often led to resistance in adaptation or failure in
application [3].

The emergence of evidence-based medicine helped to ‘regulate’ the clinical
decision process by healthcare professionals to achieve optimal treatment. In
principle, this requires regular development and updates to clinical guidelines based
on research findings. However, the guidelines could not replace the human factor
in terms of the physicians’ experience, and the patients’ input [4]. Additionally,
patients’ needs are often complex and require a personalised management plan,
think about chronic conditions and co-morbidities.

Recent years have witnessed a surge in digital health technologies but their
adoption into clinical practice is comparatively slow. While there is a profound shift
in the way individuals participate in health matters, the transformative benefits of
the technological innovations remain to be realised. Therefore, better understanding
is needed on how new healthcare technologies meet the needs between patients and
healthcare practitioners and how this leverages the quality of care [5, 6].

The concept of Digital Twins (DT) has emerged to enable modelling and the
fusion of individual physical artefacts with digital models reflecting their status
in real-time. Healthcare, one of the fastest-growing sectors, due to its system
complexity has a need to model its services and resources to improve the quality
of care, services and patients’ outcomes [7].

In this article, the challenges and the role of digital technologies in healthcare
are discussed alongside the concept of DT technology in precision healthcare.
We discuss the key transformational technologies and examine recent work in
proposed DT frameworks. We further discuss the role of DT to improve the delivery
of precision health. We cover the cyber-security challenges afterwards. The last part
of the article deals with the ethical implications for this emerging paradigm.
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2 Defining Precision Healthcare and Digital Twins

2.1 The Cost of Healthcare and Its Challenges

The healthcare lifecycle, a continuum originating at birth and ending at death,
is a highly complex ecosystem converged of multiple disciplines which makes it
incredibly difficult to view healthcare as a single domain. Globally, there are several
approaches to healthcare, some are driven by the private sector (e.g. Switzerland,
USA), others include the UK’s National Health Service, the social insurance-
based system of France, Netherlands and Germany and there is also the Canadian
provincial government health insurance.

In the USA, it is widely acknowledged that healthcare costs, at almost 18%
GDP in 2011 and forecasted to rise to 20% by 2020, in their current form are
unsustainable. Challenging areas include preventative care, increased dependency
for the chronically ill for whom coordination is deemed essential for health and
function, and excessive use of medication [8]. Medical errors are the third leading
cause of death [9], therefore, strategies are required to design safer systems to
mitigate the frequency, visibility and consequence of these errors. Canada’s health-
care expenditure represents 11.3% of its GDP. The data reported by the Canadian
Institute for Health Information shows that in 2016, 16.5% of the population was
in the age group of 65 and older with the highest spending of 44.8% on the
health expenditure [10]. Within the EU member states, Germany has the highest
healthcare expenditure equivalent to 11.3% GDP, but this varies across member
states based on a number of factors ranging from disease burden, system priorities
and costs. A significant portion of the health expenditure is spent on curative and
rehabilitative care while other major categories are health-related long-term care
followed by prevention and public health [11]. In the UK, the healthcare expenditure
is at 9.6% GDP according to the latest available information from the Office for
National Statistics (ONS) with 96% of the government spending related to curative
or rehabilitative, health-related long-term and preventative care [12].

Latest data published by the United Nations Department of Economic and Social
Affairs show that the global population is ageing with the number of older people
set to double to reach 2.1 billion by 2050, overtaking the adolescents and youths.
In addition, of the 67 countries surveyed, data indicates that more older people
live independently compared to 1990 [13]. Specifically, in the UK by 2040, it is
estimated that one in seven people will be aged over 75 [14]. With greater longevity
comes increased demand on the healthcare system and increase in complexity of
care due to long-term and chronic disease. It is estimated that nearly 50% of
all medical resources globally will be used by the elderly [13] with the health
threats of those 75 years of age and over attributed to chronic illnesses, respiratory
disease, Alzheimer’s disease including other forms of dementia, diabetes and heart
disease [11]. In 2015 across the European Union 1.2 million people across EU
died prematurely that could have been avoided through more effective healthcare
[11], with 86% of all deaths in Europe attributed to chronic diseases, and 80%
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of those affecting elderly over the age of 65 [14]. Duration, treatability, added
complications, prevalence and weakened immune system are some of the facets of
chronic diseases, which if combined with independent living within the community
create complex medical needs across multiple healthcare disciplines. The World
Health Organisation reported that chronic disease threat is increasing, it needs to
be better understood and acted upon. Comprehensive and integrated government-
led action incorporating existing scientific knowledge is required to overcome this
threat [15]. In the UK, the government recognises the importance of technology
and innovation in healthcare to transform patients’ care with an ambitious vision of
Healthtech [16].

2.2 The Role of Digital Technologies in Healthcare

The relentless proliferation of innovations in disruptive digital technologies such
as 5G, Edge Computing, Human Augmentation, Artificial Intelligence, Digital
Twin combined with big data and substantial computational power will have a
significant impact on society over the next decade and offer opportunities to create
new digital ecosystems [17, 18]. The arrival of IPv6 and 5G networks could mean
that over 50 billion Internet of Things (IoT) devices will be connected by 2020
[19, 20] many of which are medical devices and on-body sensors. IoT enabled
Medical Cyber-physical Systems (mCPS), pave the way for the next generation
of digital transformation in healthcare. Instead of relying on infrequent visits
to hospitals, patients’ health monitoring could be used in real-time to empower
individuals, facilitate early detection, or manage plans for chronic conditions.
Wearable health sensors anticipate a $650 million global market share by 2020
which should save $200 billion in healthcare cost over the next 25 years [21].
Furthermore, assistive technologies, life-critical networked medical devices [22]
and an increase in real-time data collection create a unique opportunity to enable
healthcare professionals to deliver more convenient and accurate healthcare service
including remote operations. Smart IoT services will continue to revolutionise how
healthcare is delivered and how we manage our health [5, 7, 14, 23, 24]. Technology
will help managing large datasets, a key driver for research to improve the outcomes
for disease prevention and early detection. The widespread and consistent adoption
of disruptive technologies into healthcare fused with other smart sectors such
as smart-homes and smart-mobility creates unprecedented opportunities to lower
national healthcare spending and improve citizens wellbeing.

2.3 Towards Precision Healthcare

The term “digital health” includes a number of medical technologies, disruptive
innovations and communication networks converged inseparably in providing
healthcare services. Digital health has not been clearly defined in academic literature
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[25] despite several attempts to provide a definition for it [26–28]. The World
Health Organisation (WHO) defines digital health as “the use of digital, mobile
and wireless technologies to support the achievement of health objectives”, the
term is used interchangeably in literature with mHealth, eHealth [29], virtual
care, telehealth or telemedicine [5]. Despite advances in medical research and
improved treatments, the increasing healthcare costs, rising life expectancy and
shortage of health workers refocuses the efforts towards disease prevention. The
estimated global shortage of health workers will be 12.9 million by 2035 [30].
Preventative medicine is an established field [31], aspects of the vision originate
from the Human Genome Project which has enabled deeper understanding of
medicine, the underlying disease mechanisms, environment-biology interactions
and exploration of complex diseases including diabetes, heart disease, cancer, rare
diseases, neurological or developmental disorders leading to personalised diagnosis
and treatment [21, 32, 33]. Precision medicine is referred to by other terms including
system medicine, P4 or computational system biomedicine. These terms all describe
the idea of delivering targeted and the right treatment to the patient when it is
required [6, 32–34] (Fig. 1).

2.4 A Digital Twin for Precision Healthcare

The concept of precision healthcare draws upon the experiences of other smart
sectors. For example in engineering, aircraft engine’s health is monitored in real-
time by a quantum of sensors, actuators and controllers to prevent failures and

Fig. 1 Physical-Data-Cyber
Converged domains driving
precision health
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repairs are forecasted using “Digital Twins” (DT) [35]. In the manufacturing sector,
Industry 4.0 converges the physical and cyber domains through interconnectivity
of Cyber-Physical Systems (CPS) to provide a virtual representation of the manu-
facturing lifecycle [36]. Additionally, gathering information to pinpoint anomaly or
deviation from the norm using Artificial Intelligence is a mature concept used in the
field of cybersecurity and implemented within anomaly-based intrusion detection
systems. Digital Twining, a converged paradigm of cyber-physical-data domains,
reflects on the physical artefacts within a virtual, computer-based representation
of itself with data passed to it in real-time. The National Aeronautics and Space
Administration (NASA) suggests “a Digital Twin is an integrated multi-physics,
multiscale, probabilistic simulation of an as-built vehicle or system that uses the
best available physical models, sensor updates, fleet history, etc., to mirror the life of
its corresponding flying twin” [37]. In engineering, such dynamic computer models
are instrumental in predictive analysis, like when to carry out maintenance or when
modelling real-world engineering artefacts. In healthcare, the concept of the DT,
a “virtual patient”, is the same as in engineering. Adopting and adapting this novel
engineering practice will elevate healthcare to a different level in disease prevention,
early detection of disease, enhancement of patient care, wellbeing and lower the
cost of national healthcare. In principle these concepts can be analysed and parallels
found in analogy with practice applied in engineering and cyber security of “normal
behaviour”, “anomalous behaviour”, “predictive maintenance”, “automation” and
“optimisation” [21, 38] (Fig. 2).

Fig. 2 The role of smart sectors and enabling technologies in delivering precision health
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3 Key Enabling Technologies

3.1 Gartner’s Hype Cycle

Five key trends and a number of dominating technologies emerged in the 2018
Gartner’s Hype Cycle all of which are expected to be significant market disruptors.
Although some of these are on-the-rise such as 5G, others including AI reached a
peak with wider adoption expected within 2–5 years. The period of maturity has
been estimated as 5–10 years for Smart Robots, Smart Workspaces, Edge Comput-
ing, Digital Twins, Biochips and IoT Platforms [18, 39]. However, frameworks will
be required to create the foundation to apply these within the healthcare sector.

3.2 Transformational Technologies and Associated
Applications

The healthcare industry is undergoing a rapid digital transformation but one of the
key challenges of solving the highly complex healthcare ecosystem remains the
real-time interaction and convergence of the cyber, physical and natural domains.
An effective way to model this challenge is through the concept of DT. Within the
current trend of digitalisation, automation, application of AI and big data, Industry
4.0 has paved the way for a systematic integration of IoT and CPS converging
physical objects and digital technology to develop and maintain products’ lifecycle
from design to implementations using the concept of DT [36, 40, 41]. The concept
of product lifecycle from marketing models’ perspective, dates back to 1967, to the
development of a product lifecycle for ethical drugs, which was greatly facilitated
by the availability of the relevant data records, whilst the stages of the process were
inspired by the biological lifecycle of introduction, growth, maturity and decline
[42]. At present, despite utilising modelling, the different data streams still remain
isolated and fragmented, therefore meaningless to the smart manufacturing industry.
The aim of the current research is to shift the paradigm from focusing on the physical
products to their virtual models to solve the problem of fusing the various big
datasets across the different stages of the product lifecycle [41]. The exploitation of
recent and emerging technologies integrates the physical objects, the virtual models
and the data in real-time to create a twin representation of the physical product
in a digital space. For example, DT has been applied in Industry 4.0 as virtual
factories for as part of the asset management lifecycle [43], production system or
IoT lifecycle [44–47]. Likewise, in the aviation industry to build high-fidelity flight
models [35], to simulate aerothermal model predictions [48], to detect and monitor
aircraft structure damage [49], predictive maintenance and failures.

Findings from the emerging literature, based on their description of the digital
health ecosystem, agree on a common ground that the digital healthcare ecosystem
is a subset of larger digital ecosystems [25, 50, 51] and a core component of smart
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cities [52, 53] forming a complex growing network of fragile [54] Cyber-Physical-
Natural (CPN) systems centred around people. Digital ecosystems create dynamic
digital communities of shared infrastructures, resources and knowledge that with
associated applications can define and deliver a set of healthcare services and
interactions. Despite the volumes of data that healthcare applications produce and
depend on, the datasets remain isolated, significant data artefacts duplicated, with
number of providers maintaining multiple Patient Health Records with inefficient
sharing practices, lack of motivation to collaborate hindering early detection of
diseases or management of chronic illnesses with continued drain on the healthcare
resources, thus the quantum of healthcare data is meaningless and does not
realise the aims and benefits of precision healthcare [50]. Data collected from IoT
connected CPS creates an unprecedented wealth of information but to achieve the
true potential of the data, research was that cross-smart sector transferable solutions
should emerge from individual smart sectors [55]. For example, combining data for
beds planning, with staff rotas and patient flow aided by AI could help manage the
inconsistency between demand and capacity in hospitals [7] whilst extending the
model to add data from GPs to provide early detection of an epidemic or integrating
major incidents data from smart transport could help manage emergency care more
proactively and efficiently [56]. Additionally, combining data from Medical Cyber-
Physical Systems (mCPS), wearable technology, medical records and external
behaviour captured using tracking across smart spaces [14, 24] could revolutionise
care of the elderly in the community or those with chronic illnesses.

However, we argue that it is the twin representation of the physical object in
digital space aspect of Industry 4.0 and the aviation smart sectors that are of value
to precision healthcare. Although the concept of DT is not new and emerged from
other smart sectors, its application in healthcare is new and extremely ambitious.
Healthcare by its very nature is patient-centric but relies on technology to deliver
its services. DT creates a model that converges the patient’s physical world with the
various datasets in cyberspace in real-time in order to combine the patient-centric
nature of healthcare and draw on the benefits of technology to better understand the
patient risk and define interventions with applying precision approaches to improve
health in the population context [32]. The key components of the DT are common
to the smart sectors across multitude of environments:

IoT Platform the driving mechanism of the digitalised ecosystem, which connects
the quantum of sensors, actuators and controller from CPS and facilitates network
communication between the physical objects. 5G’s ubiquitous infrastructure will
be a significant driving force for its commercial rollout, which is expected to have
a massive impact on society and business bringing about societal and economic
opportunities for everyday connected objects and innovative applications across
number of smart sectors including smart homes, smart transport, smart grids, smart
workplace, smart health and others [57–59].

Edge Computing combining 5G with mobile edge technology, also in its infancy
in terms of wide commercial rollout, could provide real-time collaborations,
monitoring of patients or even remote surgery [59]. With the explosion of data,
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devices and interactions, cloud architecture on its own cannot handle the influx of
information and processing of data far-removed from its source creating latency
and performance issues. With the advancement of IoT driven CPS huge amounts of
data will be generated continuously that must be stored, processed and responded
securely and cognitively [19]. For example, medical devices are increasingly IoT
enabled like Computed Tomography (CT) or medical therapeutic activities in the
community and are capable of processing the data at the edge [60, 61].

Cloud That said, cloud technology is a fundamental building block for ubiquitous
CPS and services in precision healthcare due to its fundamental characteristics of
a distributed, on-demand, scalable and virtualised service. However, there are a
few cloud storage platforms specific to healthcare that enable real-time monitoring
of patients [24]. The concept of large-scale cloud storage integrated with edge
computing and 5G network capabilities can be converged with large numbers of IoT
enabled devices amongst themselves, across different smart sectors and also with
human users, enabling large scale IoT design and deployment at different abstraction
layers [62, 63].

Artificial Intelligence (AI) drives a paradigm shift in healthcare through a widely
applied combination of a highly complex algorithm that aims to mimic human
cognitive functions in a range of applications and smart sectors. AI, including Deep
Learning and Machine Learning, can be applied to a wider range of healthcare data
to process complex data structures and enable computers to collect knowledge, thus
human intervention in building that knowledge is not required.

CPS the gradual integration of CPS technologies by Industry 4.0 has led the way
to enable real-time monitoring of physical activities in virtual space through the
networked connectivity of CPS [36] into other smart sectors including urban space
in smart cities [64], smart grids [65], smart homes [66], smart workplaces [67], smart
transport [68] and healthcare [22] forming safety-critical, intelligent networked
systems. mCPS are critical connected medical devices that are used increasingly
more in hospitals for the provision of quality patient care [22].

The emerging digitalised ecosystems in healthcare will require visionaries, new
business strategies and support of innovative technical foundation that enable
the physical-cyber-data domains converged and bridged with humans to shift the
paradigm from conventional to precision healthcare.

4 Proposed DT Frameworks

Precision healthcare is seen as a significant challenge. To address the design and
management of this complexity, we investigate recent works in DT to realize the
goals of precision healthcare.
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4.1 DT for Better Community Healthcare

The problems that continue to persist in healthcare are the absence of real-time inter-
actions, lack of convergence between medical physical and information systems,
absence of active participation and continuous interactive monitoring throughout
the elderly person’s lifecycle [24]. The panacea to these problems is presented in
the concept of Digital Twin for Healthcare (DTH), a novel cloud-based framework
for the care of elderly in the community. The study adopts NASA’s definition of DT
[37] and highlights the complexity of interactions between people, medical devices
and the variety of institutions involved in providing healthcare services to elderly.
It is argued that due to the current complexity of the healthcare system, introducing
DT can achieve greater medical flexibility, reduced medical risk and cost through
modelling and simulation with real scenarios, thus gaining better quality and
efficiency in disease diagnosis, treatment and prediction. The key phase behind
the proposed CloudDTH medical simulation approach is the physical to digital
representation using advanced 3D modelling techniques, followed by inclusion of
real-time data from external factors like weather, elderly patients’ physiological data
from wearable monitoring devices, patients’ healthcare records and virtual data from
digital models. The fused data is stored in the healthcare cloud service. Utilising
modelling methods, a virtual model is constructed for fast simulations with use of
machine learning algorithm for accuracy of crisis prediction. The study discusses
number of DTH applications: an early crisis warning, real-time supervision and
scheduling. As the CloudDTH receives real-time data it is put through the virtual
model and optimised, the model produces warnings and the scheduling system is
based on predictions of the combined data. The viability of CloudDT was tested
with 2 volunteers simulating a normal and abnormal heart rate. The experimental
process successfully distinguished between the volunteers’ needs based on the
DTH model and demonstrated the feasibility of individualised medicine using
DTH. Furthermore, the crisis warning was simulated using virtual modelling and
combined with the hospital scheduling showed promising results. The authors
conclude that although most of the research and commercial efforts concentrate
on platforms, business models, standard and Health IoT interoperability, DTH is an
effective way to solve the physical and cyber convergence and interactions. Whilst
[14] are looking at ways to augment traditional clinical health services using IoT
devices to help detect early changes in the lives of the elderly in the community,
[24] demonstrates that DTH with the knowledge extracted from the real-time data
enables the delivery of precision healthcare.
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4.2 DT as Part of Intelligent Control and Emergency Planning
in Hospitals

A crisis warning system was simulated with promising results by researchers
proposing a concept of DTH [24]. Diversifying and evolving the application of
DT in healthcare, an emergency unit performance evaluation of current state and
major incident intelligent control is researched [56] using Discrete Event Simulation
(DES) in the context of a major incident like substantial patients arrival related
to an epidemic, as a result of natural disasters like tsunami, earthquake or due to
terror attacks. Discrete Event Simulation is a widely researched field for healthcare
modelling and although some studies present highly complex models [69] others are
more generic and transferrable [70] for wider applicability.

The study highlights the innovative use of DES for modelling and decision-
making functions of the framework for use by health-care professionals to enable
scenario modelling based on real-time data to create a more efficient patient flow
through the emergency unit, reduce patient stay, the demand on resources and
increase the number of patients treated. The proposed DT-based modular framework
consists of a modular model which is connected to a process analyser tool fed with
data from the hospital information system and the patient arrivals forecast including
data from the GP network alerts, crisis alerts, patient transfers information and
utilisation of other hospital services.

The model was represented using the MedPRO UML-based modelling frame-
work and implemented using the ROCKWELL Arena 14.5. The variables were
extracted from the hospital information system, interviews with staff members and
observations. The main focus of the study was the process view: patients’ care in
the emergency and the resources view the healthcare professionals’ activities. The
viability of the framework was demonstrated on a diverse set of scenarios with
predefined key performance indicators. In their concluding remarks, the authors
point to the innovative use of DT-based monitoring and control of the hospital
emergency unit without disruption to services demonstrating aspects of precision
healthcare delivery system through physical and cyber convergence.

4.3 DT as Part of Strategic Planning of Hospital Services

Whilst most DES applications relate to the discrete aspects of healthcare modelling
such as clinics or emergency units [71], an innovative DES-base DT concept is
proposed to assess and optimise the efficiency of the healthcare delivery systems
and evaluate changes thus aid decision making related to staff scheduling, waiting
time or appointment problems without disrupting the daily hospital activities
[7]. The requirement to remain consistently efficient in the changing healthcare
landscape and deal with the inconsistency between demand and capacity create
significant challenges [7]. A key challenge highlighted in this study is the increasing
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demand for health services, therefore increased costs, and it is argued that these
changes are due to the growing ageing population and increase in chronic illnesses.
The study provided a general modular framework extendible to other healthcare
services and simulated four key services for the proof of concepts. The model used
the FlexSim HealthCare 3D simulation and modelling tool. To enable accurate
and real-time simulation, the input of data was proposed from across hospital
information systems, DES and IoT connected ubiquitous computing devices which
could be used to track patient flow. The DT model is based on a hospital patient
flow which enabled a variety of scenarios to be simulated including patient tracking
from admission to discharge in real-time which enables the patient to receive
the necessary medication, equipment or operating room at the right time. The
framework’s methodology feasibility was tested on number of different scenarios.
The proof-of-concept shows that improvement of resource usage can be achieved
through the concept of DT. Authors in their concluding remarks outlined further
development of the proposed approach to handle more complex scenarios.

5 How Can Digital Twin Technology Improve the Delivery
of Precision Healthcare

One of the global challenges in public health is the burden of chronic conditions
in both developed and developing countries [72]. In medicine, these are a hetero-
geneous group of diseases characterised by their long duration, frequent recurrence
and slow progression. As discussed earlier, the cost of managing chronic conditions,
their co-morbidities and complications comprise a burden on health systems world-
wide. Further, most of these conditions are subjects for extensive research in which
risk factors and treatment options are explored, and this made them a promising
aspect in medicine to invest new technologies and promote wellbeing. However,
one of the major factors that undermined the use of technology in healthcare is
the complexity of patient’s needs [3]. This section will focus on managing chronic
conditions at different levels and how DT could be hypothetically applied.

The management of chronic conditions is a continuum, it starts at the prevention
stage when a risk factor is identified, the pre-diagnosis, the diagnosis and the
management stage [73]. The self-management of chronic conditions is an evidence-
based approach in healthcare. It implies the involvement of patients in their own
care and relies on developing skills, utilising psychological resources, in addition to
pharmacological treatment and regular follow up with healthcare practitioners [74].
The management of chronic conditions is complex, at an individual level, healthcare
professional and health system levels.

At an individual level, the genetic component is one of the biological determi-
nants of health, which is where precision healthcare mostly relies upon. However,
managing chronic conditions is far more complex and it also includes the psycho-
social aspects which can vary hugely between individuals [75]. Hence, despite
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having the same condition, different people have different self-management plans
based on the bio-psycho-social aspects of their lives. Thus, the ideal situation in
employing DT to improve precision healthcare is to consider these variables, with
the acknowledgement that psychological and social aspects, such as lifestyle choices
are not easy to measure or monitor.

At a healthcare professional level, the development of evidence-based medicine
[4], the adoption of clinical guidelines and the international classification of diseases
[76] had brought a relatively common ground of communication among healthcare
professionals. However, to provide a personalised care plan the involvement of both
patients and healthcare professionals are crucial to feeding into the digitalised form.
This could be achieved by maintaining a ‘doctor-patient’ relationship that is built on
trust and informed decisions [77]. This is to encourage patients to share feedback
on their own health experiences and their preferences in managing their conditions.
For example, if patient x and patient y both have diabetes, and both attend the same
clinic, if patient x do not trust the healthcare professional and do not give feedback
on the management plan compared to patient y, then the digital twin for patient y
will be more personalised and responds to this patient’s need.

At a system level, taking into consideration the promises given in preci-
sion healthcare and using DT to customise patient care by technology-enabled
approaches [38], the journey of a patient with a chronic condition and/or comor-
bidities through the healthcare system could be transformed. DT could showcase
the specific journey for the patient within the healthcare services. This could be
achieved through simulating the ideal system navigation, referrals and resource
management. It is worth thinking of the implications of precision health and DT
application to two established approaches in healthcare, these are ‘chronic diseases
management’ and ‘acute case management’ programs.

Chronic disease management programs target chronic conditions that are preva-
lent, with a high cost to manage, and have evidence-based guidelines to follow.
National programs for chronic disease management existed in the United States,
Austria, Denmark, England, Finland, France, Germany, Italy, Netherlands, and
Poland, while regional or private initiatives were also adopted in England, France,
Italy, Spain, and Sweden [78]. Hence, these programs are widely implemented, and
they rely on modifying the health outcomes by coaching and managing the patients’
lifestyle, for example with patients having diabetes, asthma or chronic heart diseases
[79, 80]. Disease management programs require a closed-loop of communications
among the patients, the treating physician and the disease management nurse. They
also require a flow of clinical, behavioural and self-monitoring data within the loop.
In such case, precision health and DT could be promising to build a healthcare
model where the evidence-based guidelines are embedded in a system that is also
encoding the patients’ self-monitoring data, behavioural data in addition to the
factors discussed under the individual level above.
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Accordingly, the best theoretical scenario to apply DT in chronic disease man-
agement programs would be a patient with a chronic condition navigating within
this healthcare model where the treating physician can have a holistic view that
includes clinical and evidence-based information that could be further customised
based on each patient’s journey. The disease management nurse could be automated
and customised to send tailored reminders, educational tips and responses not only
to the self-monitoring data but also to the captured behavioural data. Such a model
would potentially improve the clinical management outcomes and quality of life of
patients with chronic conditions, and potentially avoid complications and their cost
upon the system.

Some potential challenges to this application in disease management programs
could be related to the variables in real-time that would deviate from the digitalised
process [38]. A deviation from a physician side could emerge when the physicians’
experience takes over the automated guidelines. From the patient’s side, this could
be influenced by the patient’s complex needs [3] which might influence real-time
behaviours, feelings, adherence to the set targets and the utilization of healthcare
services.

Another approach is ‘acute case management’, it deals with acute and expensive
cases such as oncology and severe accidents [81]. Applying precision health and
DT to acute case management is similar in principle to the application in disease
management, however, case management requires many urgent diagnostics and
procedures, in addition to costly treatments. To decide the diagnostics to perform,
and which procedures and treatment to follow is not simply based on guidelines. It
is determined by a complex matrix of guidelines alongside the individual’s specific
data, such as susceptibility, genetics, or tolerance. Precision health and digital
twinning could have a positive impact on this complicated healthcare model, to
create a DT for the patient and simulate the best possible care plan which is being
promised mainly in oncological research [82]. This would also have an impact on
the system navigation and efficient resource management, and most importantly
all save time and of unnecessary efforts and trials for such acute or severe cases.
Potential challenges to this application could be related to which degree the digital
twin could be precise when applying the best care plan on the ground.

A final factor to consider in employing DT in healthcare is the context in
which the healthcare professionals and the health system operate, for example,
the consideration of minorities, marginalised groups and stereotyping. Examples
include the misdiagnosis of mental health illness and misunderstanding of people
from ethnic minorities [83]. Accordingly, the design of a DT should consider all
of the factors above and avoid exacerbating existing stereotyping and creating a
systematically discriminatory process.
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6 Why Is It Important to Have an Early Threat Model
for DT

6.1 To Facilitate Security-by-Design (SbD) for DT Frameworks

The myriad of connected devices and sensors that exist and are used in solutions
across the smart healthcare ecosystem and in other smart sectors, as presented in
Fig. 3, could increase the data collection capabilities and the level of automation
helped by Artificial Intelligence for precision healthcare [59]. DT represent one
of the many concepts of technology-driven digital transformations that are gain-
ing momentum. However, injecting intelligence into old technology, retrofitting
machines with sensors to collect data and badge them as smart or collecting and
processing large datasets using existing software under the umbrella of cognitive
solutions are poor designs that are set to fail. Such practice introduces serious
security gaps and a poor approach to cybersecurity. Evidence indicates that the
natural desire for cutting-edge technology solutions, cost control, new attractive
features are prioritised and security is an after-thought rather than integral to

Fig. 3 Smart City sectors impacted by cybersecurity challenges
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the framework design [7]. While this paradigm is not specific to the smart healthcare
sector [84] there is little evidence of cross-organisational information security
sharing, coordination and cybersecurity collaboration [85]. Although DT-based
practices in civil engineering provide a good conceptual framework [36], the
ubiquitous proliferation of DT across smart sectors from manufacturing to precision
healthcare has many complexities introduced by IoT enabled CPS. Cyber-Physical
Systems (CPS) are key components of embedded systems and play a critical role
in DT, for example, IoT enabled mCPS are transformational to precision healthcare
and the data generated from mCPS sensors can be used to learn about patients.
But associated risks and vulnerabilities are not well understood, therefore more
work is needed to drive SbD which can only be achieved if all aspects, including
security, are considered from the outset [86] across all framework tiers. Furthermore,
the increase in the interconnectivity and heterogeneity of medical devices and an
extensive adoption of disruptive technologies across different sectors in smart cities
have inherent cybersecurity threats with a large threat surface and a potential serious
impact in the event of a security breach. Therefore, a citizen-centric approach in
precision healthcare with a layered security mechanism is needed as part of SbD.

6.2 To Secure Against Inherent and Emerging Threats
Through Defence-in-Depth Mechanisms Across All DT
Domains

One of the great concerns with IT infrastructure, smart devices and IoT as funda-
mental supporting elements for DT in precision healthcare is cybersecurity. While
collecting, moving and managing colossal amounts of data is underpinned by robust
infrastructures, the proliferation of smart technologies and their implementation
across smart city sectors are moving too fast for development of standards [87].
If the proposed DT and relevant frameworks for delivery of precision healthcare
lack suitable security techniques and methods applied consistently across physical,
cyber and data domains the DT concept remains vulnerable by design. A robust
DT implementation requires threat modelling of the inherent security challenges of
components and enabling technologies that makeup DT, as shown in Fig. 4, many of
which are reported in recent studies [88, 89]. Most devices that makeup healthcare
applications and DT in delivery of precision healthcare are wireless by nature and
involve humans, therefore data privacy and security are major concerns. Whether
the application of the sensor devices is wearable or implantable in humans [24]
or it is part of intelligent control, emergency planning [7, 56] or used for remote
surgery [23], the security threats in smart devices are significant. These threats
can be summarised as Boot Process Vulnerabilities, Hardware Exploitation, Chip-
Level Exploitation, Encryption and Hash Function Implementations, Backdoors in
Remote Access Channels, and Software Exploitation [88]. For example, CPS, key
components of DT, attract compromised-key attacks due to many sensors using
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Fig. 4 Inherent and emerging threat landscape across digital twins concept in precision healthcare

cryptographic keys for the handshake protocols which include authenticity checks
[90]. But despite the overall system hardening, the supporting infrastructure can be
tampered with to embed malicious software or monitoring feature thus creating a
backdoor [23, 91, 92] for easier access and possible data or Intellectual Property
(IP) theft at a later time. Therefore, security measures to counter the threats must be
considered and resolved during the design phases and innovative countermeasures
are required to support modern defence-in-depth approach. Sensor designs have few
external security features and therefore are prone to physical tampering. In addition
to secure storage of data, existing protection methods can be used in securing DT
hardware, for example through use of the Trusted Platform Module (TPM) chip,
binding the software to the DT hardware. Physical access to the facilities should
be restricted and supported by strong multi-factor or biometric authentication.
A taxonomy of aspects that should be included in countering security threats include
systems, administrative, physical, technical, information and finally healthcare data
[24, 93]. Developing a concept of DT for remote surgery using mobile networks
includes many different engineering fields including robotics, computer sciences
and IT infrastructure development. Other applications of DT in the delivery of
precision healthcare interact with different smart sectors like smart building, smart
homes or smart transport. Smart cities include automated systems that can introduce
and support the intelligent management of precision health components including
data, medical equipment and management and supervision of public health [52].
Therefore, delivery of precision healthcare is truly cross-disciplinary and requires
significant research with security embedded in its design from the outset.
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6.3 To Mitigate the Human Factor

Security issues arising from the DT-based concept are numerous and due to the
direct human involvement security is one of the most important aspects to consider.
Precision Health aims to make healthcare more accessible and integrates monitoring
and diagnosis into patients’ everyday lives through use of smartwatches to measure
pulse and heart-rate, electrocardiography patches to detect arrhythmias, clothes
integrated sensors for early disease detection, epidermal electronics that measure
vital signs to environmental exposure or vital implantable devices like pacemakers
to name a few [21]. Although human factor is an important dimension in CPN
ecosystems, it is acknowledged as an inherent weakness that is often overlooked and
significantly underestimated [55, 94]. Intruders can exploit this vulnerability and
phishing attacks continue to increase constituting a serious threat in the cyberspace
with evidence of seeking out the emerging IoT and smart devices as a target [95].
Furthermore, there is an existent threat from human insiders in the workplace [67,
96] including human error, non-compliance, unauthorised access, fraud or industrial
espionage. As a proprietary digital content, DT requires protection in terms of IP
[23], therefore security mechanism is required to distinguish normal and malicious
behaviours [97].

6.4 To Comply with and Influence the Development
the Regulatory Landscape

The regulatory landscape is very diverse and lacks standards and criteria. Local,
national and international laws and legal frameworks are a key element of effective
public health policy and practice. For instance, precision health will produce more
data, but the information gained could identify the patient’s disease risk with far-
reaching consequences. In the US the Genetic Information Non-discrimination Act
2014 (GINA) prohibits genetic discrimination by employers under the federal law
since 2008 but this does not extend to other sectors such as insurers. With the
increased value of genomic information in precision healthcare more comprehensive
legislation is needed. The Health Insurance Portability and Accountability Act
(HIPPA), an organisation-centric regulation, protect health information within the
healthcare providers remit but does not extend to cover medical device companies
who are not obliged to implement secure communication channels [21]. In the
European Union, the General Data Protection Regulation (GDPR), a consumer-
centric regulation, enforces data protection by design. Although there are attempts
to publish baseline recommendations, due to the complexity and diversity of the
IoT-based applications defining baseline security is a major challenge and there is
no common approach to IoT security [98]. Beyond IoT security, regulatory concerns
in other smart sectors that directly impact the delivery of precision healthcare are
yet to be addressed. In the US, the National Institute of Standards and Technology
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(NIST) developed guidelines for the Network of ‘Things’ [99], the Department for
Homeland Security published strategic principles for security of IoT [100], the U.S.
Department of Health and Human Services Food and Drug Administration (FDA)
Center for Devices and Radiological Health covers recommendations on managing
post-market cybersecurity vulnerabilities of marketed and distribute medical devices
[101] but they are non-binding. The “Internet of Things Cybersecurity Improvement
Act of 2017” was introduced to set the minimum set of requirements for IoT
implementations [102]. Additionally, the IT security catalogue from ISO contains
multi-part standards focusing on Internet of Things (IoT) Reference Architecture
namely the ISO/IEC 30141:2018, Security Techniques ISO/IEC 27001:2013, and
ISO/IEC 27002:2013, which are concerned with information security management
practices. This fragile ecosystem is governed by the fragmentation of standards [98]
due to the speed of the technology evolution.

7 Ethical Implications of the Emerging Paradigm

Precision healthcare is an evolving field and many technologies that will support
the delivery of its objectives are in early stages of development or are yet to be
developed. While technological innovations are potentially transformational, they
bring about numerous challenges. The solutions to a novel approach to healthcare
are complex, influenced by technological developments, socio-political aspects and
different healthcare models. The multifaceted nature of the ethical issues apart
from privacy, confidentiality and regulatory aspect should consider social justice,
informed consent and marginalised groups. Difficulties in defining a universal
meaning for ethics is largely due to the varied interpretations and multi-layered
environments. This section will focus on the ethical implications of the emerging
paradigm of the novel technological applications of digital twinning in precision
healthcare at an individual, healthcare, research and technology levels.

At an individual level, there is an increased enthusiasm to use technologies,
wearable sensors or implants to promote and manage health through individual
participation. However, this may give rise to issues of equality and social justice,
therefore inadvertently counterbalance the desired effect of improving the popula-
tions’ healthcare [38]. Therefore, a commitment to consistent approach to access
precision healthcare is required. Additionally, the use of wearable or implantable
health monitoring devices is supported by real-time data collection capabilities
and combined with the application of digital twinning technologies produce large
datasets about patients including Electronic Health Records, genome sequences and
behavioural data. There are significant risks in collecting, transmitting and storing
data containing personal information and in practice can be ethically challenging
to gather and manage. Lack of transparency and possible malicious use could be
detrimental; therefore, it is important to be clear and consistent in the commitment
of informed consent and privacy to maintain the patients’ trust in the delivery of
precision health.
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At healthcare level, the data collection process can be very costly and even
harmful to the patients, which highlights the question of how to achieve the
balance to maximise the benefit but limit the burden. For example, should treatment
be repeated, even if it causes risk to patient to gather the data or should it be
based on reported patient outcomes? Next, aspects of precision healthcare need
to be defined that will be supported using the acquired datasets, for instance,
preventative, early diagnosis, therapeutic or chronic conditions. Questions could
arise if markets and data monetisation are the ultimate drivers of implementing
DT in precision healthcare thus mechanisms would be required for the delivery of
precision healthcare for the disadvantaged groups.

At research level, the promise of precision healthcare goes far beyond treating
those who are already symptomatic with illness or enabling the individual to take
a more active role in management of their health. The capability to proactively
prevent disease generates valuable raw data that drives health research and blurs the
boundary between care and research. A growing number of organisations including
health research, technology, life sciences work collaboratively to develop a common
harmonised framework of approaches to enable secure and responsible sharing
of genomics and clinical data to enable scientific progress and advancement in
medicine in a highly ethical, secure and responsible manner [33]. Researchers who
seek to leverage digital technologies research programs in the delivery of precision
health should consistently maintain informed consent, autonomy of choice and
should handle the data with integrity and transparency.

Finally, at the technology level, digitisation is borderless, and the data flows
are global. Whilst the large-scale collection of data brings societal and individual
benefits, the large-scale collection, transformation, convergence and aggregation
is a substantial regulatory challenge [103]. The ability to collect large amounts
of information, have consequences for the patient’s safety, freedom and privacy.
Therefore, strong regulatory and governance structure is required to ensure that
appropriate security-by-design, regulation and audit frameworks are adopted, and
transparency of the DT and its storage structure are maintained to safeguard the
patient’s rights to safety, informed consent and privacy.

8 Conclusion

The aim of this proactive patient care is to pre-empt the disease through preven-
tative medicine and early detection, which could change the societal culture by
empowering the individual to prevent their own disease. Traditionally, individual’s
age, family tree and more recently genetic screening were some of the key aspects
of establishing a person’s disease risk [21]. However, other factors affecting
the person’s wellbeing and disease including environmental, demographic, socio-
economic or biological in a constantly changing landscape are not detected during
routine health screening. Precision healthcare develops the concept of the precision
approach and converges the individual to the population capitalising on smart use



Digital Twins for Precision Healthcare 153

of big data by understanding and linking the individual-level data with the wider
societal context [32]. Thus, the emerging concept of precision healthcare encourages
preventative medicine, early detection and monitoring based on the patient’s
individual risk.

The advent of precision healthcare will see technology-driven digital transfor-
mation of the health service that will enable customised patient outcomes through
novel and targeted medical approaches. To improve patients’ health and wellbeing,
the demand for intelligent, data-centric smart healthcare models using technological
innovation and artificial intelligence (AI) is increasing. Few studies explored the
potential of DT for precision healthcare and proposed frameworks usually linking
the physical, cyber and data domains to the current and future needs of healthcare.
DT pairs individual physical artefacts with digital models reflecting their status
in real-time. Creating a live model for healthcare services introduces better risk
assessment and evaluation without disturbing daily activities. The frameworks
ranged from modelling and simulation of emergency units’ performance in hospitals
in the event of major incidents to the optimisation of healthcare delivery systems for
the elderly or those with chronic diseases.
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5G Cybersecurity Vulnerabilities
with IoT and Smart Societies
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Abstract 5G, the fifth generation of wireless connectivity, is designed to allow
long-distance coverage and stable connections as well as rapid data download
and upload. As a result of 5G’s the wireless-based technology, the data migration
enables a speed of 20 Gbps (Gigabyte per second) through wireless mobile data
connections, which simplifies the management of excessive data transmission via
5G. The protocols capability for high quantity data transfer speeds with low
latency, compared with the previous generations mobile data telephony makes the
protocol ideal for both current IoT and automated systems, as well as enabling the
development and further proliferation of more. Data transfer speeds and latency
rates have been a bottleneck in the roll out of smart technologies. Despite the
relatively high data speeds of 4G connectivity, the availability and development
of infrastructure, together with the explosion in the ownership and use of devices
utilising the technology, has been a limiting factor in the roll out and use of AI and
automated technologies such as driverless vehicles and smart city implementations.
Whilst 5G looks to solve these limitations brought by previous generations, there
are also drawbacks with 5G. The frequency and narrow wavelength, known as
millimeter wave, whilst enabling such high data transfer speeds and reduced latency,
also has a very limited distance of effectivity. There is only a very short distance
before the signal starts to deteriorate, after which, the deterioration is exponential.
5G signals also cannot penetrate or reflect off of buildings and other obstacles
very easily. This means that for a 5G networks implementation to be maximised,

Y. Shah · H. Jahankhani (�)
Northumbria University, London, UK
e-mail: yelda.shah@northumbria.ac.uk; Hamid.jahankhani@northumbria.ac.uk

N. Chelvachandran · R. Janoso
Open Innovation House, Saidot OY, ESPOO, Finland
e-mail: nishan@saidot.ai; Janoso@saidot.ai

S. Kendzierskyj
Cyfortis, Worcester Park, Surrey, UK
e-mail: Stefan@cyfortis.co.uk

© Springer Nature Switzerland AG 2020
H. Jahankhani et al. (eds.), Cyber Defence in the Age of AI, Smart Societies and
Augmented Humanity, Advanced Sciences and Technologies for Security
Applications, https://doi.org/10.1007/978-3-030-35746-7_9

159

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35746-7_9&domain=pdf
mailto:yelda.shah@northumbria.ac.uk
mailto:Hamid.jahankhani@northumbria.ac.uk
mailto:nishan@saidot.ai
mailto:Janoso@saidot.ai
mailto:Stefan@cyfortis.co.uk
https://doi.org/10.1007/978-3-030-35746-7_9


160 Y. Shah et al.

direct line of sight between the connected device and the relays or radioheads
must be maintained, or at least, with as minimal obstruction as possible. A work
around to this limitation is through densification and utilising large numbers of
small cell radio heads throughout a coverage area. This will require that there is
far greater investment and redevelopment in the mobile telephony infrastructure for
this strategy to be implemented.

Keywords 5G · IoT · AI · Smart cities · Privacy · Cybersecurity · Millimetre

1 Introduction

The proliferation of technology is now exponential. Developments in technology,
the increase in computer power and the reduction of cost, has allowed for greater
accessibility, use and implementation of this technology in all sectors and industries.
The evolution of smart and autonomous technologies, such as artificial intelligence
and machine learning, has enabled traditionally labour intensive data analytics
tasks to be conducted, quickly and efficiently. Multiple datasets and data lakes
that have been traditionally siloed, are now being utilised and interconnected. This
methodology is the foundation and backbone for the concept of smart cities. Not
only can the data that is being collected be analysed, but the utilisation of wireless
sensors distributed through different types of infrastructure to collect data is also
at the forefront of technological development. Both consumer level devices and
those used by enterprise and public sector implementations are being used to collect
data to allow for “smarter” decisions to be made. For example, a nation’s power
grid. Various IoT devices at different levels and stages of the infrastructure are
being used to help balance the load of the grid and minimise waste. The ability
to accurately predict peak times of demand together with times of surplus, can help
provide efficiency and manage power production. Alternative storage sources can
also be utilised to store power created from renewables or during times of surplus
production, so that then can then be used at times of greater demand. Another
example is with the deployment of public resources and services, in a smart city
or smart neighbourhood construct. Pedestrian numbers and movements through a
neighbour can be monitored, the level of waste in litter bins monitored. If there is
a spike in the number of people in an area, it could be an indication to an incident
or event, similarly if the traffic patterns of pedestrians or vehicles change in an
area, this could also indicate an abnormal incident. Real time demand for public
transport streamline the use of automated fleets, so that transportation is available
when there is a demand, rather than operate a regular timetable when there is little or
no demand. However, in all of these instances, a reliable, fast data network to enable
the backhaul of large quantities of realtime processing data to the cloud is needed to
facilitate the effective use of these mechanisms. It is with 5G, that the inhibitors of
smart capabilities will be removed.

It is therefore imperative that with a foreseen utilisation and implementation of
smart and automated systems within infrastructure and services, that consideration
is taken to ensure the privacy and technology of these mechanisms and systems.
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Smart technologies, automated systems, and IoT are all dependant on data utilisation
and analyse as the backbone of their functionality, with 5G labelled as being
the carrier of the data. Securing both the communications mechanisms and the
technologies themselves are key to their safe and secure implementation. It is also
critical that such methodology, privacy and security frameworks are utilised to
enable and instil trust in the use of these technologies, which whilst will be critical
in smart infrastructure, will also be pervasive in both nature and scope of use.

2 The Road to 5G

In 1983 almost all communications possible were wireless based and voice-
centric, using analogue systems [22]. From 1983 until 2013 many generation
communications were introduced. The first generation (1G) mobile system was an
integration of FM radios in analogue systems, since manufacturing digital radio
systems were expensive. The former European GSM was later changed to the
second generation (2G). Transitioning from voice-centric wireless communication
and the change into the digital systems, such as EDGE, GPRS and GSM, where
the code division multiple access (CDMA) system, was predominantly used in the
USA with a bandwidth of 1.25 MHz. From the end of 1990’s, the revolutionary
third generation (3G) was introduced into the market by connecting data and
voice together. From 2013, the migration from 3G to 4G was a representative
transgression from the internet at a lower data rate to the high-speed internet used
for mobile videos and higher end multimedia. Both, LTE and WiMAX are part of
fourth generation (4G) systems with a bandwidth of 20 MHz [22]. The future of
mobile communication includes aspects of efficiency and rapidness. According to
Rodriguez [22], the system of the fifth generation (5G) of mobile communication
will be marked as the reduction in operational expenses in providers as well as an
energy-efficient system, which can simultaneously offer very high-speed and ultra-
high capacity data. 5G’s mission is to offer stakeholders a smooth communication
platform, where a vast number of wireless networks build an infrastructure whilst
communicating with each other.

2.1 Technology Architecture of 5G

Multiple research has concluded that approximately four to six technologies are
collectively responsible for the existence and the function of the next generation
network (NGN), the 5G cellular network. According to many specialists and
researchers in this field, White [29] states that the innovative 5G is distinctive
in three major features, helping to shape the technology with positive impacts,
such as:
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• The ability of multi-device connectivity
• Higher speeds and
• Lower latency.

More importantly the yearly subscription to mobile broadband systems shows
a rapid increase in the number of individuals using it. With the high amount of
data and the connected devices to the internet, the number will eventually increase.
In a 20-year global perspective, the number of devices connected to the internet
demonstrate an exponential increase and Statista [26] forecasts a growth of 48
billion connected devices from 2019 until 2025; which means by 2025 there will
be around 75 billion internet connected devices worldwide.

In order for the billions of IoT devices to interact faster with each other and
also with a base station for the response to signals/requests, it requires a high speed
and stable internet connection. This enables higher data rates for the purpose of
information transfers. Therefore, 5G provides universal connectivity for machines,
devices, and humans at various operating spectrum bands as the goal is to develop a
newly-created network with enhanced features, such as incorporating the growth of
prospectively increasing devices into the new network [2]. Therefore, 5G serves as a
cutting-edge technology. But before the potentials and security aspects of the next-
generation gets discussed, it is essential to examine the technological components
behind the development of 5G.

2.2 Deeper Dive into 5G Components

Exchanging data in terms of transmitting and receiving information via a local
network could be feasible but the more complex the amount of information
transmitted, the more data rates it requires. Khalaf et al. [16] recognise the issue
by stating that for instance video streaming needs a wider range of data to be
transmitted at the current speed or if possible, utilise higher data rates that requires
more bandwidth, which is available at higher frequencies. As a result of this issue,
Khalaf et al. [16] intended to design a front-end circuit receiver for use in a 60 GHz-
range by using millimeter waves to meet the demands of high data rates and
ultimately enable faster high-quality streaming.

Millimeter Wave this part of communication technology is one of the core areas of
5G networks and is expected to offer wireless data transfer by settling for a higher
bandwidth [11]. However, the issue which arises from this technological concept
is that the transmission distance of this particular wave is known to be limited into
100 m in the atmosphere with regards to its deterioration while the transmission
occurs. Ultimately, millimeter waves show a disadvantage in comparison to other
wave types, which results in a fair transmission coverage.
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The wavelength is the spatial distance between two identical and repetitive
oscillation trains within one periodic wave movement. Therefore, the wavelength
of electromagnetic waves is the ratio of the speed of light (c) and the number of
wave oscillation per second frequency, measured in Hertz (Hz).

λ = c

f
(1)

As mm-waves are located within the spectrum band and have a frequency
between 30 GHz and 300 GHz, as the wavelength becomes shorter, the higher the
frequency gets [27]. Wavelengths of millimeter waves are approximately 10−2 m
to 10−4 m in amplitude size. Therefore, millimeter waves have an extreme high
frequency (EHF).

In fact, the selection of frequency is essential in the sense that previous mobile
technologies mainly used the lower frequency band. Therefore, 5G is expected
to use higher frequencies within the frequency bands. However, higher frequency
decays faster than lower frequency and is comparatively more sensitive to signal
losses [21]. If both, a lower frequency antenna and a higher frequency antenna
were to transmit data at the same power/speed/data rate, the HF- antenna would
have a low area coverage, whereas lower frequency has not. As a result, users
get higher data rates if the cell size is small. One possible solution for expanding
the coverage size for users of high frequency, is the use and implementation of
massive numbers of antennas possible due to HF’s poor penetration capability,
which decays faster. In addition to that, it has a high possibility to reflect from
walls. However, lower frequency gets reflected from walls and objects but still has
a proper penetration capability [10]. Because the capacity for spectrum in the lower
frequency bands for 5G is nearly full occupied, various discussions are present as
to what kind of frequency should be used for 5G. It is essential to have very large
bandwidth to be able to deliver a massive amount of data rates and for some of these
innovative services for which 5G is being advertised, such as IoT and AI. To achieve
the utilization of higher bandwidth, mobile telecommunication providers have to
set for higher frequencies, which is about 30 GHz and is known as the millimeter
waves. As a result, supporting and extensive spectrum bands represent a significant
necessity for 5G to handle high data rate demands as well as immense capacities
[2].

The 5G network is designed to serve service throughout multiple layers for
multiple needs:

• Coverage Layer: < 1 Gigahertz
• Capacity Layer: 1–6 Gigahertz
• High Throughput Layer: 6–100 Gigahertz (generally referring to them as mil-

limeter wave but mm-waves means frequencies above 30 GHz).

Multiple Input Multiple Output (MIMO) is a transmission system for the use of
multiple transmitting and receiving aerials to enable wireless communication.
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Fig. 1 Various types of transmission channels (Source: Baumgärtner [4])

Figure 1 shows four types of various inputs and outputs:

• “SISO” is a single input and single output process, which has one antenna each
on both, the transmitting and receiving end.

• “SIMO” is a transmission system, which differs from the previous type with
regards to the receiving aerial by having multiple output antennas than just one.

• However, as SIMO “MISO” is also a mixed system, where a transmitter has
multiple antennas, but the receiver has only one antenna.

• A multivariable system, such as “MIMO” has equal numbers of antennas on both
ends (transmitter as well as receiver).

The significant part of 5G’s architectural design is the implementation of high
numbers of antennas to enhance the reception power. Choosing a high frequency
domain for next generation’s network shows a positive impact on the latency of the
new system as well as the high data rates. Therefore, high frequencies allow for
massive arrays of antennas and beamforming supports for higher reception strength
and reliability of the network power for multiple devices.

Small Cells One essential part of 5G’s architecture are small cells. Small cells are
defined as “low-power wireless access points that operate in licensed spectrum”
([22], p. 64). In order to serve high-density urban locations with characteristic
properties, such as number of users demanding high data rate capacities, small cells
represent an alternative solution resulting in complementing the existing mobile
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network and densifying the network in crowded areas, such as hotspots. Also, Edfors
et al. [8] support the general idea of deploying small cells to promote network
densification, by overlooking numerous isolated base stations (BS) and achieve a
non-homogeneous network architecture. As a result, small cells are considered to
satisfy the architectural requirements for the 5G cellular network. Ge et al. [13]
state that in order for the 5G mobile network to be significantly reliant, the number
of 5G base stations (BS) need to increase between 40 to 50 base stations per km2,
that is when Ge et al. [13] call 5G an “ultra-dense cellular network. Rodriguez [22]
concluded that small cells offer an improvement in many applicative fields, such as
in urban and rural areas and in applications for companies and homes, as well as an
enrichment of provision in cellular capacity and coverage.

Beamforming In contrast to the current network carrier (4G/LTE), the next
generation network (NGN) represent an unique signal coverage.

According to Infineon [15], current network carriers (4G/LTE) transmit antenna
signals in an evenly distributed signal around the antennas of the base station
(BS) towards the signal-receiving User Equipment (UE). However, these types
of antennas loose signal power quickly; the further devices are from the signal-
transmitting network cell, which might cause interference and result in weaker
communication speed as well as higher latency due to connection to neighbouring
cell. However, technology impacts these issues by deploying massive MIMO’s with
beamforming antennas in the new 5G network.

While the traffic demand is equally high in both networks, the approach
taken to rectify the issue is different in the 5G network. The reason for that
lies in the beamforming technology. Beamforming allows for the BS’s massive
MIMO (mMIMO) to send out concentrated signals directed to the user’s specific
need of data rate. Therefore, with low-powered antennas around a mMIMO-BS,
beamforming can tap full capacity, which results also in an increasing number of
capacities being focused and delivered directly to each user within the cell without
losing signal strength when the number of users is high. Therefore, each user will
get its own beam and can get high data rates with very reliable coverage.

Non-Orthogonal Multiple Access (NOMA) demonstrates advantages to the net-
work technology because the segregation of signals provides entry to the base
station (BS) [2]. Furthermore, Al-Dulaimi et al. [2] points out the efficient benefit of
NOMA over OMA by implying code and power-domains characterising the concept
of NOMA, which result in 5G’s effectiveness through extensive connectivity and
agility through the minimising of latency to a lower threshold.

Multi-Access Edge Computing (MEC) According to 3GPP’s (2019) Release 15,
section 5.5.2.2.1 mentions that all 5G-enabled services, running on the network,
will be supported through a “Service Hosting Environment”, which will be an
integrated feature in an operator’s network. Furthermore, mitigation of issue load
on the network will be assured according to Release 15 (Rel-15). Section 5.5.2.2.1
especially points out that the bandwidth and the latency will experience a pressure
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release to a manageable minimum due to the support of Hosted Services (3GPP,
2019, Release 15). Enabling this concept, leads to compliance with the technical
requirements for better user experience.

3 Smart Cities and 5G

One of the strategic purposes of the 5G mobile network is its implementation within
the public and service sector, as well as in multimedia. Autonomous driving is one
of the core goals that needs to operate on the 5G network. As a result, smart cities
and autonomous vehicles are connected to (massive) IoT devices, which ultimately
creates the Vehicle-to-Everything (V2X) communication connection. Therefore,
intelligent connectivity within cities could have a massive impact on communication
overall [25].

City planners, public sector bodies and private entities are striving to utilise smart
and automated technologies and IoT in a way to not only streamline services and
maximise of efficiency, but to improve the level of service to the citizen and the
consumer, to bring an additional convenience and ease in the delivery of services.
To this end, AI is being used to bring together and analysis captured data, that
traditionally has been kept in silo, dependant on the agency or reason for the
collection. The compute capabilities of artificial intelligence and machine learning
has enabled large amounts of collected data not only to be unified and analysed,
but for patterns and behaviours to be predicted. This means that smarter, more
accurate strategic and operational decisions can be made. These capabilities also
mean that data can be collected and analysed in real time, having utilised captured
historic data to train the algorithmic systems. In the construct of a smart city, an
example of this would be to utilise traffic sensor information from traffic lights at
junctions and intersections, to monitor the flow of traffic. Changes in the vehicle
rate and flow could indicator an accident or incident or show that traditional “rush
hour” times of congestion are different in the particular area. The patterns learned
in this instance can also govern and advice on future infrastructure improvements
to the road network, or when maintenance and construction is required. Coupling
this data with environmental data, pedestrian information, timetables for public
transportation systems provide masses of valuable data in which resources and
services can be effectively and appropriately managed. The realtime data analysis
of traffic flow in a city could also help emergency services navigate through the less
congested streets to minimise journey times.

The categorisation of IoT can be defined by their uses and implementations as
follows:

• Connected products — From connected consumer-level coffeemakers to con-
nected industrial pumps, this category enables end-to-end visibility into product-
centric operations. It also promises improvements or even transformation around
issues like regulatory compliance and product serviceability.
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• Connected assets — In contrast with connected products, this category involves
high-value, long-lived equipment such as aircraft and industrial machinery.
Connected assets link production systems with manufacturing and maintenance
processes to increase asset uptime and reduce operational and repair costs.

• Connected fleets — This category is all about tracking, monitoring, analysing,
and maintaining any assets that move — from trucks to ships to construction
equipment — wherever they appear in the network. Extracting data from mobile
equipment has been difficult and expensive, so the promise here is immense.

• Connected infrastructures — From software networks to power grids to build-
ings, the majority of IoT sensors are likely to end up in connected infrastructures.
This category will deliver new forms of digital operational intelligence to
transformation physical systems. The goals will be to drive economic growth,
improve service, and allow for more effective and efficient operations and risk
mitigation.

• Connected markets — Markets apply to any activity that involves physical
space, from retail centres to farms to cities. IoT can help cities, rural areas,
and other markets to optimize use of assets and natural resources; reduce energy
usage, emissions, and congestion; and improve efficiency and quality of life.

• Connected people — This category focuses on improving work, life, and health
by linking people and communities, enabling organizations to evolve into new
business models, and delivering better lifestyle experiences.

This of course, requires the proliferation and unification not only of the stored
captured data, but also the data that is collected in realtime by IoT and smart devices.
It is therefore imperative that the vulnerabilities and potential threat and attack
vectors of these devices is considered before their implementation into a high impact
system.

Possible attacks on an IoT infrastructure could include:

• Affecting target system behaviour by directly influencing deployed sensors to
provide incorrect/faulty readings

• Create sensor impostor – Obtain IoT network access credentials and create
(D)DoS attack on existing sensor to inject impostor(s)

• (D)DoS attack on sensor network to disable data collection
• Intelligence – Information collection and related analysis to observe typical

patterns
• Disruptions on infrastructure – make grid elements to malfunction to cause either

partial of full grid failure
• Modify water processing/ventilation to go outside of safety limits
• Get access to more secure networks/cloud through IoT infrastructure
• Modification of wearable/implanted health devices to cause bodily harm

Considerations also need to be taken into the exploitation of the IoT infrastructure
itself, whereby unsecured devices could be infected to form a BotNet, used to attack
other systems remote, and to great effect, given the number of potential susceptible
hosts on an IoT network.
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4 Massive Machine Type Communication (mMTC)
and the “Internet-of-Things” (IoT) in 5G

Internet-of-Things (IoT) by definition, is the connectivity between two domains, the
virtual and physical space of internet and things as well as the interaction between
hardware components and software [17]. In addition to the many definition of the
Internet-of-Things this phenomenon, also defined as an international infrastructure,
has a massive effect on the Information Society by enhancing interconnection of
already existing networks and further developing information and communication
technologies (ICT). Another definition the Internet of Things (IoT) is known by is
its established collection of objects in the form of a sensor software and electronic
installations as well as the connected network to provide those objects data
exchange with various addressees, such as other connected smart devices, network
operators/producers and service providers [18]. Furthermore, researchers agree that,
the internet of things intent is to simplify data exchange amongst various objects
and allocate an IT infrastructure [28]. Therefore, 5G demonstrates specifically
the enablement of machine-type communication (MTC), such as “Autonomous
Driving” and the feasibility of other devices, for instance, “Augmented Reality” and
“Virtual Reality” with latency delays of almost 1 ms by a bandwidth throughput
ranging between 100 Mbps and 1Gbps, whereas autonomous driving shows a
bandwidth throughput of 10 Mbps. Therefore, communication between larger
machine-type devices is seen as rising in respect to the potential services enabled by
the 5G network.

The Internet of Things could also be defined as objects and/or devices, which
could be computing devices that show varying connections in communication
protocols [18]. Because the implementation of 5G is currently in the making, those
protocols usually use lower power protocols until 5G is implemented, which ulti-
mately is designed to offer long power and steady communication between devices.
The enablement of services and technologies on both the existing standard networks
as well as the future 5G network, the machine-to-machine (M2M) connection,
is a point interest. M2M connectivity can be achieved by the existing networks,
typically 3G and LTE/4G. However, with the connective link of larger appliances,
such as massive machines to the virtual space, it could be categorised into the area
of Industrial IoT. Moore [19] acknowledges similarities between Smart Factories
and the Industrial Internet-of-Things because while a smart factory includes cloud
computing, complex systems and machine learning, the Industry 4.0 consists of
barely less human involvement in automation and manufacturing industry as well
as data exchange technologies. Although, IoT connects devices, systems, and
other objects with the internet to simplify various types of environments, such
as industries, economies, urban infrastructures and households, the Internet of
Things transmits a massive amount of data. Atlam and Wills [3] strongly refer
to fundamental handling of privacy, safety and security issues that arise from the
use and the excessive data flow. The safety of IoT includes the consideration of
ethical utilization of IoT and social behaviour contributing to the safeguarding of
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IoT technologies, especially a stakeholder’s trust in the secure feasibility as well as
prohibiting unsuitable risk or physical damage provoked by individual IoT parts and
eventually by the whole system [3].

4.1 Network Slicing

As an enabler for applications and services, such as the Internet of things, or massive
machine type communications (mMTC), 5G is envisioned to serve multiple areas in
technology while enlarging the network infrastructure. Therefore, network slicing
allows for various types of devices to get utilized by segmenting the virtual network
layers of the base network with its physical characteristics [20].

Furthermore, dataflow among User-End devices and application servers could be
carried out through network slicing within flexible network topology by dividing
control plane from user plane which results in the separation of data flow from
the transmission of user data [23]. In order for the network to be open between
slices, El Hattachi and Erfanian [9] suggest defining the requirement for openness
so that persistent user experience is given as well as open interfaces among the
two main network planes (C- and U-plane) when defining the performance of
a 5G network slice and considering the allocation of resources by distributing
the scheduler of a Random Access Technology (RAT) throughout the number of
network slices. For enabling smartphone use, the first network slice needs to set
“fully-fledged” functions across the network. The second layer demonstrated, is
designed for supporting device-to-device communication, especially automotive
devices. According to El Hattachi and Erfanian [9], automotive use cases can
be realized by carrying out functions implemented at the cloud node as well as
vertical application due to latency constraints, which needs proper definition of open
interfaces to allow such vertical application on a virtual node (cloud edge node).
However, El Hattachi and Erfanian’s [9] findings point out insufficiency in security,
latency as well as in the reliability of a 5G slice countenancing larger devices, such
as vehicular use cases, whereas these factors show compliance with the 5G slice
for smartphone use cases. Therefore, it is said that 5G network requirements are
essential, especially ensuring functionality and control, and enabling secure End-to-
End (E2E) operation at any given time [9].

4.2 Cloud Computing and Its Architecture

New network architectures and other use cases establish fundamental concerns for
5G’s security, which needs to reconsider a solution to the improvement of security
requirements. So called “new cloud virtualization technologies such as software-
defined networking (SDN) and network functions virtualization (NFV)” [ . . . ] ([24],
p.1) are said to create loopholes for vulnerabilities, which undermine the overall



170 Y. Shah et al.

security of the 5G network although these network architectures excel flexibility,
programmability and openness. SDxCentral [24] goes further by demonstrating
system downfalls due to the misuse of management interfaces of an SDN partition to
attack either the overall management system or the SDN controller, which ultimately
results in a security breach.

In contrary, SDN networks mainly focus on the separation of control plane
from data plane by centralising control instead of standardizing network protocols,
whereas NFV networks focus on the replacement of certain network functions with
software by using cloud computing services [31], which show a significant potential
to mitigate CAPEX and OPEX, known as Capital and Operational Expenditures [1].
Lowering these expenditures show a positive benefit in the heterogeneity of 5G
services, such as its functionalities and architecture because flexibility of the 5G
network is, amongst other things, a key component of the divergent requirements
of 5G driven applications [7]. Furthermore, the deployment of cloud services is
purely based on network preferences [14]. Efficiency is an advantage feature of
cloud computing because it does not own physical infrastructure for the maintenance
of services, data and application ran by operators [1]. There are a number of
expectations 5G is surrounded of, one of them being the multi-tenancy model.

5 5G and Issues in Privacy and Security

One of the significant features of 5G to consider, is data handling and storing
solutions. Huawei [14] points out that “security” as such, remains an indispensable
factor for business continuity. Furthermore, Huawei [14] suggests the consideration
of applying privacy and security properties from former generations of mobile
network to the upcoming mobile network (5G) so that business continuity can
be provided. By enormously mitigating the impact of security breaches and
understanding the influence that risk factors have, business continuity can be subject
to audit through consistent safeguarding [5]. Therefore, maintaining privacy and
user rights as well as taking actions tackling cyber issues that are arising from
the interconnections of devices through the highly reliable and capable 5G mobile
telecommunication service needs more evaluation. As a result, it is now to allocate
and examine the impact of key aspects of security issues on this network but
also the security gaps affecting other services relying on 5G. Before evaluating
various approaches of securing the 5G network and to extract efficient solutions
based on the specific risk factors to the network, it is firstly to showcase the
essential parts of the 5G network that could lead to a higher probability of network
vulnerability. Even current networks (4G/LTE) and also 5G, consist of different
properties catering to different services. The Internet of Things shows exposure to
numerous vulnerabilities because the technological structure exhibits potential weak
spots, although it was developed based on core objectives, such as reliable network
connection.
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Miller [18] categorically classifies “Theft”, “Privacy, “Safety” as well as “Pro-
ductivity” as the most significant attack types and ultimate risk factors for IoT
landscapes (system, network, infrastructure). With the 5G network adding function
and enhancement to the reliability and availability of faster wireless service to
applications, appliances and other 5G driven technologies, the security issue gains
importance and further highlights to 5G. 3GPP’s (2019) newest Release 15,
introduces the development for additional space for massive connections between
devices but also to deliver faster services with reduced latency. Under section
7.3 of 3GPP’s (2019) technical specification in Release 15, it is stated that this
newest release “builds on the LTE features for Machine-Type Communications
(MTC) introduced in Rel-13 and Rel-14 (e.g., low-complexity UE categories M1
and M2, and Coverage Enhancement Modes A and B) by adding support for new
use cases and general improvements with respect to latency, power consumption,
spectral efficiency, and access control. Although, 5G will be capable to cover high
numbers of devices, machines and other appliances, the amount of data retrieved and
processed will increase enormously. That is when the confidentiality of vulnerable
information may get violated. The risk for users may be immense. As Miller [18]
mentioned it, the risk of being affected of theft is especially high with the use of
autonomous vehicles because hackers can get access to the vehicle’s remote keyless
entry system but the possibility of unauthorized access to homes are almost as high.

5.1 Trust in 5G

Elevating the research question to the aspect of “trust”, it is to discuss whether
5G can be an entrusted instrument the government and its citizens interact with.
It may be a widely discussed aspect, which needs the in-depth outlook it deserves.
Therefore, to discuss technological security the importance of “trust” must be
evaluated and implemented within this particular technology. Huawei [14] explained
that the 4G network provides an insufficient trust model because it already covers an
established and bidirectional trust-relationship between “Users” and a “Network”,
but it does not exhibit a link between “Users” and the specific “Service” technolo-
gies (in this case the 4G mobile network) must provide.

With the introduction of the 5G network technology into the mobile commu-
nication market there is a mutual but distinct expectation of trust on both public
and private side. Fogg and Tseng [12] state that the usability of technology is a
crucial factor of trust by which a user’s degree of trust is measured by. Moreover,
trust as an accumulation of key elements of trust, which comprise factors, such as
availability, reliability and privacy, into the definition of trust with regards to the
field of technology.
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5.2 5G Risks and Vulnerabilities with IoT

When using technologies of different kinds, for instance, mobile phones, laptops,
or IP-based/public networks, there is always a danger of personal data being
unprotected due to a lack of proper network security. Especially, that many IoT
devices, AI and other 5G enabled services are slowly getting implemented into
the markets. Amongst other things, 5G’s technological specification includes the
coverage of 3G and 4G/LTE. Therefore, a vast number of risk components mark
critical security challenges for the 5G network.

Power supply depicts a crucial point when assessing risks, the 5G network has
on users and the security structure of a nation. Ahmad et al. [1] mentioned the
tremendous criticality a collapse of wired power supply systems might have on
affecting systems within the network chain, such as data handling and electrical
systems, which are integrated into society and were occurred by a security breach.

With consideration of existing mobile communication networks and their specific
technical protocols, for instance, HSPDA/HSPA+, GSM and LTE, individuals were
gradually introduced to the power and the ability of today’s technology. Telecom-
munication providers are eager to provide profitable services designed around
maintaining customers privacy by also fulfilling information security requirements
when offering Voice-IP (VoIP), national and international services, such as PBAX,
call and messaging services as well as roaming [30]. Therefore, the Internet of
Things is exposed to a number of security threats and vulnerabilities. Ahmad et
al. [1] point out several major security issues:

1. “Flash network traffic: High number of end-user devices and new things (IoT).
2. Security of radio interfaces: Radio interface encryption keys sent over insecure

channels.
3. User plane integrity: No cryptographic integrity protection for the user data

plane.
4. Mandated security in the network: Service-driven constraints on the security

architecture leading to the optional use of security measures.
5. Roaming security: User-security parameters are not updated with roaming from

one operator network to another, leading to security compromises with roaming.
6. Denial of Service (DoS) attacks on the infrastructure: Visible nature of network

control elements, and unencrypted control channels.
7. Signalling storms: Distributed control systems requiring coordination, e.g. Non-

Access Stratum (NAS) layer of Third Generation Partnership Project (3GPP)
protocols.

8. DoS attacks on end-user devices: No security measures for operating systems,
applications, and configuration data on user devices”.
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5.3 Practical Applications of Vulnerabilities in 5G/IoT
(Table 1)

Table 1 Security issues in next generation network (5G/IoT)

Security threat
Target on network
component

Effect
SDN

ED TE
NFV

Chnology
Cloud Links Privacy

DoS Attack Central control
component

X X X

Hijacking Attacks SDN controller,
hypervisor

x x

Signalling Storms 5G core network
components

X X

Resource (slice)
Theft

Hypervisor, shared
cloud resources

X X

Configuration
Attacks

SDN virtual
switches, routers

X x

Saturation Attacks SDN controller and
switches

X

Penetration
Attacks

Virtual resources,
clouds

x X

User Identity
Theft

User information
data bases

x X

TCP Level
Attacks

SDN
controller-switch
communications

X X

Man-in-the-
middle
Attacks

SDN controller-
communications

x X X

Reset and IP
Spoofing

Control channels X

Scanning Attacks Open air interfaces X x
Secure Key
Exposure

Encrypted channels X

Semantic
Information
Attacks

Subscriber Location x X

Timing Attacks Subscriber Location x X
Boundary Attacks Subscriber Location X
IMSI Catching
Attacks

Subscriber identity x X
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6 Conclusions

Summarizing all mentioned aspects, demonstrates a vertical shift within the Infor-
mation Technology industry. Major digital key drivers are the enablement of IoT, AI,
cloud, real-time big data and the ultra-high-connectivity. Therefore, the implemen-
tation of 5G might bear privacy and security issues. Research has studied possible
solutions or implications on compliance and regulative actions. Chandran and
Labo [6] introduced a compliance-based approach on effective promotion of ethics
within organization. Especially in times where globalization shapes a fundamental
foundation for the growth of markets and sustainability of business relations, the role
of ethics becomes more important, which results in a development and increased
use of code of ethics [32]. Nevertheless, 5G demonstrated to function as a solid and
sophisticated network. Its implementation date in 2020 caused massive research
and case studies to be undertaken and were made to counteract major risk factors;
so that a reliable network can grow and lead the future of technology into a
different direction. Furthermore, future works are needed especially for assessing
risk, threat and security as well as privacy matters according to diverse use cases.
This can be conducted after 5G, with all the services running on the network, is
fully initiated into the market and understood by the society. Subsequently, this
will require further risk, threat or economic analysis throughout a longer period
of time. Therefore, a possible recommendation could be undertaking questionnaires
before the implementation of 5G. In this way network providers, but in particular
the government, can get an insight of citizens awareness towards technical change
and their knowledge in all aspects of AI and the Internet of Things. Because smart
cities will gain more relevancy with the implementation of 5G, artificial intelligence
processing data to create a pattern for understanding, will be subject of further
research. As a result, future work possibly consists of conducting surveys within
the automotive industry as well as the health sector, where data processing as well
as data privacy act as a major concern. Further observation would be advisable
via a thorough bidirectional analysis on the risk factors and cyber security issues
impacting the 5G networks.

Ultimately, thorough analysis from different sectors of society can help the
government to standardise a security, ethical and data framework of the network
and of all services enabled by it. Future questions regarding IoT, could be comparing
IoT as it is now, and what may be the issues in 2020, when larger bandwidths are
available, and everything is 5G compatible and beyond 5G in terms of 6G and its
capabilities. Standardisation is a key question and observation of all risk factors
before full rollout of 5G/6G, so that there is less chance of risk to privacy exposure,
security breaches and leakage of personable identifiable information.
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Part III
Technology of Cyber Attacks



Blockchain, TTP Attacks
and Harmonious Relationship with AI

Stefan Kendzierskyj and Hamid Jahankhani

Abstract Blockchain and decentralised distributed ledger technologies are being
viewed as a mechanism to provide further protection and enhance the security
of data by using its properties of immutability, auditability and encryption whilst
providing transparency amongst parties who may not know each other; so, operating
in a trustless environment. It’s true that blockchain has its roots in cryptocurrency
applications and is still evolving for that purpose in the financial sector, but many
other organisations across different industries are beginning to see the non-crypto
use cases where this mechanism to record data that cannot be changed or reversed
or apply as smart contracts (as a way to time-stamp transactions between parties) is
becoming extremely relevant and purposeful. A variety of industry sectors, besides
Finance, has undertaken the use of these distributed technologies and beneficial
attributes of blockchain from the healthcare and pharmaceutical, real estate, retail
and supply chain, legal and publishing. Organisations have flexible options to run
blockchain as permissionless (anyone can join), permissioned (where those need
to be invited) or hybrid (a consortium type) and whether data should be held on-
chain or off-chain. With industry entering its fourth industrial revolution (Industry
4.0) the addition of blockchain as a complimentary technology has its place and
there are some industries very suited to the significant impact it may bring. Also,
the advances of Internet of Things, Machine Learning and Artificial Intelligence
has meant more pressures on potential impacts to data and the ripple effects that
cyber-attacks may cause. This has also become complicated, as cyber-attacks have
become much more sophisticated over recent years with the different configuration
types and various industry sectors have suffered from a range of these different
attack vectors, resulting in some devastating outcomes. These have manifested in
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the shape of ransomware, malware, manipulation methods, phishing and spear-
phishing. Whilst data breaches are a serious incident, in most organisations, there
is a growing concern regarding attacks that are designed to have a more destructive
effect such as the Ukraine cyber-attack in 2015 that resulted in a shutdown of the
power grid or the WannaCry ransomware attack in 2017 that caused widespread
chaos with healthcare institutions unable to carry out any tasks since access to
data/systems was unavailable.

Keywords Blockchain · TTP · Cyberattacks · Decentralised · DLT · AI · IoT

1 Introduction

Cyberattacks and its frequency regarding data loss within organisations is becoming
too familiar and continually evolving in many types of attacks and motivations
behind them. Whilst companies undertake activities to mitigate attacks and lessen
its success ratios, it is considered that a centralised network or trusted third party
(TTP) presents an obvious security risk. This is due to all trust placed with an entity
that is trusted by all other entities in that community or ecosystem to perform and be
the authority to set functions. The TTP may provide a service or number of services
and is trusted to store data which may be personal/sensitive or have a mission critical
purpose (for example banking details/data). Once a TTP has been compromised
then the risk of data loss, identity theft or other issues such as destructive malware,
ransomware, etc., undertakes a path where there are many impacts, not just to the
TTP entity in loss of services, revenue, credibility but also to individuals (such as
identity theft or destructive malware, etc).

Whilst this chapter discusses alternatives of TTPs, such as blockchain, it does
not suggest to invalidate TTP use cases since that is not in scope and actually many
organisations are looking at ways to ensure that threat landscape of TTPs is further
diminished by the right technology infrastructure, training of employees (phishing
still remains the most used method to enter an organisation), etc. However, with the
right business use cases, blockchain can be very applicable with its attributes to be
utilised to further secure data privacy but offer transparency. Blockchain may also
work in harmony with TTPs so that a hybrid model can be deployed where perhaps
data is more sensitive or mission critical.

2 Blockchain and Centralised Systems

2.1 Decentralised or Centralised Systems

It is beneficial to understand what is meant by centralised and decentralised systems.
To put it simply in a centralised system the authority is given to one entity which
could be an enterprise or individual that oversees all the transactions. So, this
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centralised entity would require all data, communications, information, etc., to enter
and leave through a central hub or number of private servers (an example such as
Google or Facebook). Blockchain is a decentralised distributed ledger with no single
central authority and transactions are executed amongst multiple parties where peer-
to-peer interaction drives the network, hence no single central entity that data would
pass through (BitTorrent is an example of a peer-to-peer network). This means that
decentralised platforms can allow for more privacy since information does not go
through one point or entity source and will pass through a number of points. In
a centralised network all actions and information are continually monitored and
there is a potential for privacy to be compromised. In certain organisations such as
Facebook, information is consented in the terms and conditions and allows a degree
of being able to package up the individual’s information and then a loss of control
over a user’s data is happening. Using a decentralised system therefore allows a
stronger method to protect your identity/personal information.

2.2 What Is Blockchain

Blockchain is said to be one of the most disruptive computing paradigms after
the Internet; Swan [17]. The technology has advanced more than just a means of
financial and economic trading and looks to provide a consensus of trust which can
be where transactions require storing by multiple parties who may be unknown and
untrusted. Over recent years different arms of industry are starting to harness the
technology to take advantage of its benefits, attributes and methods of application.
The concept of blockchain was first circulated as a white paper, Satoshi [14], and
created using a pseudonym under Satoshin Nakamoto. Originally, developed for
intention as a cryptocurrency (Bitcoin) and is often referred to as Blockchain 1.0
for classification in the use of cryptocurrencies, Swan ([17], p. ix). Blockchain 2.0
refers to smart contracts which go beyond just cash transactions and blockchain 3.0
goes further in the way of alternative use in healthcare, government, intellectual
property, etc.

Blockchain technology has been quoted as allowing records to be ‘shared by
all network nodes, updated by miners, monitored by everyone, and owned and
controlled by no one’, Swan ([17], p.1). Blockchain is based on a decentralised
system; a distributed ledger database where sequential inventory of transactions
has identical copies shared and maintained by numerous individuals over network
nodes. The multiple parties hold the consensus over the data and its validity rather
than one individual. Under certain blockchain setup it also offers a protection
against attack since more than 51% of the blockchain network would need to be
compromised. Engelhardt [3] summarizes this immutability (a key component of
blockchain) as each record in the chain contains exact information on creation, the
cryptographic signature in the preceding record in the chain and any arbitrary data.
The signature (a hash which is a unique record identifier) has the cryptographic
sequence of a particular length, as alphanumeric, which uniquely determines the
digital entity. This is how, if compromised by changing a previous record, the break
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in the chain would be identified. Records cannot be removed, only added by the
approval of the consensus (this is one of the consideration points to match GDPR as
the ‘right to be forgotten’). With adding encryption to each block, only keepers
of the private keys have access (the pubic key is an openly visible key, but the
private key only unlocks the data permissible on the blockchain). Auditability is
another important aspect as transparency allows all stakeholders to see the data; and
something that would help solve improving the transparency of data. When new
transactions take place between parties it is broadcast to the network for all to see
and the network miners will verify it. It’s this collective verification that will only
allow the block to be added and how the ‘trustless’ method works and not relying
on a single entity to be the only authority to verify (as is the centralised models).
There can be some limitations such as rate of transactions and block size but is not
a compelling issue since for industry records type blockchain may just be used for
authenticating rather than holding data on the chain itself [10].

2.3 Types of Blockchain

There are different types of blockchain, and stakeholders need evaluate not just
technology requirements but also the business model requirements which can have
a host of questions that needs understanding to decide who can enter the blockchain
community setup for a particular scenario. Understanding these types will help
organisations decide what type blockchain technology should be deployed and how
should they allow permissions/authentication as depending on what type of data
it is. These generally can be classified into three main types of Public, Private
and Consortium (or hybrid) blockchains but can have options of many consensus
mechanisms; these are the algorithms that set in place how the network will operate
(consensus examples are discussed in Table 1).

• Permissionless Blockchains: Also referred to as public blockchains and allow
anyone to participate with no restrictions on reading/submitting transactions. All
network nodes are unknown but take part in the consensus process. Examples of
these are Bitcoin and Ethereum. However, public permissioned blockchains are
restricted to those allowed to enter but anyone can read/submit transactions.

• Permissioned Blockchains: These private blockchains will restrict access and
who may enter the network of nodes and transactions are only validated by those
recognised as authenticated on the ledger; essentially the network belongs to an
entity or organisation. Private permissioned are usually totally restricted such as
Bluemix by IBM or Rubix by Deloitte as example.

• Consortium Blockchains: Approved entities validate requirements. An ecosys-
tem would find this type blockchain more suited since all parties will have a
common aim in deciding what process of data workflow should be included, etc.,
and so only where a particular group participates in the consensus process.
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Table 1 Blockchain consensus mechanisms

Blockchain
consensus
mecha-
nisms/algorithms Characteristic description of mechanisms

Proof of Work
(PoW)

PoW was the first consensus algorithm that was created and used for
cryptocurrency purposes such as Bitcoin. This works on the principle of
heavy computational calculations, commonly referred to as mining, and
therefore assumes nodes performing these calculations are not malicious to
attack the network. These calculations are complicated mathematical puzzles
and the answer to the mathematical puzzle is a hash. Once one node inside
the blockchain network solves or identifies this value the block is then
broadcast to the rest of nodes to verify and mutually agree that the value is
correct. Presuming this is a correct value then all nodes must update their
blockchains. The immutable factor is that all newly created blocks are linked
to the previous blocks and provides the cryptographic resistance that gives
the security of blockchain. It is also a provision against tampering since more
than 51% of the network (or hashing poser of all nodes) would have to be
under the malicious control to affect a tampering outcome. The benefit of
defending a Denial-of-Service attack is there due to time and cost to
undertake a DoS attack that renders it not cost effective to undertake (a 51%
attack requires enormous computational power). However, there is an
overhead to consider for miners since the more computational power to solve
puzzles means more success (but this equates to costly equipment to run
complex algorithms.
Pros: Its existence has been stable since inception in 2009
Cons: Uses up a lot of energy and can be slow, vulnerable to 51% attack
Examples: Bitcoin, Litecoin, Ethereum

Proof of Stake
(PoS)

The main advantages of POS are efficiency (low electricity consumption and
reduced hardware costs) and security (increased computational complexity
and skill required by adversaries). Also, there is an element of randomisation
that makes the network more decentralised and in PoS there are no miners
and so means no need to release new coins for a reward to miners thus
keeping the coin more stabilized. PoS has the same objectives as PoW in
terms of reaching consensus, but how that is achieved as a method is different
and PoS usually will use transaction stakes as a reward (rather than
cryptocurrency as rewards for miners). The PoS algorithm essentially makes
use of a pseudorandom method to select a node to be the validator of the next
block. Participating users are required to lock-in a certain amount of coin
stake and the size of the stake will determine the ratio of that node being
selected as the next ‘validator’ to forge the next block as well as the age of
the stake and wealth of the node. However, it is equally important that
favouritism is not encouraged merely based on node wealth and so more
techniques are utilised such as having coin age selection (calculated as
number of days the coins are held as stake by the volume of coins staked) and
randomised block selection (these are nodes with a combination of low hash
value but with highest stake). Once a block is created the coin age is reset to
zero and the node will require waiting for 30 days before possibility to sign
another block.
Pros: Expensive to mount an attack and more energy efficient than PoW
Cons: Nothing at Stake theory and only richest stakeholders have the
opportunity to have consensus control
Examples: Peercoin, Nxt

(continued)
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Table 1 (continued)

Blockchain
consensus
mecha-
nisms/
algorithms Characteristic description of mechanisms

Delegated
proof of
stake
(DPoS)

DPoS stakeholders delegate the hashing capability to a group of nodes, referred to
as witnesses, so that they will be responsible for achieving consensus regarding
generation and validation of new blocks and are rewarded. This voting system has
proven to be efficient, fast and helps achieve autonomous cooperation. The voting
power is proportional to the number of coins participants hold. Any inappropriate
behaviour or inefficiencies can mean expulsion. DPoS mechanisms are said to be
highly scalable with its ability to take on more processing of transactions when
comparing to PoW and PoS.
Pros: Energy efficient and fast
Cons: Validator concerns as those with high stakes can vote themselves in as
validators
Examples: EOS, BitShares

Proof of
Authority
(PoA)

PoA mechanisms require block validators to stake their reputation instead of
coins, so leveraging the value of identities. The PoA consensus mechanism is a
highly scalable system and has been linked to use cases in supply chain of custody
scenarios or where there is a large logistical requirement. Usually also better
suited to private blockchains due to performance benefits. Some conditions are
required to be present:
Validators are required to confirm their real identities.
Computationally expensive to become a validator; investment of money and stake
of reputation ensures less chance of dishonest behaviours.
A uniform method to select validators.
PoA has been depicted as a mechanism that sacrifices decentralisation and is a
good method to provide efficiency in centralised methods. Other limitations could
be that as the identity of validators has to be revealed there is a sacrifice of privacy
and third-party manipulation; in such cases a malicious person outside the network
can know who to approach and potentially corrupt to disrupt the PoA system.
Pros: Fast and efficient
Cons: Deemed to be weighted towards centralisation
Examples: POA.Network, VeChain

Proof of
Elapsed
Time
(PoET)

Validators in PoET mechanisms will wait a random amount of time for every new
block the validator will create. The leader of the new block is the first person to
finish waiting. It relies on a particular CPU instruction from Intel called Software
Guard Extensions (SGX) that allows to run the trusted execution of programs in a
protected environment. This ensures it satisfies PoET requirements. This
consensus algorithm is less resource intensive that say PoW as the miner’s
processor can remain more dormant and allocate to other tasks during the
specified time so increasing efficiency capabilities. Since it does not require a
mathematical puzzle to be solved is what gives rise to the efficiency since it uses
the randomized timer to select the block leader. However, some weaknesses in
SGX technology are said to be identified since it relies on specialised hardware
and in some ways goes against the principle of decentralised models since there is
total reliance on a third party as the consensus model is built on Intel equipment.
Pros: Participation cost is low and transparent on how leader is legitimately
selected
Cons: Specialized hardware is required and a reliance on the provider, Intel
(almost what blockchain wants to move away from regarding third party trust)
Examples: HyperLedger Sawtooth

(continued)
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Table 1 (continued)

Blockchain
consensus
mechanisms/
algorithms Characteristic description of mechanisms

Proof of Importance
(PoI)

PoI has some similarities to PoS as nodes need put forward an
amount of currency to create blocks and creation of a block is in
proportion to some score. The difference is in PoI there are more
variables in the score such as vested amount of currency to create
blocks; net transfers or total spent in last 30 days, number/size of
transactions, node importance score. So, productivity is a key aspect
not just coins accumulated.
Pros: stake evaluation and importance assumed in network
Cons: minimum stake of 10,000 XEM is required for vesting
Examples: NEM

Practical Byzantine
Fault Tolerance (PBFT)

PBFT establishes a practical Byzantine state machine replication
and looks to operate even if there are malicious nodes in the system.
Nodes are sequentially ordered with a leader node allocated as the
primary node whist providing backup nodes (or secondary nodes).
These secondary nodes are able to transition to a primary node,
which is useful as a backup in case of a failure. PBFT has a function
rule that no more than one third of the nodes can be malicious or
adversaries. Consensus is broken down into four phases where a
request is sent to the leader node and in turn the leader node
broadcasts to the backup nodes (this assumes that all backup node is
treated equally, Byzantine General’s problem). Primary and
secondary nodes perform the task and a reply is sent to the client.
The client checks all the multiple identical replies and final identical
reply is usually checked by honest nodes and approved to either
accept or reject. PBFT is more efficient if the number of nodes is
smaller as there is an overhead caused by high communications that
increases as more nodes join to the network. It is also vulnerable to a
Sybil attack where one entity controls many identities. However, as
it does not require the PoW type transactions can make also a
reduction is energy usage.
Pros: High transaction throughput
Cons: Exponential message count as nodes are added
Examples: Zilliqa

Raft Raft is a consensus that was developed out of Stanford University
and handles, even in the situation of failures, the issue of having
multiple servers agree on a shared state. Raft can also manage
replicated logs and elects a leader in the cluster who in turn is
responsible to accept client requests and manage log replication to
other servers. Every server exists in three states, and can act as
leader, follower or candidate. Under normal operational
circumstances there is only one leader and the rest of the server’s act
as followers (in this case they are passive) and usually sends a
heartbeat message to inform followers of its existence. Followers
have a timeout and expect to receive a heartbeat so timers are reset
otherwise status will change to candidate to proceed to leader
election.
Pros: Simple model that provides development implementation in
multiple languages
Cons: Mostly for private and permissioned networks
Examples: Quorum
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In terms of differences it will mostly lie or have impact in the aspect of
decentralisation and how the technology handles the data considerations. In the
case of public blockchains these offer complete decentralisation but whereas hybrid
or consortium blockchains will be partly decentralised. For private blockchains, as
they are mostly controlled by one entity or organisation that set the ‘rules’, can be a
similar concept to centralisation as the group of users are a closed group.

For transaction processing purposes, organisations need to evaluate on
blockchain’s technical and confidential considerations. They need look at how
best to execute access to data and can be dependent on what type of data it is, if it is
sensitive, etc. The data storage methods can be as follows:

1. On-chain: data is stored on the blockchain structure.
2. Off-chain: access links are saved on blockchain and act as authenticated

indicators to data stored in other centralised networks/databases.
3. Hybrid: having a mixture of the above with some standard data sets stored

directly on the blockchain (beneficial for immediate permissioned use) and other
access to off-chain data links.

4. InterPlanetary File System (IPFS): A protocol/network that allows peer-to-
peer hypermedia storing and sharing of content, held across a distributed file
system (such as BitTorrent). Network nodes store content it is interested in but
with indexing information so it can be intuitive as to where content is stored.
When requests are made to look up/search content, the network will request the
nodes storing the content behind a unique hash to provide it. Mentioned by many
to be the replacement to HTTP and the web of tomorrow.

2.4 Consensus Structures

Consensus is characterised as a general agreement of the state blockchain is in.
This agreement is fundamental if a transaction recorded on blockchain ensures
that it upholds non-tampering, is viewed as correct and no malicious activity has
taken place. The consensus protocols are the primary rules of a blockchain and the
algorithm acts as the mechanism that the rules can be adhered to. So essentially the
algorithm is there to advise the steps to take, so compliance is achieved with the end
result expected.

There are differing consensus protocols and algorithms used that are dependent
what may be suited to deploy but fall under Byzantine Fault Tolerance and Leader-
based types. Table 1 depicts some of the more popular mechanisms (there are many
more possible consensus models) and it is clear that some types favour particular
scenarios such as PoA favouring to achieve more scalability and throughput by
losing some of its decentralisation capability or how cryptocurrency networks
require decentralisation as the priority.

Whilst Table 1 indicates some popular consensus mechanisms there are more that
can be available such as:
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Proof of Reputation, Proof of Capacity, Proof of History, Proof of Stake Velocity,
Proof of Burn, Proof of Identity, Proof of Activity, Proof of Time, Proof of Existence,
Proof or Retrievability, Stellar Consensus, Proof of Believability, Directed Acyclic
Graphs, Mokka.

2.5 Benefits of Blockchain

Blockchain is set to disrupt industry and help transform the traditional methods and
business models. The benefits of blockchain are more clearly understood now by
industry and besides just technical understanding it is helpful if approached from
understanding current issues faced by their specific industry and reviewing how the
beneficial attributes of blockchain can be applied. Many organisations from health-
care, government, manufacturing, pharmaceutical, financial, media/publishing, etc.,
have already undertaken successful pilots and achieved higher returns than antic-
ipated. Surveys undertaken in industry indicate heavy support for blockchain and
this will be due to severe problems associated around interoperability, security, data
integrity, privacy issues and other challenges in centralised networks.

A white paper which assisted Government with market research, [5] advises
that ‘blockchain promises to put privacy and control of data back in the hands
of citizens’. However, the cost for example in the healthcare industry, has risen
dramatically over the years and for some countries it is becoming a crisis that is
growing in terms of expense. Over the last 10 years there has been an increase
on health expenditure by 60%, The World Bank [18]. This is compounded with
the issue in developed countries with the population becoming more aged and
therefore likely to worsen. In the healthcare sector, blockchain is looked upon
as the technology to provide a solution in revolutionising the re-use of data to
control huge masses of healthcare data that is anonymised and give way to new
research and innovations. So, it not only protects the privacy of patients, but removes
the expensive middle layers and escrow services that mediate; so, connecting all
stakeholders without this expense, Engelhardt [3].

Another interesting aspect of blockchain benefits is, due to its nature of decen-
tralisation it may offer better protection against types of cyber-attacks, such as
the WannaCry ransomware attacks in 2017, since blockchain would need to be
simultaneously attacked by numerous sites; Mattei [8]. There needs to be a more
secure layer given to protect users as the rise in malicious outsider attacks for
identity theft is becoming one of the most common types and causes of cyberattacks.

The following section gives similarity use cases across many industry sectors and
references healthcare in places as a specific industry example due to the potential of
many use cases that could be applied.

Interoperability, Transparency and Immutability Traditionally a lot of data is
still held in silos and managed under a centralised or trusted third party (TTP) and
the current challenges are the accountability in those silos. In healthcare, medical
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records are a good example of silo data and how these content details that make
up the identity of an individual consisting of all data points spread through one’s
journey in life, are stored. Clearly interoperability is an issue that does not just
make it inefficient but also potential to tampering, loss of data (accidental loss by
those without privileges to access). There is also limited control of data ownership
whilst the patient whom is the centre of all has the least ownership or control. The
unseen challenge is also the serious levels of data breaches and damage of data loss
to the users through identity theft. Blockchain can eliminate these data silos and
provide a more coherent and seamless integrated data model that can control access
through cryptographic methods, but where authenticated, make medical encounters
between disparate parties more accessible. Transparency is also a key point as to
help auditability become more visible to all. As blockchain is a distributed ledger
where all participants share the same documentation (rather than individual copies)
and has to be applied through a consensus mechanism (as per Table 1). If tampering
was to occur then the majority of the network would need to collude in this and
alteration of all subsequent records. It’s something that does not take place and
although privacy and security are also important aspects, so too is transparency
and is given as equal emphasis.

Privacy and Security the confidentiality, integrity, availability and audit (CIAA)
is subject to a lot of pressurised issues both internally through non-malicious
behaviours as, for example accidental loss of data, and to outside vectors such as
targeted malicious behaviours for the purpose of identity and data theft. Industry is
trying to tackle this with the day to day traditional structures (the typical network
security, compliance, Intrusion Prevention and Detection Systems, training, etc.,)
that help mitigate risk and have a continual cycle of lessons learned. But through
an additional layer of blockchain, it can offer enhanced security with encryption
and would increase the integrity with the use of a decentralised and distributed
ledger system. With data encrypted, more complex permission settings and the most
suited consensus mechanism, will offer good controls for a secure authenticated data
interchange.

Time Stamping and Chronological Ordering If content and data are held in silos
there is more chance of corruption, fraud, traceability, audit trail and so on. One of
the benefits blockchain can offer is its undeniable immutability. If even blockchain
is used only for its authentication part to allow permission to data stored in a ‘data
lake’ (a centralised data storage held in cloud environments) then the fingerprint of
all activities is held in chronological order (smart contracts) and cannot be tampered.
Depending on the types of blockchain, then parties can make use of its smart
contracts to help provide greater efficiency and integration, all time-stamped and
ordered to give the immutability factor.

Procurement and Contract Process Using smart contracts properties of
blockchain will help relieve a lot of the complex processes, negotiations and supply
chain issues by streamlining to give efficiency and reduce cost. This can provide
automated supplier contracts and analytics to maximise productivity and control.
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Traceability For supply chain this is a cost saving, efficient and key aspect to
provide transparency over the chain of custody and in some cases offset counterfeit
processes, products or records/transactions. With the immutability, time-stamping,
and proof of records end-to-end gives industry that confidence that the business
model is untampered, single version of the truth and audit trail at any given point.

3 Trusted Third Parties (TTPS)

3.1 The Risk of Trusted Third Parties

Over time the world has become accustomed by freely accepting an entity to manage
and preside over sometimes mission critical data such as identity, bank/finance
details, medical records and so on. It had even arrived at the point where users
of main centralised platforms such as Facebook, Instagram, Google, did not fully
understand the impact of the personal data and what ownership rights they have and
fragile position they may face if the data is used in a certain way (without their
knowledge or presumed consent) or when successful attacks cause data breaches
and data theft. In fact, it was not until over recent years and the exponential growth
in cyberattacks has the individual become so concerned. With so much data theft
the impact of this to the individual and what is sold in the dark web is not fully
known. Entities and organisations who act as the custodian of data, guarantee the
safety and privacy of data, in good faith, but even with best intentions, security
protocols/compliance, training and technical defence systems still cannot protect
data theft.

3.2 Threat Landscape and Cyberattack Types of TTPs

The variation of cyberattacks and sophistication has dramatically increased over
recent years and given TTPs more landscape to cover and threat model; since
this is now not just limited to traditional networks, but also exposure across
the Internet of Things (IoT), cloud and edge computing. It is interesting to see
the evolution/development of new attack methods, but entry success relies on
behavioural patterns of victims to activate old and reliable techniques such as
phishing or spear-phishing attacks and allow that initial entry by an attacker,
where further and more destructive attacks take place. For example, using advance
persistent threats (APTs), ransomware or ability to create a back door to conduct
many attacks or reconnaissance.

The popular types of cyberattacks can be reviewed in Table 2 below as to give
indication to some challenges many organisations and individuals are facing.



190 S. Kendzierskyj and H. Jahankhani

Table 2 Cyberattack landscape

Types of
cyberattack Main common characteristics

Phishing A general social engineering email type attack that may not be specifically
targeted for an individual in mind but more of a blanket type of attack in the
opportunity to attain a response and obtain a foothold into an organisation.
Usually the base level entry for attacks that then go onto to produce other type
attacks such as Advance Persistent Threats. These typically could be randomly
generated to produce mass volume of emails.

Spear
phishing

A phishing attack as an email that is specifically aimed at a particular individual
and are executed by individual attackers and not randomly generated. The
emails appear genuine as to appear from the recipients own organisation or one
that is known to be trusted either as organisation or personally.

Whale
phishing

Another type phishing attack that is organised in such a way as to appear as a
high profile executive such as CEO or CFO and designed to acquire important
information due to the privileges access one would expect these position to hold.
Usually a monetary request is behind the attacker’s motive.

Ransomware Ransomware is a malware attack that can cause organisations wide and
disruptive damage (such as WannaCry, 2017) or individual victim’s data being
blocked. The malware blocks access to the data and threatens to either publish
sensitive information, delete it or not provide a decryption key to unlock it
unless a ransom is paid. Sometimes even when a ransom is paid there was no
intention to release with a decrypt key and was intended as a destructive
malware.

DDoS A Denial-of-Service (DDoS) attack has the objective to cause organisations
mass disruption by and causing inaccessible services by overwhelming the
intended target with traffic. This could cause anything from system slowdown to
crashing if also the intention was to flood the network with so much traffic. The
design of the attack causes business, employees and users of the service mass
inconvenience and damage to reputation of the organisation. Sometimes the
primary objective of a DDoS attack appears just this mass disruption but may be
used to mass other cyberattack motives.
As there are many DoS & DDoS types the popular ones as follows TCP SYN
flood attack, Teardrop attack, Smurf attack, Ping of Death attack and Botnets.

Botnets A Botnet is used to spam and launch DDoS through a network of hijacked
computers and devices which is infected with the botnet malware and remotely
controlled by the cyber attacker. Commands can be transferred not just as
traditional command and control but through peer-to-peer networks.

Trojans A Trojan (much the same as the concept of a Trojan Horse in Greek mythology)
hides and masks itself in what appears as a useful program to the user unaware
of the malware that sits in the program. Sometimes the purposes of a Trojan are
to open a back door to the attacker to perform a host of other cyberattacks or
perform other activities such as listening to sensitive information or sit in the
network undetected with necessarily performing any attack and when his
information task is achieved will leave.

SQL
injection

Structured Query Language Injection (SQLI) attack although an older type of
attack is still used and a dangerous attack to expose access data. The attack uses
malicious code to manipulate backend databases or admin control and gain
access to data that will be sensitive company data and personal data. SQLI is
viewed as a serious threat to an organisation with loss of credibility to its
customer base and worse if records are stolen, deleted or altered in any way.

(continued)
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Table 2 (continued)

Types of
cyberattack Main common characteristics

Cross-Site
Scripting
(XSS)

Similar to SQLI attacks and where attackers run scripts in the target’s browser
using third-party web resources. Malicious JavaScript into the website’s
database. The attacker’s malicious payload, which is part of the HTML that the
victim is accessing on the website, is transmitted to the victim’s browser and
victim’s cookie is sent to the attackers’ server. Session hijacking is the most
likely outcome, but more complex consequences can occur where attackers can
log keystrokes, control the victim’s terminal or reconnaissance.

Man-in-the-
middle

A dangerous cybersecurity breach attack that the attacker can perform a number
of options from simply eavesdropping on communications, to intercepting and
amending data as by changing the requested key with his own and so assuming a
‘trusted’ identity. In many occasions it might just simply be eavesdropping and
gathering intelligence and when the objectives are complete to leave the
network undetected. The type of MiTM attacks can be classified as session
hijacking, IP Spoofing and Replay attack.

Drive-by
attack

A malware distribution attack usually found on insecure websites where a cyber
attacker can plant malicious script into PHP and HTTP pages. When a visitor
comes to the site malware is installed through a script or can redirect the victim
to a website that the attacker is in control of. Given the name of drive-by attack,
as the victim merely has to visit a site to become affected by the malware script.
The danger usually is unawareness by the victim as attacks are completed
silently.

Advance
Persistent
Threats
(APTs)

Complex and usually a more sophisticated cyberattack as it involves a number
of attacks but initially may start as a phishing attack to gain entry and move
through the network to gain credentials etc., where reconnaissance is built to
determine how the attacker requires the attack to play out: It could be destructive
malware, cause massive damage to critical national infrastructure and so on.

Wiper
attacks

Wiper attacks have been used in conjunction with APT attacks and ransomware
and have a particularly destructive nature for data and disk wiping

Malvertising A malware attack that uses advertising to hide malicious code where victims
assume adverts to be safe. A number of consequences can unfold when the
victim succumbs to a successful malvertising attack which can be anything from
system damage, remote control or data access which may be sensitive data. The
malware can dictate payloads to be set off at given times (these would be
preinstalled programs).

Password
attack

Attackers use a suite of tools such as sniffers, dictionary attacks, and cracking
software programs to assist to decrypt and obtain passwords without
authorisation. Still an attack that can work due to the user deploying weak or
easy passwords (organisations now, as part of cyber defence strategy, usually
insist on strong passwords).

Zero day
exploit

The term zero day comes about due to a software/hardware/firmware
vulnerability being discovered by attackers before manufacturers or other know
about it or security professionals can fix it.

Insider
attack

As the term indicates that attacks or malicious behaviour are performed inside
the network by authorized individuals that will have access to the
systems/network. Since most of the focus will be on external attacks this may be
harder to detect although more is being looked at regarding behaviour and
artificial intelligence software to help detect.



192 S. Kendzierskyj and H. Jahankhani

Phishing and Ransomware
Phishing has been around for some time and until users stop clicking on unknown
senders of emails or enabling programs in attachments, the attackers will still create
successes and is one of the more popular ways for attackers to enter a network. Steer
[16] notes a more dangerous threat where the email is more targeted for specific
individual employees and known as spear-phishing which will have objective aims
and why it can have more serious consequences since the attackers have built a
plan on social engineering and what the desired end result should be. Attackers now
search social media to make an email look convincingly genuine to mask the tracks
of the ransomware. This ‘familiarity’ of appearance to a user makes this method a
very dangerous entry point. Even newer dangers of malvertising no longer require
users to ‘click’ links to activate the malwares.

In 2016, phishing attacks rose by 65% with an increase over 2015 mentioned
by Sharma [15] and set to increase further again with organisations more in the
sights of the attackers than individuals. But as social media brings many benefits,
so this also offers attackers a wealth of additional information that gives rise to
a more sophisticated method and likely chance of a victim opening an infected
email/program.

Regarding ransomware, there has been significant increase in the volume and
diversity of ransomware attacks over the last few years (see Fig. 1 for growth
details). Attack formations have become more complicated, progressing from script

Fig. 1 Ransomware increases (McAfee Labs 2018)
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kiddies to crime-for-hire (Ransomware-as-a-Service) and sophisticated hackers, as
Parent and Cushack [12] mentions ‘a new layer cake in cybercrime’ has arisen.
However, attack success relies on the victim acting as the catalyst to initiate the
chain of events. Ransomware is sophisticated and malicious software that blocks the
victim’s access to their files or can threaten to publish or make available the victim’s
data (based from cryptovirology). What usually happens next is the request for a
ransom to be paid to allow access to the victim’s files again. Over the last 5 years the
extent and complexity of ransomware has increased, and some organisations have
taken to paying the ransoms through digital currencies such as Bitcoin. The victim’s
dilemma is there is no sure way to know if after paying a ransom whether the
attacker will release the decryption key. There are some victims that have paid the
ransom and were successful in accessing the data once again. Others have paid but
the cyberattackers did not release the decryption keys and others where they received
the decryption keys but were found to be not working. There is always the possibility
as well that after paying the initial ransom the cyber criminals may continue to ask
for additional ransom. Without doubt, attacks are on the increase and even 3 years
ago was noted: [4] wrote that GCHQ and the Ministry of Defence warned the
government of a serious cyber-attack and that the National Cyber Security Centre
(NCSC) was a step in the right direction.

Attackers are using more manipulative means by deploying sub-domains, hidden
URLs (link hidden under plain text) misspelt URLs (bought domains that look
similar to the real site e.g. google.com) and IDN homograph attacks. McAfee
[9] labs report indicates a rise in malware scripting techniques, using JavaScript,
VBScript, PHP, Powershell, etc., to distribute including in use of ransomware (e.g.
Nemucod ransomware using PHP and JavaScript). The main use case for attackers
taking this route is evasion and reason why this recent technique has seen a sharp
rise over last 2 years, McAfee [9].

Yaqoob et al. [19] discuss how sensors and IoT devices are expected to reach
26 billion by 2020 deployed across from wearable devices, connected smart homes,
cars, health, utility, etc. On the one hand it is great technological advancement but
as Yaqoob et al. [19] mention that over 70% of IoT devices have vulnerability to
attacks and with the growth of ransomware it is inevitable that IoT offers a vast
surface attack area. In tandem to technological advancement the preservation of
confidentiality, integrity and availability (CIA) are important and safer ways to
protect IoT from malware which should take priority.

Ransomware can also be penetrated using botnets inside IoT networks, activated
through phishing and compromise the whole IoT network and attackers can inject
ransomware-as-a-service into the cloud and the ransomware may then appear as a
‘legitimate service’ to the user. More research shows the extent of IoT potential
issues with thermostat hacking (turning the temperature up), Flocker ransomware
(locking the smart TV as malware is embedded in fake movie), Android Simplocker
affecting Android wearable devices and some tests on practicality of ransomware
through smart bulbs.

There has also been a sharp increase in using malvertising to propagate malware,
specifically ransomware [13]. This new type of technique threatens the digital

http://google.com
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marketing many organisations has legitimately enjoyed but now find users may
block Ads for fear of malwares that can potentially be deployed. Users need not even
click on the malicious Ads and can be infected just by visiting the website. This is in
itself a new technique that provides infection without user interaction (e.g. Astrum
exploit using Flash vulnerability). Palmer [11] reported a few UK Universities that
were hit with this ransomware but very hard to consolidate extent of attacks as
many education and government type organisations resist to openly discuss in fear
of negative publicity.

The future surface attack area for TTPs has taken a new threat and dimension.
Mansfield-Devine [6] view the outlook as heading towards ransomware distributed
through mobile and the cloud. This can be a big concern to contain since a user
can upload an infected file to the cloud and unknowingly provide a wide dispersal
ratio to the rest of the community (users confusingly assume it’s a legitimate ‘safe’
service to download). Also, more and more enterprises are seeking cloud and SaaS
based models in turn believing this to be safer than on premise models and why more
analysis of cloud security needs to happen. Whilst it will be an ongoing education
process to help enforce the human not to click an unauthorised link or carefully
observe before clicking it still does not solve the problem of how to control the
data access, storage and in the event of cyber breach give the malicious attackers
more hurdles with added layers such as blockchain and encryption. Also, with
blockchain there is further research on using artificial intelligence (AI) to detect
malicious outsider attacks and its patterns which gives further protection levels to
help blockchain stay more protected.

3.3 Blockchain and TTPs

The idea of there being no intermediaries such as centralised entities or TTPs is
not what is being advocated here. Clearly, there is still a requirement for TTPs and
also blockchain itself has some negative connotations. Under a decentralised system
and for example, regarding a cryptocurrency wallet, losing your password is pretty
much a point of no return since there is no way to retrieve it if there was no backup
of writing it down, etc. But what could be a possibility that may work, and benefit
is a blend of both operating in synergy. Certainly, this is already being applied in
many industry use cases.

Take for example the interoperability in Cyber-Physical systems (CPS). These
are a range of software networks, communications, sensors that interconnect into
the real world, between physical and virtual states. In many industries these often
involve mission critical processes so, for example, in manufacturing they would
process real-time information to industrial machines, supply chain or perhaps in
the energy sector provide smart grids which would consist many controls, sensors
and equipment working in conformity. Smart grids work more intelligently to add
resilience to the power network by detecting where the outage may be and contain
it; so, avoiding the blackouts or power surges that could cause major disruption
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if power is not available and a domino effect to other such as banking/finance,
healthcare, etc. It is also driven by the fact that more physical systems controlled
by embedded software are connecting and interacting with other systems via the
internet. Regarding blockchain, Dong et al. [2] explore blockchain as the trusted
environment to support interactions that CPS function on in an energy grid. It
looks at three parts; blockchain distributed data storage, IoT sensing technology
and cloud-based delivery systems and how they can interact together and support
the physical infrastructure (the generation, transmission and delivery). Blockchain
supports the CPS with its decentralized data storage to give traceability and non-
tamperable qualities and it is not relying on itself to be a single point of failure as
is the case with TTPs). Also, the smart contracts allow programmable execution
of work and authorization for auditability purposes. The interactions between IoT
and blockchain make it flexible as to how the data can be stored (cloud architecture
sits on top of IoT and then blockchain) so dependent on data if on-chain or off-
chain. Dong et al. [2] make a good point of the SCADA (systems used to monitor
plant/manufacturing equipment) vulnerabilities and where data is centrally stored
which is highly vulnerable to cyber attackers and propose operating a blockchain
based grid data protection mechanism. CPS architecture must consider not only
the individual subsystems but a system of systems approach to cyber security
and is developing aggressively in IoT for industrial and IoMT in healthcare and
new products launched are already possessing that data sharing and networking
capability.

Real time computing (RTC) is already being used in many applications, espe-
cially mission critical systems such as autopilot systems in aircrafts and anti-lock
brakes in vehicles. In such mission critical systems, due to latency and time
sensitivity, systems running real-time operating systems (RTOS) process data right
at the edge of the system and almost instantaneously decide on the next course of
action. As a next elevation of security blockchain could be deployed with RTC in
mind. There can be many scenarios where this is of good use. For example, in supply
chains where achieving high performance and efficiency could be used in harmony
with blockchain to provide transparency, immutability and security it offers.

For IoT, it is heavily reliant on cloud computing due to the amount of data
collected, however does all this data need to be collected and sent out to the cloud?
Processing data at the edge can prove to be as effective as processing in the cloud
as demonstrated in systems with real-time processing capabilities. Cloud computing
provides a more resilient computing platform due to its distributed physical nature
however there are still vulnerabilities. This is why research and pilots are being
assessed, as Dong et al. [2] mentions on the benefits of integrating blockchain with
IoT and cloud computing in the energy sector of critical national infrastructure
(CNI) as various decisions can be taken as to how to store the data and where
permissions should be allowed.

Shifting mind-sets from a cloud based perspective to performing real-time
processing at the edge of the network will not only reduce threats caused by
infrastructure system vulnerabilities but will also address time sensitive systems
and potentially could be used to address the issue of privacy which is a much talked
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about threat to end users. There is no suggestion that real-time processing at the edge
should replace cloud computing but rather the two technologies should complement
each other or even integrate with the third technology of blockchain. Managing
data efficiently at the edge using real-time processing should allow tighter and more
granular controls to be put in place to manage the type of data that should be pushed
out into the cloud or stored elsewhere if on blockchain. Big data algorithms and
machine learning can then be employed to further manage data effectively in the
cloud or across blockchain, improving edge endpoint reactions and access and with
blockchain certainly take the risk away from cloud computing, fog and RTC .

4 Harmonious Relationship of Blockchain and Artificial
Intelligence

The two technologies of blockchain and artificial intelligence (AI) appear to have
set on a path of convergence, [1]. This has ranged from technological benefits of
AI deploying more efficiency over mining capabilities with optimisation of energy
consumption and methods of federated learning to provide that leaner processing
in the form of data sharding (simply meaning data portioning and separating larger
databases into smaller components).

Blockchain, with its record keeping attributes, can provide more coherent
understanding of decisions made and impacts of machine learning. Analysis is
made easier if these records can be traced. So, a machine learning algorithm can
be subject to continual changes as its learning process dictates that efficiency in
pathway changes as it learns in real-time. However, as these algorithms get more
intelligent through machine learning it also becomes more difficult to look at how
conclusions were arrived at. There is the trust factor in these conclusions; meaning
potential algorithm bias or ways to ensure the algorithm had not deviated so far
as to be corrupted. Therefore, it will become more and more important to ensure
an audit trail is there, can be tracked and alert or flag up inconsistencies. It’s clear
blockchain offers the immutability, time-stamping and can be used for the audit trail
purpose and therefore can complement the attributes that AI offers. Data is secured
by blockchain but also enhances this relationship in its audit capacity, so the full
journey of machine learning and algorithm changes are understood and provide the
transparency, which is becoming a hot topic of discussion.

Data science and its benefits offered in many industries is also helping to
accelerate the relationship of blockchain and AI. For example, take the field of
genome research and the significant factor that AI plays here in terms of machine
learning and not just applied to human health but also to agriculture and animal
husbandry, Marr [7]. AI of course brings that element to research to make analysis,
faster, accurate and with many options to deviate outcomes. This of course makes
gene technology truly exciting for developing precision and personalised medicine
and AI can help overcome many previous barriers by offering modelling, predictions



Blockchain, TTP Attacks and Harmonious Relationship with AI 197

based on specific individual’s genes. It’s now easy to see how then blockchain can
be complimentary to AI in this area, since there needs to be a strict access protocol,
audit trail, traceability and all data analysis secured, so there is no selective reporting
or possibility for bias views to the data. There would be very sensitive individual
personal data and the security and privacy that blockchain offers ensures there is
that high level of security to deter any cyberattacks that can cause data leaks or
accidental exposure of data. Transparency is also important to be able to verify the
basis of operation within the business and to the individuals that data is created
from.

There would be many more examples in all sectors of industry where the
complementary positioning of AI ands blockchain are clear to all.

5 Conclusions

This chapter explains the current necessity of trusted third parties (TTPs) and the
role cloud based organisations operate under but also demonstrates the risk of
exposure to data leaks by cyberattacks and impacts caused by the many different
variations when TTPs are breached. Blockchain attributes of immutability, trace-
ability, auditability, securing privacy and offering transparency, offers possibilities
of adding another layer of protection to sensitive data. This technology can give
the single version of the truth and full audit control on a chain of custody. Also,
the interesting convergence of blockchain and AI is positioning many opportunities
to further develop faster data analysis and provide a methodology to ensure
authentication, protocols and so on are adhered to.
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Protecting Privacy and Security Using
Tor and Blockchain
and De-anonymization Risks

Stilyan Petrov, Stefan Kendzierskyj, and Hamid Jahankhani

Abstract The huge increase in data usage and the rapid development of new
technologies such as cloud, IoT, and has also led to the exponential increase in cyber
threats online. Anonymity and privacy services have equally seen an exceptional
growth rate since the introduction of Blockchain and Tor network, as more individu-
als demand anonymous services away from the traditional centralised offerings, but
also seek more security and privacy. This chapter will review quantitative analysis
undertaken to critically evaluate Tor and Blockchain as emerging technologies, by
an in-depth comparison of their security and privacy properties. Further analysis
is undertaken by utilising network and data points that highlight the necessity
of urgent deployment of innovative methods to protect users’ anonymity utilising
Blockchain application over the Tor network. By undertaking experimental analysis,
it is possible to determine Tor packets from common packets and raises the question
on possibilities of cyberattacks leading to loss of personable identifiable information
(PII) and de-anonymization.

Keywords Tor · Blockchain · Cybersecurity · Anonymity · Privacy ·
Cyberattack · Onion services · PII · Encryption · Security

1 Introduction

With everyday life having seamless interaction with activities online we are living
in an era where most of the criminal activities are also being performed online.
This has meant organisations and individuals are facing an urgent necessity to
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acquire new security solutions and services. The changing landscape of cyberattacks
that compromise personal identifiable information (PII) particularly in critical
national infrastructure, such as in sectors of Healthcare, Finance, Defence, Civil
Nuclear and so on, required the development of more secure technologies that
also respect privacy. This has led to some organisations seeking further emerging
technologies such as blockchain and also individuals using the Tor network as
way of ensuring anonymity. As an innovative and highly sophisticated technology,
Tor anonymity network attracts developers, researchers and criminals to utilise it
in various “good and bad” [19] ways, but also due to core reasons – to remain
private and secure anonymity. Thus, Tor delivers strong protection techniques to
secure the confidentiality, integrity and availability (CIA) of the data, and the real
identity of the individual, however, it represents vulnerabilities leading to leakage
of PII [30]. Therefore, there are opportunities to use other emerging solutions such
as blockchain that can protect data, enhance security and provide transparency.

According to Al Jawaheri et al. [1], in the contemporary world, there is an
increasing need to improve security and privacy over the Internet due to the swift
rising of threats. To protect the online transactions, a secure and decentralized
peer-to-peer network such as blockchain can be a desirable technology to benefit
both society, individuals and organisations. The demand for blockchain from
government, organisations, industry, and supply chain is growing due to blockchain
attributes such as immutability, privacy, traceability, audit, etc., that provide a trust-
ful distributed network without meeting the weaknesses that centralised authorities
hold (or trusted third parties). Nevertheless, the growing number of malicious
attempts and widening attack surfaces against blockchain are extremely concerning
especially with its increasing adoption and popularity.

Scientists and developers are working together for a superior and secure future
with attention driven towards Smart Cities, IoT, Big Data, Quantum Computing,
Biotelemetry and so on. So, it is highly desired for the adoption of Tor and
blockchain as emerging technologies to deliver a more trustworthy mechanism, that
offers security, privacy, and anonymity and which safeguards users’ data/assets, and
can prevent any de-anonymization possibilities.

2 The Motivation Towards Anonymity and Tor Network

Nurmi [42] stated that anonymity and pseudo-anonymity are nothing more than
privacy of identity. Under anonymity, Nurmi refers that the user manages who
can view their identity, so placing control over the one he or she wishes to know
the identity. One of the earliest examples for online anonymity was in 1993
when Johan Helsingius ran an anonymous email service called anon.penet.fi. The
function of these services is to provide anonymous accounts that act as a proxy or
corresponded between real email addresses and pseudonymous addresses. However,
the weak anonymity is exposed by stripping identifying headers from outbound re-

http://anon.penet.fi
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Fig. 1 Tor de-anonymization attacks [42]

mailed messages and the limitations of the services in terms of security, closed the
Helsingius remailer service; Nurmi [42].

Further, summarized by Nurmi [42] revealed four categories under which a user
can lose its anonymity in the Tor network (see Fig. 1):

• Comprehensive operation security can lead to failure
• Attacks intended towards the onion server software’s that are not intended to be

adopted on Tor.
• End-user vulnerabilities such as weak passwords or unpatched systems/applica

tions.
• If entry and exit relay are condemned it may incur traffic and timing correlation

attacks.

However, the Nurmi [42] research was not focused on the end-user vulnerabilities
in configuration and settings. Moreover, after many experiments and analyses on the
Tor network and the onion services, Juha Nurmi claimed in the conference that Tor
network possesses a unique feature – as in the more users there are, then the harder
the de-anonymization attack would succeed.

In 2012, the “highly-ranked” National Security Agency (NSA) employee,
Edward Snowden, revealed to the world, highly confidential secrets about the USA
surveillance and admitted that the NSA has been spying on citizens all over the
world [25]. In 2012, the NSA published documentation called “Tor Stinks”, declared
that de-anonymization of Tor users was not just possible to be accomplished but
also a workable conception (see Fig. 2). Moreover, the NSA stated that they will
never be able to de-anonymize all Tor users, however, they could be able to reveal
an identity only on a small fraction of them.
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Fig. 2 NSA document ‘Tor
Stinks’

Fig. 3 Tor services rendered by criminals

2.1 Tor Origins and Overview

A recent technical report from Al Jawaheri et al. [1], mentions that Tor is
utilised mostly from those that want to hide their anonymity such as journalists,
whistleblowers, censorship fighting organizations, sensitive topics researchers and
of course, criminals. Nevertheless, as a freely usable portal for illegal activities such
as buying drugs, weapons, downloading child-abuse videos and even a place where
you can hire an assassin, the majority of Tor is legal, stated by Moore and Rid [38].
Figures 3 and 4 however display more of the ‘darker’ side of Tor.

2.1.1 What Is Tor?

Tor is the most broadly used anonymous network, daily accessed by more than
four million people and designed by volunteer-run Onion Routers (ORs), hereinafter
called relays/nodes and provides peer-to-peer traffic encryption by using the 128 bit
AES in counter mode (still not compromised) and checksums for integrity checking.
Moreover, the three relays, linking to each other with the path algorithm selection,
form a Tor circuit. According to the Döpmann et al. [24], the circuits represent a
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Fig. 4 Tor ransomware and malware as a service offering

Fig. 5 Tor network infrastructure

Fig. 6 The number of currently running relays. (Derived from TorProject [48–51])

cryptographically secured tunnel where adds or strips one layer of encryption on
the Relay Cell (Fig. 5).

An analysis in 2019 of the Tor network shows at that time it consisted of 6524
relays (routers) from which 3003 of them are guards and 992 are exit relays (Fig. 6).

A volunteer means a person allows their PC to receive and pass traffic over the
Tor. This is a significant design strategy, developed with the origin of the network,
which means increasing the number of the volunteer-run relays means the more
secure, anonymous and sophisticated against an attack on Tor network. Additionally,
Tor is a developing technology and over the years acquired new features in terms
of anonymity, privacy and reliability, and looks to prevent de-anonymization attack
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vectors. In a research paper, Biryukov and Pustogarov [8, 9] justified that due to
the live-development and low-latency properties of the Tor network, the traffic and
timing correlation attacks cannot be entirely eradicated.

2.2 Tor Structure

The Tor network consists of the following components:

Onion Routers Referred also to ORs; they form the spine of the Tor network.
Controlled by the volunteer users’ they operate as an entry (guard), middle and
exit nodes. These create a commonly three-hop Tor circuit where the traffic is
enveloped in n layers of encryption with n unique session key and sent to all relays
in it. Each node designs a descriptor (explained in the section How Onion Services
Works?) which contains its own bandwidth, IP, public key, circuit negotiation,
exit policies, etc. about the hidden services [2], and sends it to the Tor Directory
Authorities (DAs). Furthermore, the DAs build consensus documents based on
consensus algorithm and delivers them along with the HSs descriptors to the
Directory Servers (DSs). When the client (later on referred as Onion Proxy (OP)
wants to obtain information for these routers he/she has to connect to the DS and
extract up-to-date data for the currently usable nodes. On the period of writing this
chapter, there are nine DSs which keep the records of the relays [44].

Onion Proxy (Client) An end-user, accepted as an Onion Proxy (OP), who is
utilising the Tor browser as an entry point to the network. The OP regularly contacts
to the DSs so they do get a list of operated ORs and their descriptors. Also, to defend
clients against route detection and reconnaissance attacks, both the records and the
consensus algorithms are constantly updated on each hour to deliver a coherent and
reliable image of the network to all clients; so as to provide a current and consistent
picture of the network to all clients. Consensus documents are published precisely
once an hour and descriptors are real-time updated as their contents change.

Directories The Directory Authorities (DAs) send the consensus document and
the OPs descriptors to Directory Servers (DSs), thus they deliver information of
the current state of the circuit. Moreover, the DSs store the descriptor and the OPs
public key in the so-called Distributed Hash Table (DHT).

Relay Cell Onion relay sends, in anonymous reason, 512 bytes or recently 514
bytes cells size traffic on the Tor network which its payload (actual data) is encrypted
with the Elliptic Curve Cryptography. This public key cryptography is presently
resilient under attacks. Döpmann et al. [24] stated that if we look in-depth in the
transport layer in security terms of Tor keeping in mind that the cells are exchanged
between the relays with the TLS/SSL TCP connections. Figure 7 below, reviews the
relay cell and the cell architecture.
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Fig. 7 Tor relay cell architecture

Fig. 8 Tor circuit creation, Salo [45]

When a user launches a Tor browser and attempts to access the onion service, the
Create Cell is going through the circuit of relays that includes end-to-end encryption
from 128-bit AES cipher in counter mode, checksums for integrity checking and
asymmetric session keys (X25519); Saleh et al. [44]. So, to establish a new circuit
(see Fig. 8), a Create Cell is sent to the first node on the path, which usually consist
of three relays (see Fig. 5 on Tor infrastructure).
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Fig. 9 Tor traffic encryption process

The Create Cell contains a circuit ID in its header and the onion key from
senders’ side in the payload section with the SessKey of each of the relays. This
is called the Diffie-Hellman key exchange which is using TLS connection. Once
a node receives the cell, it sends back a key and a signature confirmation that it
received the cell through the DH process. Finally, a session key is acquired and the
circuit between the first node and the client is established, [24].

2.3 How Does Tor Work?

The Tor user (OP) connects to the DSs to derive a current status of the Tor network
and its relays information (public addresses, exit policies, bandwidth and so on).
For the purposes of this chapter and explanation, it can be summarized in several
technical steps how a three-hop onion circuit, consists of well-suited exit policies,
is built and how it operates (Fig. 9).

Currently, v3 onion protocol is using 128-bit AES symmetric key with ECDHE
asymmetric key exchange algorithm.

The data encryption process and key exchange algorithm performed by the Tor
protocol over on a relay cell are represented in steps below.

Request
1. The OP sends through the DH Key-Exchange the so-called temporarily Session

Key to the first (entry) node.
2. Relay 1 decrypts the Create Cell using SessKey1 and sends it to the Relay 2.
3. Relay 2 destructs the Create Cell and constructs a Relay Cell. Moreover, it

generates SessKey2 and sends it to the Relay 3.
4. Relay 3 decrypts the Create Cell using SessKey3 and sends it to the intended

destination address known from the origin OP request.
5. The last (exit) relay decrypts the message with the onion (handshake) key and

redirects it to the server.

Response
1. Upon receiving response from the server, the Relay 3 encrypts the Create Cell

with SessKey3 and sends it to the Relay 2.
2. Then, Relay 2 encrypts it with SessKey2 and sends it to the Relay 1.
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3. Relay 1 encrypts the response with SessKey1 and sends it back to the OP. Thus,
it strips the layers encryption with its private key and PublicKey3 to see in plain
text the response.

Generally, the requests are one layer of public (onion) key encryption and several
layers (depends on the built circuit) of session (symmetric) key encryption. On the
other hand, the response is using only symmetric key encryption without a public
key.

Overview of Onion (Hidden) Services Nurmi [42] stated that several Tor pro-
tocols between the client and a server can make a location obscured. Thus,
onion services are TCP-based network connections which are accessed through
the Tor browser and use not human-meaningful () .onion top-level domain (TLD)
name. The major purposes behind onion services are robustness and anonymously
of servers, access-control protection and hiding the real individualities of onion
services administrators [15]. According to the statistics derived from https://metrics.
torproject.org/, there are more 80,000 onion services (see Fig. 10) on the Tor
network, nevertheless, only a minor portion of these are web services [42].

Undoubtedly, huge amounts of the onion websites publish illegal activities such
as child abuse pictures and video sharing or perform drug market services [41].
Therefore, for these reasons the Tor network and its anonymity are regularly
criticized. According to the TorProject [48–51], another fundamental property, that
makes the services more secure and obscure, is that accessing the onion services the
Tor traffic remains in Tor network. There is no exit node in the circuit which prevents
many de-anonymization attacks such as monitoring the unencrypted traffic, running

Fig. 10 Statistics of the active onion services: TorProject [48–51]

https://metrics.torproject.org/
https://metrics.torproject.org/
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Fig. 11 Establishment of connection between Tor client and onion service

malicious relays and so on. Moreover, the onion domain address represents a hash
function of public key which delivers a security and anonymity in client-server
TCP communication Derdge [25]. A unique protection measurement developed by
TorProject [48–51] which provides pure end-to-end security is the additional IPs
and RP relays that extends the circuit with three more hops, and moreover, does not
allow the Tor traffic to go out of the network (peer-to-peer encryption, see Fig. 11).

Reviewed in a paper “How Do Tor Users Interact With Onion Services” from
Winter et al. [56], that later on took place in the proceedings of the 27th USENIX
Security Symposium, onion services are different from the common web services in
several ways:

• They are accessible only from the Tor browser.
• The second-level onion domains are hashes of their (onion services, e.g. web

server, webmail, etc.) public key, thus they are hard to be remembered by the
users.

• The longer traffic path from the client to the server (six relays) brings up higher
latency for the usual TCP-based connections.

• The onion services cannot be learned from a search engine, thus makes them
private and untraceable for the web crawlers.

A comprehensive evaluation, formed of steps, details the typical communication
establishment process between the client and an onion service:
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1. Bob produces a public key pair “to identify himself as a service” [22]. Thus, he
randomly selects three IPs (with addresses of base64 string) as contact points and
builds circuits to each of them.

2. Bob advertises the IPs and information about his onion service on the HSDirs,
which on the other hand creates a “key-value lookup system with authenticated
updates” [23] called Distributed Hash Table (DHT).

3. Alice heard about Bob’s onion address, either from Bob or from a friend (since
the onion services are not published in the search engines) and thus, she extracts
more details about the Bob service from the DHT table [11].

4. Alice chooses a random OR as a Rendezvous Point (RP) which serves as a
meeting point for the connection between her and Bob. Thus, she builds a circuit
to the RP and establishes a “one-time secret” cookie so do recognize when Bob
connects [35].

5. Alice builds a circuit to one of the Bob’s IPs in order to announce herself, her
RP, the rendezvous cookie and the beginning of the DH handshake. The IP sends
the message to Bob [37].

6. If Bob wants to talk with Alice, he connects to her RP by building a circuit
to it, and sends a message contains the rendezvous point (as verification about
himself), the other half of the DH handshake, and the hash of a session key which
they now share [2].

7. The RP connects Alice’s and Bob’s circuits, but none of them has information
about each other. Then, Alice sends a begin cell to Bob’s OP which connects to
his onion service.

According to the AlSabah and Goldberg [2], the descriptors are “assembled-
based self-reported information by the relays” that consist of different metadata
such as public cryptographic keys for relays authentication and “contact details”
of the assigned IPs; and thus support sub-protocol versions for each relay, and
Marquez [34] stated that new descriptors are generated every 24 h. The computation
of descriptors was announced in 2013 by Biryukov et al., as below:

descriptor-id = H(public-key-id || secret-id-part)
secret-id-part = H(descriptor-cookie || time-period ||replica-index).

2.4 Security and Privacy in Tor

According to TorProject [48–51], the combination of encryption parameters such
as stream cipher, public key cipher, Diffie-Hellman protocol, and a hash function
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assure users anonymity and privacy in accessing the onion services. Furthermore,
there are other fundamental security methods as follows:

Forward Secrecy Referred as Perfect Forward Secrecy (PFS), it is a fundamental
security technique which delivers guarantee that the session keys wouldn’t be
compromised even if the server’s private key is stolen. Introduced in the Second-
Generation Onion Router research report by Dingledine et al. [22], the main idea
behind this method is to safeguard past sessions against upcoming compromises of
secret keys.

Router Selection Algorithm Initially, it’s chosen randomly for the path of routers
that the traffic will go through but after research and further developments it
implemented four key properties:

1. one router cannot exist more than once in a circuit, and no two routers belong to
the same class B subnet

2. DAs appoint the so-called “flags” on the ORs where each flag is based on the
routers “performance, stability and roles in the network” [2]

3. due to the de-anonymization attacks that happened between the client and the first
node, the TorProject developed a selection between three “entry guard nodes”
that would be assigned for period of 30–60 days, and moreover, utilised for all
circuits within that time

4. the consequent selection of an OR depends proportionally on its offered band-
width. [23].

In 2015, Alsabah and Goldberg described this process as highly comprehensive.
Tor utilises a cascade buffer architecture to govern cells traveling through the circuit.
It works when an OR receives a cell (either from other OR or OP, or from the server)
it then directs the TCP connection from its output buffer to a subsequent OR input
buffer. Then, the cell is encrypted or decrypted (based on the direction of the traffic),
and placed on the First-In, First-Out queuing process. Furthermore, a scheduler is
utilised to extract cells from the queuing mode to the 32 KB output buffer. Lastly,
the cell traffic is sent to the kernel TCP send buffer which proceeds it to the next OR
or OP.

Blocking Resistance Due to censorship, there are some countries such as China
and Iran where the government extract the OR information from the DAs and
then block these routers to prevent access to Tor. Therefore, TorProject proposed
a distinctive type of router called a “bridge” which can be utilised by the OP to
act as first (entry) node in the circuit [2]. As claimed in Wang et al. [54] the main
difference between them and entry guards are that the “bridges” are not listed in
the DAs to prevent from de-anonymization and enumeration attacks. Except IP
addresses blocking, the governments are attempting to block the traffic flows too.
So do prevent this, Tor bridges utilise so-called “pluggable-transport” extensions
called obsf4 that hide their traffic and camouflage it to appear as another protocols
or applications (such as WhatsApp, SMTP, HTTP).



Protecting Privacy and Security Using Tor and Blockchain and De-anonymization Risks 211

Traffic Throttling It is a method that limits the bandwidth on the Tor network.
According to Alsabah and Goldberg [2], it delivers to the ORs the ability to regulate
the congestion and traffic overload. Furthermore, they stated that there are some
“levels of throttling” to threshold the data accessed on the network and as follows:

• Rate-Limiting: ORs adopt rate-limiting algorithm which allows them to control
the amount of the bandwidth that one OR can spend on Tor.

• Circuit Window: Circuits in the Tor network initially adopt “end-to-end window-
based flow control algorithm” [2] which constrains the amount of the data at all
stages the cells going through. Thus, the algorithm establishes a circuit window
of 1000 cells between OP and exit relay. Moreover, it works as each time the data
is sent, the window size is lessening by 1, until it reaches 0. Furthermore, when
the OP or exit relay receives 100 cells, it sends an acknowledgement cell to any
end of the circuit. This cell is called circuit_sendme, and when is sent to all ends,
the OR increases the window size by 100 cells.

• Stream Window: TCP stream flow algorithm which acts similar to a Circuit
Window. This time the size of the window is 500 cells and any time 50 cells
are received by the OR cause stream window size increments by another 50 cells
until it reaches 500 [2].

2.5 Advanced Security and Privacy in Tor

Descriptors Protection The onion services descriptors are secured by two layers
of encryption:

1. delivers confidentiality against the adversaries who do not know the public key
address of the certain onion service;

2. provides client authentication and safeguards against the users that do not have
valid credentials.

Public Key Cipher Tor is utilising RSA with 1024-bit keys for authentication and
key exchange during SSL/TLS circuit establishment. According to the live-term
period they have, there are three types of RSA keys:

• A long-term “Identity key” utilised to digitally sign documents, and to determine
the node entity.

• A medium-term “Onion key” which decrypts encryption layers when circuit
extension is requested. This key is rotated each time the path is extended.

• A short-term “Connecting key” utilised to establish a TLS connection. This key
is required to be rotated/regenerated at least once a day.

Stream Cipher Tor Project is utilising AES-128 in counter mode, with IV 0 bytes,
or AES-256.

Digital Signature Curve25519 group and the Ed25519 signature formats protect
the integrity and authenticity of the message by adding tamper-resistance [48–51].
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• Curve25519 is a medium-term ntor “Onion key” utilised to control RSA onion
key handshakes when circuit expansion is requested. According to TorProject
[48–51], the combination of both keys successfully protects from stolen or
tampered key pairs during exchange.

• Ed25519 handles three different sub-keys: (1) A long-term “master identity
key” which is utilised to sign the (2) key. Lovecruft et al. [33] published a
v3 onion specification protocol document, accessed on https://gitweb.torproject.
org/torspec.git/tree/guard-spec.txt, that this key must never be changed and for
security measurements “it must be kept offline”; (2) A medium-key “signing
key” that signs practically everything else in the Tor network. It is signed by the
“master identity key”, kept online and a new one should be produced regularly;
(3) A short-term “link authentication key” utilised to verify the link handshake.
These keys are signed by the medium-keys and are generated regularly as well.

DH Key Exchange It is utilises generator (g) of 2 and for the modulus (p) it is
utilises 1024 safe prime.

Hash Function TorProject [48–51] declared that they are using SHA256 and
SHA3–256 in someplace.

2.6 Advantages and Disadvantages of Tor

As was mentioned earlier, that Tor is the most widely utilised anonymous tool, and
extensive research papers are there on the advantages and disadvantages of using
it. A Tor survey paper from Saleh et al. [44] very effectively summarizes the pros
and cons of the Tor network and gives a side by side comparison on blockchain (see
Table 1).

Although Tor is quite a new technology, it has undergone tremendous transforma-
tion over recent years. Together researchers and developers are using its open-source
code to work towards creating more protection methods that prevent Tor users from
de-anonymization. However, the development of the technologies and often utilising
newly made protocols and applications, hide huge security challenges caused by
broadening the attack surfaces [16]. Table 2 summarizes current attack vectors and
how they affect the different class of Tor structure.

Moreover, the growing usage of the onion services makes it more an attractive
‘bite’ for the hackers. According to the Biryukov and Pustogarov [8], Bitcoin
transaction through a Tor browser is not safe and secure method. Since the Tor
network is utilised daily from more than 3–4 million users and there are more than
100,000 Bitcoin transactions, it is visible the huge scope of scalability and use cases
of both technologies. Therefore, it is obvious that even a small design weakness
in one of them can lead to tremendous issues and losses of identities, money and
maybe more serious outcomes such as loss of life [1].

https://gitweb.torproject.org/torspec.git/tree/guard-spec.txt
https://gitweb.torproject.org/torspec.git/tree/guard-spec.txt
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Table 1 Advantages and disadvantages in Tor and Blockchain

Technology Pros Cons

Blockchain Decentralization Scalability & storage
Distribution 51 % majority attack
Security Prone to be compromised
Privacy
Integrity
Reliability
Availability
Transparency
Cost-efficiency
Fault-tolerance
Audit & accountability
Stability

Tor Anonymity Prone to zero–day attacks
Security Low-latency
Privacy Monitored and track by law authorities
Open-source code Deployment of incompatible with

anonymity applicationsPrevent censorship
Free software
Support .onion domains
Compatible with Blockchain & VPN

The botnet attack weaknesses are evaluated in the research from Nicholas in
2014. According to the research, there is still a huge challenge which Tor developers
urgently need to address or solution.

3 Blockchain

Within recent years, blockchain has been tremendously developed and become a
broadly utilised technology. According to the blockchain survey from Deloitte [21],
more than 53% of the responders claimed that in 2019, blockchain became an urgent
priority for their organisation. However, these are appetite statistics for the hackers
who broaden and strengthen their attack vectors. The number of stolen wallets and
compromised online digital systems keep growing simultaneously with growing the
importance and the usage of Blockchain. So, the facts are represented in statistics
of the BCSEC on the blockchain attack events in 2018, according to which, more
than 2 billion dollars of economic losses caused by blockchain security weaknesses
(Fig. 12).

Blockchain technology is still in the early stages of fast improvement, and
therefore its security is behind the speed and level of the expansion of the new
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Table 2 Displays the attack vectors and how they are associated to the Tor systems

Threat Client
Onion
service Tor Application Relays

Tor structure Denial of service � � �
Low-resources
routing

� � �

Botnet �
Peer-to-Peer
system

Cell flooding DoS
attack

� �

Tor cells
manipulation
attack

� �

Traffic and timing
correlation attack

� � �

P2P information
leakage

� �

Off-path MitM � � �
Sniper attack �
Congestion attack � �
Exploiting routing
algorithm

� � � �

Tor guard selection
attack

� �

Bridge discovery � � �
Application Torben � � �

Replay attack � �
Shaping � �

Fig. 12 Economic losses caused by blockchain security weaknesses (ten thousand dollars) [55]

century innovation and techniques. The risks could occur either from external
or internal applicants. The increase in the popularity of blockchain obliges new
requirements in terms of security and privacy protection of the transactions.
Moreover, since the attack surface against it became more complex, it sets new
challenges to the current security solutions utilised by blockchain. Compromising of
transactions in transit, breaking authentication mechanisms, user account theft, and
so on are the reasons of insistent establishment and development of new security and
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privacy solutions. The hash function SHA-256 and the encryption algorithm Elliptic
Curve Cryptography utilised in blockchain are still safe until quantum computing
development [55]. Moreover, NIST [40] announced what could be the impact of
this innovative technology on the most utilised common cryptographic algorithms.

3.1 Blockchain Development

Blockchain is a current solution of secure computing in a live-network system
without a Central Authority (CA). Not just organizing the transaction records into a
hierarchical method but also secure storing them by using hash and cryptographic
algorithms. The main features behind the design of the blockchain architecture are
“decentralization, tamper-resistance, safety and reliability” [54].

Although the concept of cryptography-chained blocks was introduced first in
1992 and the usage of Merkle trees as an effective enhancement of the hash chain
evaluated by Bayer, Haber and Stornetta, the Bitcoin was announced in 2009 as a
peer-to-peer, distributed digital system that adopted blockchain as a secure ledger
for its online transactions. For more than 10 years Blockchain developed from
digital currency (Blockchain 1.0), then moved to smart contracts (Blockchain 2.0),
and currently Blockchain 3.0 as a high security-level innovative technology.

According to Zhang et al. [57], the annual profits of blockchain-based appli-
cations world-wide barely get to the $2,5 billion in 2016 while it is expecting to
reach 20 billion by 2025, with an annual growth rate of 26%. Furthermore, in their
research it is stated that governments have published white papers and technical
reports of blockchain to contribute positively with the distribution and enhancement
of the new century technologies. A report issued in 2016 from the UK chief scientific
adviser Sir Mark Walport [53], focuses on analysis and planning the better use
cases for the future of distributed ledger technologies. Moreover, the European
Central bank published papers on the advantages of using distributed ledger for
secure transactions. Financial institutions, consulting companies and IT vendors
such as Citibank, HSBC, Microsoft, IBM, Cisco, etc., claimed that blockchain
is working as a secure and distributed ledger that stores all online transactions
“effectively, persistently, and in a verifiable manner”. Therefore, there is an increase
in investments and researches of the three main next-generation technologies such
as blockchain, artificial intelligence (AI) and big data [20].

3.1.1 What Is Blockchain?

Moubarak et al. [39] stated that a blockchain is a very fascinating technology
which is rapidly being adopted and still under development from industries such
as the Internet of Things, healthcare, smart energy, retail, etc. Blockchain is a
“secure, distributed, peer-to-peer environment” [39] operating on the concept of
storing and sharing transactions which can be reviewed and read/write from almost
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Fig. 13 Blockchain structure

anyone who participates in this network chain. Moreover, the features such as
usage of cryptographic schemes and consensus algorithms cause fault tolerance and
reliable platform for decentralized and trustful sharing sensitive information, such
as transactions, over the Internet. Figure 13 gives an overview of the structure and
components of Blockchain.

Precisely, one block in the chain consists not only of transaction records, but also
keeps the hash value of its block + the hash value of the previous block that serves
as a cryptographic bond between both the blocks. Wang et al. [55] stated that the
integrity is guaranteed so when a block is added to a chain it cannot be altered or
compromised due to its connections to the all blocks in the network.

Blockchain components can further be described as.

• Version – Identifies the suite of block validation procedures to follow [54].
• Merkle Root – It is a hash function computed from the sum of all transactions

within the certain block. “Its main purpose is to calculate the hash of a block
from a hash of his sons” [46].

• Nonce – It is a 4-byte field that begins with 0 and grows each time the hash
has been calculated. Moreover, it is a variable incremented by the consensus
algorithm. Utilised to prevent double-spending attacks [31].

• Timestamp – A record of the current time in seconds since January 1, 1970 [52].
• Difficulty Target – Represents how difficult the current target makes it in

claiming the validity of a certain block. Moreover, the hash is sized in bits, where
the lower the target in bits is, the more difficult it is to compute a corresponding
hash.

• nBits – Denotes the goal maximum of a valid block hash [46].
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3.1.2 Limitations of Blockchain

Blockchain is very secure and consistent; however, it has not been immune. Since it
is regulated by computers, and also nowadays potentially misunderstood or perhaps
utilised unnecessarily, blockchain hides some limitations and misconceptions [40].
This section highlights some of them below:

• Since the technology is distributed, it means that the transactions and accounts
of everyone on the blockchain network are visible.

• The fact that there is no central authority means that there is no one you can call
in case of something wrong happen.

• The security and consistency of the system hang on the blockchain code and its
math functions.

• In terms of ownership, they are not completely decentralized, announced by
NIST in their internal report “Blockchain Technology Overview” in 2018.
According to them, the permissionless (public) networks are controlled mainly
by blockchain users, publishing nodes and software developers. Meanwhile, the
permissioned networks (private/consortium) are usually configured and run by
an owner.

• The use of blockchain doesn’t address the habitual cyber-security risks that
necessitate precise and practical risk management process. Several of these
“habitual” threats implicate human interaction. Consequently, a vigorous cyber-
security program is crucial for protecting the participant’s sensitive information,
especially since the hackers could be the application developers or common users
with privileged access.

3.2 Blockchain Security and Privacy Challenges

Baker and Steiner [5] published a paper that critically deliberates the challenges of
blockchain in regard to its security and privacy. Nevertheless, they focused mostly
on the attacks towards the application level of particular consensus algorithms.

According to the Saad et al. [43], blockchain is a modern live-development
technology where everyday developers and analysts are working together to mini-
mize the challenges and prevent the attack surfaces on blockchain distributed ledger
system.

Since the requirements for mining (adding) a new block in this consensus
algorithm depends on the stake (deposit) propose. Firstly, announced by Eyal and
Sirer [27], and then cited by Saleh et al. [44], the mining process could lead to highly
sophisticated attack surfaces against blockchain. Table 3, summarizes current attack
vectors and how they affect the different class of systems.

Furthermore, numerous studies have been undertaken in order to classify and
expose the attack surfaces, the limitations and weaknesses of blockchain networks;
however, with the emergence of new technologies and with the development of
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Table 3 Attack vectors associated to blockchain systems (adversaries attack methods and their
corresponded target systems)

Attacks Blockchain Miners
Mining
pools Application Users

Blockchain
structure

Orphaned blocks � � �

Forks �
Peer-to-Peer
system

BGP hijacks � � �

DNS hijacks � � �
Majority attack � � �
Selfish mining � � �
DDoS attack � � � �
Eclipse attack � �
Timejacking attack � � �
Consensus delay � � �
Finney attack � � �

Application Wallet theft � �
Blockchain ingestion �
Double-spending � �
Cryptojacking � �
Smart contract DoS � � �
Reentracy attack � �
Replay attack � � � �
Overflow attack � �
Balance attack � �

blockchain into version 3, the attack landscape highly increases which creates new
security and privacy challenges [44].

Additional challenges for blockchain developers appeared when GDPR has been
taken place in 2018. Moreover, there has been concerns and questions of how the
data is controlled, stored and utilised, and what are the roles and responsibilities of
blockchain users and third parties.

3.3 Blockchain Advanced Security and Privacy

According to Zhang et al. [57], the combination security practices such as Hash
chain, Merkle tree, digital signature with consensus mechanisms, helps blockchain
minimize the attack surface of Bitcoin. Hash Chained Storage Is a blockchain
method that contains of two blocks – Hash Pointer and Merkle Tree.

Hash Pointer It is a cryptographic hash result indicating the address of the
data stored in the blockchain. The most utilised cryptographic hash function
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in blockchain nowadays is SHA-256 due to its pre-image resistance (one-way
function) and collision resistance security properties [40]. Moreover, they stated that
the hash function is 32 bytes represented as a 64-hexadecimal string. So, blockchain
ID addresses represent 34 characters hash of the public key. Zhang et al. [57]
summarized two core purposes of utilising the hash pointers:

1. assess if the data has tampered;
2. the link between the blocks.

Each block only knows the address of its predecessor block. The hash of the
stored block is freely verified by blockchain users to prove whether or not the block
is tampered. This main feature prevents the adversary to write on a block because
they have to change the hash pointers of the all previous blocks in the curtain chain.
According to Anwar [3, 4], this feature delivers “an extra layer of protection and
prevent any type of violations”. Thus, an anniversary wouldn’t be able to forge the
data in the beginning of the chain where the genesis (origin, main) block operates.

Merkle Tree Expressed as a binary search tree, it is utilising hash pointers in order
to link “tree” nodes together [57]. It operates on the concept of “parent–children”
nodes where the parent nodes are on the top level of pair of children nodes that are
on the lower-level. The Merkle Tree algorithm creates a new data node for each
two lower level nodes which consist of the hashes of both nodes. This process is
iterating until it reaches the genesis block. The main advantage of this blockchain
technique is preventing information from tampering by following down utilising the
hash pointers. That’s true due to the reason that the adversary has to change all
blocks to the bottom of the tree which is easy to be recognized and determinate
by the Blockchain security teams. Moreover, it verifies rapidly and efficiently the
membership of genuine nodes by representing them in a “root” tree.

Digital Signature Blockchain relies on research results of cryptography, which the
heart of the security and privacy methods which delivers the CIA of the data blocks.
Saleh et al. [44] announced three main components that forms a digital signature
scheme:

1. key generation algorithm which creates two keys – first one private, utilised to
sign a message and kept privately, the second one is public, utilised to verify if
the message has signature signed with its corresponding key.

2. The next component is the signing algorithm. It generates a digital signature on
the input of the message by utilising private key.

3. The last component is the verification algorithm. It combines the digital signa-
ture, a message and its public key, and verifies the signature utilising the public
key. As an output, this algorithm returns a Boolean value. According to the Saleh
et al. [44], a secure and precise digital signature is the one which is verifiable and
effectively unforgeable.

Elliptic Curve Digital Signature Algorithm (ECDSA) Hanke et al. [29] stated
that until the time of quantum computing is not broadly used, the ECDSA is still safe
and will remain as a secure encryption algorithm for a few years. It is a successor of
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elliptic curve “secp256k1”, delivering 128 bits of encryption and it’s been proven
as robust against forgery attacks [14].

Public Keys The most relevant responsibility of the public keys is to maintain the
legitimacy of the message by using the (Public Key Infrastructure) PKI. It operates
as the one who writes the message signs it with his/her private key and then sends
it to the receiver who uses the senders’ public key to verify the message. Thus, the
public keys are linked to the identities of entities and stored in the CA.

Consensus Due to its decentralization to add a new block to the chain, each
participant has the choice whether or not to add to their own copy of the blockchain
ledger. The main purpose of it is to search an agreement upon a single state from
at least 51% of the network and to prevent dishonest nodes and malicious behavior
[57].

There are various security and privacy techniques utilised by blockchain to keep
the anonymity of the transactions and to protect the users’ identity.

1. Anonymous Signatures

The most typical types of these signatures are Group and Ring signatures:

Group Signature Cryptographic scheme established in 1991 by Chaum and Heist.
Within a group, any of the participants can sign a message for the group with his/her
private key and then any member of this group can check and verify with the groups’
public key whether or not the message is signed by a particular group member.
The group signatures require a group manager to act as an authority that setup a
group by adding and removing participants, handling events and so on. Therefore,
these signatures apply in the consortium blockchain networks. Recently, the massive
Chinese data exchange provider called Juzix [32] employed group signatures on
their platform to enhance the current security measurements.

Ring Signature Zhang et al. [57] announced two main differences between the
ring and group signatures:

1. There is no central authority which means even on a case of debate the real
identity of the member cannot be extracted;

2. any member can create a “ring” by him/herself without additional requirements
and resources.

As the number of the participants using ring signatures in one group increase, it
becomes harder for a hacker to reveal the real identity of the participant. Since there
is no signature manager, it applies in the public Blockchain networks.

2. Homomorphic Encryption (HE)

It is a strong cryptographic method which executes certain types of computation
directly on the ciphertext, instead first on the plaintext mode. This technique
addresses the limitation of the privacy protection on the public Blockchain and
“delivers ready access to the encrypted data for auditing and other purposes” [57].
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3. Mixing

As mentioned earlier, Blockchain is not anonymous, therefore, to prevent the
leakage of information due to the association of pseudo-address and user’s identity,
a so-called “mixing” method system is developed. It functions as a random exchange
of user’s coins with another user’s so doing obfuscation of the ownership of the
account. Moreover, Zhang et al. [57] described two types of mixing services and
evaluated their properties.

Mixcoin Established by Bonneau et al. in [13], it guarantees anonymous payment
in Bitcoin. It works as mixing all users coins simultaneously and moreover, utilises
an accountability mechanism so do detect stealing from the wallets.

Joint Payment CoinJoin. MaxWell [36] proposed this method as a concept of
“joint” payment. The last is done by joining together transaction payments from
different users in order to reduce the possibility of linking between the transactions
and users. This happens as users negotiate with which transactions they want to
combine with the central trusted servers. However, a single compromise over this
central authority can lead to the disclosure of all logs and transactions that users
joint with.

4. Non-Interactive Zero-Knowledge Proof (NIZK) Proof

NIZK is an enhanced privacy-protecting technique announced in the 1985 by
Goldwasser, Micali and Rackoff. Its main idea is an interaction between the certifier
and verifier in the Blockchain with zero-knowledge about each other. Additionally,
it means that a user privately generates input and broadcasts it on the network for an
output proof, without revealing any disclosure information about themselves. Thus,
the other users interact and trust the output they perceive without any knowledge or
information about the owner.

Advanced and highly effective application of zero-knowledge is presented in
2013 by Bitansky et al., called zero-knowledge Succinct Non-interactive Argument
of Knowledge (zk-SNARK) proof which nowadays serves as core security and
privacy technique adopted from Zcash protocol introduced in 2013 by Ben-Sasson
et al.

Ethereum adopted zk-SNARK proof verification and called it “baby” ZoE from
Zerocash over Ethereum [57]. Thus, this contract accepts a user to store non-
disclosed amount of ETH units without revealing any information, but only by
showing “a serial number” as assurance in front of a Merkle tree.

5. The Trusted Execution Environment (TEE) Based Smart Contracts

An extremely useful method for enhancing confidentiality and integrity is a
segregated execution environment which successfully prevent other software’s and
OSs to tamper or learn the condition of the application currently running on it. TEE
finds application in the Intel Software Guard eXtensions (SGX) based on which
Cheng et al. [18] introduced a trustworthy platform for confidentiality-augmented
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smart contract execution. Moreover, proposed by Zyskind, Nathan and Pentland in
2015 “Enigma ledger” utilises TEE to create a smart contract with the decentralized
scoring algorithm ENIGMA [26].

3.4 Advantages and Disadvantages of Blockchain

Built with high complexity, delivers high trust, decentralized security and pri-
vacy online environment with minimum processing fees and without any errors.
Blockchain technology not only resolves the issues in centralized systems however,
it is a “gold” mine invention for the industries and governments around the world.
Therefore, in Table 4 are some pros and cons of adoption of the distributed ledger
platform, blockchain, where Moubarak et al. [39] presented a general comparison
of the main features that both emerging technologies are utilising.

4 Methods to De-anonymise Tor Packets

Looking at the interest area of privacy and security of anonymous networks, more
than 50% of Tor research is focused on the de-anonymization of the anonymous

Table 4 Basic comparison of Tor to Bitcoin DLT system. Derived from [39]

Tor Bitcoin

Main function Anonymity system Trustless digital cash system upon
Blockchain

Control of network Non-profit foundation
(TorProject)

Community

Number of nodes Fixed/limited Open
Actors Relays, bridges, peers Peers
Network type Distributed Distributed
Incentivized No Yes
Anonymity mechanisms Yes No
Routing actors Relays, bridges No
Confidentiality Yes Yes
Integrity Yes Yes
Authenticity Yes Yes
Scalability Limited Yes
Trust Yes Yes
Faulth-tolerance Yes Yes
Data storage No Yes
Content Addr. networks DHT Node hash
Client P2P connections Yes No
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network. Approximately 25% of the study papers are covering path selection
mechanisms. Around 25% studies are related to the performance examination and
enhancement mechanisms of Tor network. Moreover, only 9% of research papers
have been able to identify the real IP address of the onion services. More than 90%
of the de-anonymization Tor studies conducted attacks over its inherent vulnerabil-
ities. However, insufficient research focuses on the exploited autonomous systems,
servers, flag cheating and also, on the compromised blockchain applications and
mechanisms after being implemented in the Tor network. A mindmap represents
the security, privacy and anonymity related studies, shown in Fig. 14.

4.1 Experiment Example to Determine Tor Packets
from Common Packets

A typical configuration to undertake an experimental environment to test anonymity
can be setup as and suggested as following:

1. Kali Linux and Parrot Security virtual disk image (VDI) files were run under
VirtualBox software, where the first refers to HOST and second refers to USER;

2. “Host-only” and “Nat” network adapters were assigned in the both Kali and
Parrot OSs. The first network adapter provides internal (virtual) communication
between both VMs, while the second network adapter delivers access to the WAN
in order to be installed the needed software’s and to be accessed the Tor Browser;

3. Under Kali Linux OS, the project created and configured onion web service
hosted on a .onion domain and accessible only through Tor;

Fig. 14 Mind-map of relative research studies
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Table 5 Hardware utilised for the study

Hardware Virtual OS RAM Network

Asus GL553V Kali Linux 2019.3 (64 bit) 8 GB Up to 50 Mbps (Limited)
Microsoft Surface Pro 2 Parrot Security 4.6 (64 bit) 4 GB Up to 50 Mbps (Limited)

Table 6 Software utilised for the study

Software Version

Oracle VM VirtualBox 5.2 (64 bit)
Tor (Proxy) 8.5.5 (64 bit)
Wireshark (Network Sniffing) 3.1.0 (64 bit)
PcapXray (Packet Analyse and Data Extraction) 3.0 (64 bit)

4. The Tor Browser, Wireshark and PcapXray to be suitably installed and config-
ured on the HOST;

5. The Tor Browser also installed on the USER in order to connect to the hosted
.onion website.

Typical low-end hardware configurations and examples as per Tables 5 and 6
that are enough to undertake an experiment to determine Tor packet from common
packets.

For the approach to test and experiment, then 5 possible approaches can be
considered:

• HSDir memory extraction
• Onion address bruteforcing
• Primary data collection
• Network sniffing
• Data analysing and extraction

For the purposes of this chapter the research was based on primary data
collection, network sniffing and data extraction. The incentive behind this choice
can be seen as follows:

The HSDir memory extraction will be a reliable and successful method if there is
sufficient network bandwidth and more resource power in order to obtain “HSDir”
flag which allows to extract the memory and conduct additional data analyses.

Bruteforcing could be a successful method to derive an onion service address
only performed over v2 protocol (16 characters string). However, it is impracticable
to attempt bruteforcing over v3 addresses (56 characters string) due to time-
consumption and lack of computation power.
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Network sniffing is a method to capture packets through the network. This
approach is reliable due to non-additional security settings set in the experiment
environment. Moreover, it acts as a standpoint where further analysis could be
achieved.

Data analyzing and extraction are valid methods if the previous approaches,
as gathering knowledge by collecting primary data and network sniffing, are
undertaken. Utilising sophisticated forensic tools, it’s possible to extract details such
as communication and device information from the packet. Although TorProject
developed and implemented numerous amounts of anonymity and obfuscation
techniques, this approach is able successfully to distinguish Tor packets from the
common traffic.

Network Sniffing The object is to detect Tor network sniffing in order to find out
is it possible to distinguish a Tor packet (default port 9051) from the commonly
met protocol ports such as http (80), https (443), SMTP (25), etc. Here, the HOST
marunningne is ran and Wireshark to capture Tor incoming packets from the USER.

Data Analysis and Extraction After successful capture of the Tor packet, it is
then saved with a “.pcap” extension. Thus, the HOST utilised a network forensic
tool named PcapXray which details the captured packet by designing a network
diagram and extracts data such as device identification, important communication
and so forth.

Result Analysis The method clearly can detect and classify whether a packet is
a Tor packet or not. These findings deliberate security and privacy concerns that
should be further addressed in order to protect personable identifiable information
(PII). Further research on how to prevent packet leakage and loss of PII could be
looked at to develop a multi-layer solution of Tor and blockchain.

This chapter disclosed that it is possible to distinguish a Tor packet from the
common traffic without much effort and utilising low-cost hardware. However, the
study can be utilised as a tool for further researches into the Tor users’ security.
More than 80% of the onion services are still utilising v2 protocol [34], where the
encryption methods are quite weak and perhaps could be broken. The v3 protocol is
still in development, thus further researches can analyse its cryptographic algorithms
and decide whether or not they are well applied. Because of its cryptographic
advanced techniques and sub-protocols, it’s recommended for urgent adoption of v3
Tor protocol where v2 is still utilised. However, the users are struggling to remember
or keep a record of all these 56 characters in the address bars. Thus, this can lead
to new security gaps and vulnerabilities such as phishing and reverse engineering
attacks. Therefore, it is a necessity to develop a v3 custom names generation tool
which creates much safer and easier methods for those who utilise onion services.

The following are typical stages to discover the Tor packet and to help visualize
the stages in such an experiment as previously explained (Figs. 15, 16, 17, 18, 19,
20, 21, 22, 23).
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Fig. 15 Access the Onion website and view the circuit established during the connection

Fig. 16 Access the Onion website from the both VMs

Fig. 17 Run Wireshark network sniffing tool on Eth0 Nat interface to capture the incoming
packets

5 Conclusions

This chapter looked at the privacy and security of anonymous technologies such
as Tor and blockchain and in particular their privacy and security concerns, gaps
or vulnerabilities. The experiment and studies takes forward utilised classification,
quantification and comparative evaluation of multiple study papers covering Tor
and Blockchain. It appears, in the best of knowledge, that there was not any other
research papers that perform a deep and comprehensive analysis in the state of



Protecting Privacy and Security Using Tor and Blockchain and De-anonymization Risks 227

Fig. 18 Capture data packet and save it as .pcapng file

Fig. 19 Clone PcapXray forensic tool repository from Github.com

Fig. 20 Install the PcapXray Requirements.txt file by utilising python package installation utility –
Pip

security in both the emerging technologies of Tor and blockchain. Although they
assure security, privacy, and particularly Tor – anonymity, the attack surfaces that
lead to user’s de-anonymization and compromise of CIA assets are increasing
at an alarming rate. However, it’s expected that various lessons gained from the

http://github.com
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Fig. 21 Run the PcapXray tool with the python command and browse the path location to the
Saved .pcapng file

Fig. 22 PcapXray visualization of the Scanned .pcapng file due to extract the data from it

experience and usability design of the public Internet could be applied to the onion
services. A smart home novel approache can be considered where the combination
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Fig. 23 PcapXray visualization after the anonymity technique “obsf4” was switched on

of IoT, Blockchain and Tor will work together for a better and secure future.
Thus, a platform which reliably and successfully implements the advanced security
properties and techniques utilised in Tor and Blockchain could be the new “panacea”
against cyberattacks and potential leakage of PII.
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Experimental Analyses in Search
of Effective Mitigation for Login
Cross-Site Request Forgery

Y. Shibuya, K. Mwitondi, and S. Zargari

Abstract Advancements in web applications and on-line services continue to
stimulate business growth and other applications across the globe. Alongside these
developments are the increasing cyber security risks and vulnerabilities, inevitably
entailing mitigations. Web application vulnerabilities are security holes, which
attackers may attempt to exploit, hence potentially causing serious damage to
business, such as stealing sensitive data and compromising business resources. Since
web applications are now widely used, critical business environments such as inter-
net banking, communication of sensitive data and online shopping, require robust
protective measures against a wide range of vulnerabilities. This work explores
remediation methods – HTTP header verification, tokenisation and challenge-
response authentication of vulnerabilities against login CSRF attacks. Experiments
comprising of nine test cases with the three mitigation methods and three vulnera-
bilities are conducted to identify whether exploitation of vulnerabilities was able to
bypass a mitigation method and how the mitigation behaved in web applications
of virtual environments. Using techniques and specific scripts of simulated web
applications, three mitigation methods are mapped to the exploitation of the three
vulnerabilities in different settings in search of an optimal solution. Results indicate
that the HTTP header verification was not successful in protecting users from click-
jacking exploitation, while it was successful in protecting against XSS and CSRF
attacks. Further, exploitation of the three vulnerabilities bypassed the tokenisation
mitigation and XSS attacks were prevented by challenge-response authentication,
although exploitation of clickjacking and CSRF defeated the mitigation. The
significance of these results lies in the fact that different methods are effective or
ineffective in different conditions and therefore no single solution can be considered
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as most appropriate for web applications. The study concludes that best practices
can be sought through empirical and experimental studies, via which observation
and analysis of behaviours of different solutions under different scenarios of attacks
are conducted. Such experiments, designed to bypass mitigations, provide insights
into robust and appropriate implementation approaches and, in the era of Artificial
Intelligence and Big Data, they should be routinely and automatically conducted.

Keywords Challenge-response authentication · Clickjacking · Cross-Site
Request Forgery (CSRF) · Cross-Site Scripting (XSS) · HTTP header
verification · Login CSRF · Tokenisation

1 Introduction

Login Cross-Site Request Forgery (CSRF) implementation methods constitute
an interesting focal point in the cyber security research community and several
mitigation methods have been discussed highlighting a range of benefits and
drawbacks [38]. Evidence in the literature shows that Hyper Text Transfer Protocol
(HTTP) header verification, tokenisation and challenge-response authentication
are effective solutions for CSRF, whilst exploitation of clickjacking, cross-site
scripting (XSS) and CSRF in a non-login page can hedge the effectiveness of the
mitigation under certain conditions [21]. However, the effectiveness and limitations
of these solutions have not sufficiently been researched. This topic is critical,
especially for web developers who need to ensure that an implemented control
is as secure as possible. This study focuses on methods of implementing HTTP
header verification, tokenisation and challenge-response authentication, as effective
protection means against login CSRF attacks. Experiments were conducted to
identify whether exploitation of vulnerabilities was able to bypass a mitigation
method and how the mitigation behaved in web applications of virtual environments.
The experiments comprised nine test cases with the three mitigation methods and the
three vulnerabilities. The results indicate that the HTTP header verification was not
successful in protecting users from clickjacking exploitation, while it was successful
in protecting against XSS and CSRF attacks.

Further, exploitation of the three vulnerabilities bypassed the tokenisation mitiga-
tion and XSS attacks were prevented by challenge-response authentication, although
exploitation of clickjacking and CSRF defeated the mitigation. The chapter is
organised sections as follows. Section 1 focuses on the background and motivation
of the study, research problem and objectives. Literature review is covered in Sect. 2
followed by the study methodology in Sect. 3, covering project experiment designs
including specific scripts and mitigation validation techniques. Results and Analysis
are presented in Sect. 4 followed by concluding remarks in Sect. 5, which highlights
future research paths.
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1.1 Motivation

Advancements in web applications and on-line services continue to stimulate busi-
ness growth and other applications across the globe. Alongside these developments
are the increasing cyber security risks and vulnerabilities, inevitably entailing
mitigations. Web application vulnerabilities are security holes, which attackers may
attempt to exploit, hence potentially causing serious damage to business, such as
stealing sensitive data and compromising business resources. Since web applications
are now widely used, critical business environments such as internet banking,
communication of sensitive data and online shopping, require robust protective
measures against a wide range of vulnerabilities. This work was motivated by the
need to contribute to such protection.

1.2 Research Problem and Objectives

The main problem of this work is to uncover the effectiveness of implementing
HTTP header verification, tokenisation and challenge-response authentication as
mitigation methods for Login CSRF. It seeks to reveal the effectiveness by iden-
tifying their limitations by challenging the mitigation in a non-login experimental
page using attacks such as clickjacking, XSS and CSRF. We set the following study
objectives.

1. To analyse the current study about Login CSRF and its mitigation methods to
understand advantages and drawbacks of each solution.

2. To assess the three solutions effectiveness for Login CSRF based on simulated
web applications.

3. To identify the factors that may degenerate effectiveness of the mitigation
methods.

4. To make recommendations of efficient implementation approaches of the three
mitigations with consideration of uncovered restrictions.

2 Literature Review

There has been significant progress in addressing flaws in web applications such as
CSRF as reported by Farah et al. [14]. CSRF can cause a user on a legitimate website
to unintentionally perform undesirable actions, such as password change, money
transfer and online shopping with the user’s privilege [30]. CSRF can be exploited
via several forms. For instance, attackers may exploit CSRF vulnerabilities on
the login page to force legitimate users to log in as attackers when target users
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are deceived to send valid HTTP requests which attackers craft and include the
attacker’s credentials [33]. Without knowing an attacker’s username or password, a
deceived user will submit a valid login form via a crafted HTTP request intended to
exploit login CSRF vulnerability. When a login CSRF attack is successful, sensitive
information such as credit card data might be extracted if tricked users leave the data
on web pages. Several solutions have been suggested to protect against Login CSRF
attacks, reporting advantages and disadvantages of different solutions over others.
Let us start by looking at the login CSRF.

2.1 CSRF and Login CSRF

CSRF vulnerabilities have been detected on famous websites including Skype,
Netflix, Google and Ali Express [32]. By exploiting this flaw, an attacker forces
a victim to perform unwanted actions with the target’s privilege through a forged
request containing parameters necessary for a specific action to accomplish. For
example, a target user tricked with a non-technical method, such as phishing email
attacks and social engineering, consciously or unconsciously executes attacker’s
malicious Hypertext Mark-Up Language (HTML) or Javascript codes included on
a web page or an email attachment [30]. Typical CSRF attacks can be performed
through an embedded image tag or link in an email or web page to automatically
send a forged request [27]. Due to these characteristics, web applications may allow
CSRF attacks to be successful if a website does not appropriately verify that a
request is sent with user’s consent. Login CSRF, a variation of CSRF [33], exploits
CSRF vulnerability on a login page. With this vulnerability, a target is forced to log
into a web application with an attacker’s account, being deceived by a forged request
to follow a malicious link containing the request with hidden attacker’s credentials
to automatically and unintentionally respond. If a target is unaware that he or she
logs in as an attacker, the target is likely to store personal data or keep traces on
the attacker’s account. After the target user explores web pages using attacker’s
credentials and leaves personal information on the attacker’s account, the attacker
will be able to collect sensitive information, such as and credit card information.
Sensitive bank account information of a target on an e-government website was
able to be available for an attacker by exploiting Login CSRF vulnerabilities [36].
Contrary to CSRF, with which an attacker exploits a user’s privilege, Login CSRF
does not require the victim to have an active session. Because attacker’s credentials
are utilised in this attack, different methods should be necessary for mitigation
of Login CSRF. Research on Login CSRF has provided three major solutions
for vulnerability- HTTP header verification, Tokenisation and Challenge-response
authentication.
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2.2 Mitigation for Login CSRF

The Login CSRF vulnerability can be remediated by mitigation methods including
HTTP header verification, Tokenisation and Challenge-response authentication
according to the research. Different solutions have different techniques with advan-
tages and limitations as mitigation as outlined below.

2.2.1 HTTP Header Verification Protection with Its Benefits
and Restrictions

HTTP header verification can mitigate Login CSRF with HTTP header fields
including header fields “Referer” and “Origin”, which can verify a source of a
request [36]. Because a “Referer” header value contains the previous page of a
request, in order to identify a request source, a server can distinguish a legitimate
login request from an attacker’s forged login request. Sudhodanan et al. [36] show
that since the “Referer” header identifies the source of a request, it is possible to
reject the request unless it is originated from a trusted Uniform Resource Locator
(URL). Because a proper request should have the “Referer” value of a particular
URL, a forged request to exploit Login CSRF can be blocked with verification of
the “Referer” header in Login CSRF attack scenarios. In fact, use of the “Referer”
header is, in general, widely accepted on the client side because the field is denied by
only small percentage around between 0.05% and 0.22% of HTTPS (HTTP Secure)
applications, over which login requests ought to be communicated [23].

Since it can be assumed that Login CSRF exists on the login page, in which
the request is encrypted with HTTPS, this result implies that the “Referer” field
is relatively a reliable indicator of Login CSRF attacks because the header is
unlikely to be removed. Despite the effectiveness of the protection, the “Referer”
has disadvantages, mainly relating to privacy issues, as the field includes users’
previous requests [12]. Thus, while the solution may be effective, the issue of user
privacy must be carefully addressed. To address this issue, the original header is
regarded as another effective field for the protection, dictating a source domain with
which an HTTP request initiates without containing the entire path [40]. Because
the “Referer” header can be improved by the “Origin” header, as the “Origin” sends
a server only a protocol, a domain and a port over “POST” requests, the “Origin”
header mitigates the drawback of privacy [6]. That is, by identifying a source server
of a request whilst concealing request details, the “Origin” header overcomes the
disadvantage of the “Referer” header.

However, implementation of the “Origin” header presents limitations to block
Login CSRF attacks in many situations. For instance, a web application with the
web domain of “bank.com” cannot block CSRF attacks from “broker.com/forum/”
if “bank.com” accepts requests from the login page “broker.com/accounts/” because
the “Origin” header excludes a path after the web domain [9]. In this scenario,
a Login CSRF attack may be feasible if a malicious script is embedded in the

http://bank.com
http://broker.com/forum/
http://bank.com
http://broker.com/accounts/
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forum page because the web application “bank.com” permits any accesses from
“broker.com”. A web application verifying the Origin header to prevent Login
CSRF may have to create a separate subdomain for the login page and non-
login pages, such as a forum page. Thus, it is also necessary to mitigate CSRF
vulnerabilities in the non-login pages to implement the Origin header as protection.
In summary, although the Referer header and the Origin header have been expected
to allow only a legitimate request to prevent Login CSRF, the headers have issues
including privacy and may be vulnerable to attacks in which CSRF vulnerabilities
within a non-login page are exploited to bypass verification.

2.2.2 Tokenisation with Its Benefits and Restrictions

Tokenisation is another mitigation method for preventing Login CSRF. In this case,
a web server generates an unpredictable token parameter as a secret random token
and stores the value within a login request with which legitimate users can be
identified [9]. Because of this characteristic, tokenisation can be effective for Login
CSRF attacks. Login CSRF can be protected by tokenisation because a server can
refuse illegitimate requests from attackers who attempt to exploit the vulnerability
by evaluating a hidden validation token which is unassociated with a session and
generated with a random value [39]. Several technologies, such as double submit
cookies, can realise the implementation of the random token to block against Login
CSRF. Double submit cookies, for example, can mitigate Login CSRF because a
random value is generated as both a cookie and a hidden parameter to compare
the two values when a login form is submitted [11]. Double submit cookies are
effective because the two values must be identical. Unless the value of the cookie is
identified, attackers virtually cannot predict a valid token to include within a forged
request because the cookie value cannot generally be read or changed by an attacker
from a different domain [30, 31]. Despite its effectiveness as a mitigation method,
tokenisation has its limitations. For instance, a token can be stolen when an attacker
persuades users to send a request with a token to attacker’s web frame [9]. This
exploitation may be feasible when the attacker’s web content is injected into a target
website to extract a valid token. An example of this exploitation is given by OWASP
[30], that the token system can be defeated by XSS vulnerabilities because XSS
attacks with XML HTTP “Request” can be exploited to sniff a token from a response
to insert a malicious request. Tokenisation can be a secure protection for Login
CSRF provided relevant vulnerabilities do not exist on a target web application.

2.2.3 Challenge-Response Authentication with Its Benefits
and Restrictions

Challenge-response authentication is another mitigation method for Login CSRF
because the request value generally cannot be guessed by attackers. The method
requires users to send another secret value in addition to a username and a password.

http://bank.com
http://broker.com
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The difference between tokenisation and challenge-response authentication is that a
user needs to identify and send a value in challenge-response authentication while a
token is automatically communicated in tokenisation [30]. CAPTCHA authentica-
tion, a method of implementing challenge-response authentication, requires a user
to send an unpredictable token text or audio message displayed on the screen in
addition to user’s credentials [20]. Because this token is unshared with the other
users and valid one time only, it is virtually impossible for attackers to guess
the token. A study by Moradi and Moghaddam [25] regarding CAPTCHA explained
the validity of CAPTCHA as mitigation of Login CSRF because attackers are unable
to specify and send the correct value since the CAPTCHA image can be viewed by
only legitimate user. Similar to CAPTCHA, OWASP [30] assures the one-time token
is also an effective strategy for the defence. The one-time token can be realised by
asking users to send a token which is valid only one time and communicated to users
via email or a mobile application. Both these methods are expected to block Login
CSRF attacks because the token is mostly unpredictable. However, some researchers
have claimed that the authentication is inappropriate because attackers can bypass
the mitigation in many situations. For instance, Moradi and Moghaddam [25] proved
that a clickjacking attack, via which users are tricked to click an invisible link or
button to send information to attackers, can be a decisive factor for bypassing Login
CSRF. Exploitation of clickjacking may persuade a target user to solve a challenge
of the authentication and send attacker’s credentials [25]. Login CSRF attacks can
be successful even if challenge-response authentication is implemented to mitigate
the vulnerability when an attacker attempts to bypass the mitigation exploiting a
clickjacking vulnerability.

2.3 Vulnerability Attacks Which Can Bypass the Mitigation for
Login CSRF

As evidenced by research, the mitigation methods for Login CSRF including HTTP
header verification, tokenisation and challenge-response authentication may be
defeated if attackers exploit vulnerabilities of clickjacking, XSS or CSRF in a non-
login page. These three vulnerabilities are discussed in detail with respect to attack
characteristics and to identify how they can be exploited for the Login CSRF attack.

2.3.1 Clickjacking and Exploitation of the Vulnerability

The purpose of clickjacking exploitation is to craft appearance of a web page and
force users to execute an activity which the attacker intends. Attackers exploit
clickjacking vulnerability on a web application to persuade users to execute an
invisible button, form or link on a page whose appearance is crafted to deceive
the victims [37]. An attacker prepares a web page which loads a visible button and
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a transparent button covered by the visible button to persuade a target user to click
the invisible button although the target user seemingly clicks the visible button [37].
Based on this theory, a malicious web page which is apparently harmless includes
an invisible target web page which is vulnerable to clickjacking, using an “iframe”
HTML tag [29]. Clicking the visible button in this page can cause a malicious
request which the target user does not intend to execute. A practical example attack
is to force a user to send a hidden “Like” with an “iframe” tag to a post on a social
networking system Facebook post although a victim believes to click an attractive
message “CLICK HERE TO WIN AN IPAD” [34]. A tricked user would click the
button of the message although the target user, in fact, sends “Like” of the hidden
request. Malicious hidden requests change their forms, depending on functionalities
on target web applications.

In order to exploit clickjacking to bypass Login CSRF mitigation by forcing a
target user to log in as the attacker, an attacker may prepare a fake page containing a
target login page with the “iframe” tag. The login page of the target web application,
framed in the crafted page, is invisible to a visiting user whilst the attacker’s crafted
page appears on a client web browser. A typical attack exploiting Login CSRF and
clickjacking on a target web application will induce the user to click a visible button
or link on the crafted page. Clicking the button causes a victim’s web browser to
send a request with the attacker’s credentials to the target login page, forcing the
user to log in as the attacker.

2.3.2 XSS and Exploitation of the Vulnerability

Cross-Site Scripting or XSS is a popular web application vulnerability. Exploiting
an XSS flaw of insufficient validation and encoding of user inputs and outputs,
malicious codes injected by attackers execute on a target web page [2]. XSS
may enable an attacker to attain sensitive data through malicious codes, such as
Javascript, HTML, Flash, VBScript or ActiveX [10]. Attacker’s arbitrarily crafted
codes can execute when XSS is exploited. This happens when special characters
for script languages, in addition to general letters, can be included in inputs and
outputs with inappropriate validation. With this exploitation, a victim’s web browser
is forced to execute attacker’s crafted scripts for purposes of session hijacking,
defacing websites, leading users to malicious pages, and impersonating users [41].
For XSS to be exploited, the attacker’s script is sent to an XSS-vulnerable page in
the target web application to force a victim’s web browser to execute the malicious
code [31]. Although exploitation effects may depend on functionalities which are
vulnerable to XSS in target web applications, exploiting XSS can generally result
in serious damage on target web applications and possibly users, because attackers
can perform malicious codes including data theft or spoofing. In an example attack
exploiting an XSS vulnerability of a form in a blog page, a malicious Javascript
code
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<scipt> window.location=“http://evil.com/?cookie=” + document.cookie
</script>

can be injected by the attacker into the blog page [2]. When a victim user visits
the blog page, the injected script will execute in the victim’s browser to send the
victim’s cookie value controlled by “document.cookie” to the attacker’s website
“http://evil.com/” [2]. Because of insufficient filtering of an attacker’s input which
includes a “<script >” code, the victim web browser executes the malicious code
as a legitimate embedded script controlled by the web application. Similar to
this example attack, attackers will exploit Login CSRF and XSS by embedding a
Javascript code to an XSS-vulnerable functionality to force a target user to send
attacker’s credentials and log in as attackers. The malicious script should contain a
request with an attacker’s credentials to a login page.

2.3.3 CSRF in a Non-login Page and Exploitation of the Vulnerability

Exploitation of CSRF can, in general, result in target user’s unintentional execution
of functionality on a web application due to insufficient authenticity verification of
the action on the server-side. The victim may be seriously damaged if the action
involves sensitive data such as password change or on-line financial transactions.
In an example scenario of bank transfer, if a web application accepts 100 dollars
transfer with a GET request of, say

http://netbank.com/transfer.do?acct=PersonB&amount=$100,

confirming a money receiver with a parameter “acct” and the amount of transferring
money with a parameter “amount”, an attacker would modify a request to

http://netbank.com/transfer.do?acct=AttackerA&amount=$100

and send a target user an email with the link of

<a href=“http://netbank.com/transfer.do?acct=AttackerA&amount=$100”>Read
more!</a>

by convincing a target logged-in user to click the link in order to send “100 dollars”
to the malicious user “Attacker” [17]. Instructed by the attacker, innocent users
would click the link after they log in into the web application. The money transfer to
the attacker will complete if the server fails to sufficiently verify that the request is
intentionally performed by the users. An attacker may exploit a CSRF vulnerability
on a non-login page to accomplish Login CSRF by providing a malicious script
in a vulnerable form. An attacker may prepare a malicious code which contains
attacker’s credentials in a CSRF-vulnerable page to force a target user to execute
the malicious request. This attack will be feasible in a web application which
authenticates users with only a username and a password and does not verify user’s
intention of the action including confirmation that login requests are sent from the
legitimate login page.

http://evil.com/
http://netbank.com/transfer.do?acct=PersonB&amount=$100
http://netbank.com/transfer.do?acct=AttackerA&amount=$100
http://netbank.com/transfer.do?acct=AttackerA&amount=$100
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Although CSRF is apparently similar to clickjacking and XSS attacks, it differs
in terms of attack scenarios and necessity of user’s authentication. Firstly, CSRF
requires different user interaction from clickjacking for the exploitation as it
forces a victim browser to execute an action without user’s direct interaction,
whilst the clickjacking vulnerability hijacks a user action through a forged request
between a web browser and a legitimate web page by inducing a target user to
perform the action [24]. An attacker simply injects a forged request containing a
legitimate request to exploit CSRF although target users are persuaded to perform
certain actions by clickjacking exploitation through forged appearances containing
fake requests. The difference between CSRF and XSS is the necessity of user
authentication for successful exploits. Authenticated users which the server trusts
are generally targeted in CSRF attacks to execute an attacker’s crafted script
requested to a vulnerable web application [4]. Targeted actions in CSRF generally
require privileges which authenticated users can provide. In contrast, XSS is caused
by insufficient validation of user inputs whose responses are just returned to clients,
often resulting in the execution of malicious scripts in other users [5]. In other words,
XSS does not need target users to be authenticated as long as the vulnerability exists
in user inputs with inappropriate filtering. Thus, exploitation of CSRF may consider
user’s authentication including active sessions, whilst target users do not have to be
authenticated in order that XSS can be exploited.

2.4 Summary and Limitation

We have seen in this section that different strategies for Login CSRF mitigation
have their own advantages and disadvantages. HTTP header values of “Referer”
and “Origin” can recognise legitimate requests by identifying where a login request
is originated, although the Referer field can partially reveal users’ privacy, and
the Origin header may not prevent a malicious CSRF attack originated from a
page within the same web domain. Tokenisation, with which tokens are used to
distinguish legitimate access from malicious requests, may be effective in protecting
against Login CSRF. Challenge-response authentication provides a user-interactive
token for authentication to protect against Login CSRF, but it cannot protect against
Login CSRF attacks if attackers exploit the clickjacking vulnerability. Limitations
of these mitigation methods are identifiable when the vulnerabilities of clickjacking,
XSS and CSRF on a non-login page are exploited. Clickjacking can be exploited to
deface an appearance of a webpage for the Login CSRF attack. Malicious codes with
attacker’s credentials are sent by exploitation of XSS and Login CSRF. Often, target
users unintentionally execute malicious scripts caused by CSRF in a non-login page
so that attackers exploit Login CSRF.

Despite the discussion of benefits and drawbacks of the three mitigation methods,
few researchers have described how each of the mitigation methods should be
applied to protect against Login CSRF. In other words, although the Login CSRF
vulnerability needs to be remediated due to its significance by the discussed
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strategies, it seems that the current research has not sufficiently discussed effective
implementation approaches of the mitigation methods for Login CSRF while
preventing the three attacks from being exploited to bypass the mitigation. This
topic is significant mainly because different methods are effective or ineffective
in different conditions and therefore no single solution can be considered as
most appropriate for web applications. Consequently, best practice can be sought
through empirical and experimental studies, via which observation and analysis of
behaviours of different solutions under different scenarios of attacks are conducted.
Results from such experiments, designed to bypass mitigations, will typically result
provide insights into robust and appropriate implementation approaches. In the
next exposition, we describe an enhanced implementation methodology, based on
experiments to observe the effectiveness of the solutions affected by exploitation of
the vulnerabilities.

3 Methodology

This section describes the adopted study methodology including data collection,
implementation techniques as well as specific scripts of simulated web applications.
The implementation strategy is to map the three mitigation methods and the
exploitation of the three vulnerabilities in different settings in search of an optimal
solution.

3.1 Data and Experiment Scenarios

The experiments were undertaken through the following procedures. Firstly, a basic
simulated web application was established and the Login CSRF vulnerability on
this basic web application was remediated with the three mitigation solutions – that
is, HTTP header verification, tokenisation and challenge-response authentication.
In order to observe the effectiveness of each of the mitigation methods without
influences of the other two solutions, each of the mitigation methods is implemented
on a separate web application containing identical structure and web pages to the
basic application. Focus then turned to implementation techniques of the three
mitigation methods on three separate web applications. The three attack factors of
Clickjacking, XSS and CSRF in the blog page were then exploited to bypass each
of the mitigation and breach Login CSRF.

Nine scenarios with all combinations of the three solutions and the three attacks
were set in the experiment. Attack scenarios and malicious scripts in the test
cases were customised with consideration of characteristics of a mitigation method
and a performed attack. Finally, the experiments observed the effectiveness of the
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mitigation method in each scenario including results of whether each of the attacks
could bypass each of the solutions. The basic exploitation scripts of these three
attacks on experiment web applications and bypassing attempts were collected as
useful data for further analysis.

3.2 Implementation Strategy

This section describes details of implementation techniques and the scripting of a
simulated web application, the three mitigation methods for Login CSRF and the
three attacks bypassing the mitigation to fully provide experiment methodology.

Although non-technical attack procedures including effective email contents
to deceive target users are significant for the attacks in the experiments to be
successful, the experiments in this work focused on the technical feasibility of
attacks and mitigation in the implementation of the experiment test cases and the
results analysis.

3.2.1 Web Application in the Project Experiment

An in-house web application is established and controlled to observe the effec-
tiveness of the three mitigation strategies for Login CSRF including HTTP header
verification, tokenisation and challenge-response authentication in the presence of
the three involving factors clickjacking, XSS and CSRF on a non-login page. Figure
1 is a screen flow diagram of the established web application, containing four pages;
Login (index.php), Menu (menu.php), Blog (blog.php) and Search (search.php).

Pages of the web application are coded in HTML, Cascading Style Sheets (CSS)
for the style of the document and programming languages of Javascript and PHP
(Hypertext Processor) version 5.4.16. Users must enter a username and a password
in the login page (index.php) to be authenticated to access authenticated pages
including the menu page and the blog page while authenticity is not required for the
access to the search page. The Login CSRF vulnerability resides on the login page of
this basic web application because the server-side script of the login page of the web
application verifies the user’s authenticity with solely a combination of an entered
username and password in the database. Authenticated users are redirected to the
menu page (menu.php) and from there they can access, post and leave a comment
on the blog page (blog.php). Posted comments are displayed on the same page,
but the page includes a CSRF vulnerability, which allows an attacker to leave a
malicious script in the forum, forcing a target user to execute a malicious code
with a request of the attacker’s credentials toward the login page. The search page
(search.php) is accessible from the login page without authentication and user inputs
are displayed through a search box in the search page. XSS is exploitable in this
page to a victim’s web browser to execute a malicious code because filtering of user
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Fig. 1 Screen flow diagram of the basic web application

Table 1 Experimental web applications, remediation methods and URLs

Remediation method of login CSRF URL

Web application 1 HTTP header verification http://logincsrfvuln.com/http-header/
Web application 2 Tokenisation http://logincsrfvuln.com/token/
Web application 3 Challenge-response authentication http://logincsrfvuln.com/ch-res/

inputs is insufficient. Account names used in the experiments are “target” as the
victim and “maluser” as the attacker. The user “target” is forced to log in to the web
application as the user “maluser” when Login CSRF exploitation is successful.

3.2.2 Implementation of the Three Mitigation Methods

In this section, technical implementation of the three mitigation methods HTTP
header verification, tokenisation with double submit cookie and challenge-response
authentication with Google’s reCAPTCHA are described. Firstly, the Login CSRF
vulnerability in the experiments web application is remediated with three differ-
ent solutions. The three mitigation methods are applied on three separate web
applications http://logincsrfvuln.com/http-header/, http://logincsrfvuln.com/token/
& http://logincsrfvuln.com/ch-res/ respectively. Table 1 describes the mitigation
methods and the URL of the experiment web applications. Implementing one
solution for Login CSRF in a separate application will ensure that no other two
mitigation techniques affect the implemented solution to observe the effectiveness
when the vulnerabilities are exploited. The three applications contain identical
structure excluding the applied mitigation for Login CSRF.

http://logincsrfvuln.com/http-header/
http://logincsrfvuln.com/token/
http://logincsrfvuln.com/ch-res/
http://logincsrfvuln.com/http-header/
http://logincsrfvuln.com/token/
http://logincsrfvuln.com/ch-res/
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Implementation of HTTP Header Verification in the Web Applications

A web application http://logincsrfvuln.com/http-header/ with the HTTP header ver-
ification is protected against Login CSRF. Authentication requests originated from
the login page of http://logincsrfvuln.com/http-header/index.php to the menu page
of http://logincsrfvuln.com/http-header/menu.php are validated with a username,
a password, and HTTP response header fields including a “Referer” field and an
“Origin” filled. These two values are automatically provided by a server-side pro-
gram in login requests sent from the login page. Required HTTP header fields and
their values for legitimate login requests are “Origin: http://logincsrfvuln.com” and
“Referer: http://logincsrfvuln.com/http-header/index.php”. Login requests which
contain incorrect values of either or both of the two fields are rejected even if a
correct combination of a user account and a password is requested.

Implementation of Tokenisation in the Web Applications

The Login CSRF vulnerability on a web application http://logincsrfvuln.com/token/
is remediated with tokenisation, which validates a one-time token value included in
a login request. The tokenisation implemented on this web application is “double
submit cookie” because of its high security-that is, a cookie and a parameter of an
HTTP request send a pseudorandom token which is validated on the server to verify
whether the two values are identical [30]. The tokenisation technology is believed
to be secure because the valid token cannot be obtained by an attacker on a different
web domain resource [13], our experiments follows this principle.

Users accessing the login page on http://logincsrfvuln.com/token/index.php on
which tokenisation is implemented, are provided with a cookie named “CSRFtoken”
which is randomly generated with 32 character-lengths on the login page. This
cookie is difficult to guess due to its randomness and length. Additionally, a hidden
request parameter named “CSRFtoken” is provided to users on the login page. This
hidden parameter is generated with the same value of the cookie on the server-side.
Users need to send the two identical values of a valid “CSRFtoken” cookie and a
valid “CSRFtoken” parameter because the server validates the values in addition
to a username and a password. Users fail to be authenticated if the two values are
different or invalid. For successfully authenticated users, a cookie “PHPSESSID”
for session management is separately issued on the menu page http://logincsrfvuln.
com/token/menu.php in addition to the “CSRFtoken” cookie. The cookie and the
hidden value are newly generated or reissued in every access to the login page.

Challenge-Response Authentication in the Web Applications

A web application whose path is http://logincsrfvuln.com/ch-res/ is protected
against Login CSRF with “Google’s reCAPTCHA”. The authentication asks the
user to solve a challenge to separate requests from humans and automated programs

http://logincsrfvuln.com/http-header/
http://logincsrfvuln.com/http-header/index.php
http://logincsrfvuln.com/http-header/menu.php
http://logincsrfvuln.com
http://logincsrfvuln.com/http-header/index.php
http://logincsrfvuln.com/token/
http://logincsrfvuln.com/token/index.php
http://logincsrfvuln.com/token/menu.php
http://logincsrfvuln.com/token/menu.php
http://logincsrfvuln.com/ch-res/


Experimental Analyses in Search of Effective Mitigation for Login Cross-Site. . . 247

Fig. 2 An example of reCAPTCHA visual challenge

and identify malicious bot requests [1]. Because automated programs can hardly
solve challenge questions as answers change in every request, it is believed that only
legitimate users who can identify questions will send correct answers. The Login
CSRF vulnerability on this web application with reCAPTCHA is difficult to exploit
unless attackers can manipulate login requests to force target users to send correct
answers. The experiment web application is equipped with reCAPTCHA version
2, which is the most stable version as of June 2018. Google’s reCAPTCHA in the
experiment web applications requires users to click the checkbox (right hand side
panel in Fig. 2) which is shown on the screen and situationally answers a visual (or
alternatively an audio) question (left hand side panel), the answer to which changes
with every access. Users can send a valid value of the reCAPTCHA value when a
checkbox becomes checked after answering a question. In other words, a valid value
of the reCAPTCHA is not generated until challenge questions are fully answered.
When a challenge question is correctly solved, the parameter named “g-recaptcha-
response” is sent to the web application. Thus, the web application receives the three
parameters “username”, “password” and “g-recaptcha-response” via a login request
form on http://logincsrfvuln.com/ch-res/index.php and allows users with the correct
values to access authenticated pages.

In order to make the most of reCAPTCHA and follow a suggested implementa-
tion method by the vendor, the experiment web applications connect to an external
Google’s resource. In the backend of reCAPTCHA authentication, the experiment
web applications send two parameters “secret” and “response” to a Google API
(Application Programming Interface) page https://www.google.com/recaptcha/api/
siteverify. A web application with reCAPTCHA needs to send a parameter named
“secret” with the secret key and a parameter named “response”, along with the
user’s reCAPTCHA response token to the Google page, which returns a response
of a JSON object to validate a user’s reCAPTCHA token. The “secret” value in

http://logincsrfvuln.com/ch-res/index.php
https://www.google.com/recaptcha/api/siteverify
https://www.google.com/recaptcha/api/siteverify
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the experiments is stored in a location which is inaccessible to remote users. The
“response” parameter in the experiments is a value of “g-recaptcha-response” which
a client submits to the web applications, generated when a user successfully solves
a challenge. If a response from the Google page is “true”, the Challenge-response
authentication is successfully validated.

3.2.3 The Three Attacks to Mitigate Login CSRF Protection

The capacity of the three attacks – clickjacking, XSS and CSRF in a non-login
page – to defeat the three mitigation methods for Login CSRF are described in this
section. In particular, details of the attack scripts and exploitation flow are described.

Exploitation Technique of Clickjacking in the Experiments

In the experiments, the attacker frames the login page of the target web application
within an attacker’s crafted page http://malsite.com/clickjacking.php, exploiting the
clickjacking vulnerability. Deceived by an attacker’s instruction with non-technical
methods, typically via email, the target user in the experiments is supposed to enter
fake codes which are actually the attacker’s credentials on an attacker’s malicious
web page http://malsite.com/clickjacking.php, resulting in a success of the Login
CSRF attack. In the first step of the attack exploiting clickjacking, the target user
firstly logs into the web application through the legitimate login page with the user’s
own credentials as “target”, led by an attacker’s fake instruction. The target then
opens a web page http://malsite.com/clickjacking.php crafted by the attacker and
frames the login page of the web application. This malicious page is authorised by
the attacker with a different domain. In order to exploit clickjacking, the target login
page needs to be framed into an invisible iframe with the “opacity” property [18].

Although the malicious page is apparently indifferent to authentication, the user
can enter a username and a password which can be sent to the login page on
this crafted page because the login page is invisibly framed with the “opacity”
property of “0”, controlled by a CSS script. The value of the “opacity” property
is intentionally set to “0.3”, which is more than “0”, for the visual explanation in
this project. Additionally, the “z-index” property, which is also controlled by a CSS
script, of the framed login page is set to “2” so that client’s manipulation of the
frame login page is prioritised to the control on the attacker’s fake form page. On the
malicious page which appears to be legitimate, the tricked user types the attacker’s
credentials on the two fields disguised as legitimate inputs which are instructed by
the attacker. When the user clicks the fake button “Send the codes”, a login request
with the attacker’s credentials is transferred to the legitimate login page, logging
the user to the target web application as the attacker “maluser”. Finally, the user is
instructed to go back to the web application without being aware that the user would
explore the web application as the attacker “maluser”.

http://malsite.com/clickjacking.php
http://malsite.com/clickjacking.php
http://malsite.com/clickjacking.php
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Fig. 3 The source code of the malicious page to exploit XSS in the search page

Exploitation Technique of XSS in the Experiments

Exploiting an XSS vulnerability in the search page of the target applications, the
attacker can force the target user “target” to send an arbitrary request with the
attacker’s credentials and to log into the target web application as the attacker
“maluser”. When the reflected XSS, a variation of XSS, is exploited, a user is tricked
by means of non-technical methods, such as an attacker’s crafted email, to click
a malicious link, send a malformed form or access an attacker’s web page [31].
A reflected XSS attack exploiting Login CSRF in the experiment web applications
follows a procedure in which the target user is persuaded to execute a malicious
script included an attacker’s page http://malsite.com/XSS.php. This malicious web
page is supposed to be on the attacker’s server. The malicious script to exploit the
XSS vulnerability in the search page has the source code of Fig. 3, including an
“XMLHttpRequest” object.

The “XMLHttpRequest” object is injected to this malicious code to send an
arbitrary crafted login request through the XSS vulnerability. Manipulating an
XMLHttpRequest object enables an HTTP request to open a page and transfer a
request, establishing cross-site requests [26]. The XMLHttpRequest object in the
malicious page creates a request with an attacker’s username and password to
the login page http://logincsrfvuln.com/exp1/index.php. When a target user clicks
the button “Click me!” on the malicious page “http://malsite.com/XSS.php”, the
victim’s web browser loads the target search page with the malicious code including
the XMLHttpRequest object to send the attacker’s credentials to login onto http://

http://malsite.com/XSS.php
http://logincsrfvuln.com/exp1/index.php
http://malsite.com/XSS.php
http://logincsrfvuln.com/exp1/index.php
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Fig. 4 The injected malicious script as a rogue comment by the attacker

logincsrfvuln.com/exp1/index.php. Consequently, the user logins as the attacker
“maluser” without consciously sending a login request because the login page
accepts valid credentials of the attacker “maluser”.

Exploitation Technique of CSRF in a Non-login Page in the Experiments

The attacker can exploit a CSRF vulnerability in the target blog page in the
experiments to perform a Login CSRF attack. Firstly, the attacker creates a
malicious script containing the “XMLHttpRequest” object in a blog page comment,
such as the code of Fig. 4.

Similar to the exploitation code of the XSS vulnerability in the search page,
the injected malicious script automatically sends the attacker’s credentials to the
login page with the “XMLHttpRequest” object when the target user visits the blog
page without the target user’s consent. The attack to exploit the CSRF vulnerability
in the blog page carries out a stored CSRF attack technique. In the stored CSRF
exploitation, a variant of CSRF attacks, an attacker’s crafted request is injected
in a trusted page on which authenticated users can leave and read comments
including a blog page or an online discussion site [28]. Exploitation of stored
CSRF vulnerability in the blog page forces the authenticated victim to perform an
attacker’s intended action to execute the malicious script and login as “maluser”.
Despite an innocent appearance of the blog page after injection of the malicious
code, when the user logs into the web application with the user’s own credentials
and visits the blog page, the malicious script automatically loads, forcing the victim
web browser to send the parameters of the attacker’s credentials to the target login
page. Thus, the current user account of the target user is converted to the account
“maluser” although the user does not know the attacker’s username and password.

http://logincsrfvuln.com/exp1/index.php
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4 Results, Analyses and Suggestions of Effective
Implementation

This section presents results and analyses from nine experiment test cases of the
three solution approaches, based on the attack types described above. The analyses
are designed to lead to effective implementation approaches for future applications.

4.1 Implementation, Results and Analyses

Table 2 summarises the results of the experiments in the nine cases, showing
whether an attack factor was successfully defeated by the mitigation method or not.

The following sub-sections provide detailed explanations of Table 2, covering
attack procedures and results in each of the scenarios. The investigation focuses on
important parameters to bypass the mitigation methods discussed above.

4.1.1 HTTP Header Verification as the Mitigation and Clickjacking
the Attack

Exploitation of the Clickjacking flaw on the login page of a web application http://
logincsrfvuln.com/http-header/ on which HTTP header verification is implemented
was successfully able to bypass the mitigation for the Login CSRF vulnerability
because the “Referer” field value and the “Origin” field value transferred via the
framed login page were accepted as valid. A successful attack in this scenario
underlies the example attack described above – exploiting clickjacking by framing
the target login page http://logincsrfvuln.com/http-header/index.php. Similar to
this example, an attacker’s page http://malsite.com/http-header/clickjacking.php
contained the target login page with an “iframe” tag with the “src” attribute of http://
logincsrfvuln.com/http-header/index.php. If a target user “target” was persuaded
to type the attacker’s “maluser” username and password on the attacker’s page
without knowing that the login page was framed in the malicious page, the submitted
request was accepted on the server, logging the target user into the web application

Table 2 Summary of the experiment results

Attack
Clickjacking XSS (search page) CSRF (blog page)

Mitigation HTTP header
verification

Bypassed Not bypassed Not bypassed

Tokenisation Bypassed Bypassed Bypassed
Challenge-response
authentication

Bypassed Not bypassed Bypassed

http://logincsrfvuln.com/http-header/
http://logincsrfvuln.com/http-header/
http://logincsrfvuln.com/http-header/index.php
http://malsite.com/http-header/clickjacking.php
http://logincsrfvuln.com/http-header/index.php
http://logincsrfvuln.com/http-header/index.php
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as “maluser”. Analysis of HTTP headers within the successful attack request has
identified that a valid “Referer” value of “Referer: http://logincsrfvuln.com/http-
header/index.php” and a valid “Origin” value of “Origin: http://logincsrfvuln.com”
were transferred to the target web application because the framed login page sent
its login submit form to the target web application along with a rogue request of the
attacker’s page to the attacker’s server. Thus, clickjacking defeated the mitigation
of HTTP header verification because the two legitimate HTTP header field values
were generated with the target login page framed within the attacker’s crafted page.

4.1.2 HTTP Header Verification as the Mitigation and XSS as the Attack

The mitigation of HTTP header verification prevented an attack of the XSS
vulnerability via the search page http://logincsrfvuln.com/http-header/search.php
from defeating the defence because the “Referer” field was unable to be forged to a
valid value by the attack. Several attacks in this scenario were attempted to bypass
the mitigation by forging the “Referer” field to “Referer: http://logincsrfvuln.com/
http-header/index.php” with an attacker’s page http://malsite.com/http-header/XSS.
php. The malicious page was basically coded with the script described in section
“Exploitation technique of XSS in the experiments” although the target login URL
was customised. The modification of the HTTP header was necessary because
the server automatically added the “Referer” field value of http://logincsrfvuln.
com/http-header/search.php when the malicious login requests were sent from the
search page to the login page, whilst the “Origin” field contained a valid value of
http://logincsrfvuln.com since the attack request initiated within the same domain.
However, none of the attacks, including this attack, in the experiments was able
to change to the valid “Referer” value. In an analysis of HTTP headers in an attack
login request, the “Referer” field remained the search page path http://logincsrfvuln.
com/http-header/search.php even despite an attempt of changing the value with an
additional code designed to add an HTTP header field with an arbitrary value, to
the exploitation code. Thus, since the field “Referer: http://logincsrfvuln.com/http-
header/search.php”, was rejected by the HTTP header verification on the server-
side, exploitation of the XSS in the search page failed to defeat the mitigation of
HTTP header verification.

4.1.3 HTTP Header Verification as the Mitigation for CSRF the Attack

HTTP header verification as mitigation for Login CSRF protected against the attacks
in the experiment, exploiting the CSRF flaw in the blog page http://logincsrfvuln.
com/http-header/blog.php due to the failure of transferring a valid “Referer” field
value to the target web application. Similar to the test case of XSS exploitation,
“Referer” remained the path of the blog page http://logincsrfvuln.com/http-header/
blog.php in the attacks although a valid value with “Origin: http://logincsrfvuln.
com” was provided for “Origin” through several attempts in this test case. Based

http://logincsrfvuln.com/http-header/index.php
http://logincsrfvuln.com/http-header/index.php
http://logincsrfvuln.com
http://logincsrfvuln.com/http-header/search.php
http://logincsrfvuln.com/http-header/index.php
http://logincsrfvuln.com/http-header/index.php
http://malsite.com/http-header/XSS.php
http://malsite.com/http-header/XSS.php
http://logincsrfvuln.com/http-header/search.php
http://logincsrfvuln.com/http-header/search.php
http://logincsrfvuln.com
http://logincsrfvuln.com/http-header/search.php
http://logincsrfvuln.com/http-header/search.php
http://logincsrfvuln.com/http-header/search.php
http://logincsrfvuln.com/http-header/search.php
http://logincsrfvuln.com/http-header/blog.php
http://logincsrfvuln.com/http-header/blog.php
http://logincsrfvuln.com/http-header/blog.php
http://logincsrfvuln.com/http-header/blog.php
http://logincsrfvuln.com
http://logincsrfvuln.com
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on the attack script explained in the section “Exploitation technique of CSRF in a
non-login page in the experiments”, this exploitation code was attempted to force
the target user “target” to send the attacker’s (“maluser”) credentials when the
target user visited the blog page with “Referer” set “Referer: http://logincsrfvuln.
com/http-header/index.php”. Investigation of HTTP headers in the attacks revealed
that “Referer” was overwritten to “Referer: http://logincsrfvuln.com/http-header/
blog.php”, on which the XSS vulnerability was exploited even if an attack code
was attempted to retain “Referer: http://logincsrfvuln.com/http-header/index.php”
in this field with a code aimed at inserting an arbitrary HTTP header. The “Referer”
field was eventually provided by the server-side and modified to the original path
from which a request to the login page initiated. Due to the failure of “Referer”
modification, exploitation of the CSRF vulnerability in the blog page could not
bypass HTTP header verification.

4.1.4 Tokenisation as the Mitigation for Clickjacking Attack

Tokenisation mitigation for Login CSRF was defeated by exploitation of the
clickjacking vulnerability on the web application http://logincsrfvuln.com/token
because a valid combination of a “CSRFtoken” cookie and a “CSRFtoken” request
parameter was sent in maliciously. Framing the login page http://logincsrfvuln.
com/token/index.php in an attacker’s page with an attacker’s rogue guide of
the target user contributed to the success of this attack scenario. The attacker’s
page http://malsite.com/token/clickjacking.php framed the target login page http://
logincsrfvuln.com/token/index.php with a transparent appearance by the code of
‘<iframe src=“http://logincsrfvuln.com/token/index.php”>’.

The target user “target”, who was deceived to enter the attacker’s (“maluser”)
credentials through the malicious page, successfully forcing them to an authenti-
cated page. Investigation of the successful attack has identified that a “CSRFtoken”
cookie and a “CSRFtoken” parameter were generated with the same value of 32
random characters and provided with the user when a request to the target login page
was established, following the legitimate procedure on the target web application.
Because the two valid values were transferred to the target web application when
the forged form submit was sent on the attacker’s page, the malicious login request
was accepted on the target server, resulting in the success of exploitation of the
clickjacking vulnerability to bypass tokenisation.

4.1.5 Tokenisation as the Mitigation and XSS as the Attack

The Tokenisation mitigation for Login CSRF in the web application http://
logincsrfvuln.com/token was defeated by a script which obtained a valid
“CSRFtoken” value and sent both the attacker’s (“maluser”) credentials and the
token value when XSS in the search page was exploited. Several attacks were
attempted in this scenario. From some of the failed attacks, a malicious script

http://logincsrfvuln.com/http-header/index.php
http://logincsrfvuln.com/http-header/index.php
http://logincsrfvuln.com/http-header/blog.php
http://logincsrfvuln.com/http-header/blog.php
http://logincsrfvuln.com/http-header/index.php
http://logincsrfvuln.com/token
http://logincsrfvuln.com/token/index.php
http://logincsrfvuln.com/token/index.php
http://malsite.com/token/clickjacking.php
http://logincsrfvuln.com/token/index.php
http://logincsrfvuln.com/token/index.php
http://logincsrfvuln.com/token/index.php
http://logincsrfvuln.com/token
http://logincsrfvuln.com/token
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Fig. 5 Malicious script for the successful XSS exploitation

exploiting XSS needed to read a valid “CSRFtoken” parameter value and include it
as the “CSRF” parameter with the login request. For a web application on which a
cookie and a request parameter share a CSRF token, XSS can be exploited to collect
a valid CSRF token parameter through a GET request with the “XMLHttpRequest”
script and insert the value into a malicious attack POST request [3]. Based on
this theory, the script in Fig. 5 was able to bypass the mitigation by collecting a
“CSRFtoken” parameter in the first GET request in the login page and embedding it
in the second POST request with the attacker’s (“maluser”) credentials. In this case,
the target user visited the attacker’s malicious page and executed the malicious script
and navigated to the authenticated pages because both the “CSRFtoken” cookie and
a “CSRFtoken” with the same values were included within the malicious login
request. It can be inferred that the malicious script defeated the mitigation because
the access simulated a login procedure of a legitimate user’s access- the GET
request is equivalent to a call of a login page, and user credentials with a retrieved
token are sent in the following POST request, which can occur when users click the
button to login after they enter usernames and passwords in the login page.
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Fig. 6 A malicious script as a blog comment defeating tokenisation

4.1.6 Tokenisation as the Mitigation and CSRF as the Attack

A malicious script injected into a CSRF-vulnerable input in the blog page, which
collected a valid “CSRFtoken” parameter and sent the attacker’s credentials along
with the token value was able to bypass the Tokenisation mitigation on the web
application “http://logincsrfvuln.com/token”. Similar to the exploitation of the XSS
vulnerability in the search page, described in the Sect. 4.1.5, two requests to the
login page, described in Fig. 6 were injected to the blog page by the attacker
“maluser”.

The POST request with the attacker’s credentials and a valid “CSRFtoken”
parameter value collected in the preceding GET request was sent to the login
page upon execution by the user. In a successful attack, the victim user obtained
a “CSRFtoken” hidden parameter with a 32 random character value generated by
the server along with a “CSRFtoken” cookie with the same value in the first GET
request. This value was embedded in the second POST request as well as the
credentials of “maluser”. Eventually, the Login CSRF attack exploiting CSRF in
the blog page was successful because the cookie and the parameter with the same
value were valid and identical.

4.1.7 Challenge-Response Authentication for Mitigating Clickjacking
Attack

The attacker “maluser” would be able to perform a Login CSRF attack on the web
application http://logincsrfvuln.com/ch-res, the challenge-response authentication,
if the “target” was deceived to solve a challenge of Google’s reCAPTCHA on an
attacker’s page framing the target login page. In this case, the target login page

http://logincsrfvuln.com/token
http://logincsrfvuln.com/ch-res
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including Google’s reCAPTCHA was framed in an attacker’s web page, controlled
by an iframe tag script. The triumph of this attack can be proved by the fact that
the login request contains a valid “g-recaptcha-response” value, which is validated
in the challenge-response authentication on the server-side, due to a successful
solution of the challenge. Because of a valid parameter, the server accepted as a
legitimate login request. Thus, the clickjacking vulnerability may enable the target
user to be forced to send the attacker’s credentials and a valid challenge-response
authentication value to the target login page given that the target user is lured to a
malicious page framing the login page.

4.1.8 Challenge-Response Authentication as the Mitigation and XSS
Attack

Exploitation of the XSS vulnerability in the search page could not defeat the
challenge-response authentication as mitigation for Login CSRF because a crafted
request injected into the malicious script was unable to contain a valid “g-recaptcha-
response” parameter by solving a challenge. It was necessary for a code exploiting
the XSS vulnerability to include a valid value of the “g-recaptcha-response”
parameter for the Login CSRF attack to be successful. After several exploitation
attacks were performed in the scenario, it was found that malicious scripts exploiting
XSS could not automatically solve Google’s reCAPTCHA authentication on behalf
of the user. Since a valid parameter is available when a user connects to a Google’s
resource by solving a challenge, any attempts of modifying the “g-recaptcha-
response” parameter in the attempted attacks were eventually rejected as an invalid
value which was not legitimately collected through the Google’s resource. In
this experiment, it was concluded that the exploitation was unfeasible because a
challenge solution procedure of reCAPTCHA could not be included in the rogue
attack script, or a malicious request could not be crafted so that the target user
would solve a challenge to send a valid “g-recaptca-response” parameter with the
credentials of “maluser”.

4.1.9 Challenge-Response Authentication as the Mitigation and CSRF
Attack

The “target” was forced to login as the “maluser” by exploitation of CSRF
in the blog page of the web application on which Login CSRF was protected
by the challenge-response authentication, if the victim was deceived to solve a
challenge included in an attacker’s injected malicious comment in the blog page.
In this experiment, the attacker injected a malicious script as a blog comment in
Fig. 7, but in this case, a client could send the attacker’s username “maluser” and
the password as hidden parameters.

In this example attack, the user “target” was instructed to enter a rogue parameter
as the activation code and solve a challenge of reCAPTCHA. The malicious submit
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Fig. 7 Malicious script injected into the forum on the blog page

form contained two hidden parameters – “username” and “password” including,
fake code and reCAPTCHA. If the target user solved a challenge and submitted
the code by clicking the fake button, the forged request was sent to the login page,
forcing “target” to login to the web application as “maluser”. Consequently, the
three required parameters were accepted as valid, enabling exploitation of CSRF
in the blog page to successfully defeat the Challenge-response authentication as
mitigation for Login CSRF.

4.2 Effective Implementation

With comprehensive analysis of the experiment results in the previous sections and
investigation of traffic of the attacks in the nine test cases, this section proposes
effective implementation approaches of the three mitigation methods.

4.2.1 Efficient Implementation of HTTP Header Verification

In order for the HTTP header verification to efficiently protect against exploitation
of the Login CSRF vulnerability, a web application should separate a different
web domain for a login page from the other non-login pages. It should remediate
clickjacking vulnerabilities by permitting only the web domain of a login page to
frame resources, and eradicate XSS and CSRF vulnerabilities on a login page. The
HTTP header verification with an “Origin” header can be effectively implemented
on a web application with a different web domain for a login page from non-login
pages to prevent exploitation of XSS and CSRF on non-login pages. The “Origin”
header enables clients to access HTTP resources across different web domains for
the purpose of Cross-Origin Resource Sharing (CORS) [16].

The “Origin” header can be an effective protection for Login CSRF if web servers
can recognise a legitimate request origin page by the field or a web domain, and
reject requests from disallowed web domains so that the “Origin” field is difficult to
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bypass by the performed attacks with XSS and CSRF. An implementation example
is a web application with a web domain “login.logincsrfvuln.com” for the login
page and a separate domain “web.logincsrfvuln.com” for the other pages. Users
are, in this example, required to be authenticated on a login page of the web domain
“login.logincsrfvuln.com”. Apart from the login page, the non-login pages including
the search page and the blog page have a different domain “web.logincsrfvuln.com”.
This web application can protect against the Login CSRF attack exploiting XSS in
the search page and CSRF in the blog page if the server accepts login requests
with an HTTP header “Origin: login.logincsrfvuln.com” to identify that requests
are originated from the login page. Because the attacks will contain the “Origin”
field of the domain “web.logincsrfvuln.com”, exploitation of the vulnerabilities
will fail since the web application accepts login requests with an “Origin” field of
“login.logincsrfvuln.com”.

Another effective implementation approach of HTTP header verification is to
set a Content-Security-Policy (CSP) HTTP header to remediate the clickjacking
and prevent an attacker’s crafted page from framing the login page. CSP restricts
resources allowed within web applications to prevent attacker’s inline codes and
malicious functions such as “eval” from executing and control resources inclusion
with white-listing filtering [8]. CSP controls loadable resources of client web
browsers by defining URI directives including “frame-ancestors” to clarify a
resource in which an authoritative content can be framed with an “iframe” tag
[35]. Because the CSP header field with the directive “frame-ancestors” should
be able to permit frameable resources by whitelisting domains, the clickjacking
vulnerability can be resolved, whilst the two different domains for a login page
and the non-login pages in the first suggested implementation approach of HTTP
header verification are also able to be implemented along with this HTTP header.
The setting stops remote attackers from exploiting clickjacking vulnerability,
because the login page can be loaded with an “iframe” tag only within pages
of authorised subdomains “logincsrfvuln.com” including “login.logincsrfvuln.com”
and “web.logincsrfvuln.com”.

Finally, XSS and CSRF must be resolved in order for the HTTP header
verification with the “Referer” field to protect against the Login CSRF attack. This is
because exploitation of the two vulnerabilities can bypass the “Referer” verification
if they exist in a login page. As noted above, exploitation of XSS on the search page
and CSRF and on the blog page could not bypass the HTTP header verification
because the “Referer” field remained the request source path despite attempts of
modification of the value to the login page path. These outcomes indicate that
the two vulnerabilities on a login page will defeat the “Referer” field verification
because the attacks are accepted as legitimate since the attack requests are originated
from a login page. For example, if a login page has XSS vulnerability within a search
functionality same as the search page, the flaw can be exploited for Login CSRF
with an attack code in an attacker’s resource with the techniques discussed above.
A user tricked to execute the code will send a login request with the attacker’s
credentials and a valid “Referer” field of the login page path, resulting in being

http://login.logincsrfvuln.com
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navigated to an authorised page. This outcome is due to the fact that clients send
login parameters with “Referer” of a request source, which will be the login page if
XSS vulnerability exists in the login page, as proved in the Sect. 4.1.2.

4.2.2 Efficient Implementation of Tokenisation

Tokenisation would become an efficient solution for Login CSRF if a web appli-
cation resolves a clickjacking flaw with a single web domain control provides only
legitimate users with valid tokens by creating unpredictable tokens and prevents
authenticated users from updating their tokens. Tokenisation mitigation can be
effective for web applications which remediate the clickjacking vulnerability to
prevent illegitimate framing of a login page while managing a single web domain
to minimise the authoritative domain control, from analysis of the result in the Sect.
4.1.4. The clickjacking flaw can be remediated with the “X-Frame-Options”, an
HTTP header field. An “X-Frame-Options” HTTP header allows only particular
resources to be included within a frame [15]. In particular, an “X-frame-options”
HTTP header field with the value of “SAMEORIGIN “can protect against the
Login CSRF attacks by resolving the clickjacking flaw because the header prevents
external resources from framing any pages of the web application. This header can
be set to one of the three values; “deny” to prohibit any pages from framing a target
resource, “same-origin” to permit pages of the same domain to include the page, or
“allow-from” to specify domains whose pages can be rendered in a target page [34].

Web applications with a single domain can protect against clickjacking attacks
with “X-Frame-Options” with “deny” or “SAMEORIGIN”. Unlike the HTTP
header verification, the suggested approaches for tokenisation implementation, does
not require web applications to divide a domain into subdomains. Less effort may be
required for web applications with one web domain to remediate clickjacking and
implement tokenisation than the HTTP header verification because only another
additional HTTP header is necessary for the effective solution for this vulnerability.
As an implementation example of the header field, remote attackers are unable to
frame the login page with the domain “logincsrfvuln.com” if the web application has
an HTTP header “X-Frame-Options: SAMEORIGIN”, allowing pages with only
the same domain to include the login page. Tokenisation can be implemented to
protect against Login CSRF for web applications with a single domain, remediating
clickjacking with “X-Frame-Options”. Another effective implementation method of
tokenisation is to prevent illegitimate accesses from obtaining valid tokens to deal
with the exploitation of XSS as explained in Sect. 4.1.5. A cause for the successful
attack of the XSS exploitation is that the malicious code was able to identify a
token name with a valid value from a response of access to the login page. In order
that servers can authenticate particular permission for a user or a machine with
a token, tokens are mostly issued with random alphanumeric letters so that they
are not compromised by brute-force attacks: for instance, some JWT (JSON Web
Token) as CSRF tokens are encrypted with cryptography such as HMAC (Hash-
based Message Authentication Code) [22]. While this fact explains quality of token

http://logincsrfvuln.com
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values, randomness or encryption of tokens may enhance security of the token name
to protect malicious codes from collecting a token via XSS exploitation, from the
experiment result.

A method of providing only legitimate accesses with valid tokens is to encrypt
the name of an additional hidden parameter so that attackers cannot collect a valid
token name with a value to include the parameter within a malicious code exploiting
the XSS vulnerability. An example of the implementation is to generate a hidden
parameter of an encrypted name by Advanced Encryption Standard (AES) with an
arbitrary secret key. Through a symmetric encryption method AES, a string can
be encrypted by a 128-bit input text and some transformation rounds with a round
key [7]. In this example, login requests include this parameter with the fixed token
value. A login request in this example generates five parameters for authentication;
“username”, “password”, “CSRFtoken” for Tokenisation, an encrypted parameter
as an additional token parameter and “LOGIN” to submit a login form. The server
generates and includes a valid token of an encrypted name along with credentials
and “CSRFtoken” for legitimate requests. It is considerably difficult for remote
attackers to include a valid token within an XSS-exploitation code because the
parameter with an encrypted name is virtually unpredictable by clients unless
both the passphrase for the encryption and the encryption method are disclosed,
which should be confidential and managed by only the server. In summary, XSS
exploitation can be blocked by tokenisation with unpredictable parameter name to
prevent illegitimate login accesses.

From analysis in Sect. 4.1.6, tokens should be issued only when non-
authenticated users request from a login page as an efficient employment of
tokenisation because authenticated users are unlikely to login to web applications
without logging out applications or losing valid sessions. The main target group
of CSRF attacks are authenticated users because web servers generally trust
authenticated users, believing that they send only necessary requests controlled by
browsers [4]. On the other hand, non-authenticated clients will send login requests
from a login page whilst authenticated users also re-login on a login page after they
logout of web applications. Because of these two facts, login request procedure
including generation of valid tokens for CSRF protection should be processed for
only non-authenticated users without valid session cookies to prevent CSRF in
non-login pages from being exploited to bypass the mitigation. An implementation
example in the experiment web applications is to validate whether accessing users
are authenticated on the login page by identifying the session status with a cookie
“PHPSESSID”. A “CSRFtoken” cookie and a “CSRFtoken” parameter with the
same value should be included in requests from non-authenticated users without
session cookies “PHPSESSID”. In contrast, a “CSRFtoken” cookie should not be
provided to authenticated users who already own session cookies “PHPSESSID”
and execute the malicious script in Sect. 4.1.6 by visiting the blog page to which
the attack script is injected. This control will prevent deceived users in the blog
page from being provided with a valid “CSRFtoken” cookie, leading to failure of
the Login CSRF attack exploiting CSRF in the blog page. Therefore, by prohibiting
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authenticated users from obtaining valid CSRF token cookies, Tokenisation will be
efficiently implemented against Login CSRF attacks.

4.2.3 Efficient Implementation of Challenge-Response Authentication

Challenge-response authentication as mitigation for Login CSRF should be imple-
mented by accepting authentication requests from only authorised domains of a
login page, remediating clickjacking vulnerabilities to prohibit external resources
from framing login pages and producing unpredictable answers and validation
tokens of challenges. That is, web applications should permit challenge-response
authentication scripts to be included within only authorised login pages by separat-
ing domains of login pages from non-login pages to prevent authentication codes
from being embedded in non-login pages to exploit CSRF vulnerabilities. Because
the successful attack in Sect. 4.1.9 can be attributed to insufficient validation of
request origin domains of pages in which users solve challenges, illegitimate login
requests due to the exploitation of CSRF in non-login pages will be prevented
if challenge-response authentication blocks access from non-login pages. As an
implementation example, consider Google’s reCAPTCHA, which has a feature
of controlling authorised domains. Because the Google’s reCAPTCHA API key
is connected to users’ particular domains and their subdomains, the hostname
validation can protect against illegal use of reCAPTCHA by unauthorised resources.
Google’s reCAPTCHA enables web applications to restrict the use of the code
by domain names. In this implementation example, the domain of the login page
may be assigned to “login.logincsrfvuln.com” while the domain name for non-
login pages is “web.logincsrfvuln.com” to divide domains, similar to the example
in the Sect. 4.2.1. Because the login requests can be considered to be originated
from the login page with the domain “login.logincsrfvuln.com”, only this domain
should be permitted by the reCAPTCHA code for this application in the setting
of the Google’s reCAPTCHA website. Due to this setting, the malicious code
to exploit CSRF in the blog page is protected because the validation procedure
on the Google’s side of request origin domains denies reCAPTCHA authentication
accesses from the blog page with the domain “web.logincsrfvuln.com”. Validation
of domains of challenge-response authentication requests will increase the reliabil-
ity of the authentication system because the authentication codes will not be sent by
exploitation of vulnerabilities including CSRF in non-login pages. This validation
of web domains should be followed by remediation of clickjacking. Clickjacking
vulnerabilities need to be remediated with the “Content-Security-Policy” to prohibit
unauthorised domain resources from framing a login page to prevent exploitation
of the clickjacking vulnerability from contributing to the success of Login CSRF
attacks. The results in the Sect. 4.1.7 in which framing a login page defeated the
solution suggest that web applications adopting challenge-response authentication
mitigation, must resolve clickjacking vulnerability. In order to be compatible with
the hostname validation with separation of domains for login pages and non-login

http://login.logincsrfvuln.com
http://web.logincsrfvuln.com
http://login.logincsrfvuln.com
http://web.logincsrfvuln.com
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pages, an effective solution will be to implement the CSP HTTP header with “frame-
ancestors” to whitelist a web domain of a login page.

Finally, challenge-response authentication should require a parameter of a
challenge solution to be complex enough to be protected against brute-force attacks,
as suggested by the results in Sect. 4.1.8. Google’s reCAPTCHA protected against
the XSS exploitation attack because the challenges are considerably difficult for
an automated script to provide correct answers, and the authentication code “g-
recaptcha-response” is a lengthy parameter with mixed characters of number,
lowercase and uppercase.

Similar to the CSRF token in tokenisation, solutions for challenges should
be difficult to guess with brute-force attacks since insufficient complexity of
a challenge would enhance the attack successfulness. A vulnerable challenge-
response authentication may require users to enter a four-digit one-time code which
the server generates. This four-digit number code is also a required parameter value
along with credentials. Remote attackers exploiting XSS vulnerability on the search
page may be able to successfully force the target user to login to the web application
as “maluser” with a malicious script which repeatedly attempts to send a different
one-time code with the credentials until the valid token is found. This attack can
be complete within practical time if the code can be the number between 1000 and
9999 after the victim user executes the code through the attacker’s malicious page.
In contrast, the one-time parameter with the large number and various characters
will prevent attackers from successfully exploiting the vulnerability because of
the considerable amount of estimated time consumption. Thus, a complex token
parameter for challenge-response authentication to prevent it from being easily
predicted will increase the effectiveness of the mitigation for Login CSRF.

5 Concluding Remarks

The chapter discussed the severity of Login CSRF attacks, via which forces target
users to login to a web application as malicious attackers to obtain sensitive infor-
mation of the targets. The experimental analyses lead to a number of suggestions on
attaining efficiency in implementing the three solutions – HTTP header verification,
tokenisation and challenge-response authentication, as mitigation for Login CSRF,
on the backdrop of the mitigation methods’ advantages and limitations. The main
question of “effective implementation of the three solutions for Login CSRF”
was raised because the mitigation methods for Login CSRF can be defeated by
exploitation of vulnerabilities such as clickjacking, XSS and CSRF on non-login
pages.
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5.1 Meeting Study Objectives

The findings imply that several implementation approaches to mitigation need to
be considered to block Login CSRF attacks regardless of the exploitation. The
experiments consisted of web applications in which the three mitigation methods
were implemented to observe their behaviours when exposed to clickjacking, XSS
and CSRF attacks on non-login pages. Three web applications, each of which reme-
diated the Login CSRF vulnerability by HTTP header verification, Tokenisation or
Challenge-response authentication, were tested to analyse how exploitation of the
three vulnerabilities affected the mitigation including the feasibility of defeating
the solutions. The outcomes in the experiments show that clickjacking exploitation
defeated HTTP header verification, all of the attacks bypassed tokenisation and
challenge-response authentication was defeated by the clickjacking and CSRF
attacks on a non-login page.

The study performed experimental analyses in search of effective implementation
approaches to Login CSRF mitigation. The four objectives set in Sect. 1.2 were all
achieved and, based on the findings, efficient implementation of the three methods of
attack were proposed. It was established that mitigation of HTTP header verification
can be effectively implemented if clickjacking is remediated with separate web
domain controls on a login page and non-login pages, and both XSS and CSRF
are removed from a login page. Tokenisation should be able to protect against
Login CSRF with a single web domain control with elimination of clickjacking,
and tokens are secured with unpredictability by encryption of the token parameter
name and provided with only non-authenticated users. Finally, the effectiveness of
challenge-response authentication can be enhanced if the challenge codes are valid
only within authoritative login pages. It is also shown that clickjacking is resolved
with a multiple-domain control and challenge solutions are unpredictable so that
illegitimate users cannot obtain correct answers.

5.2 Future Directions

This chapter will not have sufficiently identified and analysed concerns regarding the
effective implementation of Login CSRF mitigation, for many reasons, particularly
the sampling limitations, i.e., insufficient comprehensiveness of attack exploitation
and defence. Further, and related to that factor, cybersecurity is a highly dynamic
area of study, new attacks and defence methods come and go. For further study
in Login CSRF, it can be suggested that future research may be discussed with
different attack factors such as social engineering and brute-force attacks to identify
more benefits and drawbacks of the mitigation methods than they are discussed
in this paper. Social engineering can be discussed from non-technical attacks to
clarify when this attack can be exploited to bypass the mitigation for Login CSRF.
Social engineering attacks such as malicious web links and conversation are often
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involved in exploiting of CSRF vulnerabilities [30]. Although this paper mostly
dealt with technical attacks and implementation, the topic can be discussed with
consideration of non-technical methods in terms of how the attack can deceive target
users for the exploitation. In addition, brute-force attacks may also be considered
in future research to especially identify the strength of tokens and challenges.
As a straightforward and powerful method of decoding, brute-force attacks are
considered to bypass most encryption if time and an attacking machine power
are sufficient because the attacks attempt all possibilities to defeat passwords or
tokens [19]. The foregoing steps can be adopted from a general Big Data approach,
establishing shared data repositories for multiple data attributes on attacks and
defences.
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Attack Vectors and Advanced Persistent
Threats

Sergio F. de Abreu, Stefan Kendzierskyj, and Hamid Jahankhani

Abstract Advanced Persistent Threats (APTs) are destructive and malicious cyber-
attacks aimed at high profile, high value targets with clear objectives in mind with
a range of desired outputs. In most cases, these threat groups are state sponsored
which makes them extremely well financed, organised and resourced. The attack
payloads range from data exfiltration and theft to the undermining of critical national
infrastructure. These attacks differ from the typical cyberattacks in several different
ways but a key differentiation is their patient “low and slow” approach to prevent
detection. This approach, although slow, has been very successful and in many
cases, detection is years after initial infection. Many of the attacks detected today,
have been over a decade in the making. Most concerning is the fact that traditional
defence mechanisms have been unsuccessful at detecting these attacks and so how
successful will these methods be against a new generation of attacks? The earliest
recording of an APT is probably “the cuckoo’s egg”. An attack in the 1980s in
which a West German hacker infiltrated a series of computers in California and
over time stole state secrets relating to the US “Star Wars” program. The hacker
then sold the information to the Soviet KGB. Although at this point in time, cyber
defence was not a government sponsored military department, it raised awareness of
just how powerful this threat could be. Since then, worldwide attacks in the private
and public sectors have grown exponentially and today, all governments have cyber
warfare units.

Most APT attacks are state sponsored; however, this does not mean that attacks
are limited to government entities. Far from it. These attacks affect individuals,
companies, corporations and governments globally. Attacks can and do encompass a
multitude of sophisticated techniques and affect not only the traditional LAN/WAN
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environments but could also contaminate new generation networks such as mobile
5G networks, vehicular ad hoc networks (VANET) and Internet of Things (IoT) to
name but a few. Dealing with these attacks is challenging, most attacks take years to
be discovered and traditional detection mechanisms have been woefully inadequate.
The age of machine learning and artificial intelligence has brought significant
improvement to the detection challenges faced. These fields allow us to look for far
more than attack signatures and characteristics. They allow us to look for patterns
of behaviour through massive data quantities at speeds previously unimaginable.

Keywords Advanced persistent threats · APTs · Malware · Machine learning ·
Artificial intelligence · Threat actors · Cyberattacks

1 Introduction

In June 2010, a cybersecurity researcher named Sergey Ulasen, discovered a
malicious computer worm. This worm, codenamed Stuxnet, is thought to have been
in development since at least early 2005 and is still regarded as one of the most
sophisticated APTs ever seen. Stuxnet’s purpose was to sabotage the Iranian nuclear
program and reportedly ruined almost one fifth of Iran’s nuclear centrifuges causing
enough physical damage to the infrastructure to set the entire program back 4 years
[6]. This malicious worm was part of what we now know and call an Advanced
Persistent Threat (APT).

An APT can be described as a prolonged persistent cyber-attack in which access
to a network is achieved but remains undetected over a long period of time. The
attackers go to extraordinary lengths to avoid detection. The threat infiltrates the
network of choice using a multitude of different attack vectors and once access
is gained, advanced methods are used to avoid detection while increasing their
foothold on the overall network. These attacks are then used to exfiltrate data,
control systems and in some cases destroy infrastructure.

The complexity and cost of APTs suggests that in the vast majority of cases the
attacks are specifically targeted, well-funded, resourced and patient which has led
to a general consensus that they are state sponsored. According to a recent review
of top threat actor groups and the countries they operate from [20], North Korea,
Russia and Iran currently list in the top three.

It is widely accepted that the Stuxnet worm was part of an APT attack engineered
by both American and Israeli intelligence, although this was never officially
confirmed by either country the fact remains that this attack very successfully and
significantly damaged the Iranian Nuclear program without the need for any
physical military involvement.

Another APT codenamed Duqu, a derivative of Stuxnet suspected of either being
created by the same organisations or at least a group with access to the original
source code was discovered in 2011. This APT’s payload was not to directly cause
any damage but rather to gather information specifically around industrial control
systems. One of the vital parts required in a sophisticated attack involving different
phases of attack.
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Traditional attacks tend to try achieve immediate and fast access to a target.
The attack is carried out and once the objective is met, the attacker leaves with
no clear plan or intention of returning. While APT’s often use many of the same
techniques to infiltrate a target network, their primary focus is to avoid all detection
systems, gain a foothold and begin to spread across the network to ensure that if a
compromised node is detected, they still have access to the network via one of the
other infected nodes. This allows them to spread slowly and quietly ensuring that
they go undetected while they go about their intended attack. A successful attack
will not necessary mean that they will leave, if undetected, they will keep their
foothold to either use at another point or even sell off to another adversary.

It is important to remember that the threat of APTs wouldn’t be restricted to the
traditional LAN/WAN network environment but could also be utilised on any type
of network. This would include both Internet of Things (IoT), and Vehicular Ad Hoc
networks (VANET) infrastructures posing a serious threat and risk to any network.

2 Advance Persistent Threats (APTs)

2.1 What Is an APT

An APT could be defined as a series of both basic and advanced malicious
techniques and methods used in conjunction to build an attack which not only grants
an attacker access to a victim network but expands and maintains access over a long
term to ensure that as much valuable data and malicious damage can be done with
the minimum chance of detection.

The attacks differentiate themselves from traditional threats in that:

• The attackers are highly organised, sophisticated, determined and operated by a
well-resourced group.

• The targets are specific.
• The purpose is strategic.
• The approach is one of repeated attempts, stays low and slow, adapts to resist

defences and is generally long term.

The National Institute of Standards and Technology (NIST) defines an APT as:

An adversary that possesses sophisticated levels of expertise and significant resources
which allow it to create opportunities to achieve its objectives by using multiple attack
vectors (e.g., cyber, physical, and deception). These objectives typically include establishing
and extending footholds within the information technology infrastructure of the targeted
organizations for purposes of exfiltrating information, undermining or impeding critical
aspects of a mission, program, or organization; or positioning itself to carry out these
objectives in the future. The advanced persistent threat: (i) pursues its objectives repeatedly
over an extended period of time; (ii) adapts to defenders’ efforts to resist it; and (iii) is
determined to maintain the level of interaction needed to execute its objectives. [17]
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2.2 The Actors

The vast majority of APT attacks are state sponsored. Looking at currently identified
and tracked APTs, their objectives and the groups known to have orchestrated them,
and it quickly builds up a picture of the top 6 countries in which the actors operate
from, namely:

• North Korea
• Russia
• Iran
• India
• Russia
• China

In a 2018 report by AlienVault [20], the top ten most reported active threat actor
groups and their locations were as follows in Table 1:

The Lazarus group, also known to united states intelligence as “Hidden Cobra”
is widely accepted to be sponsored and controlled by the North Korean government.
This group’s primary focus are attacks within the financial markets. One of their
campaigns nicknamed “FASTCash” was responsible for large amounts of theft from
ATMs in both Asia and Africa with an attack, which started in 2016, and is still
ongoing. In 2018, the US department of homeland security (CISA) issued an alert
to this effect. On the 10th of April 2019, CISA released another alert attributed to
the Lazarus group [7]. This alert details a piece of malware which has the ability
to connect to a command and control server in order to transfer stolen files from an
infected network.

The Malware, known as “Hoplight” masks traffic between the victim and the
remote server by acting as several proxy applications.

Table 1 10 most reported
APTs

Rank Advanced persistent threat Location

1 Lazarus Group North Korea
2 Sofacy Russia
3 Muddy Water Iran
4 Oil Rig Iran
5 Patchwork India
6 Energetic Bear Russia
7 Kimsuky North Korea
8 APT 15 China
9 Stone Panda China
10 Turia Russia
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According to the alert, “The proxies have the ability to generate fake TLS hand-
shake sessions using valid public SSL certificates, disguising network connections
with remote malicious actors.” [7]. North Korea’s backing for the Lazarus group
falls outside of the typical state sponsorship for the purpose of espionage and
intellectual property theft. The objective of this group is purely financial gain, which
when one looks at the severely isolated and cash starved state, it is clear why this
group is so critical.

The Sofacy group also known as Fancy Bear is highly suspected of being
sponsored by Russian military intelligence. In 2018 an indictment by Robert
Mueller, the United States special council looking into Russian Interference in
the United States 2016 presidential election, identified the Sofacy group as two
GRU (Main Directorate of the General Staff of the Armed Forces of the Russian
Federation) units knows as Unit 26165 and Unit 74455.

This group has been operating since around the mid 2000s and specifically targets
government, military and security organisations.

One of the groups attributed attacks was an attack on German parliament in
2014. Specifically, the government’s “Informationsverbund Berlin-Bonn” (IVBB)
network, which is a separate and private network used by the Chancellery and
Federal Ministries. Ironically, this network was setup separately from other public
networks to ensure an added layer of security.

The Dutch Government also accused the group of data theft from the Organi-
sation for the Prohibition of Chemical Weapons (OPCW) in The Hague and most
recently and famously, this group has been specifically mentioned in ties to the 2016
American election meddling investigation. Their primary target is and has always
been NATO member states.

Clear actor identification can be challenging. Various vendors and intelligence
agencies often name the threat actors differently which can lead to some confusion
within the market. Some naming conventions are designed to create a mythological
or figurative emotion, others are just naming tags given for the sole purpose
of identification, yet others are just named after specific malware that that was
used in an attack. A further key reason for differences is that threat actors could
occasionally join and then split up causing further confusion on the actual threat
actor responsible.

An example of the varied naming conventions could be the APT group “Com-
ment Crew” [10]. This Chinese group, attributed to the second Bureau of the
People’s Liberation Army (PLA) is named “Comment Panda” [5] by reseller
Crowdstrike, “PLA Unit 61398” [8] by reseller IRL, “TG-8223” by Dell Secure
Works “APT 1” [10] by reseller Mandiant and even “brown fox” by reseller iSight.
These differences in naming can be confusing and there are calls for standardisation
but it’s just not that simple. There are technical and “people” reasons why certain
vendors use certain naming conventions.
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Fig. 1 Typical APT
Lifecycle (1) 
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2.3 APT Lifecycle

The typical APT lifecycle can be split into several different phases (see Fig. 1).
Although various researchers break down the steps differently [4] ([22, 29], they all
essentially break an attack down into five distinct steps.

Reconnaissance
Once attackers have identified the target and a strategy for attack, they need to
research the target so that they are completely familiar with the people, systems and
processes that are used. This reconnaissance would typically include both physical
and passive cyberattacks in an effort to gather as much information as possible.

The people aspect of the reconnaissance would not necessarily only be staff but
could include contractors, vendors and partners. These reconnaissance missions
often employ large numbers of researchers and can involve a significant amount
of time and cost and are almost always passive to ensure no red flags are raised.
If the Stuxnet attack on the Iranian nuclear reactors is reviewed, it can be understood
that the attackers had expert knowledge of the internal systems used and critically
the Siemens programmable logic controllers (PLCs) used on the centrifuges within
the facility. This is no small feat and would have involved significant research and
knowledge.

With this knowledge, attackers would then need to identify an initial entry point
to the network. This point would not only be the easiest path to entry but also the
point where an attack would stand the best chance of going undetected. Wherever
possible, multiple points would be targeted to ensure success.

Compromise
In this phase, the attacker crafts an attack with the sole purpose of infecting a
victim’s machine. This is commonly in the form of a socially engineered attack
with spear phishing and watering hole attacks being the preferred route [22], but
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could really be any available resource to the attacker. The attack could even come
indirectly through a third party which is trusted by the victim.

Again, in the case of Stuxnet, it is suspected that an infected removable disk
storage unit inadvertently plugged in by a staff member was used to distribute the
attack. [6]. Analysis of Stuxnet shows us that four zero-day exploits were built into
the malware. This is a massive number in comparison to all other APT attacks.
The attacks are well crafted and designed to bypass traditional Intrusion Detection
Systems (IDS) while the exploits used are often zero-day attacks that any proactive
level of patching would not help to prevent [2].

Internal staff are often regarded as the most cost-effective way to infiltrate the
network and this is seen by the amount of attacks targeting end users directly.

Maintaining Access
Maintaining access and lateral movement are really the two phases which set an
APT apart from other typical opportunistic type attacks.

Once the attacker has managed to compromise an internal system, in almost all
cases its vital that a back door is installed to continually maintain a level of access
to the infrastructure. To do this, a Remote Access Trojan (RAT) is installed on the
victim machine/s as described by [4, 22].

Once the attacker has created the backdoor to the network, they would then
proceed to compromise several other machines thereby ensuring that access can
be maintained even if one of the compromised systems are discovered or indeed just
taken offline. The RAT will then make a connection to an external Command and
Control server (CnC). This CnC server then dictates to the RAT what should be done
on the victim machine/s. This would explain how [16, 22] the connection from the
RAT to the CnC server will in almost all cases be initiated from the RAT outwards
to the CnC. This is done to help hide the traffic and bypass typical security controls,
as most networks are configured to be far more lenient on outgoing connections than
incoming traffic.

Lateral Movement
APTs operate in a “low and slow” method, gaining access slowly and carefully and
spreading their connectivity from within the network.

In this phase, the attacker would be able to perform internal scans to map
out traffic routes and other hosts within the network segment. Details of the
environment, systems, functions and processes are discovered, both hardware and
software vulnerabilities, unprotected network resources and additional access points
to the network are mapped. Although internal scans could be detected, the lateral
movement is often not, due to the use of compromised valid credentials already
obtained as detailed by [22]. Since an APT’s main goal is to gain access and remain
in the network for an extended amount of time, every method and technique used
is built around avoiding detection. One example of the techniques used in an attack
is operation Aurora, also known as Hydraq or the Google hack attack. This attack
originating in China [9], used an old obfuscation technique called spaghetti code to
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help keep itself hidden from network protection mechanisms. This was originally
recognised as an inefficient and unstructured way of coding which was highly
discouraged but was used to great success when the coders were after exactly that
effect.

Moving laterally within a network allows the attacker to access and infect further
endpoints over time using the elevated privileges gained in earlier steps to access
targeted data/systems.

Data Exfiltration
This is the final stage and the objective of the attack. However, this stage does not
have to only be about data exfiltration; it could be about undermining critical aspects
of the targeted infrastructure as described by [17]. Data exfiltration mentioned by
[22] and collaborated by [16] and could be executed in many different ways:

• Encrypted or clear data could be exfiltrated to the CnC server(s). This could be
done from one or multiple victims to either one or multiple CnC servers. The
advantage of exfiltrating data in an encrypted format would make it even harder
for intrusion detection and data loss prevention (DLP) systems to detect the data
loss.

• Although data could possibly be exfiltrated all in one go but with the intention
of longer-term access to the victim needing to be maintained, very low and slow
levels of data leakage would help prevent being detected, successfully exfiltrating
data and maintaining access for future use.

• Steganography is a technique that could be used to insert the data into an image
which could be displayed as a .jpg file as was the case in the Duqu APT [34].
This would appear as normal day to day typical use by a user which would be
very difficult to identify as anything malicious [14].

• Physical human intervention could be used to gather the exfiltrated data from
a defined location. One way this could be accomplished would be a technique
called “dead letter box”.

A recent example of successful data exfiltration is represented by the Equifax
data leak in 2017 [12, 23] in which 147 million customers sensitive personal
information was leaked.

3 Attack Examples

3.1 How Did They Do It?

Looking at two examples, Stuxnet and Lazarus Group, of well-known and success-
fully implemented APT attacks, we can analyse exactly how these attacks were
carried out in each of the five phases to build a complete picture.
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3.1.1 Stuxnet

One of the most sophisticated and precise APTs ever detected. This attack was very
precisely aimed at Iran’s Nuclear plant, Natanz (see Table 2 for attack phases and
its descriptions).

Table 2 Stuxnet attack phases and descriptions

Attack phase Description detail

Reconnaissance The Stuxnet worm was targeted at very particular and specific Siemens
Programmable Logic Controllers (PLCs). The worm was so well written, it
required absolutely no intervention from any internal staff to work. A simple
plugin to a USB drive was all that was necessary. To achieve this level of
functionality the attacker would have to have detailed information of the
network, infrastructure and centrifuges.

Compromise The Natanz plant was air gapped from the internet. It was not possible to attack
it directly from the internet however it is widely accepted that the Stuxnet worm
was introduced into the plant via a USB key. It is not known whether this was
done accidently by staff or deliberately.

Maintain
access

Stuxnet was targeted directly at certain logic controllers controlling centrifuges
within the plant. It was so specific that while it was programmed to spread from
machine to machine, it was coded to search for certain hardware components
and if they were not found, no action at all was taken. The worm would lie
dormant taking no further action. Additionally, the worm was designed to
self-destruct on the 24th of June 2012. In most cases, APT’s establish a
connection to the outside world by installing a remote access trojan (RAT) on
the machine, however in the case of Stuxnet the attackers knew that it would
not be possible for a RAT to communicate with the outside world once
deployed so the worm had to be completely self-sufficient and run without
waiting for any external instructions. An incredibly hard task to accomplish.

Lateral
movement

This worm was specifically written to spread at a rapid pace using four in-built
zero-day attacks to ensure that it would be able to achieve its target. Although
traces of Stuxnet were found on systems all over the world, the biggest
concentration of infections were all over Iran. It’s important to consider that the
worm would take absolutely no action on any machine that didn’t have the
correct Siemens controller software on it.

Data
exfiltration
undermining
infrastructure

The payload was to destroy centrifuges in the plant. To achieve this, Stuxnet
made the centrifuges spin dangerously fast for a short period of time but
critically had already infected the monitoring systems within the plant to not
detect this change. Although engineers could hear that the centrifuges were
spinning dangerously high, the control systems indicated that all was within
normal parameters. About a month later Stuxnet then slowed the centrifuges
down dramatically for around 50 minutes, again with all control systems
showing the plant running within perfectly normal operation parameters. The
dangerous repetition of this caused over 1000 centrifuges (around 20%) at the
plant to collapse.
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3.1.2 Lazarus Group – Financial Threats

Founded in 2009, the Lazarus Group, a very active North Korean sponsored threat
group best known for their attacks specifically targeted around financial gain.
They attack the world cryptocurrency exchanges, financial institutions and banks
Although this is not their only attack profile. Below is a high-level look at one of
their most recent attacks on a Chilean organisation called Redbanc (see Table 3 for
attack phases and its descriptions).

3.2 Detection Challenges

The sophisticated nature of APT’s means there are significant challenges in
detecting them. At every stage of their typical lifecycle, everything possible is done
to avoid detection.

The reconnaissance is detailed, well-funded and passive to avoid any means
of detection while the compromises take any and all approaches necessary from
physical infiltration to cyber hacking. In most cases, multiple zero-day attacks are
utilized to prevent being detected by traditional intrusion detection systems (IDS)
[6], also rendering both system patching and signature based anti-virus and
malware detection useless [18]. Messmer [19] and Kruegel [24] argue that even
Sandboxing, an often used and preferred malware detection method can by bypassed
by skilled and well-funded adversaries using methods such as, environment-
specific-techniques, human-interaction-techniques, VMware-specific techniques,
and configuration-specific-techniques. Using these detection avoidance techniques
has led to a 200% rise in malware capable of evading detection [19]. The persistent
nature of these attacks means that even in cases where a completely isolated system
is enforced, the victim could still be physically compromised by being influenced
into plugging a removable media drive into an internal system (USB drop attack)
[30].

As previously discussed, maintaining access to the victim is a key aspect of the
persistence of an APT. Data exfiltration or undermining the infrastructure can only
happen when the correct targets are identified and compromised. This process can
take a significant amount of time hence the need for access to be maintained. This is
accomplished using external CnC servers which use various techniques to maintain
access to the victims while avoiding detection. These methods as described by ([1,
6] include but are not limited to:

• Remote Access tools (RAT) which are often used in day to day business use and
make use of a server and client agent.

• Social Networking sites that the victim’s machine goes to which could put control
information into blog posts and status messages

• TOR Anonymity Networks which by their very nature are designed to hide
services and traffic.
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Table 3 Lazarus group attack phases and descriptions

Attack phase Description detail

Reconnaissance Redbanc is a Chilean company whose business is responsible for all
interconnectivity between the ATM infrastructure in the country. To gain
access to the network, attackers created a front company and posted a job
opening on LinkedIn for a developer position within the company. At that
point, they were not sure who would apply for the job. An employee of
Redbanc saw the posting and applied for the position.

Compromise Once the employee had applied for the job, the group arranged a video
conference interview over Skype™ and in that interview was asked to
download and run a file that would help with the recruitment process seen
below in Fig. 2 [11].
The file appeared to generate a standard job application form, but this file
called ApplicationPDF.exe was in fact a Microsoft Visual C#/ Basic .NET
(v4.0.30319)-compiled executable file which infected the employee’s
computer with a piece of malware called PowerRatankba. This malware,
allowed the attackers to gain information about:

The hardware
Operating system
Running processes
RPC and SMB file shares
Computer name
User name
Proxy settings

Through this compromise, the attackers were able to get further
reconnaissance of the target and decide if the other stages of attack would be
of value to them. The attackers clearly decided that this was a desirable target.

Maintain
access

As well as feeding back information about the target computer, the malware
constantly reports on the status of its own remote connection the attacker.
The malware gives the attacker the ability to delete the malware from the
victim machine, modify and replace ps1 and VBS files, send data to a chosen
destination server and download an executable to run via PowerShell. This is
archived through its support for several different commands [26].

Lateral
movement

The ability to upload further executables from the attacker to the victim gives
the attacker many different opportunities to not only maintain access but also
spread infection through the network. With the reconnaissance information
gained in step one, the attacker knows the machine type, operating system
and running processes on a standard staff desktop thereby giving them vital
information on the standard company installation profile. Information on
running processes is extremely valuable as it allows the attacker to build a
profile on any security measures and software running on the machines. This
includes specific firewall and anti-virus tools.
In the case of the attack on Redbanc, infection spread to a significant number
of machines.

Data
exfiltration

Exact financial losses are not clear as Redbanc has never released any
information regarding this however, other attacks by the Lazarus group on
ATM infrastructure in Asia and Africa are well documented.

(continued)
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Table 3 (continued)

Attack phase Description detail

Undermining
infrastructure

The joint FBI, DHS and Treasury US-Cert technical alert report details the
FASTCash scheme used against ATMS. “FASTCash” schemes remotely
compromise payment switch application servers within banks to facilitate
fraudulent transactions. The U.S. Government assesses that HIDDEN
COBRA actors will continue to use FASTCash tactics to target retail payment
systems vulnerable to remote exploitation.”

“According to a trusted partner’s estimation, HIDDEN COBRA actors have
stolen tens of millions of dollars. In one incident in 2017, HIDDEN COBRA
actors enabled cash to be simultaneously withdrawn from ATMs located in
over 30 different countries. In another incident in 2018, HIDDEN COBRA
actors enabled cash to be simultaneously withdrawn from ATMs in 23
different countries.”

As previously mentioned, the US government defines the Lazarus group as
Hidden Cobra.

Fig. 2 Redbanc fake job
application

The ability to move laterally is arguably the most dangerous phase of the attack
and almost certainly the most time consuming. In this phase, the attackers remain
undetected by often making use of built in Operating System (OS) features and
utilities whose use cases would not look out of the ordinary to any security software.
By using these in-built tools, internal reconnaissance would allow the adversary
to obtain information about additional systems, network structure, network drives,
security software used and network security detection systems. A key part of
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this phase would be the ability to harvest user credentials, particularly those with
elevated access rights. The use of authorised access credentials would generally not
flag as suspicious to the internal systems unless accounts were used in multiple
locations at the same time. Data exfiltration can be accomplished using low and
slow techniques like DNS tunnelling as described by [28]. This technique when
done slowly and making use of custom coding is very difficult to detect. Exfiltrated
data is compressed to limit the size as much as possible. The data is additionally
encrypted using SSL/TLS to restrict the type of scanning that can be performed
masking the data and the communication channel. The use of TOR networks is
often used to accomplish this.

There are three factors that any successful APT requires:

• The attacker must have the ability to execute their malicious code on a machine(s)
within the target environment. This would include individual vehicles in VANET

• The attacker requires the ability to CnC the machine(s) on the target environment
and this ability has to be maintained. There must be the ability to get messages
in and out of the target network.

• Lateral movement requires that the attacker is visible. If they have valid network
credentials, this is hard to detect but they will be visible.

3.3 How Do We Detect APT’s Today

As discussed at length already, there are significant challenges with APT detection
however significant research on this problem has been done and researches have
discussed various different detections methods to deal with this issue.

3.3.1 Network Sensors

Bhatt et al. [3] argue that effective detection of APTs is only possible with network
sensors which can detect all attack facets. Further to this [27] finds it is necessary
to continuously monitor and analyse features of a TCP/IP connection. These
include:

• Number of transferred packets
• Total count of the bytes exchanged
• Duration of TCP/IP connections
• Information on the number of packet flows

Bhatt et al. [3] suggests a method for detection is to install sensors in each layer
of the network. All alerts and logs would then be collected and stored. Correlation
of data for each layer could then be performed and this would assist in identifying
attacks in progress. An issue highlighted with this approach is the sheer number
of logs which are typically generated in all the layers of attack. Hale [13] and
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MacDonald [21] point out that in a typical network of 100 hosts, one can expect
around 100GB of logs and alarms a day. If we consider a typical network with
varying node density, mobility and a constant increase in users, analysing this
volume with current methods would be extremely challenging. Another proposed
technique used to detect attacks is honeypots.

3.3.2 Honeypots

Jasek et al. [15] propose a system of detecting APTs using honeypots, a system or
network of systems (honeynet) whose sole purpose it is to attract attackers and then
record their activities. The proposal makes use of high and low interaction honeypots
as well as separate honeypots on production systems. Jasek et al. [15] argues that
traditional honeypots are limited in that they are passive and wait for the attacker.
It proposes making use of an agent which is installed and directs the attacker to the
honeypots. The engagement is a 5-step process as follows:

1. Connect the system of Honeypots to the production environment using low and
high interactive honeypots and activated agents.

2. The attacker compromises a production client and, in their reconnaissance,
discovers shared resources on other systems (honeypots)

3. The attacker gains access to the honeypot systems and compromises them.
4. The attacker collects data from the compromised systems and honeynets and

sends the information out to the CnC server externally.
5. The administrator detects the compromise from the honeypot systems and the

traffic outflow.

With the attacker activity logged and monitored, the administrator(s) is then fed
this information. The administrator is then theoretically able to apply rules and
procedures to defend against the attack on the production environment (Fig. 3).

While honeypots unquestionably increase our understanding of malicious net-
work activity and provide an interesting option for detection of malicious activity,
there are several issues that are raised with the use of honeypots. Questions around
the legality and privacy of honeypots exist; collection and monitoring of user
information, malicious or not could fall foul of privacy laws. Sokol et al. [32]
highlights privacy issues within the European Union (EU) while [25] addresses the

Fig. 3 Honeypot interaction model
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same concerns from the legal jurisdiction of the United States of America (USA).
There are also concerns around the risk of honeypots and how an attacker realising
that a honeypot is being used could then compromise the honeypot in such a way as
to attack, infiltrate or harm other systems or organisations [33]. Another prominent
proposed detection method is that of machine learning (ML).

4 Machine Learning and Artificial Intelligence

4.1 Current Detection Methodologies

Typical security mechanisms do not adequately address APTs in in this new highly
mobile, varied and complex ad-hoc type network world. It is impractical to think
that human intervention and detection skills could solve the challenges presented
in such a complex and completely ad-hoc network especially when one considers
that in certain cases no input or information is available about the attack at all. In
such cases unsupervised Machine Learning techniques (ML) are seen as a solution
which could deal with this threat. Machine learning techniques can generally be
split into two different approaches. Artificial Intelligence (AI) and Computational
Intelligence (CI) [35] AI techniques have their roots in traditional methods like
statistical modelling while CI techniques are most commonly based on nature-
inspired methods that are used to deal with challenges that classic methods are
unable to solve. CI methodologies include but are not limited to evolutionary
computation (genetic algorithms), fuzzy logic, artificial neural networks (ANN),
artificial immune systems (AIS) and swarm intelligence (SI). “AI handles symbolic
knowledge representation, while CI handles numeric representation of information”
[35]. Although it’s not always easy to distinguish the boundary between these
two broad categories. Hybrid methods are possible and sometimes proposed but
generally speaking are used independently of each other.

Fractal dimension-based machine learning is one such possibility proposed by
Siddiqui et al. [31]. The authors present a correlation algorithm which makes use
of fractal dimensions to detect APT based anomalous traffic patterns with high
accuracy and reliability using a feature vector obtained through the processing of
TCP/IP session information.

The feature vector selected is based on two metrics:

• Total data packets transferred during a single TCP session
• The duration of a complete TCP session.

The researcher’s analysis of TCP data concludes that APT traffic consists of a
small count of data packets in a short or long-lived TCP session, whereas normal
internet traffic exhibited patterns of a large amount of data packets in a short
duration. This is consistent with the APT low and slow exfiltration method already
discussed.
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The basic requirement of the algorithm is an accurately labelled reference dataset
of the features. Each data point is classified as anomalous by comparing the
correlation fractal dimensions of the corresponding dataset.

The algorithm first calculates the correlation fractal dimension of the attack and
normal reference datasets separately, and then forms a prototypical measure for each
class. To classify new input samples, the methodology computes the correlation
fractal dimension of the new samples with the reference data set and compares that,
to the prototypical measures of the normal and attack data sets. The class for which
there is a minimal change in the fractal dimension, indicates that, the point belongs
to the particular class. This can also be regarded as finding the similarity index of
the new sample and choosing the class to which the input is most similar. This
methodology has proven more effective at reducing both false positives and false
negatives.

Paredes-Oliva et al. [27] has proposed a novel scheme which also makes use of
ML techniques to detect anomalies in traffic patterns. The authors make use of a
combination of both frequent item-set mining and decision tree ML techniques to
accomplish this and while not directly looking at APTs, such classification would
detect anomalies which could then be classified as required. The authors argue that
most anomaly detection systems differentiate between normal traffic and anomalies
but they do not distinguish different anomaly types which is a key focus of the
proposal. The authors first analyse a large set of flows for one or more flow features
in common. This is called frequent item-set mining (FIM). An example of this would
be a typical network scan; this will produce many separate flows with the same
source IP address and destination port. After applying FIM, the result would be
one frequent item set with two items: the scanner IP address and the scanned port
number. The scheme then builds a decision tree to classify the FIMs as benign or
anomalous. Once this process is complete, the anomalies could then be classified by
specific type. Figure 4 visually illustrates this process.

Using this methodology, the authors were able to simultaneously monitor two
high volume 10Gb/s links and maintain a classification accuracy of 98%.

Fig. 4 Anomaly detection system overview [27]
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This opens up the question of how does a machine learning classifier begin to
identify an attack?

4.2 Attack Visualisation

If we take a standard dataset of benign network traffic and then randomly inject
several APT attacks into it, we have the opportunity to analyse these flows and
visualise just how the attacks integrate into the traffic.

Taking five separate attacks approximately 5 Mb in total size and injecting
this into a 4.4GB standard benign network traffic dataset, we can extract each
bidirectional data flow and analyse several attributes of the flows. Breaking these
streams down results in 137 APT data streams amongst 7703 benign data streams.
A total of 1.78% of the total data.

If we then extract some of the individual attributes of the streams such as:

• Flow duration
• Total forwarded packets (per flow)
• Total backward packets (per flow)
• Maximum forward packet length
• Minimum forward packet length
• Mean forward packet length
• Flow Bytes per second
• Flow packets per second
• Backward packets per second
• Standard packet length
• Down/Up ratio
• Average packet size
• Backward segment size average
• Average forward Bytes/b
• Label (Manually labelled as attack or benign).

It is then possible to view how these attributes are seen by a machine learning
classifier. We do this by using WEKA, an application written by the university of
Waikato which has built a collection of machine learning algorithms on a single
platform to simplify the task of data mining using machine learning classifiers.

Figure 5 is how this data analysis displays in WEKA. The red dots are the benign
data streams while the blue dots are the attack data sets. This very clearly highlights
the characteristics of the typical low and slow APT data transmission. The duration
of flows is much lower over the entire time period under analysis. This, as discussed,
is one of the methods used by APTs to avoid detection by traditional intrusion
detection systems.

A further illustration of this can be seen in Fig. 6 where average packet sizes are
illustrated by grouping them by size over the same duration. A large percentage of
the APTs are recorded in the lowest packet data size hidden amongst benign data
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Fig. 5 Visual representation of flow duration typical of APTs

Fig. 6 Visual representation of packet size grouping

flows of the same nature. This grouped with the short flows shows just how data
is transmitted, slowly over short periods and small sizes making it very difficult to
detect.
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4.3 Analysis

Although extremely challenging to detect, there are techniques which can be utilised
that give a higher chance of detection. The attacks are sophisticated and well-crafted
and often include components that traditional intrusion detection systems (IDS) do
not detect.

Too many techniques are passive and look for particular signatures which only
work when the attack types have been identified before. To add to this, the volume
of data and logs created on a standard corporate LAN/WAN network is staggering.
The ever-increasing quantity of data really does make detection a case of finding a
needle in a haystack and a fact that attackers rely on.

One successful technique in this detection challenge is searching for suspicious
behaviour but the key to this is that it has to be done in the absence of a baseline.
One cannot simply analyse a network, assume it’s clean and then create a benchmark
based on that to analyse future traffic. Fundamentally, it can never be assumed that
a network is clean and free from contamination. Applications vary greatly and there
is a constant introduction of new and upgraded network components which create
an ever-changing network traffic profile.

Honeypots, as mentioned earlier in this chapter, might help to detect an attack
but this is a passive approach that doesn’t allow for real time analysis and detection
and can be extremely difficult to implement in a sophisticated network architecture.
They do however help to build an overall knowledge of attacks which in turn helps
to identify characteristics that attacks might have in common.

APTs use a combination of techniques and methodology to attack a victim and
these will vary depending on who the victim is. Equally, successful defence against
this type of adversary will require a combination of differing techniques. A one
shoe fits all approach will not work and a consolidated approach will produce better
results.

5 Conclusions

Advanced Persistent Threats are an attack type which cannot be underestimated and
must be taken seriously. They are hard to detect, prevent, and if infected, to remove.
No industry is immune from attack and APT is agnostic to any organisation type.

Reconnaissance of the target is detailed and effective and because most attacks
are state sponsored, they are well funded and resourced. The attacks in themselves
are specific, with clear objectives in mind.

Attacks are patient and run through several different phases from reconnaissance,
compromise, lateral movement and eventually payload delivery. These attacks
can take years to deliver their complete payload and all the while, the victim is
completely unaware that they are infected. From intellectual property and financial
theft to critical infrastructure destruction, the threat is real and applies to all
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industries and network types and this ‘low and slow’ type attack is what makes
this highly dangerous.

When considering the threats, landscape and attack types, attack consequences
could be life threatening and devastating. An example of this could be a well-
orchestrated attack on an autonomous vehicles VANET where a vehicle is taken
over and maliciously used, but there are other attacks on VANET we could consider
of a less severe nature where a vehicle could be infiltrated and the cars inbuilt
microphone used for handsfree communication compromised, allowing the attacker
to listen and record all conversations within the car over an extended period of time.
This could be a source of invaluable information to the attacker.

Detection of these attacks using traditional techniques and intrusion detection
systems is extremely challenging. A well-crafted attack making use of zero-day
exploits used in conjunction with detailed knowledge of the target’s internal systems
as in so many recorded cases can infect a network for years.

Real time Identification of suspicious behaviour in large data volumes can
successfully be accomplished by systems which implement some form of machine
learning classifiers. Human detection alone is impossible. While various detection
methodologies have been researched, it is clear that the key lies in the accuracy of
the detection and on how refined the classifiers are and how they are adapted to
the data type. It is critical to keep false positive results as low as possible to avoid
confusion. Artificial Intelligence might allow these classifiers to keep adapting and
developing their algorithms as threats advance in this area and continued research
in AI and ML may prove to provide beneficial outcomes.
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Artificial Intelligence in Protecting Smart
Building’s Cloud Service Infrastructure
from Cyberattacks

Petri Vähäkainu, Martti Lehto, Antti Kariluoto, and Anniina Ojalainen

Abstract Gathering and utilizing stored data is gaining popularity and has become
a crucial component of smart building infrastructure. The data collected can be
stored, for example, into private, public, or hybrid cloud service infrastructure or
distributed service by utilizing data platforms. The stored data can be used when
implementing services, such as building automation (BAS). Cloud services, IoT
sensors, and data platforms can face several kinds of cybersecurity attack vectors
such as adversarial, AI-based, DoS/DDoS, insider attacks. If a perpetrator can
penetrate the defenses of a data platform, she can cause significant harm to the
system. For example, the perpetrator can disrupt a building’s automatic heating
system or break the heating equipment by using a suitable attack vector for a data
platform. This chapter focuses on examining possibilities to protect cloud storage
or data platforms from incoming cyberattacks by using, for instance, artificial-
intelligence-based tools or trained neural networks that can detect and prevent
typical attack vectors.

Keywords Artificial-intelligence-based applications · Artificial intelligence ·
Cloud service · Data platform · Attack vectors

1 Introduction

Artificial intelligence is a major buzzword nowadays and is considered as the new
“oil” of the future with the potential for great societal impact. AI has been under
research for many decades, and it was originally presented as a novel way to mimic
the cognitive functions of the human brain. AI has the capacity to process vast
amounts of data, it has far-reaching applications, and it has been used in armed
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forces, construction, education, healthcare, space exploration and transportation
around the world. In the healthcare sector, AI has succeeded in providing accurate
diagnoses to prevent skin cancer, treatment recommendations, and provided surgical
aid. In the field of smart buildings, AI can assist in finding anomalies and providing
future forecasting in order to reduce maintenance costs.

Artificial intelligence can be defined as a system that thinks and acts rationally
thinks and acts in such a way as to mimic rational humanlike behavior [24]. AI
is a combination of information technology and physiological intelligence, which
can be computationally used to reach goals defined. Intelligence is the ability to
think through memory formation, pattern recognition, adaptive decision-making
and experimental learning. Artificial Intelligence can make machines behave like
humans and even surpass them in efficiency [50].

Artificial intelligence can be applied to a range of fields, such as healthcare,
predictive building maintenance, military and cybersecurity. Cybersecurity provides
the means to access the data and the data stored on them. Effective cybersecurity
controls provide a cyberspace infrastructure, which is reliable and resilient. Lacking
or absent controls lead to an insecure cyberspace. According to Bayuk et al. [7]
cybersecurity applied to prevent, detect and recover from damage to confidentiality,
integrity, and availability of information in cyberspace. In order to use all these
factors, people, processes and technologies are utilized.

Smart buildings can be seen as a cyber-physical system (CPS) in which smart
sensors automatically measure usage, functions, and variables describing the state
of a building [70]. Energy, electricity, and water consumption, inside temperature,
humidity, and other relevant variables are examined and used to automatically
adjust, for instance, the heating system of a smart building. A building can be
considered smart, even if only some of these variables are measured.

Cyber-physical systems provide a way to gather relevant data through smart
sensors. The data has to be stored privately, securely, and it has to be available. Cloud
services enable data replication and strategic storage on multiple servers spread
across various geographical locations [72]. Replication improves data availability,
reliability, and ensures fault tolerance. Smart services, such as AI-assisted data-
intensive automatic heating adjustment system, can be developed using the stored
data. In order for such services to work, they need working business models and
replication functions to operate globally.

Cybercriminals are constantly looking for new ways to exploit vulnerabilities.
Data gathered and stored into cloud storage, or distributed data platforms need to
be secured. Cybercriminals today are able to leverage sophisticated attack vectors,
including artificial-intelligence-based attacks, in determining exploitable vulner-
abilities. These days, cybercriminals can utilize even more sophisticated attack
vectors such as artificial intelligence-based attacks in looking for vulnerabilities
they can exploit. An insider threat can be a significant threat to the system. An
insider threat causes one of the most if even the most significant threat to the system.
A malicious insider familiar with an organization’s security practices, data, and
computer systems can circumvent security controls to gain access to the system
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and the data. This motivates the need to research novel ways to detect exploitable
vulnerabilities and prevent these high-risk cyberattacks.

IoT devices can be used for the collection of data to be stored on cloud services.
Artificial intelligence and machine learning can be used in optimizing data usage
efficiency. This is why this chapter is organized as follows: Section 2 examines the
basics of artificial intelligence and machine learning. Section 3 deals with the basics
of cyberspace and cybersecurity. Section 4 introduces smart buildings and services.
Section 5 examines cloud services and data platforms. Section 6 presents common
cloud vulnerabilities and attack vectors, including DoS and DDoS attacks, IoT based
attacks, and insider threats. These attack vectors were selected because they came up
repeatedly in scholarly sources. In addition, these vectors are both related to smart
homes and cloud services. Section 7 discusses countering cloud cyberattacks and
Sect. 8 concludes the chapter.

2 Artificial Intelligence and Machine Learning

Artificial intelligence (AI) and machine learning (ML) are disciplines with algo-
rithms capable of learning representations from data. ML is a subset of AI [57]. ML
contains the research areas of deep learning (DL) and deep reinforcement learning
(DRL). Relations of these fields can be seen as overlapping circles. AI refers to
systems that simulate human behavior. ML refers to systems capable of adapting
themselves based on the situation. DL refers to the actual size of structure of the
ML model. This applies to DRL as well, but DRL is mainly known for how the ML
model learns. Learning is based on an action-feedback loop.

Artificial Intelligence is used in cases which humans consider time-consuming
or tedious, or when an AI model can be trained faster than programming an
explicit solution. Tasks in which AI and ML algorithms have succeeded particularly
well include image recognition, image classification, image generation, and natural
language processing. They have also been used for social media monitoring,
marketing, predictive health monitoring, robotics, fraud detection [4]. Burnap and
Williams [11] used ML for hate speech detection from Twitter and Zhao et al. [83]
used artificial neural networks (ANN) to predict building energy usage.

One common feature among these types of models is the need to train the
algorithms that need to be trained (such as supervised learning) first before the actual
use. Supervised, unsupervised, and DRL methods are used widely. Supervised
methods refer to cases where there are pre-labeled data for the training of the
algorithm. Unsupervised refers to cases in which the ML algorithm estimates these
labels itself. DRL is a special case of training algorithms because it uses feedback
in order to learn and that feedback can come from a human expert or from the
surrounding system.

In general, algorithmic learning happens based on data inputs and the desired
output. Therefore these can be abstracted into a functional representation:
f(input) = output. In the case of neural networks (NN), which are extremely
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popular in ML and AI research, when the algorithm learns, the training changes
hidden values based on the results of an activation function for each node of the
neural network. Training continues until the model has reached a sufficient level
of accuracy. Accuracy is calculated with the minimizing function, which calculates
the differences of predictions of the ML algorithm and the given true values.

According to Ghahramani [33], training these algorithms means that they learn
models that represent part of the data or the behavior of the data. Another common
feature is that AI solutions tend to be data-intensive systems. For example, using
the NSL-KDD dataset Potluri and Dietrich [62] trained their DNN model in parallel
to accelerate the learning of different attack types. They did not have enough data
for all attack types, which resulted in decreased classification performance on those
attack types. In order to perform well, DL models tend to need lots of quality data
and GPU time. Currently, there is a trend among researchers to find ways to lessen
the number of data samples.

3 Cyber Space and Cyber Security

The word Cyber comes from the Greek word κυβερεω (kybereo), which means
to direct, guide, and control. Cyber refers to the digital world, which includes
the surroundings and being present in our daily lives. In the year 1984, William
Gibson’s Neuromancer novel connected the words” cyber” and” space.” Defining
cyberspace is still a challenging task. Cyberspace is described in United States
Cyberspace Policy Review as an interdependent network of information technology
infrastructures and includes the internet, telecommunications network, computer
systems, and embedded processors and controllers in critical industries. Typical
usage of the term also refers to the virtual environment of information and interac-
tions between people [22]. Based on literacy review cybersecurity can be connected
to cyberspace as follows:” cybersecurity is the organization and collection of
resources, processes, and structures used to protect cyberspace and cyberspace-
enabled systems from occurrences that misalign de jure from de facto property
rights” [21].

There is no universally accepted definition of cybersecurity, but the term is
broadly used in literacy. Even though there is no universal definition of cyber-
security, a description of the word should bind human and information system
component together. Cybersecurity can be defined as a range of actions taken in
defense against cyberattacks and their consequences and includes implementing
the required countermeasures. Cybersecurity is built on the threat analysis of
an organization or institution. The structure and elements of an organization’s
cybersecurity strategy and its implementation program is based on the estimated
threats and risk analyses. In many cases, it becomes necessary to prepare several-
targeted cybersecurity strategies and guidelines for an organization. [50, pp. 3–29].

European commission defined cybersecurity in the Cybers Security Strategy of
the European Union as the safeguards and actions that can be used to protect the
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cyber domain both in the civilian and military fields, from those threats that are
associated with its interdependent networks and information infrastructure or that
may harm them. Cybersecurity strives to preserve the availability and integrity of
the networks, infrastructure, and the confidentiality of the information contained
therein [30].

Original Martin C. Libicki’s model of cyberspace [52] consisted of a three-layer
model: semantic, syntactic, and physical. We created and enhanced our unique
Libicki’s model by adding the cognitive and the service layer into the original
Libicki’s model for it to better describe the cyber environment concerning a smart
building concept discussed in this chapter.

The physical layer is the first layer, which consists of physical components of
an information network. The physical layer includes all the equipment necessary
to send, receive, store, and interact with and through cyberspace. The hardware
and devices concerned are e.g., cables, routers, switches, transmitters, receivers,
computers, and hard disks. The layer acts as a bridge between the physical layer and
the syntactic layer.

The syntactic layer uses protocols and software to send, receive, store, format,
and present gathered data through the physical layer. The syntactic layer divides
into sub-layers by using, for example, OSI-model (Open System Interconnection).
The syntactic layer is responsible for interaction between the devices connected to
the network.

The semantic layer contains all the information and gathered datasets from smart
building’s IoT sensors and stores them into data storage, such as data warehouses,
located on cloud services (data platforms). All the data stored needs to be secure, and
current information security goals should be followed. Those information security
goals being: confidentiality, integrity, availability of information, authenticity,
accountability and non-repudiation, and reliability [9].

The service layer includes digital smart services that implement data gathered
from smart building’s IoT sensors. Digital smart services can be, for example, smart
lock, automatic heating adjusting system, snowplowing service, or digital caretaker.
The service layer also includes information security and data management services.

The cognitive layer’s meaning is to provide an environment to understand
visualized and analyzed information. The information considered is beneficial for
decision-makers who build and maintain smart buildings. On the cognitive layer,
information gathered is being analyzed to form a contextual understanding of
information for a decision-maker (Fig. 1).

4 Smart Buildings and Services

There are several types of smart buildings, such as smart homes, smart airports,
smart hospitals, smart factories. For example, Alam et al. [3] define smart home
as a home that has sensors and appliances, which communicate with each other
and the smart meter that continuously pushes and receives information to and
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Fig. 1 Cyberspace Five Layer Model based on Libicki’s model. (Modified by authors)

from the smart grid. The Smart grid forms from the union of information and
communication technologies with the traditional power grid [43]. This information
transfer is intended to minimize power consumption.

Authors define smart buildings loosely as buildings that have devices for energy
consumption optimization of the structure while using sensors to gather data of the
building conditions and actuators to maintain building conditions at an acceptable
level for all inhabitants using some guiding method that could be perceived
intelligent, such as AI. Devices and applications can be the Internet of Things (IoT)
devices and operate under many different protocols, such as BTLE, PaaS & IaaS,
ZigBee, SFP. These buildings are meant to protect both inhabitants and IoT devices
against elements of nature. Smart buildings can include a multitude of sub-systems,
such as smart homes, and altering energy sources and energy source combinations
since some of them might be energy producers and consumers simultaneously. For
example, Nagpal et al. [56] suggested a concept of cooperative energy consumption
optimization for use with buildings. They showed that building automation systems
(BAS) could be used together for a cluster of buildings with the results leading to up
to 15% reduction of energy consumption. On a similar note, Wang et al. [80] trained
an ensemble model for dynamic short-term cooling load forecasting of a building.

Smart buildings are also cyber-physical (CP) systems that combine both the phys-
ical aspects of the building and cyber (virtual) aspects of the cloud-based solution.
Physical attributes include building, sensors, and actuators [49]. Building functions
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as the frame of the system, providing a place to integrate sensors and actuators
while protecting these devices against weather conditions and manipulation. Sensors
gather data from surroundings, which include the building itself. Actuators are
devices that given a command they produce an action, which alters device settings
and causes some change in the structure eventually. In the CP system, cyber refers
to making decisions in the cloud. It can use knowledge of previous measurements
and calculation results as well as the most current measurements from the sensors.
It calculates new commands for the actuators.

Smart buildings and their sub-systems, such as structural health monitoring
(SHM) systems and IoT -based devices, should be made to follow similar guidelines
as CP systems since this could improve the gathering and utilization of data.
According to Abate et al. [1], high reliability, availability, maintainability, and
safety –standards are necessary. Jiang [45], although having a focus on smart facto-
ries, suggests an 8C architecture or guideline for CP systems as an improvement for
design known as 5C architecture, those 8 Cs being connection, conversion, cyber,
cognition, configuration, coalition, customer, and content. The last three Cs are
providing more room for mass production and customization.

For collecting data, Legatiuk and Smarsly [49] recommend that these kinds of
systems should be recorded mathematically. Sensors of the buildings or target struc-
tures ought to be modeled mathematically together with corresponding measured
data. These should then be further formulated to cover also sensor groups and groups
of sensor groups. This approach comes with the benefit of being general but also
mathematically precise. On the downside, this method does not provide suitable
information for every use case. However, Wang and Srinivasan [79], note that not
all AI approaches need a high level of structural information about the building.
Abate et al. [1] suggest using fault management trees (FMT) with smart building
maintenance since they are dynamic event trees easing the decomposing of fault
modes of the system.

Unused data has little value. Services that utilize IoT, wearable devices, portions
of Big Data, and AI -based systems to ease the handling of the above-mentioned
Big Data to provide continuous, traceable, and preemptive services for customers
can be called smart services. These services are often novel.

On the one hand, with smart buildings and smart homes, it is well advised to con-
sider the physical aspects of possible services. For example, when considering smart
services for smart building energy usage control, Byun and Park [14] brought forth
three main issues with smart services at the time: services were centralized which
can lead to performance issues, fixed rule-based control is not necessarily capable of
handling complex situations, and, lastly, physical parts have different lifetimes and
sensor nodes tend to die out. Their proposed solution was a self-adapting intelligent
system that had been designed to have distributed devices, which could alter their
functioning based on measurements from the building, environment, and users. With
a decentralized adaptive control system, it was possible to handle also the problem
of dying batteries. On the other hand, transforming data into information can be
vital for services. For example, Dao et al. [23] proposed a system based on cloud
computing called EvIM that comprised both gathering data and using it for different
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services. The proposal made it possible to unite CP systems together with users
and alleviated some of the rule-based rigidness mentioned above while providing
real-time event handling.

Smart buildings bring forth yet another challenge, and that is the preservation
of privacy since there are different kinds of intelligent buildings, and some might
be controlled together. Therefore, smart services should be such that they do not
expose user(s) or user data to third parties without user consent. Also, according
to Sta [73], systems should be made capable of handling imperfect information
when dealing with Big Data. Digital twin should be used with smart services, as
well, since according to Qi et al. [58] digital twin is versatile and combines both
physical aspects and virtual aspects with connections between them. Utilization of
digital twins could lead to a simulation of various situations and eventually to better
smart services. Lim et al. [53] remind that for service to succeed it needs to bring
value to the system.

5 Cloud Services and Data Platforms

Cloud computing can be defined in various ways in the literature. It can be referred
to as a way to store and access data over the Internet instead of one’s computer’s
storage media. Through cloud computing, a user with a pay-as-you-go pricing
business model can rent computing power, database storage, applications, and
other relevant IT resources. According to Karthikeyan and Thangavel [46], Cloud
computing can be thought of as a computing paradigm providing dynamically
scalable infrastructure for application, data, and file storage. A large pool of various
systems is connected in public and private networks to form the basis of the
paradigm.

The concept of cloud computing can be traced back to the 1950s, the era
of mainframe computers, which were accessible via thin terminal clients. The
development towards nowadays cloud computing started in the 1980s with cluster
computing. Cluster computing was followed by grid computing, focusing on
solving significant problems with parallel computing. Grid computing lead to utility
computing in the 1990s offering computing resources (clusters) as virtual platforms
for computing with a metered service. Clusters are usually distributed locally using
the same hardware and operating system, which provides the possibility to use
them as a supercomputer by using the pay-per-use approach. In 2001 software as
a service (SaaS) concept was introduced focusing on network-based subscription
of applications. Figure 2 illustrates commonly agreed SPI (SaaS, PaaS, IaaS)
framework of three primary services provided through the cloud.

Public cloud service is the most widely used service delivery model in cloud
computing currently available. Public clouds can be owned, operated, and managed
by third parties, such as government institutions, businesses, academic institutions,
or a combination of them [16]. Public clouds are highly scalable, they provide
large capacity, and shared resources require minimal IT investments and decrease
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Fig. 2 SPI service model [55]

operating costs in the long run by using a pay-as-you-use –model [77]. All
customers of public cloud providers share the same pool of security protections
without a possibility to affect it. Major public providers in the market are Amazon
Web Services (AWS), Microsoft, and Google.

Unlike public cloud services, private cloud services are intended for a single
enterprise. Private clouds provide better controls and data security, which public
cloud services are lacking. The private cloud divides into two categories, as follows:
(1). On-Premise (internal) Private Cloud, and (2). Externally (External) Hosted
Private Cloud. Internal clouds provide standardized process and protection, but
size and scalability are limited and operated within one’s own data center. Internal
cloud fits for applications requiring control and configuring capabilities of the
infrastructure and security. External clouds are externally operated with a cloud
provider, which produces an exclusive cloud environment ensuring a high level
of privacy. External clouds fit for companies, which require a highly secure cloud
service not sharing of physical resources [46].

Hybrid clouds combine private and public cloud services. Hybrid cloud services
increase flexibility as hybrid cloud providers can use third-party cloud provider
services in full or partially depending on the need. The hybrid cloud enhances the
capabilities of a private cloud, providing a possibility to use public cloud services
when e.g., the computing power of a private cloud is not enough [46]. To eliminate
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security risks, an enterprise can use private cloud services to host sensitive and
critical workloads and use 3rd party, public cloud provider services to host less-
critical tasks i.e. testing and improving new services. The hybrid cloud reduces
initial investment costs when developing services by using a pay-per-go model
without a need to make a substantial investment beforehand.

In SPI SaaS model software is licensed on a subscription basis or by pay-per-
use model. The cloud provider provides the hardware infrastructure and software
applications, and applications are run, for example, via web portals. A single
instance of the service runs on the cloud concerned, and multiple users can access
it. Customers do not need to worry about investment in infrastructure, licensing,
and maintenance of the software or environment scalability issues, as they are the
provider’s tasks. Security, customization, and components can be issues on SaaS –
layer as customers cannot control them. Service on SaaS can be CRM, email, virtual
desktop, communication, or games [35].

In SPI PaaS model, the cloud service provider provides software and product
development tools on its cloud infrastructure. The provider’s task is to offer
system resources such as network, server, storage, operating systems, databases,
development tools, and other relevant resources to customers. The customer can
design, implement, and deploy his/her applications into the cloud service and run
them there. The client must keep his/her deployed software updated to confirm
security. The disadvantage of PaaS is the mandatory use of the service provider’s
API. Service on PaaS can be e.g., execution runtime, database, web server, and
development tools [35 ].

In SPI IaaS model the cloud service provider controls and provides the infras-
tructure required to run customer’s developed and deployed applications. IaaS
layer offers storage and computing capabilities as a service. IaaS model also
provides flexibility in the means of security as customers can also affect it. The
customer needs to make sure the software deployed is up to date, configured, and
appropriately integrated. Service on IaaS –layer can be virtual machines, servers,
storage, load balancer, or network [35].

There is a need to introduce an additional Data-as-a-Service (DaaS) service
layer into SPI–framework. DaaS provides a new architecture model in which, for
example, private clouds can be located inside a public cloud service. DaaS is a
service, which provides means and capabilities to transform raw stored data into
meaningful assets e.g., smart service development and/or analysis from various data
sources, such as databases, data warehouses, data lakes, filesystems, applications,
data science platforms, applications, and BI tools. DaaS provides functions such
as collection, integration, enrichment, curation, contextualization, aggregating, and
analysis of the data [65].

Instead of copying or moving all the data from data sources into a data warehouse
or a monolithic data lake, DaaS services can be implemented between them to gather
the data required. Data lakes and data warehouses (DW) are centralized storage
repositories that can store a significant amount of data. Repositories are different as
data lakes can store data in native/raw (both structured and unstructured) format and
DW handles only structured and cleansed data. Both repositories can be used as a
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source for DaaS and in conjunction to complement each other. DaaS can decrease
redundancy and cut costs by placing relevant data into one location, providing data
usage and modification for many users through one convenient service. Regardless
of data location, structure, and size, DaaS enables users to examine, classify, and
analyze the data. Users can use analytics tools they favor the most, such as Python,
QlikSense, and R.

One way to use DaaS service is through Amazon (AWS) or Azure cloud services,
which offer Data-as-a-Service functionalities in conjunction with open source
Dremio DaaS platform solution. Cloud platforms generally provide various kinds
of solutions and services for computing, security, AI, and storing, managing, and
analyzing the data. Amazon object-oriented Simple Storage Service (S3) or Azure
cloud service can be connected to Dremio DaaS service to discover and explore,
curate, share, and analyze the data. The Dremio service includes data catalog, which
provides a way to find and explore real and virtual datasets, which are automatically
updated when new data source is added and when datasets evolve. Dremio also
supports SQL syntax for advanced transformations, learning about the data and
various kinds of transformations recommendations. Dremio can be deployed on-
premises or in a public cloud service [27].

6 Cloud Service Security

6.1 Situational Awareness in the Cyber World

Digitalization is taking significant steps ahead continuously. Due to digital transfor-
mation advances, organizations are accelerating the migration of data to the cloud
services creating an enormous increase in attack surface and numerous amounts of
novel types of risks for organizations to manage. At the same time, cyberattackers
are using more sophisticated attack methods to penetrate an organization’s defenses
that more and more located on the cloud service. Generally, organizations react after
the cyber incident has already occurred. To prepare for cyber-attacks in advance,
organizations should assess their cyber risk profile beforehand, fix current problems
and proactively manage the defense. Situational awareness is the key to surviving in
the cyber world.

Situational awareness is a crucial asset for an organization, as without it, organi-
zations cannot build functioning cybersecurity resilience. Organizations would need
to clarify what are potential threats, what kind of harm could they provide, and what
do they mean to the organization. Organizations may feel familiar with attacks they
confronted in the past years, but they may still lack the ability to deal with current
more sophisticated, advanced, and emerging attack methods. Updating situational
awareness concerning these kinds of emerging threats should be in high priority.

Threat, vulnerability, risk, and asset form an intertwined entity in the cyber
world [50, pp. 3–29.]. According to Threat Analysis Group [75], the asset can mean
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people, tangible or intangible valued property and information, such as databases,
software code, and information system records. The asset is a resource that has to
be protected. The threat is a hazardous cyber event that can exploit the vulnerability,
accidentally or intentionally to obtain, damage, or destroy an asset. Vulnerability is
a weakness or gap in the security of the system that can be exploited by threats to get
unauthorized access to an asset. Vulnerabilities can be divided into human actions,
processes, or technologies according to where they exist. Risk is the potential
of the expected damage, loss or destruction of an asset, and it can be seen as
the intersection of assets, threats, and vulnerabilities. It can be assessed from the
viewpoint of its economic consequences or loss of loss at face value [50, pp. 3–29].

According to ENISA [29] Threat Landscape Report 2018, an attack vector is
a path or means by which a threat agent, for example, hacker or cracker, can
gain access to a computer or network server, abuse weaknesses to achieve a
specific outcome. Attack vectors include viruses, e-mail attachments, WWW-pages,
chat rooms, and deception. Cybercriminals continuously seek new attack vectors
they can utilize in attacking e.g., cloud service infrastructure. There exist various
attack vectors, which threaten cloud services, but some of the common ones are
AI/machine learning-based attacks, DoS/DDoS attacks, insider threats, IoT attacks.

6.2 Utilizing Artificial Intelligence in Cyber-Attacks

Artificial intelligence can be used when executing targeted attacks. An attacker can
teach and utilize AI algorithms to recognize persons who are the most suitable
target victims and provide them with malware. A perpetrator can also use AI
to gain information from the target security solution through the perpetrator’s
reconnaissance actions on the target network. Attacks towards IoT devices are
substantially growing, and due to underestimation of the situation, IoT devices
generally lack necessary security measures and use relatively weak default device
credentials opening a way to malware penetration. An attacker targeting IoT devices
could use AI, for example, to generate credentials, find new vulnerabilities, learn
the standard processes and behavior, distribute algorithms across all the nodes of a
botnet for collective learning [47].

Artificial intelligence can be taught to find a way for new vulnerabilities by
fuzzing, in which an attacker provides the algorithm with invalid, unexpected, or
random input data. AI can also be a powerful technology to find the most effective
way to attack. An attacker can abstract and combine attack techniques to identify
the most effective ways of attacking. In the case of detection by the defender,
the attacker needs to rerun the algorithm to follow a new learning path. Artificial
intelligence can be utilized by the perpetrator in protecting himself by detecting
intruders and suspicious nodes in their networks. The perpetrator can utilize artificial
intelligence to spread disinformation, generate phishing emails and high-quality
spam, and choose the best target, misuse a defender’s AI model solution as a black
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box. He might use the same configuration in identifying what kind of traffic can
pass through the defenses, and so on [47].

A perpetrator can also utilize adversarial examples when attacking machine
learning models used, e.g., in cloud services, such as convolutional (CNN) neural
networks or deep neural networks (DNNs), which can be used in implementing
smart building services. Adversarial examples can be malicious inputs to DNNs
providing erroneous model outputs while appearing to be unmodified in human
eyes. This incident knocks out the classifier [61]. Adversarial input attacks are a
threat to CNNs as instead of generalizing well and learning high-level representation
(less prone to noise), they easily learn superficial dataset regularity [13]. Defending
against adversarial attacks is difficult because the theoretical model of adversarial
example crafting process is hard to construct. In theory, machine-learning models
would be needed to defend against them to produce the right outputs for every
possible input. In practice, ML models may only work on a relatively small number
of potential data available that they face; models may block one type of an attack,
but leave vulnerabilities open for the perpetrator to exploit [37].

6.3 Common Attack Vectors

6.3.1 DoS– and DDoS –Attacks

A Denial-of-Service (DoS) is a malicious attempt in which the perpetrator tries to
disrupt data traffic to targeted service with limited bandwidth, machine or network
resource by overloading the resource with a flood of traffic intending to make the
service low or make it temporarily or entirely unusable [34]. The DoS attack can
be described as a traffic jam hitting ordinary traffic on a highway by preventing
its normal flow. A similar situation can happen when an overwhelming amount of
people are in the midst of booking for concert tickets or buying discounted products
at the same time when discounts are announced.

There are various DoS attacks, but popular ones are buffer overflow, ICMP
flood (ping of death) and TCP SYN flood attacks. In a buffer overflow, attack the
perpetrator sends more traffic than the target system can handle. In an ICMP attack,
the attacker sends a huge amount of spoofed large-sized ICMP echo requests to
target host enforcing each computer on the target network to ping instead of just the
target computer attempting to switch it offline or keep it busy. TCP SYN flood uses
a three-way handshake trying to make a connection with an invalid return address
without completing the handshake [28].

A Distributed-Denial-of-Service (DDos) is similar to DoS attack, but it takes
advantage of several compromised computers when carrying out an attack.
Exploited ‘cluster’ of machines may consist of ordinary hacked computers or IoT
‘bots’ or ‘zombies’ devices and commanded by an attacker. Using bots provides
means for attackers to use various IP addresses from different areas of the world
at the same time, making it more complicated for service providers to defend



302 P. Vähäkainu et al.

themselves from incoming attacks as blocking one IP address will not make much
of a difference [34]. Detecting the location of an attack is a challenging task as the
attack system can be randomly distributed. Distributed DDoS attacks are used for
the reason it is challenging to be detected; it is also efficient and cheap to execute
due to hacked zombie computers. Usually, DDoS attacks focus to do damage to a
victim for personal reasons, gain material benefits or popularity. Through DDoS
attacks cloud services could get jammed, and the data become inaccessible.

6.3.2 IoT Based Attacks

IoT sensors can gather data from the real world by measuring the physical quantity
and converting it into a signal and eventually data for the digital domain. These
days, there are estimated to exist more than 50 billion sensors connected via
IoT. According to HP security research [42], 80% had privacy concerns and bad
passwords, 70% had lacked encryption, 60% had vulnerabilities in UI and insecure
updates. According to Gartner, there are more than 6 billion relatively vulnerable
IoT devices on the Globe. Therefore, IoT devices provide an excellent attack
surface for cybercriminals targeting cloud services. A vast amount of IoT devices
still use default login credentials, which makes penetrating the defenses an easy
task. DDoS attacks also pose a significant risk on IoT devices, which became true
in 2016 in the form of Mirai botnet malware reaching up to 1 Tbps of traffic through
hundreds of thousands of compromised IoT devices [81]. In IoT poisoning attacks,
utilizing adversaries can cause remarkable risks on sensors when manipulating
the training data by altering the sensor’s measurements. Poisoning attacks greatly
decrease performance causing misclassification or other kind of bad behavior.
Through poisoning attacks, backdoors and neural Trojans are sneaked in. To prevent
this kind of incident, collecting poisonous data and training an arbitrary supervised
learning model could work as a defense strategy [6].

IoT devices’ vulnerabilities can be divided into system hardware or system
software-based vulnerabilities. System hardware is vulnerable to exposure since
the devices are often left unattended. Through exposure, the attacker might steal
the device, extract sensitive data, modify the device’s programming, or replace the
original device with a malicious one [59]. In this case, the data in the cloud service
might get tampered, and therefore the reliability is decreased.

IoT devices’ software vulnerabilities are linked to application software, control
software, and operating systems. Through system software, the attackers can
execute, for example, access attacks or privacy attacks. In an access attack, an
unauthorized person gains access to networks or devices in which they have no
permission to enter [2]. Attack can also affect the cloud services, to which the
devices are connected. According to Abomhara and Køien [2], the access attack
can be targeted at the physical machine or to IP-connected devices.
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Privacy attacks are directed, for example, to data mining, cyber espionage, and
tracking. IoT devices’ information can be highly sensitive since the collected data
can be, in some cases linked to one’s home or workplace. Through IoT device
hacking an attacker might be able to tell when there are people inside the building,
what are they doing at the moment, and so forth.

6.3.3 Insider Threats

Insider threats are substantial and increasing problem causing significant risk to
organizations. Bonderud [8] claims that one in the four attacks start inside corporate
networks. Insider threat is a current or former employee, contractor, or business
partner who has or had authorized access to an organization’s network, system, or
data, and intentionally exceeded or misused access which negatively affected to
the confidentiality, integrity, or availability of the organization’s information system
[20]. Cloud service can be targeted by an insider threat conducted by, for example,
rogue administrator, an employee utilizing cloud weaknesses for unauthorized
access, or an insider who uses cloud service resources to execute attacks against
an organization’s IT infrastructure. Motivations for conducting attacks can be e.g.,
financial aspect, theft of sensitive information, intellectual property, or fraud.

According to Ca Technologies report (2018), accidental or unintentional insider
threat causes the most considerable risk (51%) to the organization, and malicious or
deliberate risk is the second largest risk (47%). Regular employees pose the most
significant security threat of 56% to the organization, privileged IT users/admins
55%, contractors/service providers, or temporary workers 42%. The most vulner-
able data is confidential business information such as financials, customer data, or
employee data. Cybercriminals are highly interested in the organization’s databases
(50%), fileservers (46%), cloud applications (39%) and cloud infrastructure (36%).
According to the report, up to 90% of companies surveyed, felt vulnerable to insider
threats.

Cloud services can be targeted by an insider threat conducted by e.g., rogue
administrator, an employee utilizing cloud weaknesses for unauthorized access or an
insider who uses cloud service resources to execute attacks against an organization’s
IT infrastructure. Motivations for conducting attacks can be, for example, financial
aspect, theft of sensitive information, intellectual property, or fraud. Shaw et al. [74]
identified a coherent cluster of risk factors characteristic of a vulnerable subgroup of
critical information technology insiders. The factors that reduce inhibitions against
potentially damaging acts are negative personal and social experiences, reduced
loyalty towards the organization, personal and professional frustration, and ethical
“flexibility,” feeling of entitlement, anger, and lack of empathy. Also, stressors like
family problems, substance abuse, disappointments at work, and threatened layoffs
may trigger insider attacks [74].
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7 Countering Cloud Cyberattacks

7.1 Encrypting the Data

Cloud services are becoming more and more popular due to the organization’s inter-
est in deploying applications and store their data into cloud service platforms. Cloud
services are also gaining attention among smart building administrators. Cloud
services provide many kinds of benefits, but one of the biggest worries is confi-
dentiality. Organizations have to be sure that the cloud service provider has stored
their data securely, and proper encryption methods have been used. Cryptographic
algorithms provide a means to secure the data concerned, but they also limit
the functionality of the cloud storage. According to Gupta et al. [40] two main
categories of encryptions, symmetric (e.g., DES, AES, 3-DES, RC6, IDEA, Blow-
fish) and asymmetric (e.g., RSA, ECC, Elgamal), are being used in cryptography
to achieve confidentiality, integrity, availability, and authentication. While using
symmetric algorithms, encryption and decryption use the same algorithm and the
same key to encipher and decipher the message. Symmetrical algorithms are useful
to ensure confidentiality, integrity, and availability, but not authenticity. Asymmetric
algorithms use two keys, one is a private key, which only recipient knows and the
other is a public key, which everyone knows. Both of the keys can be used to encrypt
and decrypt the message. Asymmetric algorithms provide better key sharing than
symmetric algorithms, but they are slower than symmetric algorithms. Asymmetric
encryption is slower than symmetric one due to the longer key lengths used and
complexity of the encryption algorithms used. Conventionally known cloud service
providers, e.g., Google cloud service platform, use AES128 and AES256, Amazon
AWS AES128, AES192, and AES256 symmetrical algorithms and asymmetric RSA
and Elliptic Curve Cryptography algorithms.

Encryption keys should be kept on a separate server on a storage block.
Especially sensitive data needs to be encrypted after it is collected or created
and uploaded to the cloud service data storage or an organization’s private cloud
service after the encryption process. The process mentioned may also bring out
issues as if the data has been uploaded to the cloud service is encrypted and
then later downloaded onto another media, it does not already have the decryption
key providing useless encrypted data [12]. Using homomorphic encryption could
circumvent this issue by allowing data to be sent the cloud service to be analyzed
without having to decrypt it first. Using homomorphic encryption provides only
users needed to be able to analyze the data leaving cloud service providers no chance
to know what kind of information is contained on the data [54].
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7.2 IoT Based Attacks

IoT devices typically are low powered, they have low storage, low computing
resources, and they have been massively deployed and connected to each other.
Partly due to a lack of resources, they are vulnerable to many kinds of cyber
threats. Encryption provides an effective countermeasure, and nowadays, encryption
is becoming a more and more crucial part of IoT sensor devices in various
environments that formerly did not require it.

Ordinary cryptography methods, such as AES encryption and SHA-hashing,
RSA signing is widely used in systems, which have enough processing power
and memory. They are not fit for IoT sensor networks providing considerably less
capability. Elliptic curve cryptography has been successfully applied on sensor
nodes though. Therefore, lightweight cryptography methods are being developed
and standardized to provide suitable means for IoT sensors with fewer resources.
An adversary attack poses a real threat to an IoT sensor and sensor nodes by
eavesdropping and modifying the data. Hence, be able to provide a secure routing
protocol to ensure authentication, availability, and integrity is vital. Handful of
lightweight cryptography protocols and primitives has been standardized as the
ISO/ICE 29121 standard and primitives have been included in IPSec and TLS.

According to Buchanan, Li, and Asif [10], the disadvantage of lightweight
cryptography is less secured than conventional ones due to limited resources on
sensors. Lightweight cryptography implementations are usually bound to use short
key sizes, which increase the risk for key-related attacks. Sometimes read-only
(masking) technology is used to permanently burn keys into IoT device chips to
decrease key space consumed. When considering lightweight cryptography, IoT
device clock, memory, storing internal and key states should be evaluated.

Using proper authentication and data encryption alone is not enough for ensuring
data security. According to Chang [18] adversary attacks can be injected into sensor
nodes through compromised nodes. Intrusion detection systems (IDS) can be used to
monitor suspicious and anomalous patterns of activity, which are different compared
to ordinary and expected behavior. It is widely assumed that an intruder has
significantly different behavioral patterns than legitimate users usually have in the
network. Rule-based IDSs can be used to detect known patterns of intrusions, and
anomaly-based IDSs can be used to detect new or unknown intrusions. Anomaly-
based IDSs provide notably higher false alarm rates compared to rule-based IDSs.

Focusing on proper authentication and encryption and using intrusion detection
systems can secure IoT devices. To prevent any incidents, collecting poisonous
data, and training an arbitrary supervised learning model could work as a defense
strategy [6]. IoT devices can be secured by focusing on confidentiality, integrity,
authentication, accountability, auditing, and privacy [2]. Overall, the benefits of IoT
devices are exceeding the downsides.
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7.3 AI Based Tools in Countering Cloud Cyberattacks

7.3.1 Insider Attacks

Existing data protection techniques can be effective against insider attacks if
implemented carefully and in the right way. Current technologies to prevent
insider threats are Data Loss Prevention (DLP), encryption, identity, and access
management solutions. In detecting active insider threats, organizations can utilize,
for example, intrusion detection and prevention (IDS) services, log management,
Security Information and Event Management System (SIEM) platforms, User
Activity Monitoring (UAM), Privileged Access Management (PAM), DLP.

The monitoring of sensitive assets can be utilized in order to prevent and restrict
insider threats that organizations are facing. According to Ca Technologies report
[15], 78% of organizations inventory and monitor all or most of their key assets,
and more than 93% of them monitor access to sensitive data. Due to the increase in
insider threat volume, organizations have begun to utilize User Behavior Analytics
(UBA) tools and solutions to detect, classify, and alert anomalous behavior. Finding
insiders who cause the highest risk is a crucial part of threat prevention. Orga-
nizations can monitor their behavior and work patterns, such as hostility towards
colleagues, missing work, an excessive amount of work outside ordinary working
hours, declined performance. In addition to UBA monitoring, comprehensive data
access, movement analysis, and security analytics can be utilized.

Various solutions can be used to tackle insider threat issues, such as Dark-
trace Vectra Cognito. Darktrace uses the Enterprise Immune System technology
(EIS) utilizing machine learning algorithms and mathematical principles to detect
anomalies. EIS can adapt and automatically learn user, device, or an information
network behavior to identify behaviors reflecting threats, such as an insider threat.
Darktrace uses mathematical approaches, such as Bayesian estimation to produce
behavioral models for individual people and devices they use to detect unusual
behavior and reveal possible insider attack. Darktrace [26] Vectra Cognito works
in a bit similar way as Darktrace, and it continuously learns from an organization’s
network activity. Cognito uses data science, supervised and unsupervised machine
learning, and behavioral analytics to reveal attack behaviors and attacks such as an
insider attack. Vectra Cognito can monitor and detect suspicious access to critical
assets, policy violations related to, for example, cloud service usage, or another
means of moving data [78].

To lower the risk of insider attacks towards cloud services, an organization
should avoid management errors. According to Shaw et al. [74], organizations
should understand the personality and motivation of the at-risk employee. Clear and
standardized rules about the use of company information systems should be created.
Also, the consequences of misuse should be made clear, and rule violations should
be enforced.
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7.3.2 DoS/DDoS Attacks

DoS and DDoS attacks are ones of the most frequent, causing significant damage,
and they impact cloud service performance. These kinds of attacks can be tricky
to detect and block as the attack traffic can be easily tangled with legitimate traffic
causing it to be challenging to trace. Especially application layer (Layer 7) DoS
attacks can be hard to detect as the traffic appears to be like regular traffic with
complete Transmission Control Protocol (TCP) connections and following protocol
rules. Therefore, these attacks can target applications, which bypass the firewall [5].

Often security experts who deal with these kinds of issues are busy, so additional
means to deal with these attacks are needed. There exist various tools to treat the
problem, such as the PatternEx AI2 platform, that can predict incoming cyber-
attacks, such as DoS or DDoS. AI2 uses three different unsupervised machine-
learning methods and clusters data into patterns showing the top abnormal events
to security analysts for further analysis to confirm attacks are real attacks. In the
following phase, the platform builds a supervised model for the next set of data,
which enables further active learning. This process will eventually improve the
attack detection rate of the algorithms requiring less security analyst time. Currently,
AI2 is able to detect up to 85% of attacks while false positives are reduced by factor
5 (Conner-Simons [19]).

Classical DDoS defense tools take advantage of rate-limiting and manual
signature creation in mitigating cyber-attacks. Rate limiting tends to produce a
significant amount of false positives while providing effective means in mitigating
attacks. Manual signatures created can be then utilized to prevent or decrease the
amount of false-positive results. Identifying the attack traffic is time-consuming as
it requires human security analysts to analyze the attack vector, and it can be only
done when the attack is already started. Hence, time to mitigation increases resulting
in ineffective defense strategy [63].

Radware Defense Pro offers means to prevent, protect and mitigate DDoS and
IoT botnet attacks, such as fast-moving, high volume, encrypted or short-duration
attacks, and IoT attacks, such as Mirai, Pulse, Burst, DNS, TLS/SSL, PDoS and
Ransom Denial-of-Service (RDoS). Defense Pro provides behavioral mitigation
capabilities to circumvent the manual signature creation and rate-limiting problems.
It uses automatic machine-learning algorithms to create signatures and adapt
defenses in changing attack-vector environment. Defense Pro can learn real-time
behavior of legitimate traffic and to quickly detect an attack when rate and rate-
invariant parameters indicate an anomaly compared to legitimate traffic. Defense
Pro offers negative and positive protection models and rate limiting, ensuring zero
time to mitigation with scarce human cybersecurity professional intervention [64].

Reblaze offers DoS/DDoS protection solution that provides defense from DDoS
botnet assaults until single malformed-packet DoS attempts. The Reblaze solution
protection mechanism if effective against various forms of DoS/DDoS attack vec-
tors, such as amplification and reflection attacks, application-layer vulnerabilities,
malicious inputs, protocol exploits, volumetric flooding, resource depletion, and
exhaustion. Reblaze provides DoS/DDoS protection towards attacks on ISO/OSI
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layers 3 (network), 4 (transport), and 7 (application) and blocks attacks in the
cloud service. Full protection from DDoS attacks is not common to many so-
called “DDoS solutions,” but layers 3 and 4 are protected more comprehensively.
Reblaze can run natively on Google Cloud Platform and integrate with Cloud Armor
service. It augments Cloud Armor’s capabilities and uses Machine Learning in self-
learning and adapting when there will be changes in the cyber threat environment.
The learning process is automated and constantly adapting. It provides pattern
recognition and behavioral analysis to detect early-stage attacks generating a small
amount of false-positive results [68].

7.4 Utilizing AI and ML Based Methods in Combating
Cyberattacks

It is challenging to protect against insider threats, DoS/DDoS attacks, and adver-
sarial attacks. Due to the increased amount of Big Data, AI, and ML methods
are needed to combat these threats. Insider threats are challenging for AI, since
not necessarily all malicious influence on the user can be prevented. According
to Le et al. [48], insecure habits of the user can be used as adversarial examples
for AI-based IDS. Therefore, human experts shouldn’t be allowed to decide what
data they label when using supervised learning on AI models. Gavai et al. [32]
compared supervised and unsupervised ML models while investigating the usage of
employees’ social and web usage data, such as email frequency and machine access
patterns, as possible features for the detection and prevention of insider threats.
They found their unsupervised model to exceed their supervised model by a few
percent. Zhang et al. [82] studied a way to classify possible insider threats based on
user behavior logs. They used long-short term memory NN (LSTM), which is used
typically for sequences, in order to find anomalies from role-based user log data.

DoS/DDoS attacks are dangerous attacks because they can be hard to detect in
the early stages of the attack, malicious packages can hide between legitimate traffic,
attacks can inconvenience the target server, and the attacker can hide among zombie
computers, which might be IoT devices. AI and ML techniques are needed for the
automated detection of DOS/DDOS attacks. According to Diro and Chilamkurti
[25], the interconnectivity of smart cities is a potentially tempting playground for
attackers. Rangaraju et al. [66] list in their article several ML techniques, such as
Naïve Bayes (NB), Support Vector Machines (SVM) and genetic algorithms, that
are used for detection and prevention of cyberattacks. NB as well as SVM are
techniques based on probability while the genetic algorithm is an umbrella term
for algorithms that are inspired by evolutionary theorem. Rathore and Park [67]
introduced their fog-computing framework against distributed attacks that used an
extreme learning machine (ELM) for faster generalization. Instead, Han et al. [41]
proposed a defensive framework that focused on the detection of DDOS attacks both
on data plane and on control plane while collaboratively distributing attack load on
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multiple defense applications. The NN model that the authors used was a stacked
combination of autoencoder and softmax-classifier, which could detect a multitude
of DDOS-attack types.

Adversarial attacks can be defended against with AI in some cases. Both CNN’s
and DNN’s are commonly known to be susceptible to this cyber-attack type. Since
no system is perfect, it is best to assume that all AI systems are vulnerable to
adversarial attacks.

Adversarial training means modifying legitimate inputs to make AI classifier to
learn to be more robust [76]. In other words, the use of various counts of modified
inputs used together with unmodified inputs in the training stage helps NNs to
compact against false (modified) inputs by broadening their “understanding,” where
understanding refers to what the inputs would mean to a human. The creation
of modified inputs is typically done using two NNs of which the first one tries
to produce falsified inputs, and the second one attempts to classify inputs as
true or false. Many ways to alter input data exists. Ganin et al. [31] suggested
training classifiers with either labeled or unlabeled training data, which come from a
different distribution than the intended data but have the same features. This is also
known as domain adaptation, hence the name domain-adversarial neural networks
(DANN). However, with this method, features need to exist in both domains and
remain the same. Samangouei et al. [69] proposed a new structure to protect NN
used for classification called Defense-GAN. It finds similar input as given from its
database and uses that as input for the classifying NN model. This has the benefit
of protecting against adversarial attacks geared towards the classifier; however, it
seems likely that the AI system would have to have a comprehensive and specific
input domain to function properly as part of the CP system.

Defensive distillation has also been used in attempts to train NN models to resist
adversarial attacks. Goldblum et al. [36] presented adversarial robust distillation
(ARD) which can help smaller NNs to lean robustness of a bigger model. According
to Papernot and McDaniel [60], defensive distillation is done by first training an NN
model, where the last layer is a softmax-layer, with a labeled dataset. Then this
model predicts new probability values from the training set. Using original input
as input and output from the first NN, a second NN model (has softmax-layer) can
be taught. However, there is a trick; a term called “temperature” in the softmax-
layers. If the temperature is greater than 1, the probabilities get distributed more
uniformly, meaning that for each class these probabilities are very nearly the same,
when the temperature goes to infinity. If the temperature is 1, softmax-function will
output probabilities closer to one that corresponds with most likely class labels.
Both NNs are to be trained with the same temperature values that are greater than
one, but after training of the second NN model is done, its temperature is set to one.
According to a short article written by Papernot et al. [61], defensive distillation
can work against adversarial attacks. However, according to Carlini and Wagner
[17], defensive distillation does not necessarily work against carefully constructed
adversarial attacks.

Adversarial noise removal refers to techniques that can help reduce the effect
of input noise typical to adversarial attacks. Gu and Rigazio [38] tried both adding
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extra noise to image inputs and removing noise with the usage of autoencoders. They
found that autoencoders work well for noise reduction but using them together with
the original AI model leaves the compound model still vulnerable to even smaller
adversarial noise. According to Liang et al. [51], when inputs are images, varying
de-noising techniques should be used based on the image space, since over and
under de-noising should be avoided. Possible input transformation techniques can be
bit-depth reduction, compression, total variance minimization, image quilting [39],
scalar quantization, and smoothing spatial filtering [51]. Guo et al. [39] managed to
defend against 90% of black-box attacks, while Liang et al. [51] managed to get a
high 94% F1-score.

Sometimes if one model does not work, its performance may be possible to
increase with an ensemble. Ensembles typically refer to a NN that takes outputs of
other NNs or ML models as its input and calculates new output for the entire system.
The beauty of an ensemble is that it can produce more acceptable results compared
to a single ML -model. For example, Jia et al. [44] devised an ensemble classifier
model for the detection of DDOS attacks. This model consisted of Bagging, k-
Nearest Neighbors (k-NN), and Random Forest, which were each trained and
tested with cross-validation. Jia et al. [44] reported that their model reached similar
classification results as the Random Forest method on its beating Bagging and K-
NN with a significantly higher true negative score. Other kinds of ensembles exist.
Sengupta [71] proposed a model that uses several NN models as defenders against
adversarial attacks. This would make attacking a black-box model challenging,
since defenders could alternate and therefore obscure decision boundaries. Tramèr et
al. [76] used an ensemble of different adversarial attack models to train a defensive
NN. They showed that, in some cases, learned robustness from some attack could
be transferred and it can be used similarly against other attacks.

8 Conclusion

Artificial Intelligence in protecting smart building’s cloud service infrastructure
represents a potential research area as the importance of cybersecurity in cloud
services is growing. This chapter presented a general overview of cyberspace,
artificial intelligence, cloud services, smart buildings, and typical attack vectors a
perpetrator can utilize when attacking towards cloud services.

Cloud services are becoming even more popular these days due to the organiza-
tion’s interest in deploying applications and store data into cloud services. Cloud
services can provide many benefits, but they also pose risks in security issues.
Organizations need to be sure that robust encryption methods are used in storing
and transferring data. In the smart home context, data can be gathered through
IoT sensors, which are commonly known as vulnerable towards cyberattacks.
Ordinary cryptographic encryption methods cannot always be used due to lack
of processing power, storage space, and computing resources of IoT sensors.
Lightweight cryptography methods can be applied, but they are less secure than
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conventional methods. Even proper authentication and data encryption alone is
not enough for ensuring data security allowing perpetrators to use e.g., adversarial
attacks when attacking the cloud service. In countering cyber-attacks, proper AI-
and ML-models can be utilized.

Various solutions, which can be utilized in countering cyberattacks towards
common attack vectors, exist. The solutions presented in this paper are Darktrace
Vectra Cognito, PatternEx AI2 platform, Radware Defence Pro, and Reblaze.
Vectra Cognito utilizing ML algorithms and mathematical principles in detecting
anomalies can be used in tackling e.g., with insider threat issues. The solution
produces behavioral models for individual people and devices they use to detect
unusual behavior and reveal possible insider attack. PatternEx AI2 platform can
be used in predicting incoming cyberattacks, such as DoS and DDoS. AI2 utilizes
unsupervised ML methods to present abnormal events to security specialists for
further analysis to confirm attacks are real and produce a supervised model for
further active learning. AI2 is estimated to reach 85% of detection accuracy.
Radware Defence Pro offer means to detect and mitigate DDoS and IoT botnet
attacks using ML algorithms to create signatures in real-time and adapt defenses.
Defense Pro can separate anomalous attack traffic from legitimate one and to
provide protection models ensuring zero time to mitigation. Reblaze’s solution is
to provide protection against DDoS botnet assaults until single malformed-packet
DoS attempts. Reblaze’s specialty is to provide more comprehensive protection than
competing solutions against incoming DoS/DDoS attacks enabling ISO/OSI layers
3 (network) and 4 (transport) protection blocking incoming attacks towards cloud
service. The solution integrates natively on public cloud service providers, such as
Google Cloud Platform utilizing ML algorithms in self-learning and adapting under
the continuous change in the cyber threat environment. The solution is able to detect
early-stage attacks by using behavioral analysis and pattern recognition generating
a small amount of false-positive results.

The results indicate that artificial intelligence can be used to prevent cyberattacks
with some reservations. The architecture of chosen defensive AI model, defensive
plan of the CP system, and how the model has been trained, determines how well
artificial intelligence can combat attack vectors. Architecture and defensive plan
of the CP system can help alleviate attacks on the CP system and the AI model,
while under DDOS attack, for example, the system might start new defensive
programs to mitigate load caused by the attack. When training models, utilizing
different data manipulation schemes, such as adversarial training and defensive
distillation, is important but not guaranteed to work perfectly. Classifiers trained
with adversarial examples are more robust than classifiers trained with regular data,
and this robustness can be transferred to other models. It was asserted that ensemble
models could improve artificial intelligence performance, and it was found that
ensemble training could do that as well. Training of models remains to be time-
consuming.

Smart homes, smart building maintenance, and cloud services will get more
popular over the years. Artificial intelligence is a huge part of that change. Artificial
intelligence in protecting cloud services will gain more popularity in the future since
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current trends indicate that the number of cyber-attacks is increasing. For safety,
various cyber threats towards cloud services should be researched thoroughly, and
the adversarial attacks require further research.
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Abstract The rise of new digital economies and data-driven supply-chains seeks to
revolutionalise the ways information is transferred, processed and analysed across
different industry segments in the value-creation. This data-driven manufacturing
revolution promises to increase productivity, democratise data sharing capabilities
and foster industrial growth in scales never seen before. The traditional transactional
models are to be re-visited, and distributed data storage architectures are to be re-
designed to accommodate for optimised data flows across different organisation
units. Data is increasingly becoming a strategic business resource that through
innovation in existing sharing and processing approaches can decompose business
bottlenecks in existing production lines and processes and disrupt traditional
supply-chain models. This work seeks to articulate a state-of-the-art review of
the application and impact of ML techniques and distributed Ledger technologies
to further disrupt supply-chain capabilities with regards to data accuracy and
completeness.

Keywords Blockchain · Supply chain management · Machine learning ·
Artificial intelligence

1 Introduction

Industry 4.0 promises to revolutionalise smart factories and production lines that
employ entirely new approaches to production and addressing customer require-
ments (See Fig. 1). The data-driven value creation processes currently emerging can
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Fig. 1 The evolution to Industry 4.0

potentially enable rapid changes to production and logistics and flexibly respond
to challenges identified in traditional supply-chain management (SCM) processes.
Industry 4.0 also promises to change the way business models are constructed
and manifested and facilitate optimised decision-making processes enabling more
opportunities to small-scale businesses. Intelligent operations driven by strong data
analytics can solve challenges around energy efficiency, resource optimisation and
increased productivity while striking a better work-life balance for all entities within
a supply chain (SC). A SC is often described as a group of interconnected business
value creation and execution entities that offer a dedicated set of services and
products to their end-users and customers [5]. These entities deploy automated
storage management and logistics solutions to move value, products and services
that cascade down the supply chain with different business owners and models.

Different stakeholders within the SC are also dependent to these solutions for
identifying business process bottlenecks and optimisation processes in terms of
delivery, material convention into products and distribution to multiple different
intermediaries ranging from wholesale retailers to Internet-based companies [32].
Both mainstream and downstream operations have to increase their resilience to
disruption and its adverse effects on corporate performance. Existing pre-disruption
management processes are influenced by data processing and management aspects
and associated technologies in this space. There is a systematic effort to orchestrate
these processes in supply-chain (SC) ICT in a way that supply-chain redesign
innovations can minimise disruption recovery times and optimise both the security
and resilience of these entities [31]. Recently, elements such as the integrity of
transactions executed and the immutability aspects required having in terms of audit
trails for legal and regulatory purposes. Also, the increased necessity to maintain a
certain degree of traceability and visibility mainly when processing large amounts
of data in (SCM) has driven research efforts into the development and adaptation of
new technologies such as blockchain in this domain.
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Information sharing plays a crucial role in SCM with its flow between suppliers
and providers being disrupted by the unification of digital technologies. The fourth
industrial revolution places information and data processing capabilities at its core
as one of the fundamental enablers to optimise workflows and productivity [55].
That is expected to have several implications to IT SCM systems due to the
heterogeneity of sensors, communication technologies and production systems.
Industry 4.0, which was first defined as the fourth industrial revolution in 2011
by Professor Siegfried Russwurm, Chief Technology Officer at Siemens AG [36],
was divided by Herman [15] and Szozda [46], into four categories: (i) data and
network connections, such as Big Data, IoT, RFID and Cloud Virtualization Storage,
(ii) Cyber-physical Systems (CPS) describing the unification of digital with real
workflows – digitisation and automation of work based on artificial intelligence
and machine learning, (iii) human-machine interactions – touch GUI interfaces,
portable devices and emerging technologies headsets, and (iv) automated machine
production – new technological production tools, such as 3D printers and advanced
robotics (see Fig. 2).

Referring specifically to the CPS, these tend to monitor natural processes, create
a virtual copy of the physical world, make decentralised decisions and integrate
digitised end-to-end processes, all of which impact supply chains by posing new
challenges; creating flexible business models; reducing production costs; decreasing
energy needs, combating overproduction; reducing waste, especially in product
development phases; protecting natural resources; improving the environment of
existing manufacturing plants [51]; driving more modular and adaptable automation
by decentralising production; controlling themselves autonomously [35]; promoting
business growth – for instance, in the automotive industry, once Industry 4.0 is fully
implemented, productivity is expected to increases by 20%, [24]. Typically, SCM
ties a broad range of activities to deliver product flows in a cost-effective manner,
including the conversion of raw materials to products. SCM acts as an enabler
for business to orchestrate activities between SC stakeholders (e.g. customers,
suppliers, distributor) in order to minimise production and distribution costs while
meeting market demands and customers’ needs. This optimisation of processes
often entails the integration of data management and processing solutions for
the production and distribution of inventory systems and producing consumable
intelligence on demand planning and financial capital [59]. The effective use of this
software can provide a competitive advantage by the identification of opportunities
or components within the SC that can increase productivity by removing business
process bottlenecks [49]. The information produced is beneficial not only for the
coordination and supply chain relationship management but equally, identifying the
necessary steps to configure SC components from all its participating entities and
measure the SC base with all associated costs. Data processing can also enable the
clear identification of the extent of vertical integration and inform the decision for
outsourcing activities [37].

The SC configuration is a strategic decision that can influence to a certain
degree the operational SC coordination and monitoring of material and services
flows to enable customer service forecasting. The precise identification of these
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Fig. 2 Emerging technologies provide the enablers of the Industry 4.0 ecosystem

flows can decapsulate the relationships and exchanges between SC entities that can
determine value, costs and long-term vision. The sales cycle is another component
that can be affected by data processing capability. The sales cycle is often part
of the final product/service offered regardless of the SC entities involved in the
production stages [40]. It is generally acknowledged that SCM is an integral part
of any business with potentials to disrupt sales, improve financial standing and
improve customer service while reducing the operational costs. The adaptation
of innovating technologies that process data and record transactions in real-time
have proved their potentials to control SC expenditures, optimise asset management
reduce transportation costs and increase the speed of products flows to end-users
and customers.

The remainder of this chapter is structured as follows: Sect. 2 introduces
the Blockchain technology and current and emerging works to its integration
in traditional SCM approaches and models. In Sect. 3, we discuss BC-enabled
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distributed data storage and processing architectures for supply-chain management
while Sect. 4 presents machine learning techniques in supply chain optimisation.
Section 5 discusses emerging technologies and their impact on SCM. Finally, Sect. 6
concludes this work.

2 Blockchain Technology and Supply-Chains

To better understand the adaptation of BC technology in SCM, it is crucial to discuss
both domains in terms of the benefits and limitations they present from their poten-
tial integration. In this section, we describe traditional SCM and the areas within
which BC technology might have a transformational contribution in optimising
specific processes and steps. The process of transformation from raw material to
products and services undertakes a systematic process consisting of multiple compo-
nents such as planning, developing, delivering and returning. The process is which
the products to be developed might influence or influenced by demand is the initial
stage in the SC process with a focus on profit maximisation [28]. The adaptation
of BC technology in this step can offer enhanced data transparency and potentially
reduce both delays and disputes while avoiding products and services stuck in the
SC pipeline(s). Data transparency enabling companies to serve information more
adequately and provide actionable intelligence to both manufacturers and suppliers
most quickly and effectively. The adaptation of Blockchain technology can also
offer a certain degree of scalability with decentralisation and data processing at its
core. Since all the transaction records are saved and decentralised across multiple
nodes in a distributed fashion, the data transparency and immutability aspects are
always assured. This process offers a certain level of security since every block is
linked to the previous one and records saved cannot be edited, erased or deleted
(See Fig. 3). This feature seems to be extremely attractive in SCM to achieve
specific targets such as a vast reduction in inventory management costs and quick
identification of issues. The BC technology also promises to solve the information
asymmetry within SCM systems due to the heterogeneous sources of information
and increase SC’s agility in contact market variability and changes. Due to the
information asymmetry, SCM systems can also present certain anomalies in their
planning algorithms often yielding inaccurate results with regards to the status and
progress of specific processes within the SC [30].

2.1 Preliminaries on BC Technology in Traditional SCM

Blockchain was initially developed for financial transactions [11], however, this
game-changer technology has taken hand-to-hand in various industries including
healthcare, shipping, manufacturing, supply chain management, logistics and vari-
ous other areas [12, 17, 53] because of its effectiveness and efficiency in recording,
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Fig. 3 Merkle Tree hash-based data structure

tracking and verifying assets in a temper-proof and minimal cost environment.
Walmart implemented BC to improve food safety after the Spinach outbreak
occurred in 2006, which caused illness and deaths. During the outbreak, it took
several days to track down the source of the contaminated food item. Authors in [20]
have implemented a BC-enabled food traceability system that promises to reduce
drastically the overall food tracking time.

Fundamentally, BC can be seen as a distributed ledger, which is a collection of
blocks, where each block stores the chronological order of all the transactions or
activities in the system with a timestamp and digital signature information. A BC is
built using (one-way) cryptography, which is a mathematical function that returns
an alphanumeric string of fixed length for a given input (transactions) [52]. Each
block has its own hash and for a new block, hash of the previous block along with
its own transaction is used as an input. Each block refers to the hash of the previous
block, thus forming a chain of blocks, known as BC. For a new block to be added
into a BC, all nodes need to agree on the transactions and the order in which they
have occurred using consensus otherwise new block invalidated and can’t be added
to the BC. Consensus ensures that each node has an exact same copy and avoid
possible occurrence of fraudulent transaction entry. This means that for a given
input, cryptographic hash function such as SHA256 should return the same output
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value. Therefore, for a new transaction to be added each block should produce a
same hash. If the generated hash values are different, it indicates possible fraudulent
transaction. A digital signature is used to verify that the transaction is originated by
a specific sender (signed with private key) and not by an adversary.

When a new node (a typical supply chain member) enters a system, the node
can register itself via a registrar that provides credentials and a unique identity to
node. After successful registration, a public and private cryptographic key pair gets
generated for the new node where the public key is used to recognise the node within
the system and the private key is used to authenticate the node while interacting with
the system. Through this member nodes can digitally process products within the
system. For example, in a supply chain, the node which receives a product can only
add the new data into the product profile using private key. Whereas, when the node
passes this product to the next node, both the nodes need to sign a digital contract
to authenticate the exchange [48].

The BC technology can influence key metrics in SCM such as transportation
cost modelling and optimise existing warehouse efficiency models to decompose
sources of information better and build a strong relationship with suppliers. By
incorporating the different ways that the adaptation of distributed ledgers can create
value, better auditing can be a toot for the supply chain manager with regards to all
scheduling activities related to manufacturing, testing, packaging and preparation
for delivery [27]. This can hence improve levels of production output and overall
productivity from all differences within the SC while optimising specific processes
within the logistics. Specific perceptual economic models based on BC have been
developed in the public domain as a means to better articulate specific layers of value
creation recording and actualisation [34]. The exponential increase in distributed
applications (aka smart contracts) has revolutionised the SC optimisation tools by
optimally allocating capital resources and business growth processes.

Eximchain project is a clear manifestation of BC technology in supply chain
finance optimisation, taking under consideration the complexity of implementing
supply chain finance (SCF) within and across the global supply chain limits. The
authors offer the platform that implements smart contracts on SCF solutions with
full visibility into the supply chain cash flow [19]. The solution seeks to address
risk and operational efficiency better while providing investment opportunity in
traditional corporate financing schemes. Digital supply integration dictates quicker
access to customer demand needs and activity tracking and visibility in the whole
supply chain. This can only be achieved through the seemingness integration and
mapping of data from various sources that often increases processing costs and
diffuse the actual value created during the data processing stages [27].

The strategic and operational information exchange place the foundations for
competitive advantage and enhance communications between all SC entities.
However, the security and integrity of that information is often a by-product of the
data processing and sharing capabilities within and across the SC. The electronic
regulation of such activities promises to minimise governance costs and enable
more information to be processed at a scale never seen before. The automation of
information flow processing can eliminate the necessity for manual interventions
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and reduce both investment costs and remove barriers to completion and further
innovations. This is particularly important, especially in Industry 4.0, given the fact
that all entities within manufacturing are often vertically integrated and information
integration can create new value elements both in production systems and service
delivery [39].

Any process that dictates product or service delivery from and to distribution
centres requires a strict and meticulous SC strategy. Data-driven analytics can
facilitate quicker and more accurate long-term projections of customer demand
and adjust existing SC models and business models as appropriate. The accuracy
and immutability of this data and transparent use of it can drive the decision-
making on what enters the production and distribution lines and when by pushing
the predictability boundaries and capabilities of the energy SC further [23]. For
example, stockpiling raw materials in cases that prices are expected to increase is
a collective action for manufacturers in alignment with the core SCM requirements
such as the demand-supply forces and customers’ needs.

BC can be disruptive to distribution and retailing production up to procurement
processes within the SCM. The decomposition of information flows can underpin
innovations to financial and IT and better identify RoI by actions such as products’
traceability in a decentralised way. There are several approaches in the public
domain on how this can be achieved leveraging the tamper-proof attributes of
BC in food and drugs supply chains, where a certain degree of accountability
can be assured for both auditing and compliance purposes [2, 29]. Also, being
able to reduce operational costs while optimising customer services is a key
performance indicator for SCM that often amalgamates management processes, core
IT operations, suppliers’ network and retail.

BC can help in tracking this flow of goods and services and act as an enabler
to optimise logistics from tracking quantities and delivery/production times to
counterfeit detection. The global supply-chain currently faces a significant issue
to distinguish counterfeit parts from legitimate ones as the technology used by
organised criminal groups (OCGs) has improved significantly. A cloned version
of hardware has been found in the automotive industry, networking equipment
and critical electronic systems posing a significant threat to security and safety.
Cloning spans all levels of electronics with relatively straightforward techniques
and processes, especially for equipment, which is high on demand [43, 47]. The
counterfeiting types range from illegal manipulation of the legitimate circuit to fake
circuits in circulation. There are cases that the integrated circuits (IC) has been
replicated from old PCBs and re-branded to forged specifications and labelling to
illegal contracts for fabrication or IC failed quality checks.

Frictionless transactions in the cyber-connected single market across the globe,
demand common solutions, technology and standards on how to integrate business
processes effectively pushing the boundaries of technological collaboration. BC
promises to remove the necessity of trusted third parties to execute process and
data integration on behalf of SC entities and minimise the number of intermediaries
required. The integration of BC technology into these processes entails specific
considerations around technology, service development challenges, transactions’
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volume and B2B integration models (e.g. manual, Cloud). These considerations
will not only dictate the type of the BC deployment (private, public, federated) per
case but equally establish a smooth transition from manual transactions to digitised
information across all entities within the SC. Certain anonymisation aspects offered
by the BC integration can de-associate electronically identified parties from a
specific transaction. This can offer a certain level of protection against adversaries
targeting sensitive or PII as part of these transactions in existing SCM models [8].

Different parts of the SC co-exist in different locations where there is a free trade
agreement or low tariff between countries, in an attempt to reduce production costs.
Because of that reason, SC has instead fragmented a phenomenon that can lead
to significant losses in both financial and marketing terms. The integration of BC
technology promises to optimise SC logistics while inform better decision-making
for SC managers. It promises to expand and increase visibility for all downstream
processes in SCM and adapt rapidly to any changes or issues related to customer
needs, production, distribution and marketing. Most importantly, BC can offer a
uniform way about the characteristics of any SC and widely deploy these across the
sector. These will help to audit and record all changes at any moment in the SC,
offering a high degree of flexibility across all entities that need to share information
both vertically and horizontally.

3 Distributed Storage Architectures for Supply-Chain
Management

In its purest form, the blockchain can be defined as a complete distributed platform
for computation and information, much like to a decentralised database, which is
maintained by multiple authoritative domains. Similarly, data can be stored in the
blockchain in the form of transactions, sealed in crypto-protected blocks which
are available to all blockchain peers, providing tamper-evidence, decentralisation
and transparency, where the consensus method impersonates the unique impartial
trustee. While these characteristics are appealing and advantageous in specific
application fields, there are aspects which are too expensive to replace traditional
approaches, such as verification and storage [45]. In this chapter, we focus on the
latter, drawn by the interest in the continuous increase of digital assets and data
gathered throughout the supply chain, for example, from IoT devices.

3.1 Storage Architectures

Traditionally, data is shared in centralised environments (Fig. 4a) where information
is managed by a single party, referred to as the coordinator who has the duty to
direct data flow like an orchestra conductor. In this architecture the latter represents
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Fig. 4 Centralised (a), decentralised (b) and distributed (c) storage architecture

the single point of failure: if data is stored on-premises, an internal and expensive
backup solution must be deployed to make the system failsafe, however, in case of
a crash, you still need to wait for the recovery process to complete before restoring
the standard processing capabilities. On the other hand, if data is sent to the cloud,
backup/restore actions are automatically done by the service provider, but the risk
is not annihilated, instead transferred to a possible lack of connectivity or reduced
bandwidth. Moreover, as someone has full access to the central storage, possible
changes made to data could eventually increase the risk of tampering, even in the
presence of an audit system [45].

The decentralised system (Fig. 4b) arises as an evolution of the previous
approach, where few coordinators are inter-connected among them as well as with
the corresponding consumer nodes. In this particular architecture, even if multiple
coordinator nodes fail, orphan nodes can potentially connect to the remaining
available coordinators, thus maintaining a sufficient level of service. The single
point of failure is now the network itself because it compensates for failed nodes by
dynamically altering consumers-coordinator connections. This approach manifests
two significant vulnerabilities: first, even with redundancy of coordinators, in the
case consumer nodes are disconnected or the network itself gets partitioned, there is
no way to recover such situations. The second weak spot is more subtle and regards
how coordinators are elected/chosen: this choice usually reflects the dominant role
of a member, as for example in the case of a company that becomes the hub through
which all other members communicate, reducing the number of links needed.
However, besides trivial supply-chains, it is hard to recognise such a central role,
because a strong partnership does not connect the parties between them and hence
their communication is time-limited, as for the duration of a single contract. In
such cases, it is common to lean on an external entity, a specialised company which
provides a platform for the exchange of business documents, representing another
possible point of failure.
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To overcome these problems, distributed architectural (Fig. 4c) patterns emerged
in the last years where all nodes have a protagonist role in the network, by
both processing and sharing information, while maintaining the ability to work,
even if isolated from the rest (for an appropriate time duration). Unfortunately,
everything comes to a price and this resilience is counterbalanced by its increased
complexity during implementation, which is needed to guarantee the convergence of
information and data originated in different parties that above all, do not trust each
other. Blockchain comes to rescue matters, since it is the most popular representant
of distributed ledger technologies (DLT), which provides a shared and ordered list
of records stored in a distributed network of nodes, each of which is able to access
and verify all the information, along with adding new transactions [16].

3.2 Storing Data in the Blockchain

Some blockchain implementations offer the possibility to append data to a trans-
action, affording a declared cost whose purpose is to repay the resource used in
the creation process. In the case of Ethereum, this cost is referred to as “gas”,
which is depleted during the smart contract execution based on various rules. The
Ethereum Virtual Machine (EVM) assigns a gas-cost to each executable operation,
or OPCODE, according to its intrinsic complexity. For example, the addition of two
numbers requires three units of gas whilst multiplying them requires five units of
gas. The sum of the gas needed by all operations in a smart contract, multiplied by
the current gas-price, gives you the total cost of creating a transaction. Nonetheless,
things are even more complicated when someone wants to store data: according
to the documentation [54] storage-related opcodes are extraordinarily expensive,
for example saving 32 bytes requires 20.000 units of gas, which at the current
gas-price is about 0.2 dollars or, equivalently, 5 million dollars per-GB [41]. In
other blockchain implementations, it is even worse because the latter have not been
designed to store any payloads besides regular finance transactions. In Bitcoin, for
example, the block size is limited to 1 MB, which is not enough for a supply-chain
scenario where physical goods may be associated with many various digital assets.

The core question is why the price of storing data on-chain is so high. Intuitively,
that information will become an integral part of the system itself and will be
replicated in every full node, being an unavoidable download by anyone that wants
to contribute to the blockchain, soon making the entire system overstuffed and
bloated [1, 56]. To better understand this fact, it is useful to consider traditional
cloud storage: when a customer opts for cloud services, he agrees to pay a monthly
fee for a fixed amount of space which is available to him for as long as he keeps
paying. Otherwise, he risks that existing files would be cancelled. In other words,
the provider has to hold a customer’s data only during the paid time, a practice not
applicable to blockchains. In the latter, the customer must pay upfront not just for
the first month, but for all years to follow!
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In current literature, there are several proposals to pass these limits without
mixing blockchain technology with a traditional storage approach. An immediate
solution would be to alter the block size, as for example in bringing it up to 2MB or
even better to dynamically adapt it with time. However, this method also slows down
the synchronisation process among nodes [22]. Even worse, updating the protocol
rules implies a fork, a permanent change which can be backwards compatible (soft
fork) or a risky complete divergence from the past (hard fork). Other proposals
stem from the use of sidechains, which are separated blockchains attached to the
parent one through a two-way peg, allowing a continuous and bidirectional flow
of assets. An appealing idea could be to spawn a new sidechain for managing the
data associated to an item or a group: in this way, only interested/permissioned
peers have to download such sub-chain, while at the same time all of them are
always able to verify the main channel. In other words, sidechains are capable of
storing their own data and processing their own transactions, leaving the main-chain
lighter, smaller and faster, thus providing a bit of breath to the scalability problems
of the blockchain technology. Nonetheless, they also introduce new categories of
risks, which must be considered and addressed. These risks include an augmented
vulnerability to sophisticated attacks such as 51%-attack and, furthermore, the case
when a sidechain becomes unreliable.

3.3 Blockchain and Databases

Comparing blockchains to databases, they suffer for limited scalability, slow
transaction rate (i.e. Bitcoin takes 10 mins to accept a new transaction), low write
throughput and minimal querying capabilities. All these characteristics do not make
the “pure” smart ledger an appropriate ground to store (possibly big) supply-
chain data. Traditional databases, on the other hand, possess a defined structure
which translates into fast querying abilities and cheaper storage; however, they
are vulnerable to data modifications and delicate synchronisation operations. A
viable solution is to mix blockchain technologies with traditional databases, either
by adding blockchain features to an existing database (Fig. 5a) or by creating
a new system architecture where those entities cooperate, while preserving their
independence (Fig. 5b).

BigchainDB [10] and HBasechainDB [42] are platforms that arise from
distributed databases, MongoDB and Apache HBase respectively, by providing
immutability and decentralised control on top of them, while inheriting their storage
capability and high availability at the same time. The interesting contribution of
BigchainDB is to postpone the validation after the block has been appended to the
network by initiating a voting process among the nodes, a technique referred to as
blockchain pipelining, whose aim is to increase transaction throughput. Mystiko [7]
takes leverage of the Apache Cassandra distributed database as its storage engine,
adding full-text search, while reducing network overhead with sharding-based data
replication.
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Fig. 5 Cooperation between blockchain and databases: (a) blockchain on top of distributed
databases and (b) independent entities connected through a cryptographic anchor

As stated above, instead of using an already prepared “blockchain-powered
database”, a more versatile approach could be to connect a blockchain implementa-
tion to an external database of our choice, simultaneously storing small-core data
in the former, and big-corollary data in the latter. Figure 5b shows the de-facto
standard protocol. The first step in the latter is to identify which data should be
stored outside the chain, followed by information being fed to a hashing function,
for example SHA256 [38], in order to extract a fixed-length value which is its unique
numerical representation. According to the avalanche effect of cryptographic hash
functions, any small change in the input generates a significant difference in the
result (footnote: for simplicity we do not consider the improbable case of collisions)
hence, this value can be used as an authenticity signature and saved together with
the core-data in the ledger. In this way, the properties of tamper-resistance and
traceability are transferred to the external database, because a party can always
check data integrity by re-computing the hash value and verify if it matches with
the one immutably stored on-chain.

To evaluate the performance of this approach, in [14] authors stored personnel
information (50 kb) in the blockchain for an increasing number of people (from
2.000 to 20.000) and compared these results with the same data which this time
appeared as stored 20% (10 kb) on-chain and the remaining 80% (40 kb) to a central
database. Tests showed that the time needed to add and to query data increased with
its size, hence storing a large part externally is beneficial as it reduced the impact
of consensus and nodes synchronisation, further staving off-blockchain inherent
scalability problems. That implementation was based on Hyperledger Fabric [4], a
permissioned blockchain system, highly modular and extensible which comes with
different consensus methods (Kafka, RBFT, Sumeragi, PoET) and a smart contract
execution layer named Chaincode.
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3.4 Blockchain and File Systems

Databases provide a fast querying interface due to the structured way in which
records are stored and this makes them the de-facto first choice when the priority
is to generate reports or to feed data to a multidimensional OLAP cube to support
business processes. However, when data is unstructured, for example when dealing
with a large number of files such as audios or videos, storing such documents
into the database could possibly be the wrong choice. In fact, even if recent
database management systems offer the possibility to incorporate files together
with tables, either as BLOB fields or separated streams, this has a non-negligible
impact on backup/restore plans and timings, further increasing the costs of database
administration. One alternative could be to store such documents on the filesystem,
linking them back to the main blockchain application through the generation of file-
anchors.

Considering the distributed nature of the blockchain, it is necessary to find a
suitable filesystem to cooperate with and InterPlanetary File System (IPFS) [9]
has been chosen in various system architectures. IPFS is a peer-to-peer distributed
file system which arises from ideas successfully explored by previous peer-to-peer
networks, as distributed hash tables (DSHT), BitTorrent file-sharing, Git source
versioning system and self-certified filesystems (SFS). In IPFS, every node is
associated to an ID which is the hash of a public-key generated by itself. This node
can communicate with hundreds of other peers all over the internet using a network
stack which can add reliability, connectivity, integrity and authenticity even if the
underlying transport protocol does not provide them. Files are efficiently stored and
distributed through a routing protocol based on distributed hash tables and a novel
BitSwap file-sharing protocol which extends the original BitTorrent by allowing the
simultaneous request of multiple blocks from different torrents. Furthermore, IPFS
uses a Merkle Directed Acyclic Graph (DAG), borrowed from Git, to decompose a
file in sub-parts which are connected by cryptographic hashes. This way, the data
is addressed by the hash of its content, it is made tamper-resistant and finally, sub-
blocks with the exact same content are possibly shared with other files, reducing the
data duplication. All these characteristics make IPFS an ideal candidate to be used
with blockchain. Similar to IPFS, SWARM is another distributed storage platform
with a strong connection with Ethereum ecosystem [50] and a slightly different
management of peers and an underlying protocol.

The standard process of uploading a document can be summarised as follows:
first, the user sends the document through a frontend, usually web-based and the file
is saved in the distributed filesystem obtaining its address as the result, i.e. the hash
of the content. At this point, this hash value is merged with other user metadata
(keywords, user public key, etc.) and passed as arguments for the execution of a
smart contract whose duty is to encode and seal the transaction in the blockchain.

The symmetric action is to download this file by usually invoking another
smart contract to search for files with specific keywords and then retrieving its
payload from the storage. At this stage, the smart contract or the frontend also
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verifies that the information has not been modified by re-computing the hash value.
This simplistic process is generally extended with permission management which
permits us to define who has rights to access the file and in which way (read or
write). Furthermore, as the entry points of all actions coincide to the execution
of corresponding smart contracts, it is straightforward to keep an immutable log,
or audit, which can become an interesting starting point for process optimisation
opportunities.

In [58] researchers started from the consideration that transactional data occupies
the large major part of blockchain blocks, hence it is beneficial to remove those
transactions and to store them in IPFS. Consequently, miners can compress newly
generated blocks by packing all IPFS hashes in a Merkle tree, together with
the previous block hash. The protocol has been proposed for Bitcoin, but it is
also applicable to private permissioned blockchains, thus suitable for supply-chain
scenarios. In [44] IPFS is used together with Ethereum blockchain to store crop
images during all stages before harvesting, enhancing this way the traceability in an
agricultural supply chain. In [33] a IPFS-blockchain system is extended with smart
contracts to act as a document versioning system, automating the actions of typical
proposers and approvers in the process.

Since saving a large amount of information on the blockchain is not economically
feasible, the road to be pursued seems to place corollary data alongside a traditional
storage structure like an external database. In some cases, it has been decided to
elevate existing distributed database nodes to be the blockchain peer, providing
them with the necessary missing features. In other cases, for greater versatility, the
entities are kept independent, by implementing a collaboration interface between
them. The primary motivation for selecting a database as a blockchain storage
companion is given by the possibility to define a schema, thus increasing the
expressive power of queries. Unfortunately, this also increases the corresponding
database administration costs which can be avoided or minimised by interfacing the
blockchain with a filesystem. The IPFS InterPlanetary File System seems to adapt
perfectly to this role, as it is composed of a distributed network of nodes and it relies
on graphs of cryptographic links. Additionally, a file stored in IPFS is accessible
through its content-based address which is finally stored in the blockchain inside
the transaction payload, simultaneously guaranteeing resistance to modification and
deduplication.

4 Machine Learning Techniques in Supply-Chain
Optimisation

A key foundation of every organisation is the production of goods or services,
and the delivery of these goods and services to the customer. The process steps
involved this production (of goods and services) and their delivery often involves
people, other organizations, resources and information all of which constitute what
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is in short called supply-chain [21]. Supply-chains adoption of technology means
that collaborating agents and stakeholders can be seen as nodes in a graph or a
network with complex dependencies. There is therefore a huge potential in the use
of machine learning techniques in either predictive analytics (e.g., to cut delivery
costs or reduce rejection rates) or to enhance the security of transactions as well as
increase user satisfaction by using natural language processing and opinion mining
[18, 21]. The implication is that parties involved in supply-chains can leverage
the emerging computing applications and techniques such as Internet of Things
(IoT), blockchain, and machine learning. The key driving motivation for leveraging
these developments is to optimise supply-chains for the benefit of producers and
consumers as well as the involved organisations in the network of activities.

The role and rise of cloud computing is a phenomenon that has impacted supply-
chains over the years as organisations have showed an upward trajectory regarding
the uptake of cloud-based infrastructure [24]. The need to reach new market sectors,
and to scale production whilst minimising costs, accessibility by multiple parties
are some of the reasons organisations have increasingly taken up cloud deployment
[3]. The use of such technology as the cloud has many benefits besides boosting
production and easing access to market. For instance, data generated and stored in
the cloud can be used to provide insights regarding potential for new products, or
requisite improvements on current ones based on customer feedback [13]. On the
other hand, the emergence of blockchain technology adds enormous benefits with
regards to security and verifiability of transactions. Organisations can be confident
about the data because it’s indelibly recorded on an immutable ledger. Additionally,
organisations can use other blockchain capabilities, especially, secure transactions
to extend business processes beyond organisational boundaries. It is for instance of
huge potential to organisations can use decentralised applications encoded in ‘smart
contracts’ that operate autonomously [57]. Another computing development that has
gained stability over the past decade is the branch of artificial intelligence called
machine learning. Machine learning is the application of mathematical methods
(especially statistics and probabilities) in building systems that make decisions
based on what they learn from data [25, 26]. So far, machine learning has found
industrial and real-world application in areas such as machine vision and image
recognition where deep learning algorithms such as convolutional neural networks
have been very successful in this area. Another robust application of machine
learning is in predictive analytic areas such as financial markets, as well spam
email filtering. This article explores the potential for use of some machine learning
algorithms in optimising the supply-chain.

4.1 Elements of Supply-Chain and Associated Challenges

A key characteristic of supply-chains, whether digitally-led or traditional is the
constituent elements of it. A supply-chain comprises of a network of facilities
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that include production of goods (or services), means of transportation to the
customer, value addition and manufacturing, storage, and distribution of materials
and products. Practically, the main discrete elements of a supply-chain include
producers or suppliers, manufacturers, distributors and customers. In this article,
we argue that, a supply-chain in which the interplay of these elements produces
optimal customer satisfaction and production of best quality at affordable cost is
deemed optimal. Often, the question would then be what would be the measure or
the metrics of the interplay between these elements to provide this level of a supply-
chain. The key to answering this question is the ability of all the parties involved to
learn from experience. Using data generated in the process can enable this learning
and help mitigate delays, pilferage and to predict customer’s mind-set change about
products or processes. The mature field of predictive analytics and deep learning
auger well for this type of question whereby volumes of data is available and is
continually being generated, but has not been harnessed in ways that would feedback
to the supply-chain process. Collaboration among parties in the supply chain is
important in order to achieve accuracy in logistics and forecasts. Demand and supply
forecasting are one of the key concerns in supply chain optimisation. It is likely that
if an increase in forecasting accuracy is achieved, it might result in lower costs
because of reduced production cost, and increased customer satisfaction that will
result from an increase in on-time deliveries. In the whole, the main challenges
involve reduction of time costs to market, prediction of customer behavior based on
prior feedback, sentiment analysis, and also cross-selling.

4.2 Prediction as a Means of Improving Supply-Chain

A successful supply-chain is marked by rigorous planning. Since substantial
knowledge is built into planning cycles, it is possible for predictive data mining
to be applied to both select the best planning models as well as to predict outcomes.
Additionally, best performing organisations can use this learned knowledge in
advancing new product lines or gaining competitive advantage. There is also a
potential for relevant sub-models to be decomposed from organisational structure
as means of sharing logistical knowledge across different production plants within a
production network. The key to application of data mining here is the use historical
enterprise data to feed predictive models that support more informed decisions. It
is important for organisations to tease out tacit inefficiencies to enhance production
cost cuts as well as lower customer default risks. One of the key challenges faced in
supply chains is the optimising logistics. Datasets gathered within logistics are quite
varied, and of course machine learning algorithms can be applied to find patterns and
therefore learn from such data [1]. For instance, courier companies such as FedEx
and DHL have reported reduction in their logistics costs by mining patterns in data
(tracking and tracing) which is obtained using IoT sensors [6].
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4.3 Optimising Supply-Chain with Machine Learning

In this section, consideration is made of a selection of machine learning techniques
most suited for optimising a technology led supply-chain. Machine learning consti-
tutes the activity of writing computer programs that learn from data. The preceding
sections indicate that the supply-chain is a heavily data driven process, and is there
a strong candidate for application of machine learning.

4.3.1 Support Vector Machines

A Support Vector Machines (SVM) is a supervised machine learning algorithm
which plots a training dataset into a higher-dimensional space so that it can be
linearly separated. The goal of the SVM is to find the optimal hyperplane where
categories of data are clearly defined. The hyperplane is the mathematical term
for the boundary between the different categories of data points mapped by the
algorithm. Once trained much of the training data is redundant, only a sub set of the
data is used to find the boundary of the categories. These data points are called
“Support Vectors”, they represent vectors filled with variables and they support
the creation of a boundary. When the algorithm is provided with new data after
training, these new data points are classified by which category boundary they fall
in to [19]. An important metric with SVMs is its margin; the margin represents
the distance between two categories of data points, as such it can be said that the
SVM algorithm essentially iterates over a data set to find the hyperplane which
provides the largest geometric distance between category boundaries – more simply
the clearest separation of categories [19]. A Support Vector Machine is therefore
well suited in using categorical identifying optimal processes that produce best
outcomes for production and customer satisfaction.

4.3.2 Neural Networks

Artificial neural networks are the primary building blocks of deep learning [4, 39].
Neural networks are at the core of image classification, speech recognition and
sentiment analysis [4]. There are a wide variety of artificial neural networks, but
the most relevant for supply chains are the feed-forward error back-propagation
type neural nets. The mechanics of feed-forward neural nets is as follows. A layer’s
neuron produces an output signal which is then propagated to all the neurons of the
next layer. The flow of neural activation is unidirectional, from one layer to another.
The feed-forward error back-propagation neural nets have a minimum of two layers,
since it needs an input and output layer in the least. It is of course possible to
increase the networks computing power by adding more layers between the input
and the output layers. With careful design and modelling, artificial neural networks
can be<?pag ?>to provide an excellent level of prediction for supply-chains for
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the benefit of minimising risk and the modelling of customer behavior. This is a
supervised type of training, in that the desired outputs are provided to the neural
network during the course of training along with the inputs. That is, established and
robust datasets can be used to train the neural network so that the future outputs
based on unseen data are highly reliable.

4.3.3 Convolutional Neural Networks

Convolutional Neural Networks (CNN) work the same way as a foundational
artificial neural network (ANN) in that a CNN receives input into various neurons
and creates an output based on weight and biases [4]. The weights and biases are
trained by exposing the neural network to a dataset (training set) that one would
like the network to analyse [4]. Convolutional Neural Networks differ in that they
mimic neurons in the visual cortex. Thus, they accept three-dimensional input
and output (height, width, depth). This is useful in situations where the dataset
is highly textual and that may require analytics and plotting of words in high-
dimensional space (Support Vector Machines do this too). This allows for words
to be clustered based on meaning and algorithm can then ‘learn’ the meaning of
words by association. Clearly, this potentially applicable technique in supply chains
where datasets are contributed to by multiple stakeholders in different formats.
High-dimensional space can be seen as adding dimensions to words, for example,
a customer can be seen to have dimensions such as location, item ordered, and
selected delivery date among other dimensions. With a number of customers plotted
into high- dimensional space clusters can be formed and insights derived regarding
the best distribution/delivery methods.

4.3.4 Recurrent Neural Networks

Recurrent Neural Networks (RNNs) work by using inbuilt loops to enable infor-
mation to persist. The importance of this persistence is to enable the network
to make decisions about the future based on prior seen and stored information.
Due to their loops and information persistence, RNNs have been shown to predict
outcomes with excellent accuracy. For instance, RNNs have been used in financial
markets, especially in stock price prediction. Another domain in which they have
been successfully used is informing managers regarding fluctuations in inventory.
Within the supply-chains, there is a likely central role of RNNs. For instance, RNNS
can be used in predicting, and therefore helping anticipate when a product might
be in high or low demand. This then positions producers and suppliers well to
be able to determine when to place a product or service in the market. RNNs are
also well suited to working with textual data, alongside natural language processing
tasks. RNNS are well placed to with textual objects such as such as sentences, and
documents making them extremely useful for natural language processing systems
and well suited to analyzing customer sentiment. In general, RNNs allow output
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signals of some of their neurons to flow back and serve as inputs for the neurons
of the same layer or those of the previous layers. This recursive behavior enables
RNNs to become powerful tools for many complex problems that involve multiple
stakeholders, a scenario so common within supply chains.

5 Emerging Technologies for Supply-Chain Management

For any business to be profitable it must have an efficient and seamless supply
chain, since its customers expect the correct product to be supplied, effectively
tracked and delivered swiftly to a convenient location. Later, they will expect to
receive efficient after-sales support. Thus, both manufacturer and retailer expect
to benefit from a supply chain that has been designed to meet their customers’
needs at the lowest possible cost. The Industry 4.0 revolution means that many
companies will use emerging technologies, such as robotics, smart warehousing, 3D
printing, big data, the internet of things and artificial intelligence, to create global
networks of machines situated in smart factories, automatically and autonomously
exchanging information, and controlling each other. Thus, e-technologies will affect
every component and every step in the supply chain, while the supply chain manager
can be free to oversee and intervene all goods and materials at any time. Therefore,
by utilizing machine learning capabilities and predictive analytics, businesses can
ensure they meet demand while minimizing costs. This section discusses both the
advantages and disadvantages of these emerging technologies, which should be
taken into consideration by any company intending to use them in SCM.

5.1 Internet of Things in Supply-Chain Management

The Internet of Things (IoT), as described by Whitmore et al. [6], in 2014, enhances
the supply chains by embedding everyday objects with technology (e.g. sensors,
RFID, mobile network receivers or fixed internet connectors) and capabilities to
process data, identify networks and connect to the Internet in order to communicate
with devices or services over the Internet. The IoT can improve the procurement
transactions, the efficiency of the production operations, can provide real-time
products’ tracking and tracing, can automatically make decisions for optimizing the
retail industry and improve the customer services (Fig. 6). Eventually, more physical
objects with embedded software to handle data, will connect to the internet than
people [11]. Constantinides et al. [19] stated that IoT offers ubiquity, intelligence
and autonomy, since by using GPS trackers (UCOT’s sensors), goods and data
transfers can be immediately located, losses or delays can be spotted early, thereby
simplifying supply planning and reducing warehousing needs to a minimum. Thus,
to facilitate supply chain integration, physical and digital worlds will be linked.
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Fig. 6 IoT use cases and challenges in supply chain management

Although, Taliaferro et al. [24] state that sensors are expected to revolutionalise
the retail sector, they also believe that what firms must do to improve supply
chain performance by using IoT is unclear. Many companies do not have defined
strategies for the operational challenges of IoT, hence they don’t know how it
can be used at supply chain level since much of its information will be stored,
ubiquitously, in the cloud; neither do they know what kind of information should
be stored or for how long. Furthermore, Santiago [39] believe that IoT could
increase computing and energy demands, while Fernandez-Gago et al. [1] believe
that a lack of security could impact on data integrity. Replacing the power feed
of remote IoTs, building the appropriate (e.g. Big Data) platform to best serve the
current and future supply chain operational requirements are additional challenges
that need to be appropriately addressed. The need for highly customized solutions
or an increase in interoperability and re-utilization, means that it may be more
challenging to integrate IoT into the supply chain and make meaningful connections
between physical objects’ transmitted data and operational processes, compared to
other market use cases e.g. metering [1, 24]. Finally, Dutton [2] believe that IoT
deployment may not always offset its expense.
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5.2 RFID

A Radio-frequency identification (RFID) system consists of microchips (tags)
attached to objects which convert them into ‘smart manufacturing objects’ (SMOs)
since they are fitted with an antenna for transmitting, through radio waves, infor-
mation regarding their condition, temperature, production and expiry dates, serial
number, current location, origin, etc. [3]. In this way SCM is enhanced. RFID tags
are either active or passive. Active tags, which have a limited lifetime of three to
five years, require either a powered infrastructure, or they use integrated batteries.
Passive tags, consisting of antennas with semi-conductor chips attached, can fit into
an adhesive label, have indefinite operational lives and don’t require batteries or
maintenance. The antenna in the tag alerts the circuit when energy flows into it.
Passive tags are mostly used for tracking an inventory located in a specific room
since readers can only read tags from about one to five meters away – so scaling a
system to track a location would require large numbers of readers. For the physical
location of a tagged object within a building, an active reader is required, since
it can detect a tag further than 100 feet away. Consequently, in some instances,
active systems can cover over 10,000 square feet using only one reader and a few
reference points. When an RFID solution is selected by a company, both business
and technology requirements must be considered before the type of tag is chosen [3].
All tags have essential components in common: an antenna, an integrated circuit and
a printed circuit board. RFID is not without drawbacks since its uses are limited.
Mandeep et al. [4] point out that the barriers to RFID are high implementation
costs (infrastructure and storage), low investment returns, lack of global standards
and regulations, and faulty tag manufacture. A more technical issue is a potential
collision problem, when many chips in the same field are being read [5]. From a
supply management perspective, RFID provides efficiency improvements, human
error reductions, and manual processes elimination [7].

5.3 Big Data

According to Awwad et al. [8], Big Data is defined as high-volume, high-velocity
and/or high-variety information assets, where volume is the amount of data retrieved
from websites, portals and online, velocity is the speed at which information is
created, and variety is structured and unstructured information generated by people
or machines. The International Data Corporation expects digital data to increase
from 2.8 trillion gigabytes in 2012 to 40 trillion by 2020, hence data sets generated
by traditional software will become unmanageable [9]. Awwad et al. 2018 [8],
have indicated the possible benefits of big data in its potentials to revolutionalise
the SCM, customer demand predictions, product development, supply decisions,
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and distribution optimization. By using predictive big data techniques, firms like
Amazon can foresee shoppers’ product needs by recommending the right product
to the ideal individual at the right time and send it to their nearest depot; thereby
optimizing storage, flow, and availability [10]. Additionally, IoT and or RFID
analytics, by using GPS tracking, which includes traffic and weather data, can
optimize delivery routes, thereby avoiding delivery delays. Big data analytics can
also help reduce both supply costs and time spent on suppliers’ selection by pro-
viding access to supplier information, thus minimizing risks. Also, manufacturers
can conduct suppliers’ performance appraisals more simply than by traditional,
static marketing benchmarks. However, big data, when used in supply chains, face
numerous challenges, including (i) bad quality data, (ii) collecting and analysing
data, which is time-consuming, (iii) skill deficits, including poor domain knowledge,
poor analytic skills, and an inability to interpret data accurately, and (iv) a lack of
shared data due to privacy and security laws. All of these challenges could impact
negatively on SCM.

5.4 E-Procurement

One technological advance used in SCM is e-procurement (aka supplier exchange),
which involves e-data transfers supporting operational, tactical and strategic e-
purchases and sales. It first came into usage after the internet establishment in
1990s. However, it was first invented in 1960s and until the mid90s it was under the
name electronic data interchange (EDI). The e-procurement is consisted by Internet
tools and platforms that replace traditional procurement systems by identifying new
direct and indirect suppliers of materials and services, including tendering, where
the purchaser invites bids from potential suppliers, which, by agreeing a price,
leads to either ordering or auctioning. E-procurement, firstly, gives purchasers the
advantage of selecting the right item, from the right supplier at the right time and
at the right price. Secondly, it allows suppliers to learn more about the purchaser’s
customers’ needs than they would from within a normal supply chain. Hence, they
can offer real-time information, together with an automatic service, which sends
them materials when stock levels reach a low point. Such advantages take SCM to
new levels. However, disadvantages of e-procurement are that, should a product fail
to match the one described, or the product quality is poor, it will result in money
being blocked (either during product replacement or refunding process) and time
wasted. Moreover, other emerging technologies can also help the e-procurement
process. ‘Big Data’ could further enhance the efficiency of e-procurement. IoT
can give visibility at every purchasing stage. The 3D printing could become an
alternative solution to produce low volume items, spare parts and prototypes instead
of buying them from overseas suppliers [11].
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5.5 Robotics and 3D Printing

Technological trends such as robotics, self-driven trucks and drones can further
reduce the supply chain production and delivery cost by offering solutions for both
warehousing and transportation. There prime advantage being that they can work
twenty-four-hour days; however, they cannot make independent decisions. Some
innovative companies have developed coordinated systems whereby robots do repet-
itive, routine jobs while humans focus on more complex tasks. A recent innovation,
however, is a co-robot (cobot) that can interact with humans to perform routine
tasks, such as selecting, loading and unloading warehouse items. According to the
International Labor Organization [11] about 56% of Southeast Asian employees
are at risk of displacement by robots over the next twenty years. Similarly, Clark
[21] estimates that, across the economy, almost twenty-five million jobs will be
lost worldwide to automation in the next ten years. However, he also expects new
technology can create fifteen million jobs. Another technology which is expected to
avail SCM is 3D printing, especially in managing ‘high mix/low volume’ product
supplies, since it can be used to print spare parts, or aftermarket products. Thus, it
contributes to inventory reduction and cost savings.

This section has considered supply-chains as business artefacts that are tech-
nology enabled. The article provides an overview of technology areas in which
organisations find themselves in, especially areas that impact supply chains. These
areas include blockchain as well as machine learning. The article is keen on
machine learning techniques most attuned to enhancing supply chains. We argue
that deep learning techniques, especially recurrent neural networks and artificial
neural networks (and CNNs) are most suited to the large supply-chain optimisation.

6 Conclusion

The blockchain technology has now surpassed the limits of the financial industry
and it is hence proposed as a milestone for disruptive technology winning support
in sectors which are vital to companies, especially in the supply chain. In this field,
the primary characteristics of the blockchain, such as immutability, transparency
and decentralization, become necessary tools for the continuous optimization of
processes and above all, they are qualities on which the consumer will increasingly
rely on during his choices. However, there are some intrinsic limits to the scalability
of the system and transactions rate, mainly due to the append-only nature of the
data structure. Although these limits can be tolerated when transactions move only
intangible assets (money), they become a major impediment when a high number of
files, images and documents are associated to a physical good and especially during
the product’s transformation stages, during its journey from the manufacturer to the
consumer.
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Combating Domestic Abuse inflicted
in Smart Societies

Joe Mayhew and Hamid Jahankhani

Abstract This chapter centres on the emergence of technology in cases of Domes-
tic Abuse using two adjunct parts; (a) how digital coercive control using smart home
devices is now an attack vector for abusers and (b) it sets out to answer if the UK
Domestic Abuse bill is adequate to support victims of technology facilitated abuse.

Recent reports in the media have identified cases of Domestic Abuse where
attackers are using smart home devices to exert coercive control over their partners
or former partners.

This research importantly highlights a lack of awareness of technology facilitated
Domestic Abuse by victims, support workers and law enforcement. This has resulted
in the development of a new proposed framework titled SHADA Compliance –
a Smart Home Anti Domestic Abuse framework. The research concludes that the
Domestic Abuse bill does not adequately support the growing threat of technology in
cases of Domestic Abuse. A list of recommendations for future study is included that
could further the field of research for Domestic Abuse charities, law enforcement
and also increase public awareness.

Keywords Domestic abuse · IOT · IOMT smart societies · Threat vector ·
Smart homes · Domestic abuse bill · DAPN · Social media

1 Introduction

Have you ever considered where certain sayings originate from? Take for example,
‘the rule of thumb’, used widely since the seventeenth century as an informal term
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of measurement [17]. However, this fairly innocently sounding phrase apparently
had roots in domestic abuse. This was partly due to a seventeenth century English
Judge Sir Francis Buller, satirised by James Gillray a famous Caricaturist of the
period [11], Buller had a reputation for bestowing harsh punishments and had
apparently made it law that a man could beat his wife with a rod no wider than the
husband’s thumb. Martin continues to state that the true origin remains unknown,
likely because it could have been a throwaway comment or if anything was ever
written down, it has likely been destroyed or hasn’t been found yet. It’s first recorded
association with domestic violence was in the 1970s where it was first criticised by
feminists [17]. On the face of it, there appears to be more articles trying to debunk
the myth surrounding the origins of the phrase “rule of thumb” where a brief search
on Google finds over 11 million results.

The most interesting aspect of this is: where did the association with the saying
originate, was it just a public relations message invented by the feminists of the
1970’s? [4, 23].

Whilst domestic abuse is not a new subject, it has transcended through the years.
Although a vestigial patriarchal belief, where men were the head of the family and
were encouraged to chastise their wives albeit without losing their temper, this
was not always the case. Anna Clark, a professor of history at the University of
Minnesota discusses domestic violence in a historical sense [3]. In Clark’s paper,
she cites work produced by Sarah Pomeroy [22], specifically a book she published
titled “The Murder of Regilla” which documents the murder of Appia Annia Regilla
Atilia Caucidia Tertulla, born around A.D. 125 and subsequent trial of her husband
following the accusation of him killing his wife over a trivial matter.

During the 1950s–1980s, Domestic Abuse was satirised in comic strips. The
twentieth century cartoonist Reg Smythe, creator of Andy Capp, styled his character
on an English northern wife beater [30].

Modern understanding and acceptance of domestic abuse has changed over the
years, the following timeline from the Guardian [27], provides a brief overview of
changes in English law since the late nineteenth century.

A timeline of Domestic Violence legislation across England and Wales can be
found in Table 1 below:

Based on this timeline developed by the Guardian and prior to 2014, the previous
2000 years have focussed solely on the physical aspect of abuse in intimate partner
relationships. Aside from the obvious fact that electronic computing has only been
around since the later part of the twentieth century, recent abuse has taken a more
intangible path. Exerting abuse through non-physical means, such as mental, verbal
or coercive control. This not a new thing, although the medium to inflict this abuse
has moved to a more modern, digital attack vector such as through social media,
tracking apps or reading personal emails and text messages.

Even more recently, advanced methods for exerting control has been highlighted
through smart home devices, also referred to as IoT devices – Internet of Things. IoT
is primarily a marketing term used for everyday devices connected to the internet
so that they can be configured, controlled and/or viewed through a web client
(e.g. Internet Explorer, Edge, Chrome or Safari) or application, typically through a
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Table 1 Timeline of domestic violence legislation

1860 – Law of
Coverture

At the point of marriage, a husband became legally responsible for the
actions of both his wife and children. This meant he was entitled to use
physical or verbal abuse to control their behaviour

1870 – Married
Woman’s Property
Act

Before 1870, when a woman married, her property automatically became
her husband’s. After this act, any money she earned or inherited while
married stayed hers

1895 – Curfew on
wife beating

This city of London byelaw made hitting your wife between the hours of
10 pm and 7 am illegal – because the noise was keeping people awake

1923 –
Matrimonial
Causes Act

This act marked a big change in divorce law. Before, a wife had to prove
her husband had been unfaithful and show evidence of other faults. After
1923, adultery could be a sole reason for divorce for women as well as
men.

1956 – Sexual
Offences Act

This was the first-time rape was defined under specific criteria, such as
incest, sex with a girl under 16, no consent, use of drugs, anal sex and
impersonation

1961 –
Contraceptive Pill

Contraception was made available on the NHS irrespective of marital
status or husband’s permission

1971 – The first
safe house

The charity Refuge opens the first safe house in Chiswick, west London,
for women and children fleeing domestic abuse

1975 – First select
committee

A government select committee on violence in marriage is created and
recommends a minimum of one family place in a refuge per 10,000
people

1976 – Domestic
Violence and
Matrimonial
Proceedings Act

This was the first legislation dedicated to combating domestic violence. It
gave survivors new rights by offering civil protection orders (injunctions)
for those at risk of abuse

1977 – Housing
Act (Homeless
Persons) 1977

Women and children at risk of violence were acknowledged as homeless.
This meant they gained the right to state-funded temporary
accommodation

1988 – Housing
Act 1988

Rents became deregulated making it harder for survivors of domestic
violence who tried to escape and find private accommodation. Though
some argue it helped by developing more supported housing and refuge
services

1989 – Children
Act 1989

The law improved levels of child protection and parental responsibility
but mostly ignored domestic violence

1991 – Criminal
Rape Act

Before 1991 it was a husband’s legal right to rape his wife – marriage
implied consent for sexual intercourse. This was the first time a woman
had legal protection from marital rape

1996 – Family
Law Act 1996

Important changes to this law gave law enforcement automatic powers of
arrest where violence had been used or threatened

2003 –
Inter-ministerial
group on domestic
violence is
established

This group received crucial evidence on the scale of domestic violence
and use of refuges. Women’s Aid (a charity dedicated to ending domestic
violence) played a significant role in providing testimony

2004 – Domestic
Violence, Crime
and Victims Act

This made common assault an arrestable offence. This meant that law
enforcement could arrest a suspect immediately, rather than leaving them
with someone vulnerable while they applied for a warrant

(continued)



350 J. Mayhew and H. Jahankhani

Table 1 (continued)

2005 – Home
Office publishes
Domestic
Violence: A
national report

This report was seen as government’s first public commitment to taking
responsibility for tackling the issue through policy

2010 –
Government
strategy is set out
to end violence
against women and
girls

The strategy developed a 2011 plan which included financial
commitments to support rape crisis centres and specialist training for
health workers in the treatment of survivors

2014 – Clare’s
Law

A law is implemented across England and Wales giving people the right
to ask law enforcement about a partner’s history of domestic abuse

smart phone or tablet (another IoT device). Examples of IoT devices include digital
assistants such as Amazon’s Alexa, Google’s Assist, Apple’s Siri or Microsoft’s
Cortana; heating controls such as Hive, Nest, or Honeywell; doorbells or locking
such as those from Ring or Yale and even home audio systems plus many more
examples of IoT (fridges, cookers, toasters, coffee machines).

It should be noted that there is an argument that the recent abusive actions, digital
coercive control, could be considered advanced, yet they could also be considered
a simpler abuse method without consequences to the abuser. Why the argument?
Consider the following, the attacks are performed using highly technologically
advanced devices that connect to home networks, across the internet and finally to
mobile devices (typically). In between the home automation device and the abuser is
a vast amount of silicone, electronics and miles of cabling transmitting and receiving
millions of binary ones and zeros orchestrated by millions of lines of software code
(culminative). A highly complex mesh of electronics, with the ability to deliver
an abuser’s threat payload, inflicting misery on their targets. Conversely, with all
of this technology in place, designed, manufactured and maintained by nearly a
million IT professionals in the UK alone [26], attackers don’t need to know how
to wire a network, how to setup servers, how to code software. It’s already been
done, the delivery medium has already been created for other reasons than for
someone to use the technology to inflict abuse towards a victim. The attack could
be from any location where there is connectivity to the Internet. Providing there is
access it can be instigated without geographic boundary, without the fear of being
caught, or without seeing the misery inflicted and therefore without feeling there are
consequences for their actions.

It is in this respect, that it is a simpler method for abusers to cause harm, as
technology has advanced to create convenience for actions that previously took a
moderate degree of thought and physical presence.

Work conducted by the Home Office on domestic abuse and the economic and
social costs as a direct result state that in England and Wales in 2016/2017, this
cost was c.£66billion [14]. This figure comprises costs to health services, policing,
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victim services and lost output among many other components. Based on details
from the Office for National Statistics, the individual cost per victim equates to
£34,015, however this is an average and depending on the exact crime, costs can be
significantly more according to the Home Office.

Finally, the Home Office states the figure is under-estimated as it does not fully
reflect the physical harm that victims sustain.

2 Smart Societies and Increase of Threat Vector in Domestic
Abuse

A recent Ernst & Young (EY) study on the consumer attitudes towards smart
home devices states that in 2018 22% of household respondents now have a digital
home assistant compared to 11% in 2017 [10]. The report highlights an increase
in the adoption of smart home devices. EY states that whilst 22% of households
currently own a digital assistant, 41% replying said they will own one within five
years. Smart heating was 2nd favourite, with 12% of respondents owning one, and
41% saying they will own one within 5 years (Fig. 1).

Whether this is due to advances in the technical features, accessibility for a wider
group of users or buyers just want to have the latest technology, the EY report shows
adoption of smart home devices is increasing.

Comparably, in July 2018, the New York Times reported on an increase in the
rise of smart devices as a threat vector in cases of domestic abuse in the US [1, 13].
Citing front-liners that take calls or support emergency shelters, these volunteers
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recalled situations where victims had changed a setting on their heating system to
have it mysteriously change again. Another, where her music system started blasting
music for no reason. There are a number of examples, all of which point along
similar lines where the attacker wanted to excerpt some level of control over their
victims. This article was written by Nellie Bowles, a journalist that writes for the
New York Times in San Francisco and has a history of writing technology related
articles, covering socioeconomic topics, apps and items related to child online safety
as well as this article on domestic abuse.

Reviewing this information in isolation uncovers very little, other than smart
home adoption is likely to increase, and there have been occurrences of Domestic
Abuse where technology has played an integral method to exert some level of
coercive control in a digital manner. However, when combining both pieces of
information, it could be hypothesised that an increase in smart home devices could
lead to an increase in Domestic Abuse where technology is used, due to the simpler
accessibility and easier abuse methods.

Digital Coercive Control or DCC, is a term conceived by Bridget A. Harris
and Delanie Woodlock in their paper: “Digital Coercive Control: Insights from two
landmark domestic violence studies” [13] in the British Journal of Criminology. It
examines the use of technology in digital coercive control. Harris and Woodlock go
on to frame Digital Coercive Control or DCC, to reference the method (digital) for
intent (coercive) to cause harm through action (control). In the view of this author,
this provides a frame for referring to domestic abuse through the use of technology
as is it not specific to the type of technology utilised although the intent and action
is broadly enough categorised to meaningfully reference.

Harris and Woodlock debate terminology and specifically the use of DCC
vs previous terms to describe it such as “technology facilitated stalking” and
“technology facilitated abuse”. They refer to work by [31] as cited in Harris and
Woodlock [13] where use of these terms to describe the mechanism for abuse
confuses the actual problem into a technological one rather than a social issue. Vera-
Gray further highlights other terminology coined by Henry and Powell 2015 cited in
Vera-Gray [31] referring to “technology facilitated sexual violence and harassment
(TFSV)”. However, by being specific about the action being undertaken – ‘sexual
violence’ and ‘harassment’, as well as ‘stalking’ and ‘abuse’, it could be argued that
this could make for a confusing set of terms for a wide group of actions. This could
detract from actually looking at the issue from a higher level where Digital Coercive
Control offers a wider and potentially ‘cleaner’ framing of these types of criminal
activity.

The work by Harris and Woodlock refers to DCC as ‘spaceless’ inferring it is
not grounded in a place and it occupies no space, likely due to DCC performed
across the Internet, although this specific paper then contradicts itself as Harris and
Woodlock propose that geography increases DCC in rural and remote areas in their
paper.

Two works [13, 33] discuss how rural environments create separation for abuse
victims, separation from support services and separation from friends and family.
Rurality is also framed within the sense of traditional meanings of non-urban
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environment isolation. However, the term of rurality could also be applied when
abusers disassociate their victims from their support networks (family, friends and
public services) as part of the cycle of abuse (Walker 1979 as cited in [12]) creating
loneliness for the victim with a dependency on the abuser – psycholigical rurality.

In Delanie Woodlock’s 2017 paper on “The Abuse of Technology in Domestic
Violence and Stalking” [33], the main focus is an “emerging trend” in domestic
violence where technology is used as a medium for intimate-partner stalking and
abuse. Woodlock states that following a survey of 152 domestic abuse advocates and
49 victims, the use of phones, tablets, computers and social media is commonplace
in cases of abuse. An important concept is the “omnipresence” of the abuser,
isolating, humiliating and punishing victims, creating, as previously mentioned, a
sense of psychological rurality.

Woodlock’s introduction refers to the SmartSafe study conducted by the Domes-
tic Violence Resource Centre Victoria (DVRCV) based in Collingwood, Australia
which was a research project looking into the problem of technology facilitated
stalking and abuse in Australia. The paper states that one in every five women
above 15 years of age report they have been stalked according to statistics collected
by DVRCV in 2006. It is worth noting that more recent statistics could provide
higheraccuracy reflecting the current issues of technology facilitated stalking.

Research has primarily been conducted in Australia although Woodlock states
that abusers of stalking are mainly male even internationally (Kuehner et al. 2012;
Logan and Walker 2009; Strand and McEwan 2011 as cited in [33]). Research into
this field is still limited [33], the purpose of the research was to understand if the
use of technology was a growing method for abuse and if mobile technologies were
used. Woodlock discssues E. Starks paper on policing coercive control (Stark 2007
as cited in [33]), specifically referring to intimate partner stalking as a form of
coercive control.

At the time of publishing, the Woodlock paper only touchs on coercive control
and the research seems to focus primarily on male perpetrators. Further to this, there
are a number of references to older papers and research, signalling that there is an
opportunity to perform more up to date research.

Interestingly, and even though Woodlock’s paper was only published in 2017,
Technology is providing the opportunity for abusers to control their partners and as
far back as 2009, 25% of stalking victims in the U.S. stated they have been stalked
via technology (Baum et al. 2009 as cited in [33]).

The SmartSafe Study that Woodlock references was an initiative of DVRCV,
according to Woodlock this study was one of the first domestic violence organisa-
tions in the world to have online resources for victims. DVRCV provides websites,
videos, blogs and online quizes. The study was conducted in 2012 and targetted
both workers in domestic abuse refuges and victims/survivors of domestic abuse.
This study was two online surveys, interviews and focus groups.

The use of social media as an attack vector becomes more apparent, and although
there is no mention of smart home devices, there is prolifent use of mobile
technologies to abuse victims in the results of the study where 78% of victim
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respondants state “Used text messages, phone, and so on to call her names, harass
her, or “put her down” [33].

Whilst Woodlock’s review of the SmartSafe study foccusses on GPS, phones,
texts and social media in abuse, there is a single mention to smart home devices
where a respondant in the worker survey stated:

it was discovered that her ex-partner had installed covert cameras both in the home and at
the front gate that he had linked to his computer [33].

In conclusion of [33] paper on the SmartSafe study, the study, whilst useful,
it doesn’t delve into a sufficiently broad enough technical landscape due to the
growing use of smart devices in the modern home. Technology has evolved, with
newer categories of device now available in the home and likely more ways in which
an abuser can inflict misery onto a victim. Another key point is that the SmartSafe
study is not only gender biased, but also biased on LGBTQ (Lesbian, Gay, Bisexual,
Transgender & Queer), with no male respondents and only 9% of victim respondents
identifying as bisexual.

The Bridget A. Harris and Delanie Woodlock paper from 2018 titled Digital
Coercive Control: Insights from two landmark domestic violence studies begins
to frame a more up to date view on technology in domestic abuse [13]. Spatiality
becomes a key component of the topics discussed in this paper, where Harris and
Woodlock consider the rural aspect of domestic violence. This is a key factor in
this author’s previously mentioned aspect of Digital Coercive Control (DCC) where
abusers create a sense of psychological rurality for victims.

The Harris and Woodlock paper covers Woodlock’s work on Smartsafe and
Harris’ work on Landscapes and rurality affects DCC (George and Harris 2014 as
cited in [13]). The focus of the study was in the experiences of women in non-urban
areas of domestic violence and by the works own admission, it was unexpected to
see such a high level of DCC. Harris and Woodlock state that knowledge of DCC
and initiatives to combat it are fragmented. Furthermore, they confirm at the time
of writing, available literature centres on ‘electronic dating violence’, surveillance
using social media as well as online misogyny.

The general theme throughout the majority of research is a gender bias towards
female victims and male perpetrators. Harris and Woodlock highlight that at the
time of writing, little had been done to examine differences between male or
female abusers v.s. male or female victims where there could be a potentially larger
issue within the LGBTQ community that is masked.

An interesting, although potentially worrying aspect of domestic abuse is that
DCC is regarded as an issue that is less serious than other forms of abuse. Possibly
due to the lack of knowledge by support workers or law enforcement as to the
psychological abuse sustained by victims, but also due to the emerging aspect of
DCC and that it is still a framing in its infancy due to the subtlety of that DCC can
play sometimes and how it could be misconstrued as ‘horse-play’ [13]. Add this, to
the speed with which technology is built, marketed and replaced in a constant cycle
and it’s no wonder it’s a difficult area to track.
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It would be easier to attribute the increase of domestic abuse as a result of the
introduction of more technology into the home, where controlling behaviour over
women increases with it’s introduction. However, technology isn’t the cause of
domestic abuse, specifically DCC, but enables it in an expedited manner due to
its ‘spacelessness’ [13] and the pervasive access through mobile technology.

Some of the research that Harris & Woodlock refers to, draws information from
research undertaken in the Global North, where there was a startling level of digital
coercive control. Harris & Woodlock stated that 22–93% of participants in multiple
studies experienced some for of ‘cyber aggression’ (Picard 2007; Melander 2010;
Burke et al. 2011; Bennett et al. 2011; Zweig et al. 2013; Dick et al. 2014; Leisring
and Giumetti 2014; Borrajo et al. 2015; Barter et al. 2017; Ybarra et al. 2017 as cited
in [13]). Harris & Woodlock further state that active members within the sphere of
research, hypothesise youth and teenage subjects could view DCC behaviour as
normal, although this has the potential to be flawed (George and Harris 2014 as
cited in [13]).

In conclusion of the [13] paper, it identifies the spacelessness (without boundary)
of DCC. Whilst not the originators of DCC, the paper discusses the further framing
of DCC although lacks a wider identification of DCC such as the scope of DCC
including other attack mediums outside of social media, texts, phoning etc. By their
own admission, Harris & Woodlock do highlight the lack of research into DCC due
to it being a new field of inquiry [13] and proposes further investigation.

Leading on to the draft UK Domestic Abuse bill, there is a consultation response
document on the UK Government website titled “Transforming the Response to
Domestic Abuse, Consultation Response and Draft Bill”1 [5].

The consultation document is split into four sections with a further five Annexes.
The document holds the key responses to the consultation that the Government
conducted in 2018 with sections 1 to 4 focussed on the responses to key concerns.
Annex A discusses nine projects that are funded through a Government Children’s
fund. Annex B discusses a list of offences taking extra-territorial jurisdiction to
satisfy Government obligations under Article 44 of the Istanbul Convention [4].
Annex C documents a list of commitments. Annex D documents the draft bill in its
entirety. Finally, Annex E provides a set of explanatory notes for the draft Domestic
Abuse bill.

The Domestic Abuse bill is split into five parts –

• Part 1: Definition of “Domestic Abuse”
• Part 2: The Domestic Abuse Commissioner
• Part 3: Powers for Dealing with Domestic Abuse
• Part 4: Protection for Victims and Witnesses in Court
• Part 5: Miscellaneous and General

1https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/
file/772202/CCS1218158068-Web_Accessible.pdf

https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/772202/CCS1218158068-Web_Accessible.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/772202/CCS1218158068-Web_Accessible.pdf
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The draft bill, understandably uses a high degree of legal language to define the
issue it aims to address. Part 1, the definition of Domestic Abuse, is brief. Much
briefer than expected, and could be interpreted as a disappointing attempt to frame a
serious issue. Part 1, covering 46 lines of text, outlines two key areas: the definition
of domestic abuse and the definition of personally connected.

The definition of abuse, outlines behaviour by a person (“A”), over the age of
16 towards another person (“B” – also over the age of 16) that they have a personal
connection with.

It defines what abusive behaviour constitutes, whether it is physical or sexual,
if it is violent or threatening, whether it is controlling or coercive, if it includes
economic abuse or psychological, emotional or ‘other’. Economic abuse, it states
as having an adverse effect on B’s ability to buy or own property, be in charge of
their own money or buy goods and services of their own accord. And finally, abuse
through another person (such as a victim’s child).

The subject of this chapter is centred on the links between Domestic Abuse and
smart devices in the home. These devices used to excerpt coercive control, to reduce
the ability of the victim to think and act independently, to conduct themselves
knowing that someone is watching, judging or controlling their normal activity –
remotely and without regard for the psychological impact the abuser is having.
This is clearly an unacceptable aspect to an intimate relationship where intimate
relationships are built on trust, they require both parties to commit a sense of implicit
trust in the other.

Woman’s Aid, a non-profit organisation devoted to supporting victims of domes-
tic abuse in the UK, describes coercive control as a method for controlling a person
in order to make them dependent upon their attacker, through isolation, exploitation
and deprivation of the victim’s independence in their normal day to day activities
[32].

Woman’s Aid provides a non-exhaustive set of examples of coercive control:

• “Isolating you from friends and family
• Depriving you of basic needs, such as food
• Monitoring your time
• Monitoring you via online communication tools or spyware
• Taking control over aspects of your everyday life, such as where you can go, who

you can see, what you can wear and when you can sleep
• Depriving you access to support services, such as medical services
• Repeatedly putting you down, such as saying you’re worthless
• Humiliating, degrading or dehumanising you
• Controlling your finances
• Making threats or intimidating you” [32]

This useful, although basic list, provides some examples including ones that
highlight control via digital technology such as monitoring via online communi-
cations tools or spyware. The Domestic Abuse bill only lists types of abuse, not a
method or example of that type of abuse.
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The list was written some time ago (c.2015 looking at the copyright on the page)
and doesn’t take into account newer technologies used in domestic abuse such as
Internet connected doorbells or home heating controls. It highlights the need for a
more up to date awareness campaigns.

The CPS (Crown Prosecution Service), admits that signs of coercive control may
not be immediately obvious to victims [6]. Dating of this information has provided
difficult, although an initial assessment dates it around 2015 or onwards (due to a
2015 case being referenced). The CPS states that domestic abuse takes many forms,
typically person to person. However, their advice recognises the use of technology
and specifically refers to mobile communications, internet communications (such as
email and social media) but also mentions “other web-enabled methods” [6]. There
is little more information other than this, but at least there is some mention of it. As
this space (and the law) matures, there could be further examples provided along
with existing, more well-known methods such as email, texts and social media.

The response document states a “once-in-a-generation opportunity to transform
the response” specifically talking about Domestic Abuse ([5], Forward by Home
Secretary and Justic Secretary). Although, Section 1 of the response states that
“Domestic Abuse is Complex” and further states “it is important that it is first
properly recognised and understood” ([5], pg. 5). The reason for highlighting this
is that Part 2 of the Domestic Abuse bill outlines the role and responsibilities of the
Domestic Abuse Commissioner. This section contains approximately seven times
more content than the actual definition of domestic abuse itself Clearly the UK
Crown Prosecution Service provides guidelines on Domestic Abuse [6] and it could
be left intentionally vague so as not to restrictively define the issue and therefore
could leave room for interpretation that could be both positive or negative depending
on the framing, case situation and nature of the abuse. Even the Crown Prosecution
Service guidance is out of date from modern attack methods and doesn’t refer to
Internet connected smart home devices.

Part 3 of the Domestic Abuse bill outlines powers for dealing with domestic
abuse including the application for and giving of Domestic Abuse Protection
Notices (DAPN) and Domestic Abuse Protection Orders (DAPO). The section
briefly outlines conditions which must be met in order for a DAPN to be given. This
responsibility is for a senior law enforcement officer, when they have reasonable
grounds to believe that a person has been abusive towards another person and when
both those people personally connected ([5], point 18).

For reference, the difference between a DAPN and a DAPO is that a DAPN is
issued by a senior law enforcement officer as interim protection where the senior law
enforcement officer suspects and has reasonable grounds to believe the recipient of
the DAPN will continue to be abusive to the victim. It is a temporary protective
notice whilst a magistrate is engaged to issue an order ([5], point 21). A DAPO
application can be sought by a person who requires protection, chief officer of
police a designate of the Secretary of State or a person with the leave of the court.
Applications are made to a family court and issued by a magistrate.
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In the issuance of a DAPN, there are provisions that can be made including
prohibiting the abuser from entering the premises, requiring them to leave the
premises and prohibiting the abuser from coming within a specified distance (e.g.
restraining order). There is no provision for access to the premises digitally where
the abuser could access home CCTV remotely over the Internet ([5], point 19). As
an example, an abuser could be served with a DAPO, be required to leave the family
home and remain a prescribed distance from their victim, although if the home was
fitted with smart home devices, such as Internet connected heating controls, then the
abuser can still exert coercive control remotely by changing the heating controls at a
time of extreme temperature, such as switching the heating off during the winter. An
additional reference to restricting access through digital means, for example email,
text, social media and Internet connected smart devices in the home could reduce
the risk of an attacker continuing to abuse their victim by to exert coercive control
even though they are out of the home.

The Domestic Abuse bill provides a guideline following a breach of a DAPN ([5],
point 18). It states, that should a constable have “reasonable grounds” to believe
someone is in breach of a DAPN, then that person may be arrested. However, given
the example earlier of an attacker continuing to exert control, even though they have
left the home by using smart home technologies, how could this be proven? What
evidence would need to be collected and without deep technical or deep network
capture expertise or potentially features built into a smart device for reporting, this
could be almost impossible to prove. It would be difficult for law enforcement or
the courts to accept that an abuser had breached the DAPN without clear evidence.
The Domestic Abuse bill includes a provision for making a DAPO without issuing
a notice such as restraint against visiting or entering the premises, although it still
remains possible for an attacker to abuse their victim remotely across the Internet
even though they are denied access to the home ([5], point 30).

The Domestic Abuse bill further discusses the provisions that can be made by
a DAPO, up to date references to technology facilitated abuse is not mentioned
therefore there is still a gap. However, in both the DAPN and DAPO provisions, it
is specified that the person who the DAPN/DAPO is for (the abuser), that they must
not exclude the person it is protecting (the victim), from the premises. This could be
the case when an Internet connected doorlock is at the property ([5], point 30).

Obtaining an arrest warrant for breach of an order could be difficult without
the gathering of evidence from smart home devices. It could speculated that there
is room to manoeuvre as the bill makes provisions for applications for breach
substantiated by oath, or when a judge has reasonable grounds ([5], point 36).

There are a number of notification requirements included as part of an order,
including the requirement that an abuser must notify the police if they change their
address. A possible solution in the evidence gathering process, could be that, the
abuser has to surrender their mobile phone for forensic analysis on a regular basis.
Conversely, additional powers and training may be needed by the police to execute
this ([5], point 37).

Due to the pervasive access to the Internet in most parts of the World, the
Domestic Abuse bill could prove difficult to enforce when coercive control is
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exerted through digital methods. There is coverage for British Nationals and those
under the protection of the United Kingdom, however this is primarily for offences
that occur in the UK. Provisions do not appear to cater for offences that are
perpretated overseas but received by a victim in the UK, especially if the overseas
country does not recognise that offence ([5], point 55).

A literary review evidence can be found in Table 2.
The knowledge of Digital Coercive Control appears fragmented, in part to the

lack of relevant research and wider public understanding of the issues. The research
undertaken to date is valuable to begin framing the area of Digital Coercive Control,
although it has primarily focussed on technology facilitated stalking [33]. Woodlock
references social media and some mobile technology (texts/SMS) used in these
examples.

This may be due to the rapid advancements in technology and support functions
across law enforcement or social services unable to stay abreast of those advances
and new methods for abuse through their regular training or knowledge sharing
initiatives.

As the likelihood for smart home technology adoption increases [10], so could
the increase of incidents of Domestic Abuse involving technology in Digital
Coercive Control, especially as the EY report cited that 41% of the respondents
indicated that they will be purchasing smart heating controls within the next 5 years.

The Domestic Abuse bill appears limited in its definition of coercive control
and has little regard for more recent digital coercive control in the bill provisions,
especially when a Domestic Abuse Protection Notice or Order is required to cease an
abusers contact with their victim. This is especially relevant when law enforcement
and the courts required evidence of a breach of those notices/orders.

Another important factor is that the reviewed research performed date may be
biased in favour of heterosexual women and gives little, although in most cases no,
reference to male or LGBTQ victims of Domestic Abuse.

In all of this, there is the emergence of two key questions such as, how can
this bill reduce the impact of the spacelessness caused by digitial coercive control?
Meaning, how does the bill limit or remove the ability of an abuser to create an
environment where their victim feels helpless, where a victim of Digital Coercive
Control has no control over their own privacy or have the security of support during
a time of extreme anxiety, stress and hopelessness?

Secondly, how can the Domestic Abuse bill be enforced in the modern age when
so little is understood about Digital Coercive Control, how DCC could be performed
and how it can be proven?

This latter question is extremely important, in the performance of obtaining
evidence to support Domestic Abuse Protection Notices and Orders. How can this
evidence be gathered and presented to law enforcement or the courts when there is
supsicion that a notice or order is in breach?
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3 Is the UK Domestic Abuse Bill Adequate to Combat
Domestic Abuse Inflicted Through IoT in the Home?

To answer the question a varied and sensitive approach to both understanding the
issues currently faced in the UK and the ‘as-is’ state of support and awareness
provided by UK charities, the media, law enforcement and government needs to
be followed in a form of a mixed methodology

Previous searches yielded some high-value research centred on digital coercive
control; technology facilitated abuse the aspects of how rurality (predominantly
in rural surroundings as opposed to urban). Academic papers such as these, in
addition to news articles, statistics from the Office for National Statistics, Home
Office guidance and the Domestic Abuse bill, all form quantitative methods in this
research.

This approach should provide a balanced view of what the available information
is and also what is happening both at the ‘front line’ from carers by questioning
a group of them as well as reviewing previous studies. In order to maintain a low
risk to ethics, the collection of primary data from abuse victims is a high risk and
extremely sensitive given the nature of the data collected. The research proposed to
collect data via a questionnaire from abuse victims using an intermediary such as a
charity working with vulnerable adults and victims of domestic abuse. This was to
ensure that the data received could be anonymised resulting in low risk to victims
being identified which was the objective of conducting this primary data research
via an intermediary. Although ethics was sought and agreed for this method, an
amended plan was implemented to only seek to question Domestic Abuse support
staff.

A UK charity was approached and have accepted to support this research aims, its
methodology and offered to provide access to support staff through a questionnaire.
The charity Hestia (http://www.hestia.org/), supports vulnerable adults and children
in London and advocates locally and nationally on issues affecting them. Hestia
also works closely with another UK charity, UK SAYS NO MORE (https://
uksaysnomore.org/) which aims to end Domestic Abuse and Sexual Assault.

A questionnaire for Domestic Abuse support staff was created to identify if abuse
through IoT was performed, it asked how victims identified it and what if anything
was done about it. The questionnaire began with a set of diversity and inclusivity
questions and demographics, followed by a set of questions to explore the field of
study further.

In addition to the questionnaire, a Twitter poll was published to seek public
opinion on technology facilitated abuse and the role of technology companies.

Whilst conducting the literary review, it is clear of the five W’s that Dawson
refers to, that this project is required to answer [8, 9].

In summary, these are:

• What: Is the UK Domestic Abuse bill adequate to combat domestic abuse
inflicted through IoT in the home?

http://www.hestia.org/
https://uksaysnomore.org/
https://uksaysnomore.org/
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• Why: The hypotheses is that, there is insufficient awareness of digital coercive
control related Domestic Abuse using smart home devices (IoT – Internet of
Things devices). It is a relatively new abuse vector, one with little information or
awareness and even less research.

• Who: Participants of the primary research will be Domestic Abuse support staff
who are at the front line, providing support, advice and care for victims of
Domestic Abuse.

• Where: The research questionnaire will be conducted using Survey Monkey and
sent to c.100 Domestic Abuse support staff at the UK charity Hestia.

• When: Research was conducted during the summer of 2019.

Public opinion is important for such social, technological and legislative issues
in examples of Domestic Abuse related to Digital Coercive Control. To gather data,
two questions were created that were aimed to test whether public opinion was in
favour of technology companies doing more to help and whether public opinion felt
smart devices made domestic abuse easier.

Through Hestia, the UK charity ‘UK Says No More’ provided a platform via
their own Twitter account to post the question to their 5441 followers.

The two specific questions were:

1. Do you think companies which build tech such as Alexa and Siri should build
features to reduce the possibility of monitoring or stalking a partner?

2. Do you think smart devices make it easier to perpetrate abuse?

4 Smart Home Anti Domestic Abuse Framework, (SHADA)

Under advice from the charity, references to Digital Coercive Control were replaced
with “technology facilitated abuse” as this terminology more closely matched the
current awareness by support workers.

When asked if there was sufficient training to identify technology facilitated
abuse, over 80% of the respondents answered ‘No’. Comments received for this
question centred around a lack of understanding by law enforcement and support
staff and the respondents citing the lack of Tech Abuse training.

Of the respondents, 75% have met victims of Domestic Abuse. One comment
received, referred to DASH which stands for The Domestic Abuse, Stalking
& Honour Based Violence [7]. DASH is a risk identification, assessment and
management model endorsed by law enforcement and charities supporting victims
of Domestic Abuse [7]. On review of the 2009 DASH Risk Assessment process,
there is no inclusion of coercive controlling behaviour in the questions other than
financial dependency. Although the document appears to be dated 2009 (based on
the copyright), which may explain why there is no reference to the updated criminal
offence of coercive control.

When asked if cases of abuse using technology was on the increase, 100%
responded ‘yes’. Comments received mainly related to tracking-related applications
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including data apps and apps that were placed on a victim’s device without their
knowledge.

When asked if the victims had the knowledge to disable access to devices follow-
ing a separation, over 90% responded ‘No’. Respondents commented that Safety
Planning was key to ensuring that victims had the knowledge to remove access.
The responses mainly implied the restriction or removal of tracking applications
and there was no mention of smart home devices. The comments also inferred that
victims were unaware that technology was being used in the abuse and based on the
responses, this would most likely be tracking applications on the victim’s mobile
phone.

It is clear that unfortunately children are also caught up in the different methods
of Domestic Abuse related coercive control. The questionnaire asked if children
had been gifted devices to be used in coercive control, over 90% responded ‘Yes’.
Interestingly, the comments received included an incident where a Father had bought
a child a PlayStation that was used to spy on his former partner. Another incident
cited was when a child was purchased a smart phone, the child uploaded pictures to
social media and the father was able to track the Mother via these pictures. Whilst
this could still have taken place if the Mother had purchased the phone, it does
support the need for an improved quality of online hygiene performed by victims,
where by default and therefore before providing smart devices, a list of settings
should be checked to ensure that even some basic features are switched off and even
educating young smart device users on the dangers of posting images that can be
used to track and locate.

Within the comments for the same question, one piece of feedback that was
received, simply stated ‘Sanctuary Scheme’. Review of the Sanctuary Scheme
guidance on the Gov.uk website provided no valuable guidance for securing
technology, on page 75 of the guide, the advice was simply “Change mobile phone
and landline numbers” [29].

The advice on room requirements may well still be valid, however the guidance
on technology, in reality is years out of date having been written in 2010.

Finally, support staff were asked for the approximate number of male or female
victims of Domestic Abuse they had worked with over the past three months where
technology facilitated the abuse. Just under 90% of victims were Female and a little
over 10% were Male.

The result from the Twitter poll via the @UKSAYSNOMORE Twitter profile
with 5441 followers in September 2019 indicated the following:

Question 1 asked: “Do you think companies which build tech such as Alexa and
Siri should build features to reduce the possibility of monitoring or stalking a
partner?”

Of the 207 responses, 89% replied Yes, essentially that technology companies
should introduce features that reduce the possibility of their devices being used in
Digital Coercive Control and 11% replied No.

Question 2 asked: “Do you think smart devices make it easier to perpetrate abuse?”
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The Twitter poll received 204 responses, 84% said Yes, they felt that smart
devices made it easier for abusers of Domestic Abuse and 16% replied No.

The Twitter poll highlighted public opinion on both technology manufacturers
role in reducing the opportunities for abusers to cause harm and if the public felt
that smart devices were making it easier to abuse. The responses were reasonably
clear with the public feeling strongly that technology companies should be doing
more and that smart devices do make it easier.

Whilst the results are illuminating, it is worth noting that the pool of respondents
could be considered low (approximately 400). It may not show a wholly accurate
view but is useful to gauge a perspective on current public opinion.

5 2018 Domestic Abuse in England & Wales: Office for
National Statistics

The Office for National Statistics (ONS), is “the UK’s largest independent producer
of official statistics and the recognised statistical institute of the UK.” [18]

Nationwide information and statistics for the UK can be found on this website,
including information relating to Domestic Abuse which can provide insights into
how Domestic Abuse in England and Wales is dealt with along with annualised
crime data. The ONS website for Domestic Abuse [19–21] in the 2018 report states
that there has been little change in the frequency of Domestic Abuse, although
there has been an increase in the number of cases reported by law enforcement –
through the crime survey. There are multiple sources of data in producing this
information including criminal justice system and sector specific organisations
providing services to victims.

The ONS site states that 599,549 domestic abuse-related crimes were committed
in the year ended March 2018, this is up 23% from the previous year. Further,
law enforcement made 225,714 arrests and conviction rates following prosecution
was 76%, its highest level since 2010. By its admission, the ONS highlights that
Domestic Abuse is frequently hidden, and therefore the statistics provided do not
project a wholly accurate picture of Domestic Abuse in the UK [19–21].

Additionally, the ONS references the way in which law enforcement has
improved the identification and recording of domestic abuse incidents as crimes.

There was a marginal difference in non-sexual Domestic Abuse between the
statistics of 2018 versus 2017 with 5.6% and 5.5% of adults aged 16 to 59
respectively indicating a small increase.

The ONS report also cites a rise in Domestic Abuse related crimes recorded
by law enforcement that now includes Coercive or Controlling behaviour. This
is largely due to coercive or controlling behaviour becoming a specific criminal
offence as of 29th December 2015 [19–21].

A total of 9053 coercive control offences were recorded in the year up to March
2018. The ONS report goes on to state that 960 offences of coercive and controlling
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behaviour resulted in a prosecution at a magistrate’s court, three times more than the
previous year where there were 309 offences in 2017 and just five in 2016 [19–21].

The ONS report cites that an increase is expected as law enforcement improves
the identification and prosecution of these offences as well as public awareness
increasing the ability to recognise coercive control as related to Domestic Abuse.

There was no clear distinction in the types of coercive control, nor the methods
utilised by attackers. This information may be not be recorded by law enforcement
or it may not be transferred into the ONS.

In considering the analysis of the research, three hypothetical solutions can be
proposed. When combined, they provide a theoretical framework to support the
reduction of Domestic Abuse, specifically in cases of digital coercive control.

The framework contents and image is original, however inspiration for the
process was taken from guidance by the University of Southern California on how
to create a theoretical framework when organising a social sciences research paper.

The following outlines a theoretical framework called ‘SHADA Compliance’, a
Smart Home Anti Domestic Abuse framework created by the author Joe Mayhew.
It is based on the analysis performed during this research.

The aim of this theoretical framework would focus of three core areas:

1. Legislative Amendments

• Update the Domestic Abuse bill to include digital coercive control
• Update CPS guidance that provides examples of digital coercive control

2. The role of Technology Developers

• Define a functional standard to provide the ability to obtain evidence in the
event a smart home product is used in cases of Domestic Abuse

• Provide a mechanism for dual management of smart home devices to ensure
that no single resident is in control

• Use an RFC or ISO approach for SHADA Compliance that gives confidence
to consumers

3. Awareness

• Campaigns via TV advertisements, posters in social premises and social media
aimed to raise public awareness of digital coercive control

• Training for law enforcement on how recognise examples of digital coercive
control and methods to collect evidence

• Training for Domestic Abuse support staff to help victims identify examples
of digital coercive control

The objectives of this framework would be to:

1. Ensure there is a legal policy is in place to prosecute abusers and protect victims
of Domestic Abuse cases of digital coercive control

2. Ensure that technology is able to instil confidence to buyers of consumer
electronics for the smart home and that it is difficult to be used in cases of
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Domestic Abuse, potentially using a Kitemark quality standard as provided by
the British Standards Institute [2]

3. Raise awareness for victims, law enforcement and Domestic Abuse support staff
to be able to recognise digital coercive control, collect evidence and provide
appropriate advice.

The challenges envisaged with this approach include:

• There is limited evidence that awareness campaigns work. Research into effective
campaigns and ineffective campaigns would be advisable before working on
raising awareness so that a campaign reaches its intended audience and has the
desired outcomes.

• There could be technical challenges with adoption of some of the recommended
features to aid evidence collection along with potential confidentiality issues.

• The pace of change of technology is at an unprecedented rate. Keeping abreast of
technology advances in the home will prove challenging for all parties to ensure
that awareness, advice and tools remain relevant.

The graphic below depicts an overview of the framework with the summarised
points from the conclusion and recommendations (Fig. 2):

Fig. 2 Image of proposed SHADA framework, Source Joe Mayhew
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6 Conclusions and Recommendations

The essence of this chapter is to understand if the UK Domestic Abuse bill
adequately acknowledged, understood and incorporated technology into the fun-
damental core.

The Domestic Abuse bill [5] fell surprisingly short, by a long way. It is unclear if
the bill intended to be as vague as it is when it discusses coercive control. It permits a
varied range of interpretation of what is legal and that which is not and may result in
law enforcement being confused and unable to support victims of Domestic Abuse
at the level they require. It may be, that the interpretability is intentional, so as to
provide a blanket cover potentially to ensure that the bill is non-specific and affords
a mechanism to ‘catch-all’.

The Domestic Abuse bill references the Crown Prosecution Service (CPS) and
provides additional references [6] and examples for law enforcement and the courts.
At the time of the research, the guidelines were drafted nearly four years ago. It is
unclear if these are due to change any time soon as the guidelines outlines coercive
control – restricting who their victims see, control their financial matters, spy on
them, however there are no other examples such as smart heating systems or video
doorbells.

The similar statement can be made for previous research, including by Woodlock
[33], Harries and Woodlock [13] where their research centred on technology
facilitated stalking or harassment that includes platforms such as social media,
texting and emails etc. Their research was conducted recently, but when the article
from the New York Times [1] and Ernst & Youngs Smart Home Survey [10] are
reviewed in parallel. It would not be incomprehensible to hypothesise that there will
be an increase in cases of Domestic Abuse where Digital Coercive Control is the
primary case for prosecution by the courts.

It is clear from the responses that, whilst technology facilitated abuse was new, it
was growing and staff cited a lack of awareness on behalf of the victims and a lack
of training for support staff and law enforcement, as serious impediments to reduce
the overall risk to victims of Domestic Abuse.

The questionnaire results included 100% of the respondents confirming that there
had been instances where abusers are using technology as part of their abuse vector
such as smart devices, although the majority of the time victims did not realise until
it was too late and predominantly refer to mobile devices. It could be argued that
the sample size is too small to draw any credible conclusions, however given the
responses were all sought voluntarily and with no contact to the responders directly,
the responses do begin to provide a picture of how technology is becoming an ideal
attack platform by proficient abusers.

The Twitter poll yielded the strongest quantitative results with 89% and 84% of
respondents on both polls replying yes to technology manufacturers should do more
and yes smart device enable easier abuse methods respectively. The twitter poll,
supports the technology manufacturer recommendation to incorporate features as
per the SHADA framework.



Combating Domestic Abuse inflicted in Smart Societies 371

The Office for National Statistics (ONS) was not detailed sufficiently to provide
information on technology used in abuse such as digital coercive control or details
of cases of primary or secondary offences (secondary to physical abuse as a
primary offence for example). Coercive Control in intimate partner relationships
only became unlawful at the end of 2015 and statistics show a three-fold increase
from 2017 to 2018 (sub 1000 offences) and an ×60 increase from the previous year
(2016).

Offences that are registered with the ONS are categorised into sexual, non-sexual
physical or emotional abuse. By its own admission, the ONS recognises that it does
not capture the new offence of coercive control completely. The mechanism by
which to do this must happen at source, this being information provided by law
enforcement, information provided by Domestic Abuse support services and also
the questionnaires that are provided to victims.

With the UK having the 2nd largest user penetration in consumer spending at
38.8% [25], and with 61.7% of consumer electronics users male and 38.3% female,
men are more likely to buy smart home devices [24] and the addition of the findings
by EY [10] on projected consumer spending over the next five years, plus the
changes in legislation to now include coercive control, that a rise in Domestic Abuse
related coercive control could be seen.

A public awareness campaign might help here but given previous campaigns, the
right engagement and media channels will be imperative for a campaign’s success
and as suggested in the same blog, multiple methods need to be employed to get the
messages across both digitally but also through other methods such as local support
services.
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Abstract Forensic age estimation is usually requested by courts, but applications
can go beyond the legal requirement to enforce policies or offer age-sensitive
services. Various biological features such as the face, bones, skeletal and dental
structures can be utilised to estimate age. This article will cover how modern
technology has developed to provide new methods and algorithms to digitalise this
process for the medical community and beyond. The scientific study of Machine
Learning (ML) have introduced statistical models without relying on explicit
instructions, instead, these models rely on patterns and inference. Furthermore, the
large-scale availability of relevant data (medical images) and computational power
facilitated by the availability of powerful Graphics Processing Units (GPUs) and
Cloud Computing services have accelerated this transformation in age estimation.
Magnetic Resonant Imaging (MRI) and X-ray are examples of imaging techniques
used to document bones and dental structures with attention to detail making them
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1 Introduction

Forensic age estimation is one of the key research areas in the field of medical
forensics. Although age estimation of unidentified cadavers or skeletal identification
is a well- established forensic discipline, age estimation in living individuals is a
relatively more recent area of applied research within forensic sciences that has
attracted considerable attention [1]. The thriving integration of digital technologies
into modern lives broadens the diversity and scope of forensic science and has
created a need for new forensic science techniques including innovative computer
vision and Machine Learning (ML) to support forensic investigations. Alongside
the conventional forensic disciplines, Digital Forensics (DF) has developed as
a branch of forensic science covering diverse digital technologies that can be
exploited by criminals. Image-based evidence gained through sources like surveil-
lance, monitoring or social media-driven intelligence that are commonly used by
law enforcement in forensic investigations and by witnesses to describe suspects
demonstrate the widening scope of forensic investigations. This creates specialised
workload, generates backlog and requires highly specialised forensic practitioners
[2, 3]. Therefore, more research is required to develop techniques and methods that
are more efficient and automated thus reducing the backlog, workload and cost of
the forensic investigation processes including the case studies when digital devices
are involved as part of the crime scene or scope.

Soft biometric traits like age estimation, predicting a person’s age using ancillary
information from primary biometric traits like face, eye-iris, bones or dental
structures, has attracted significant research in the past decade. Soft biometrics
have a number of applications apart from medical forensics [1] including healthcare
[4], age-related security control, human-computer interactions, law enforcement,
surveillance and monitoring [5–7], socio-political related defence and security in
border and immigration controls and to establish the age of illegal immigrants
without valid proof-of-birth in adults or unaccompanied minors [8, 9], which is
becoming an integral part of forensic practice [10]. Furthermore, without an accurate
age estimation victims of child-trafficking, asylum seekers or illegal immigrants
cannot receive the required instrumental support [11]. Due to the ease of online
access, child sexual victimisation crimes are rising [12] with increased DF child
exploitation investigations involving age estimation [13].

Apart from determining the age of cadavers or as part of the paleo-demographic
analysis, the ability to estimate the age of living persons, which require accurate
age estimation techniques, has become increasingly more important. In traditional
approaches, most dental age estimation techniques like tooth emergence [14] or
dental mineralisation [15] have limitations of age estimation beyond adolescence.
Skeletal maturity with the development of X-ray was researched but due to the risks
of exposure extensive X-ray based datasets were not produced. The development of
highly detailed imaging techniques like ultrasound and Magnetic Resonant Imaging
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(MRI), used to record dental and bone structures provide suitable opportunities for
age determination of living persons [10].

Determining the age from image data is a highly complex task with numerous
methods proposed by scientific research from measurement-driven analysis to the
application of machine learning algorithms with constantly improving accuracy
[16]. While a human face reflects significant amount of communicative information
and facets about a person including gender, identity, ethnicity, expression and age,
which humans have a capability to detect at a glance, there is a growing expec-
tation that digital systems will have similar capabilities and recognition accuracy
seamlessly [16–18]. Ancillary-related biological traits like the heterogeneity of
the maturing process of human faces, bones, wrinkles, ethnicity or image-related
traits including illumination, make-up or pose make age estimation challenging
[19, 20]. Deep Learning (DL) methods result in higher accuracy compared to
more traditional approaches like statistical [14], handcrafted methods that although
require very small datasets, short training times and are computationally inexpensive
their problem solving approach is modular relying on expert knowledge for complex
feature extraction [21] or shallow learning which also requires feature extraction
and classification [22]. Although DL methods require large-scale datasets, highly
complex computational capability compared to the traditional approaches DL has
automatic feature extraction with an end-to-end problem-solving approach that
enables solving computer vision challenges [20, 23].

Furthermore, the large-scale availability of image dataset, the advantages of hard-
ware, analysis techniques and parallel processing of High-Performance Computing
(HPC) to deal with the computational requirement of image-based age estimation,
although underexploited, are beneficial to the digital forensics’ community and
could reduce the computation time to expedite the processing and analysis of the
DF investigation. Although traditionally GPU computing was considered difficult
to utilise and targeted for very niche problem solving, the availability of multi-core
CPU with GPU acceleration is increasingly more accessible and widely used in HPC
enabling simpler programming models, better economies of scale and performance
efficiency [2]. More precisely, recent research makes widespread use of deep
Convolutional Neural Networks (CNN), automating and significantly increasing the
age estimation accuracy. If applied, the use of CNN for automated age estimation
could increase accuracy and reduce the human effort in forensic investigations.

This article addresses age estimation, introduces and discusses deep CNN
in automated age estimation to support the medical community. The difference
between the traditional approach and the deep learning approach for age estimation
is discussed at length along with the reasons which made the deep learning approach
more popular in recent years among researchers. A detailed comparison of deep
CNN based methods for age estimation using different biological features is also
covered including advantages and drawbacks of using dental MRI images for age
estimation.
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2 The Difference Between Traditional Approaches and Deep
Learning for Age Estimation

We have found four distinctive approaches in the literature for estimating age from
images. The first approach used statistical analysis of teeth and mandibular of child
subjects [24]. proposed a method of age estimation based on the development of the
seventh teeth from the left side of the mandible. And [25] proposes a method based
on 14 stages of mineralization [25].

The second approach used handcrafted methods extracting features from the
texture of the face, shape, the colour of the skin, appearance etc. [21] proposed
a method for age estimation which can extract effective ageing pattern using a
discriminant subspace learning algorithm. In [26], an automatic age estimation
method based on ageing pattern representative subspace was proposed which mainly
sorts face images by time order.

The third approach is related to shallow learning. It involves extracting features
using local binary methods from the patches of the face and then classifying the
extracted features using a classifier [27]. proposed Bio-inspired features which
are widely used for age estimation, and [28] proposed the improvement base don
using a scattering transform. This method added a filtering route to the biologically
inspired future which improved the accuracy of age estimation [29]. proposed an
orthogonal locality preserving projection technique (OLPP) which further increased
the quality of features for age estimators. The second component in this method
is a classifier or regressor. Classifiers can be a multi-layer Perceptron, k-nearest
neighbours or Support Vector Machine (SVM). Polynomial regression [29] support
vector regression and can be used as a regression method for age estimation. This
method also requires some prior knowledge.

The fourth approach utilises deep learning algorithms to learn the hierarchical
features automatically from images [30]. A detailed analysis of deep learning-based
methods will be demonstrated in this article. These methods have the advantage of
not requiring a feature selection process, instead, features are selected automatically
according to the application.

The handcrafted and shallow learning approach requires a separate feature
detection step, then these features are classified using a separate classifier. Whilst
deep learning methods provides an end-to-end solution which removes the need of a
separate classifier. However, the drawback of using deep learning can be manifested
by the requirement of a big dataset and demand for a powerful processor. It has
been observed that deep learning methods provide higher accuracy compared to
other methods, but it is very difficult to interpret which features have been used to
reach the conclusion with this higher level of accuracy.

Table 1 demonstrates differences between the traditional approaches namely
shallow learning and hand-crafted feature learning methods, and deep learning
methods.
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Table 1 Comparison between deep learning and other traditional approaches

Comparison parameter Deep learning Shallow learning Handcrafted methods

Data requirement Large dataset Small dataset Very small dataset
Hardware requirement CPU + GPU CPU Normal or embedded CPU
Feature extraction Automatic Handcrafted features +

classification
Handcrafted features

Problem solving approach End-to-end Modular Modular
Training time Long Short Very short
Interpretability of features Low High Very high

Fig. 1 Artificial neuron architecture

3 The Convolutional Neural Network (CNN)

The most widely used deep learning method for age estimation in literature is
CNN. The basic type of neural network tries to mimic the behaviour of the human
brain and is called Artificial Neural Network (ANN). The ANN architecture is a
perceptron weighting a sum of inputs and applies a threshold activation function
[31]. It contains multiple perceptrons connected with each other as shown in Fig. 1.

The ANN architecture in Fig. 1 contains an input layer with three neurons, an
output layer with one neuron and a hidden layer with four neurons. The neurons in
every layer are connected with each other so ANN is also known as a fully connected
network. Each neuron performs the weighted sum of all the inputs and adds the bias
term. This is a linear operation but most of the real word problems are non-linear.
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Therefore, to make the network non-linear this sum is passed through an activation
function. The output y for a neuron with k inputs can be represented as:

y = f

(
k∑

i=0

XiWi

)
(1)

The modern-day neural network contains many intermediate hidden layers so
these networks are called Deep Neural Networks (DNN).

The number of weights between each layer can be calculated by multiplying
neurons in a current layer by neurons in a previous layer. The number of weights
will increase together with the number of neurons in the hidden layer. The number of
hidden layers and number of neurons in each hidden layer is called hyperparameters
which have to be chosen thoughtfully by the network designer according to the
application.

The choice of activation function plays a very crucial role in determining the
performance of the ANN. It will also determine how fast the network will converge
while training and how much computational cost it requires. There are many
activation functions used by network designers but Sigmoid, Tanh and ReLU are
the most frequently used activation functions. The mathematical equations for these
are given below.

Sigmoid function : f (y) = 1

1 + e−y
(2)

Tanh function : f (y) = ey − e−y

ey + e−y
(3)

ReLU function : f (y) = max (0, y) (4)

The Sigmoid function (3) is considered a smooth threshold function which is also
differentiable. The output of a sigmoid function will be between 0 and 1. The issue
with sigmoid function is that for a large value of activations it has a very small value
of gradient so weights in initial layers will take a long time to update (also called
the vanishing gradient problem). Tanh or hyperbolic tangent function as described
in Eq. (4) is similar to sigmoid but it has an output in the range of −1 to 1. It
will work better than sigmoid in most cases because it centres the data with zero
Means. The vanishing gradient problem is also prevalent with the Tanh activation
function. However, Rectified Linear Unit (ReLU) function as described in Eq. (5)
can solve the problem of vanishing gradient. It is also easier to compute and the
overall training of the network is relatively faster.

The final layer of ANN for a multiclass Image classification uses softmax
activation function [32] described in Eq. (5) which is mainly an extension of the
Sigmoid activation function. It gives the probability of each class by converting the
vector to a range from 0 to 1.
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Softmax Activation function : f (y) = eyk∑k
k=1 eyk

(5)

ANN uses weights and bias to store information related to the application. These
weights and biases are updated during the training phase of the supervised learning
approach by calculating the minima of a cost function. The cost function is an error
function between the actual value and the predicted value and could be a Mean
Square Error, Mean Absolute Error, Binary or sparse cross-entropy etc. The minima
of the cost function can be found by using optimization algorithms like gradient
descent, Adam, RMSProp etc.

There is a limit to using ANNs for computer vision tasks. The raw pixel values
are used as input to the ANN. So for an image size of 1080 × 1080, there will be one
million input neurons. Even if there is only one hidden layer with a small number
of neurons, the network will have millions of trainable parameters which means a
large dataset and a complex computational unit for training. The second drawback
associated with using ANN for computer vision is that it does not take into account
spatial neighbourhood information although it is essential for image processing.

These two drawbacks of ANN has led to the use of CNN in computer vision [33].
CNN uses convolution operation which takes into account the spatial neighbourhood
information. It also uses the concept of parameter sharing which reduces the number
of trainable parameters. It can do that because the same weights can be applied to
find features from an entire image. A 3x3 Sobel filter can find edge features from an
image of any size with only 9 weights.

The architecture of CNN for an age estimation problem is shown below in Fig. 2.
Figure 2 shows an input image (dental MRI scan) passing through a number of

convolution and pooling layers. The convolutional layer tries to collect hierarchical
features from the image. Then, the pooling layer is used to reduce the dimensions
of the features map. The number of convolution operations in each layer along with
the number of these layers should be chosen wisely by the network designer. The
output is then converted to a single column vector by a Flattening layer. This single
vector is given as an input feature vector to an ANN or a fully connected network
for image classification.

Fig. 2 CNN architecture
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3.1 Techniques to Avoid Overfitting in CNN

When the network performs very well on the training data but poorly on the
test data then it is called over-fitting. There are several techniques to avoid over-
fitting. For instance, Regularization prevents the weights from getting too large.
Batch normalization regularises the response after every convolution layer. Another
technique is Dropout [34] where random neurons are dropped from the network
during training, and the network will not be overly dependent on a single neuron.

3.2 Training of CNN

CNN stores information related to the application in the form of weights and bias
and need to be trained for the given application. This can be done by showing the
labelled training data to the CNN architecture, this approach is called Supervised
Learning.

The weights and biases are initialized randomly with small values. Uniform
Random distribution or Xavier initialization [35] is normally used to initialize the
weights’ value. When the labelled training image samples are given to the CNN
architecture, it will calculate the prediction with a forward pass technique using
the initialized weights. Then the error between the predicted output and the actual
output will be calculated. Mean square error and Mean absolute error are two
popular error function for regression problems. Binary cross-entropy is used for
the binary classification problem, while the categorical or sparse cross-entropy is
used as an error function for the multi-class classification problem.

The calculated error is backpropagated to update the weights using a gradient
descent which is an optimization algorithm used to find the minimum of the error
function. Other optimizers include Stochastic Gradient Descent, Adam, RMSProp
and Adagrad.

There are different types of training methods depending on the number of times
the weights are updated in a given timeframe. If weights are updates only once it
is called full batch learning. The full batch learning method will take a long time
to converge and it will require a large memory space to store images from the
entire training set. The advantage of using full batch learning is that it will certainly
converge to a global minimum. However, using a stochastic method as an alternative
type of training updates the weights after every image, therefore, requires minimum
memory and converges faster. It has the disadvantage of fluctuating around the
minimum value. Moreover, an intermediate method is referred to as mini-batch
learning where the training set is divided into several batches and the weights are
updated after every batch of images.
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4 Availability and Quality of Datasets for Age Estimation

The appropriateness and completeness of the training dataset can be the key
factor to improve the accuracy of age estimation. CNN as a supervised algorithm
requires a large number of labelled datasets for training. Datasets for age estimation
should also contain a uniform distribution of images of all ages for accurate and
inclusive detection. The widespread use of social networking sites has contributed
to maintaining large scale facial datasets. Additionally, many open-source datasets
designed specifically for age estimation have been created. Face and dental structure
are the two most used biological features to estimate age in the literature. To
investigate which of these have been successfully used in research studies, we have
performed secondary data analysis of primary studies which we summaries in Tables
2 and 3.

Table 3 list all the datasets used in the literature to estimate age based on facial
images.

The choice of datasets plays a very important role in getting an accurate result
for a particular application. Therefore, a suitable database from the above tables can
be chosen for estimating age using facial and dental images. In the next section,
we compare between deep CNN methods trained using these databases for age
estimation.

Table 2 Summary of dental datasets used for age estimation

Name
Number of
subjects Age range Special note about the dataset

Southern Chinese
Patient Dataset [36]

182 3–16 years The dataset contained dental panoramic
Tomograph (DPT) images from children
and adults. The dataset contained the
images in the range of 3 to 16 years. The
selection of subjects was done from the
archives of Prince Philip dental hospital,
Hong Kong. The subjects were chosen
randomly.

UK Caucasian
Dataset [37]

5187 11–15 years Aimed to develop a reference dataset for
at the 13 year old threshold to support
dental age assessment for Caucasian
children.

French-Canadian
Dataset [38]

274 2–21 years This dataset is based on the dental
maturity of French and Canadian
population. This dataset overestimates the
age by 6 months so you have to be very
careful while choosing this dataset for a
global population.

Darko Stern’s
collected MRI
Dataset [39]

103 13–25 years This custom dataset contains 103 3D MRI
images of the hand, thorax and dental
structure out of that 44 subjects were of
minors.
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Table 3 Summary of facial age estimation datasets

Database Images
Age Range
(Years) Special Notes about Dataset

FG-NET [40] 1002 0–69 This dataset is widely is used for estimating age.
It is not available for download from its official
site but can be downloaded from other sources.

MORPH [41] 1724 27–68 This dataset is provided for age estimation in
adults for academic distribution.

Yamaha gender
and age (YGA)
[21]

8000 0–93 The dataset contains five labelled frontal face
images of the same person. The images have
different facial expression and illumination.

WIT-DB [42] 5500 3–85 The WIT-DB dataset contains images with large
illumination variation and a large age group. The
number of images in a particular illumination
condition is also unbalanced.

AI & R Asian
[43]

34 22–61 This dataset contains images taken in the diverse
scenarios like different poses, illumination, ages
etc.

Burt’s
Caucasian face
database [44]

147 20–62 This dataset is used to estimate age by combining
visual features of colour and shape of facial
components.

Lotus Hill
research
institute (LHI)
database [45]

8000 9–89 This dataset contains images of Asians adults
with a wide age range. It is also very large
dataset which can be used for deep CNN models.

Human and
object
interaction
processing
(HOIP) [46]

306,600 15–64 The dataset is divided into ten age groups with
each group containing images of 30 subjects.
Each age group contain an equal distribution of
male and female.

Iranian face
database [47]

3600 2–85 The images in the dataset contain large variation
in pose and expressions. Every subject has at
least one image with the glass. The dataset
contains images in the age group of 2–85 years
with the majority of them are of subjects before
40 years. This dataset is appropriate for
formative and middle age estimation.

Gallagher’s
web-collected
database [48]

28,231 0–66 This database is designed for studying group
photos so most of the images in the database are
front-facing images with artificial poses. It is a
large database which can be used to estimate age
in a wide range.

Ni’s web
collected
database [49]

219,892 1–80 This dataset is collected from the web search
engines like Google specifically for age
estimation in the wide age range. The size of the
dataset makes it suitable to use this dataset in
estimating an age for children, middle age and
old age persons.

(continued)
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Table 3 (continued)

Database Images
Age Range
(Years) Special Notes about Dataset

Kyaw’s
Web-Collected
Database [50]

963 3–73 This dataset is manually created for age
estimation by finding out images from Microsoft
search engine Bing. The images are aligned
manually. The images are cropped to the patches
of size 65 by 75.

Combination of
LFW, and
images from the
web [51]

13,466 – This dataset is collected by the biometric
engineering research center. There is uniform
illumination in all the images of the dataset along
with no variation in facial expression. The
uniform distribution of subjects is there in terms
of gender and age group.

FDDB Dataset
[52]

5171 – This database contains face images taken in a
wide range of difficulties that include occlusion,
different poses, and different illumination. The
images are taken in either colour or grayscale
scenario.

Adience
Benchmark [53]

2284 0–60 This dataset is prepared for the study of age and
gender estimation from facial images. The
dataset contains images with a different
appearance, different lighting, noise etc. it
intends to take in to account all the challenges of
real-world imaging conditions.

Apparent age
dataset [54]

4691 – The images are taken in a real-time environment
and have variation in pose, occlusion, lighting,
illumination, background, ethnicity etc.

IMDB-WIKI
Dataset [55]

524,230 – This dataset contains the web crawled images of
celebrities taken from IMDB and Wikipedia.
This is the largest public dataset available of
facial images which are widely used particularly
for deep CNN applications.

5 Deep CNN Based Methods for Age Estimation

5.1 Deep CNN Based Methods for Age Estimation from Facial
Images

Most CNN-based methods seem to utilise well-known architectures (e.g. AlexNet,
GoogleNet, ResNet and VGGNet) pre-trained usually on the ImageNet [56] dataset.
Very few methods try to develop a new CNN architecture from scratch. This
approach is simpler and faster because it does not require fine-tuning. The second
approach, however, fine-tunes the weights of well-known pre-trained CNN architec-
tures on a new facial dataset. This approach is an end-to-end method which requires
additional training on new facial datasets.
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In [57], the CNN architecture consisted of three convolution layers and two
pooling layers. It used a combination of CNN and Gabor filter for achieving
higher accuracy. The study also showed that going wider instead of deeper with
increased filter size can achieve a good result for age and gender classification.
The proposed method does not use a complete end-to-end approach as it uses
a Gabor filter to find features [58]. proposed a large-scale 22-layers deep CNN
framework (AgeNet) for age estimation which used a combination of real value-
based regression and label-distribution based classification to estimate the final
age. It also proposed a learning method which can be really helpful in avoiding
overfitting on a small dataset. However, this method required separate training for
regression and classification models. Another study [55] proposed a system called
Deep Expectation (DEX) using CNN. It used VGG-16 as a base architecture which
is pre-trained on the ImageNet dataset and then fine-tuned the model on face images
with age labels. The VGG-16 network used 16 trainable layers with a smaller
filter size of 3x3 compared to larger filter sizes in earlier networks. The results
showed improvement over direct age regression using CNN. The authors in [30]
utilised pre-trained CNN architectures as well but only to perform feature extraction.
They used Principal Component Analysis (PCA), Mutual Information and Statistical
dependency techniques for dimensionality reduction and ANN for classification.

Age estimation via fusion of depthwise separable CNN was proposed in [59],
this has reduced the number of parameters for training without sacrificing accuracy.
Three state-of-the-art deep learning models Xception, Inception V3 and ResNet
were modified to use depth wise convolution for enhancing the performance and
lowering the computational requirement of the system. Empirical results based on
four publically available datasets showed superior performance compared to other
methods on those datasets when it comes to age estimation [60]. proposed a cluster
CNN architecture which significantly reduces the preprocessing steps. The facial
image is normalized to a standard size according to the distance between two eyes,
This normalized image is fed to the cluster CNN architecture for prediction. The
cluster is integrated into the CNN architecture which is capable of multimodal
transformation. It is also differentiable so the parameters of it can be learnt using
backpropagation. A ranking CNN architecture was proposed in [61]. It is a series
combination of normal CNN architecture trained on ordinal age labels. The outputs
from the individual CNN architectures are combines to predict the final age. This
approach of estimating error seem to obtain better results compared to multi-class
classification approach. The performance of the method was evaluated with the
MORPH dataset and compared with other state-of-the-art methods.

CNN2ELM was proposed in [62] as a more complex design that incorporates
CNN and Extreme Learning Machine (ELM). It consists of three CNN architectures
Age-Net, Gender-Net and Race-Net to extract features related to age, gender and
race from the image of the same person. The architectures are pre-trained on
the ImageNet database. Then it uses ELM classifier for age grouping and ELM
regressor for age estimation. The network is fine-tuned on IMDB WIKI dataset
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and it outperforms other architectures on well-known datasets. It does that because
it uses decision fusing to achieve a robust decision. This approach finds more
discriminative features from the image then combines the prediction on them to
estimate age. However, the performance of the system was poor for a dataset with
varied poses or turned/tilted faces.

A consistent limitation affecting all the above methods was the amount of
labelled facial data available for age estimation. In response, [62] proposed a
data augmentation technique to increase the size of the training data for age
estimation. This has produced new training samples from existing images and can
be accomplished by applying small transformation like translation, rotation, flipping
to the images in the existing dataset. The proposed method also take in to account
the intrinsic information about the human face while creating the augmented dataset.
The MORPH [41] dataset was used with the same CNN model trained using original
and augmented dataset seen a rise of 10% in F-score after utilising the augmented
dataset.

Furthermore, [63] proposed a transfer learning-based method. They used VGG19
and VGG Face architecture to explore the performance of transfer learning in age
estimation. Techniques such as input standardization, data augmentation and label
distribution age encoding were employed to enhance the quality of training while
transfer learning. Although the performance of the proposed system was good, it
was performing poorly on minorities in the dataset such as old age people, females,
people of Asian or African origin. The gender prediction was only based on the
length of the hair. These flaws can be overcome by establishing a balanced dataset
and changing the architecture or training technique. In [64], the authors proposed
an age estimation system by combining CNN with the other popular deep learning
architecture called Long Short Term Memory (LSTM). They called the system
recurrent age estimation. CNN was used to find discriminative features from the
facial images and LSTM were used for learning ageing patterns from a sequence of
personalized features.

Further comparison of deep CNN based methods for age estimation is demon-
strated in Table 4.

5.2 Limitations When Using Facial Images for Age Estimation

Relying on features extracted from the face to estimate age has many limitations.
The human face matures in different ways at different ages. Bone growth and
wrinkles will be different from one person to another. It is also observed in the
literature that women are more likely to develop wrinkles in the perioral region than
men [65]. Other challenges include changes in illumination, application of makeup
on the face, different face poses and different backgrounds. Hence, the face alone is
not always reliable for accurate age prediction.
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Table 4 Comparison of deep CNN facial age estimation methods

Deep CNN
Architecture Dataset Used Performance Note

Wide CNN [57] Adience
Benchmark Dataset
[53]

Age accuracy: 61.3%
Gender accuracy:
88.9%

The paper solved the
problem of age estimation as
a classification problem with
eight classes of different age
groups so the accuracy is in
percentages.

AgeNet [58] Apparent age
dataset provided by
the
ICCV2015 looking
at people challenge

Mean normalized
error = 0.2872
Mean absolute
error = 3.3345

The paper used 2476 images
for training, 1136 for
validation and 1087 for
testing. The performance of
the network is measured in
terms of mean normalized
and mean absolute error.

Deep
Expectation [55]

IMDB-WIKI
Dataset [55]

Mean absolute
error = 3.221
ε error = 0.278

The paper used mean
absolute error and ε error for
evaluation on IMDB-WIKI
and the ChaLearn LAP
dataset.

DSC- Xception
[59]

IMDB-WIKI
dataset

Mean absolute
error = 6.2898

This network used the
Xception module and depth
wise separable convolution.MORPH II [41] Mean absolute

error = 3.25
DSC- inception
v3 [59]

IMDB-WIKI
dataset

Mean absolute
error = 6.3571

This network used inception
v3 module and depth wise
separable convolution.MORPH II Mean absolute

error = 3.32
DSC- ResNet
[59]

IMDB-WIKI
dataset

Mean absolute
error = 6.5099

This network used the
ResNet architecture and
depth wise separable
convolution.

MORPH II Mean absolute
error = 3.52

DSC-Xception
+ Inception
v3 + ResNet
[59]

IMDB-WIKI
dataset

Mean absolute
error = 5.8865

This network used the
fusion of Xception module,
inception v3 module and
Resnet along with depthwise
separable convolution.

MORPH II Mean absolute
error = 3.08

VGG Face
CNN + Dimen-
sionality
Reduction +
ANN [30]

IMDB-WIKI
dataset

Mean absolute
error = 5.4

This technique used VGG
face technique for feature
extraction which was
applied to various
dimensionality reduction
techniques and ANN for
classification.

AlexNet CNN
Dimensionality
Reduction +
ANN [30]

IMDB-WIKI
dataset

Mean absolute
error = 5.86

This technique used VGG
face technique for feature
extraction which was
applied to various
dimensionality reduction
techniques and ANN for
classification

(continued)
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Table 4 (continued)

Deep CNN
Architecture Dataset Used Performance Note

Cluster CNN
[60]

MORPH II Mean absolute
error = 2.71

The GoogleNet architecture
trained on ImageNet
database is used as a base
network.

Ranking CNN
[61]

MORPH Mean absolute
error = 2.96

The age estimation problem
in the range of 16 to
66 years was considered.
43,490 samples were used
for training and 10,872 were
used for testing results. The
results were carried out with
five-fold cross-validation.

CNN2ELM [62] MORPH Mean absolute
error = 2.61

The architecture is
pre-trained on ImageNet
database and then fine-tuned
on IMDB WIKI and
MORPH II database.

VGG19 and
VGG Face
Transfer
Learning [63]

MORPH Mean absolute
error = 4.10

The VGG 19 architecture is
pre-trained on ImageNet
database. The MORPH II
database is used to fine-tune
the weights with 80% of the
images are used for training
and 20% of the images are
used for testing.

Recurrent age
estimation
(RAE) [64]

MORPH Mean absolute
error = 1.32

Two public dataset MORPH
and FG-net are used to
evaluate the performance of
the system. VGG-16 was
used as a base CNN
architecture.

FG-net Mean absolute
error = 2.19

5.3 Deep CNN Based Methods for Age Estimation from Dental
Images

Teeth are among the more reliable features for estimating age especially until the age
of 20. The various stages of teeth development can be utilised as features to estimate
the age of a person but results are more accurate during the dentition development
stage because the changes are very prominent and easy to observe. Sometimes the
third molar is used for age estimation between 16 and 23 years old though this
method is not so accurate. The tooth formation process is over after this age so it
becomes very hard to estimate age. Instead, the ‘wear’ and ‘age’ regressive changes
of hard and soft tissues in the teeth are analyzed to estimate the age for adults.

Examples of imaging techniques include the two-dimension intraoral and
panoramic radiographs, 3-dimensional cone-beam computed tomography (CBCT)
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and Magnetic resonant Imaging (MRI). Many researchers are working using CNN
architecture for various applications in dentistry but until recently very little work
was directed at deep CNN for age estimation using dentistry.

In [66], the authors produced a method based on a modified Demirjian staging
Technique that includes ten development stages. It used transfer learning on a pre-
trained AlexNet CNN architecture and the ImageNet dataset. The analysis included
400 panoramic radiographic images and the results showed 10% improvement in
classification accuracy. In another recent study [39] the proposal combined features
from Dental and Skeletal MRI images. Age estimation is performed by fusing
features of three different CNN architectures. Three CNN architectures are used
to extract features from cropped wisdom teeth, hand and clavicle bones. Each CNN
Architecture consists of three stages of two Convolution and one Max Pulling Layer
followed by a fully connected layer. The data augmentation technique was used for
the training making the results of the system more accurate and robust. However,
it only contains 103 studied subjects so generalization of these results has to be
done carefully. This method can be used to estimate the age range up to 25 years.
In [67] the method aimed for chronological age estimation using panoramic dental
X-ray images. The dataset was divided into three age groups of 2–11 years, 12–
18 years and 19 years onwards respectively. The DenseNet-121 [68] architecture
with channel-wise attention module was used for age estimation. The curriculum
learning strategy was employed in which the network was first trained on images
of subjects up to 11 years old and then it slowly included other subjects from 12–
18 years and 19 years onwards. The method yielded promising results including the
19 years onwards age group with a giving mean absolute error of 4.398 years only.

Table 5 shows a comparison of deep CNN based methods for age estimation
based on facial images.

5.4 Limitations When Using Dental Images for Age Estimation

The empirical findings in current literature are based on in-house datasets which
prevent objective cross-method comparisons. Results from small datasets cannot be
generalised while deep CNN requires a large amount of data for training, a problem
that can be partially solved using data augmentation techniques. There is a need
to create a large public dataset for dentistry which can be used for age estimation
from dental images. It is also observed that most datasets in dentistry contain more
images of children and less number of images for adults. Therefore, a more uniform
distribution of images at all ages will be good to support further research in this
area.

The size of dental images is relatively large, a problem usually solved by
reducing image size before applying detection methods to cut computational cost.
However, we could argue against this practice since important information can be
lost. Nonetheless, current methods require manual intervention e.g. to fix the “region
of interest”. A process that can be automated as part of future work.
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Table 5 Comparison of deep CNN dental age estimation methods

Deep CNN
Architecture Dataset Accuracy Note

AlexNet with
Transfer
Learning [64]

400 panoramic
radiographic
images

Mean
accuracy = 0.51
Mean absolute
difference = 0.6

The paper used the AlexNet
CNN architecture trained on the
ImageNet database as a base
architecture which was
fine-tuned on a custom dataset
with 80% of images used for
training and 20% of images used
for testing. Five-fold
cross-validation was used for
training.

DCNN-MAJ-
HAND
[66]

103 3D MRI
images of left
hand, upper
thorax and the
jaw.

Classification
accuracy = 90.3%
Mean absolute
error = 1.14 ± 0.96
years

The data consisted of images in
the age ranges of 13–25 years.
The data augmentation technique
was used to increase the size of
the dataset.

DenseNet-121
with
channel-wise
attention
module [67]

Panoramic
dental X-ray
images of 9435
subjects.

Mean absolute error
2–11 years = 0.826
12–18 years = 1.229
19 years
onwards = 4.398

The dataset contained an equal
distribution of male and females
with age range in 2–98 years.
The size of the original image
was 1024 × 2048 which was
resized to 256 × 512 before
giving it to CNN

Finally, developing age estimation methods is feasible up to 20 years of age,
it is very challenging to develop a system to estimate age covering all age groups
for several reasons. For example, there is a large variation in teeth conditions after
puberty due to dietary habits and teeth management. Dental development is affected
by various genetic, environmental, nutritional and endocrinal factors. Teeth eruption
is also affected by a number of factors such as gender, ethnic origin, physical and
sexual development. It is also observed that age estimation techniques developed
for one population might not work for a population belonging to another ethnicity.
As such, a typical error rate for adults using dental images is ±10 years which is a
very large value. There is a need for researchers to minimize this error to as low as
possible.

6 Conclusion

Age estimation plays a very important role in medical forensic as it provides confir-
mation of a most needed input based on biological features such as the face, bones,
skeletal and dental structures. However, the application of age estimation goes
beyond that to provide a form of authentication to computer systems. Think about
a system’s ability to offer personalised Human Computer Interaction (HCI) based
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on the user age group. Likewise, preventing unauthorized access to individuals as
part of a proactive security and defence applications in connected cars [69], border
control and more. Clearly, features from facial images or a live feed of the face will
be more feasible to utilise for most of these applications.

The research in age estimation has seen a great amount of transformation in
recent years following a surge in the use of deep learning algorithms for computer
vision. This can be attributed to the availability of medical image datasets and an
increase in computer processing power with GPUs or through Cloud Computing
services. In this article, we have covered how deep CNN emerged and discussed
several recent proposals to highlight the advantages and limitations associated with
each approach. Performing secondary data analysis of deep CNN is inevitable to
understand research gaps and opportunities.
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Secure Implementation of E-Governance:
A Case Study About Estonia

Rodrigo Adeodato and Sina Pournouri

Abstract The purpose of this research is to identify how feasible it is to securely
and effectively implement e-governance in a developed country. The project uses
Estonia as a case study, and analyses the path the country chose to take in order to
achieve its current state of e-governance. The country’s answer to the existing risks
embracing this transition included employing a distributed ledger technology and a
proprietary solution acting as a data exchange layer, which promoted improvement
on transparency and efficiency, and resulted on an increase on citizen’s trust. The
study establishes a direct relationship between e-government and digital security,
and compares Estonia’s level of preparedness in cyber security with other nations.
This study also investigates the adoption of Cyber Situational Awareness program
as an element of secure implementation of e-governance.

Examining Estonia’s results attained over the past two decades, and comparing
its e-governance and cyber security index rankings with other developed countries,
it becomes clear that the digital transition has acted as a lever in successfully devel-
oping the nation and maintaining it at the forefront of cyber security internationally.

Keywords E-government · Cyber attack · Cyber situational awareness ·
Estonia · Cyber security · Governance · Blockchain · Distributed ledger
technology

1 Introduction

This chapter aims to investigate secure implementation of e-governance in a
developed country. The study describes the concept of e-governance, a brief history
of its implementation worldwide, its benefits, challenges and the risks of digitising
sensitive information. It attempts to establish how difficult it is to implement e-
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governance in a secure and effective way. In regard to the Estonian successful case,
what is the X-Road (or X-tee) technology used, and how does a secure distributed
data exchange layer platform helped to enable the transition between styles of
governance. This study also scrutinises how the distributed ledger technology has
helped to achieve the level of trust required to achieve success on e-governance.
Finally, it analyses how does the Estonian solution compare to other developed
countries, and proposes guidelines for secure implementation of e-government.

It is essential to establish the difference between electronic governance and
electronic government (e-government). E-governance is a wide-scope subject that
defines the entire relationship between governments and the application of tech-
nology, involving a multitude of independent actors. It can be summarised as a
collection of processes and procedures that have impact on a state’s exercise of
power, openness, participation, responsibility, effectiveness and consistency [35].
E-government, on the other hand, is a smaller part of the whole governance concept,
developing online services for government, citizens, employees and business to
bring all actors together, and allowing them to exchange information in a transpar-
ent, simplified, and secure way [35]. Simply put, e-governance is a natural evolution
of the current manner of governing in order to match the information age in which
we are living. It is useful as it offers better delivery of service, improved interactions
with business/industries, citizen empowerment, easier management, cost reductions
and convenience. In the same way computers changed in the last three decades the
way we live and work, now ubiquitous digital information is pushing society for the
next step, where data confidentiality, integrity and availability needs to be kept safe
at all times and exchanged securely.

Although this study will encompass the broader e-governance concept to provide
an overarching understanding of the security challenges, it will emphasise in the
Estonian e-government implementation, as it provides more specific and in-depth
approaches on how to tackle the security issues. Furthermore, there are several
challenges for e-governance/e-government implementation, varying from technical,
organisational, social to financial barriers, but this paper will try to focus on the
security aspect of it.

E-government consists of the interactions between multiple elements, namely the
government (G), their citizens (C), employees (E) and businesses (B) [63]. These
interactions at various levels create a web of data exchanged and are typically
displayed in the format G2G (abbreviation for government to government, for
example). G2G refers to data exchange between government organisations, agencies
or departments. It is crucial to establish coordination and cooperation between
governments as well, by sharing databases, resources and tools. G2C (government
to citizens), G2E (government to employees), G2B (government to businesses) and
C2G (citizen to government) complete the list with the most common interactions.

G2C and C2G establish the relationship between government and citizens, and
arguably the core of e-government. Populations’ trust in the governance model
stimulates acceptance and embracing technology in a large scale strengthens the
entire governance system, which creates a more efficient, convenient, transparent,
simplified, less bureaucratic and cost-effective environment [60].
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Once a high level of commitment is achieved from these actors to start interacting
and exchanging data digitally, the concern for privacy and security arise. From the
security perspective, there are several identifiable challenges, from infrastructure
requirements, need for qualified professionals, lack of regulations, difficulty in
obtaining citizens’ trust and adoption, arduousness in establishing the right cryp-
tographic standards, certification and authentication methods, and regulatory issues
amongst many others.

For the past two decades, multiple countries have come up with different
solutions and have also embraced technology in dissimilar levels. Not every nation
has the resources, the knowledge and suitable timing to transition and secure the way
information flows. However, as old methods of governance start to become obsolete,
slow and cost-inefficient, technology innovation presents itself as a possible solution
to address these issues.

The Estonian answer for most of these problems was committing to embrace
technology in a very fast pace, transitioning from the traditional methods of
governance to high-level state of e-governance. In order to achieve it, the nation
has adopted a distributed ledger technology (DLT), commonly referred to as
Blockchain technology (even though the terms are not technically the same), which
allowed data to be stored decentralised, securely, in an endlessly verifiable and
unchallengeable form. Similar technology has been used for diverse purposes (such
as cryptocurrencies) worldwide with fair confidence and great results. This chapter
investigates implementation of this solution based on an analysis of the Estonian
implementation over the years, and how does that compare to e-governance adoption
elsewhere.

2 Background

Larsson & Grönlund [33] define e-governance as the use of technologies to achieve
a better government. It aims to solve efficiency problems in the public sector
by reducing costs and improving services to its citizens. Dawes [10] argues e-
governance is a “dynamic socio-technical system encompassing interactions among
societal trends, human elements, changing technology, information management,
interaction and complexity, and the purpose and role of government”. The increasing
use of technology has been redesigning governing tools and solutions, offering a
myriad of benefits but also presenting new challenges.

The e-governance benefits are numerous and clear. Limiting to the e-government
aspect alone, it can help improving [41]:

• Efficiency – Mass processing tasks and public administration operations. Even
further efficiency is achieved when governments start sharing data among
themselves.

• Services – Seamless and customer-oriented online services provided to citizens,
who do not need to understand the complexity infrastructure and relationships
behind them.



400 R. Adeodato and S. Pournouri

• Reform – Necessity for public management modernisation and reform can be a
trigger point for e-governance, which provides globalisation and addresses fiscal
demands.

• Citizens’ trust – Promotes transparency and accountability, preventing corruption
and therefore, gaining citizens’ trust in the system.

Citizens’ trust is one of the main beneficial elements of establishing a high level
of e-governance, but paradoxically it also plays an essential role in the foundation
and initial e-governance adoption by citizens and the private sector. Establishing
this preliminary trust can be fairly challenging depending on the country’s current
governance, size, economy and social behaviour. Golesca [20] defines the two
more important determinants of trust in e-government are perceived organisational
trustworthiness and trust in technology. Parent, Vandebeek, & Gemino [49] defend
trust cannot be improved by increasing government online presence, as distrustful
citizens will not change their behaviour regardless of the way they interact. The
fact is, without citizen’s participation and confidence, alongside relevant public and
private partaking, governance would hardly change from its traditional ways.

In terms of worldwide adoption, the United Nations (UN) e-government survey
[71] shows Denmark, Australia and South Korea amongst the top countries to
implement e-government. Overall, European countries lead the chart, followed by
American, Asian and then African nations, and the UN website [71] establishes
a positive correlation between the country’s income level and its e-government
ranking. Even though Estonia did not make the top 10 positions in that year, its
governmental digital presence is abundant and studied by many authors, such as the
article from Solvak et al. [66], which investigates the country’s massive citizens’
acceptance to e-governance adoption. The article corroborates what the Estonian
official webpage [14] states, establishing a linear growth on e-government diffusion
and fast user reception. Alketbi, Nasir & Abu Talib [1] also mention countries
that have greatly adopted it and highlighting the Estonian case, but questioning
how secure the current identity storage system is, emphasising that it lacks proper
infrastructure and data security.

Telecommunication infrastructure is indeed vital for a country switching to
electronic governance, alongside education, as citizens need to be able to understand
and exploit the services offered [5]. This requires state commitment and investment,
which not only could lead to a better state of e-governance, but also would improve
cyber security levels; digital data security plays a vital role when a government uses
technology to store and exchange information.

The solution presented by Estonia (among many other nations) to achieve a high
level of e-government while maintaining privacy and security was developing a
system based on distributed ledger technology, often referred (or misnamed) to as
Blockchain. This technology allows the administration to use a decentralised system,
without a single point of failure [12]. Sekhar, Siddesh, Kalra, and Anand [65] cover
what this technology means, its relationship with smart contracts, and how they
help maintaining the chain, demonstrating its applicability for different domains and
case studies. These authors defend the use of distributed ledger technology to store
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information, and propose a working model to replace the conventional methods of
information storage, which are allegedly further prone to attacks.

Konashevych & Poblet [31] also mention security risks in Estonia’s project,
stating different organisations in the EU and UK have recently released reports
on issues using distributed ledger technology. According to Konashevych & Poblet
[31], these reports are much less specific about the design of Blockchain-based e-
government systems and how to implement it in particular areas, stressing it might
be premature due to the fact it is still in early stages and supports a public key
infrastructure (PKI) solution instead. Hoberman [24], however, published an in-
depth explanation supporting Blockchain usage, benefits and impact in government
use, justifying it is mature enough for adoption. Santhana [62] recommends caution,
due to the risks imposed by this or any other nascent technology, but admits it
is a transformational model which should be embraced alongside a strong risk
management strategy, governance and controls framework.

Deloitte [11] published an article considering multiple-source risks whilst using
a Blockchain-like framework, taking into consideration aspects such as business
continuity, strategic, reputational regulatory, operational, data confidentiality, key
management, consensus protocol, legal and information security. It summarises the
risks of implementing a distributed ledger solution and their potential mitigation
steps, as in governance, policies/standards, management process, risk metrics and
culture. Despite being widely adopted, some researchers are still sceptical about it.
Most of the criticism about Blockchain security, though, is related to Bitcoin, one
of the main cryptocurrencies which use this technology since 2009. Keenan [30]
sustains Blockchain has a bad reputation due to possible attacks, such as the 51%
problem and debates the difference between Proof-of-Work (PoW), Proof-of-Stake
(PoS) and Proof-of-Authority (PoA) protocols, and how they affect reliability in this
case. These are relevant concerns to take into consideration, but they primarily pose
a problem for distributed ledgers using public and permission-less infrastructure, as
opposed to a private government-controlled permissioned distributed system, which
usually plays a part on e-governance adoption, such as the Estonian case.

Distributed ledgers are often tangled with smart contracts, digital agreements
that are automatically performed once a consensus on the result of an event is
created on the platform [9]. Smart contracts help minimising the mistrust between
parties as they are stored on the Blockchain and are autonomous, decentralised and
auto sufficient. That creates opportunities for insurance companies, supply chain
management, copyright protection, digital identity, financial data recording and
more [39], by reducing intermediary services to facilitate a transaction. O’Hara
[42], raises the concern that smart contracts rely exclusively on software, which
could be compromised, leaving parties exposed to legal issues and financial loss.
Gatteschi, Lamberti, Demartini, Pranteda, & Santamaria [19] establish that smart
contracts increase the processing speed for transactions, reducing costs and mistakes
and increasing trust and acceptance. Generally, most authors agree with the use of
smart contracts, and defend the implementation of security steps to prevent misuse –
which does not differ much from non-digital forms of contracts, it only excludes the
human factor from the equation.
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Governments worldwide have started using the distributed ledger platform to
store data, and Estonia has become an example of successful use of combined
technologies to achieve excellence, as pointed out by Stephany [67]. This author
investigates how some factors helped achieving it, such as being small country,
having a relatively young population, trustworthy institutions and necessity of
technological renewal. The Estonian model has also been positively depicted by
Vassil [73], Oxford Analytica [47] and Jaffe [27], but has been questioned by
Drechsler [13], who argues Estonia has been being presented as a leading digital
governance country, but states the title might be overhyped. Hartmann and Steup
[23] present a more technical discussion about the Estonian e-governance backbone
system called X-Road (or X-Tee), and how it strives towards an EU-wide expansion.
Hartmann and Steup [23] also address general aspects of the design of secure
transnational data exchange frameworks.

Regardless of using distributed ledger or not, the thrive of Estonia’s economy
for the past decade indicates the right choice was made. Hartmann and Steup [23]
published a comparative analysis of existing e-governance systems within Europe
based on well-defined security aspects. It explored how decisions made in the
design may affect the security of the underlying network and its components. The
range of online public services provided have increased over the past decades and
compared to other European countries, Estonia still has the edge for the diversity of
government online services offered [74] such as e-ID, qualified electronic signature,
tax system, births registering, social security benefits, public certificates, residence
and relocation, or setting up a new company. The higher the number of quality
services provided, the better the country perform in governance indicators.

Detailed comparison indices for e-government keep being published by the
United Nations [72] every other year with detailed methodology on how to measure
development in electronic governance. The way nations accomplish the require-
ments to increase their index ranking somewhat diverges. Joseph and Advic [29]
argue the Nordic countries reached a high level of development in this field through
extensive public sector reforms. Young-Jin [74] defends South Korea achieved it via
heavy stakeholder’s engagement, political commitment and clear objectives. Ott,
Hanson and Krenjova [46] published a document detailing the Australian solution,
which follows the similar guidelines established by Estonia.

As government systems get progressively more digital, cyber security becomes
a concern. Cyber security indices, directly related to e-government implementation
levels are also available online, such as the National Cyber Security Index [40] and
the International Telecommunications Union [26]. Each index uses its particular
method to rank nations and show how prepared different countries are against cyber
threats. Even though there is some consensus between what is important and what
not, the path to achieve security in e-governance is not yet that well-defined.

Regardless of the level of success achieved in preparedness, the number of attacks
keep rising. Perhaps due to the fact data is progressively made more available, the
risk of having it breached has also increased (Estonian Information System [18]).
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In an escalated worldwide scenario, and unrelatedly to the type of defence
technology adopted, signs of cyber war have allegedly been present and pose a
clear threat to security. While Rid [53] defended the reasons why digital war would
never take place, more recently, Stockburger [68] analysed the denial-of-service
attacks suffered by Estonia in 2007 and Georgia 2008 impacting core infrastructure,
supposedly indicating they had been performed by Russia (which has never admitted
it). It is challenging to pinpoint the source of cyber-attacks, and link such activities
to a specific state government would have dire consequences which are in no one’s
interest. McGraw [37] states even though the risk of cyber was is over-hyped, the
absence of proper security would inevitably lead to digital warfare. Making sensitive
data available and moving services online seem to be a favourable idea, but the
potential perils can dramatically reshape the relationship between countries.

Regardless of risks, the path to e-governance seems to be a logical and inevitable
step forward for developed countries. It is the platform that will enable governments
to use technology to embed good governance principles and achieve public policy
goals through transparency and trust [7], and will likely be the foundation of
developed governments for the next decades. The question is really how to get to
that point efficiently, maintaining security and privacy whilst implementing it.

3 E-Governance, Cyber Security and the Estonian Case

3.1 About Estonia

Estonia is a northern European country with a total area of 45,336 km2 [17],
bordering Finland, Sweden, Latvia and Russia. Estonia got its independence from
Russia recognised in 1920 at the end of World War, but only became a parliamentary
democratic republic after its de facto independence in 1991, after the collapse of the
Soviet Union. It has then joined the European Union and NATO in 2004, and the
Eurozone in 2011.

In 2019, Estonia’s population is estimated to be around 1.3 million [72] with a
nominal GDP per capita of US$ 23,510 [25]. According to the World Bank [70], its
economic growth was steady around 7% per year between 2000 and 2008, one of
the fastest rising economies in the European Union (Fig. 1).

3.2 Switching to e-Government, e-ID and E-Residency

One of the reasons for this remarkable growth was arguably switching its civil
services to a nearly full digital form of e-government, which has become worldwide
a case study of a successful implementation of e-governance [69]. That change
on the countries strategic direction allowed increasing efficiency, convenience,
transparency, in a cost-effective manner, simplified, and less bureaucratic.
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Fig. 1 Estonia’s economic growth and projection [25]

Estonia heavily invested in this transition. Before the digital project started in
2002, around 70% of the population had never used the internet [17]. Limited
access to computers, poor internet connections, absence of skills and motivation
were factors that contributed to a low digital adoption. The successful history shows
that Estonia managed to, in less than two decades, reduce the gap and embrace
digital services as a society.

Conceivably the foundation for the Estonian G2C success was based on an
electronic identification (e-ID) card, which has been launched in 2002 and became
mandatory for all citizens [73]. Making a digital document compulsory [73] in
that scenario was probably risky, but the government commitment to educate the
population on the matter and private sector engagement helped the adoption. Still
according to Vassil [73], in 2014 the e-ID was used more than 80 million times for
authentication and 35 million times for digital transactions.

The e-ID facilitated developing a more connected society, including public and
private services and making Tallinn, the nation’s capital, an innovation hotspot.
Estonia became such a reference to digital identification that other developed
countries, such as Japan, looked up to Estonia’s e-ID as a reference for their own
digital identification programme.

The e-ID uses a rooted Certificate Authority (CA) chain of trust and its certifi-
cates use 2048-bit public key encryption. It features an electronic chip which can be
read in nearly any card reader, whether it is on a computer or establishment/kiosk.
The card is based on public key infrastructure (PKI) technology [36] and has two
certificates; one for authentication and the second one for digital signatures. Each
private key requires a different personal identification number (PIN), which is used
for different purpose [73]. In a scenario where a user would access their online
banking, they would be prompted for their authentication PIN, while if they would
like to pay a bill, they would need the second code.

The e-ID became widely used for both public and private sectors, creating
a convenient network for citizens to use. Even though it is still susceptible to
vulnerabilities as any other piece of hardware, it has been considered consistently
trustworthy by the majority of the population [69].
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In 2014, Estonia expanded its e-government features to foreigners, creating an
electronic residency programme (e-residency) that allowed entrepreneurs living
elsewhere to start a business in Estonia. E-residents are able to remotely use
Estonian public and private sector services, such as business registration, banking
services, buying/selling properties, and goods and services trading [69].

E-residents are not technically Estonian citizens or permanent residents, and
therefore have limited services available to them. For the government, e-residency
allows economy to expand beyond their borders, generating business and developing
the country. From the security point of view, e-residency is important because it
strengthens the use of the e-ID to perform online business, which would be very
difficult to achieve without a dependable platform.

According to Sullivan and Burger [69], Estonia’s goal is to have ten million
e-residents by 2025 – having a population of just 1.3 million itself. Since the
programme began, the number of e-residents has been growing steady to about
50,000 people from 157 countries, creating 6000 new companies in the country [32].
Although that does not necessarily translate directly in taxes (as many e-residents
are exempt from taxes), the e-residency programme does boost Estonia’s businesses
and integrate even more the use of the electronic ID and services.

Estonia publicised in November 2015 that was cooperating with Bitnation
[69], an emerging initiative based on Blockchain technology intended to replace
traditional governance systems with an open-source governance, also known as
Governance 2.0 [43]. Bitnation takes a step further on governance decentralisation,
redefining how jurisdictions are determined, health, education, social security,
security; all these aspects would abstract from a centre government, creating a
digital information borderless world. Even though this seems to be far from reality
for most people, Estonia’s e-residency seems to be pointing to that direction.

3.3 The X-Road/X-Tee

Undoubtedly the most pressing concern regarding the security and privacy aspects
is the technology itself, which supports secure communication between government
and any other government, citizen, business or employee. The challenge is how to
provide secure interoperability between different technologies ensuring a seamless
operation, as if the entire process was being handled by a single system.

In order to address this issue, in 2001 Estonia developed the X-Road, a secure
distributed Data Exchange Layer (DXL) platform that enabled internet-based data
exchange between information systems. Its English name has changed in 2018
from X-Road to X-tee [22], but literature is still widely found referring to both
terms and they are often used interchangeably. The X-Tee is not fundamentally a
new creation, but a set of existing technologies harnessed in particular way within
governmental environment, effectively becoming the backbone of the country’s
digital infrastructure.
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Fig. 2 A schematic of Estonia’s X-Road data exchange [73]

Initially built to be accessible only by public sector units, it did not take long
for the government to acknowledge how convenient would be to integrate its
services with the private sector as well. The X-tee has also been implemented in
several other countries, like Finland, Namibia, Iceland, Ukraine, Kyrgyzstan, and
the Faroe Islands. Two X-tee ecosystems (two different governments) can publish
and utilise services as if they were in the same environment, allowing cross-border
data exchange, such as the one established between Estonia and Finland in 2018.

An important aspect of the X-tee is the fact that application development is
already built into the platform, so new software that successfully joins the system
will already have potential access to multiple government-sanctioned services.
Amongst these services, a few ones are vital for security, such as authentication,
multi-level authorisation, registry services, data entry and exchange that is encrypted
and signed, high-level system for processing logs, query tracking and others [73]
(Fig. 2).

Another feature of this platform is its decentralized nature, encouraging every
joining organisation to share their data, which is particularly useful for queries
involving multiple databases.

Operating principles of X-tee [22]:

– Independence of platform and architecture: The X-tee allows interoperability
between information systems. It also should work over low bandwidth connec-
tions, accessible to all.

– Multilateralism: X-tee members can request access to multiple data services.
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Fig. 3 Estonia’s e-governance ecosystem [73]

– Availability and standardisation: International standards and protocols are
used from development and management.

– Security: The X-tee claims to exchange data without compromising integrity,
availability or confidentiality. All communications are encrypted and data owners
can enforce additional security conditions if desired. Each connected point
should be identifiable through a cryptographic certificate.

The X-tee supports complex queries to multiple databases. An organisation’s
membership provides access to any particular data provider that has been previously
agreed upon, as long as the person initiating the request provides a valid identifica-
tion.

The Estonian X-tee is maintained by the State Information System Authority
(abbreviated as ‘RIHA’ in Estonian), which is in charge of accepting new members,
issuing certificates, defining the Code of Conduct and monitoring the usage patterns.
Additionally, standard cryptographic services such as timestamping and certification
can be provided by Trust Service Providers.

Multiple X-tee security servers are accountable for tasks such as encrypting the
traffic, enumerating target databases, translating register names into IP addresses,
preventing eavesdropping, and unauthorised change, loss and duplication. The
servers are in fact Open Systems Interconnection (OSI) level 7 Application Gate-
ways, responsible for redirecting any requests initiated by client users via X-tee
Messaging Protocol, which need to formatted and encrypted prior to be forwarded
to the X-tee pipeline. According to RIHA, access controls are well-established and
members will not have access to databases if end-users do not have proper rights to
its data (Fig. 3).

On the data providers’ side, security also plays an important role. Data providers
need to be properly registered with RIHA and have an Adapter Server, also known
as “integration components”. These servers are in charge of analysing requests from
customers, configuring them into a standardised X-tee format and assigning them
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back to the X-tee – and eventually back to customers. Low budgeted organisations
legally required to provide data can still be a part of the X-tee; utilising MISP (Mini
Information Service Portal), a web gate that allows minor requests to be processed –
usually ones that will not require access to confidential information.

Not restrained to its own e-government services, Estonia has taken the next
step and connected its data exchange layer to Finland’s (both use the X-Road
technology) in 2016, for seamless cross-border data transfer. This interconnection
represents multi-state trusted online services, with transactions supported by two
sovereign nations. In a smaller scale but yet impressive move, Estonia has opened in
2018 its first e-residency collection centre in South Korea, which also allowed inter-
operability between countries via the X-Road platform to authenticate electronic
residents across the globe.

3.4 Distributed Ledger Technology

The concept of data centralisation in a single large database is subject of debate for
a long time. University of Cambridge’s professor Ross John Anderson [3] has been
arguing for years that large databases will always be targeted for security breaches.
Commonly attributed to him and popularly known as Anderson’s rule states that a
database cannot be built with scale, functionality and security, because if a system
is designed to be wide, to ease access, it becomes insecure; if that database is made
watertight it becomes unbearable to use [3].

Aiming to maintain data integrity, the X-Tee uses a distributed ledger technology
(DLT) solution. The DLT is a database spread across several nodes, often misnamed
as Blockchain, which makes the event record reliable and consistent. Requests are
digitally signed and get a timestamp that allows data to be secured and easily
searched at any point, adding a non-repudiation quality to it. New information can
only be added to the ledger if the nodes that support the data structure have mutually
agreed to it. Its decentralisation reduces dependency on a central actor and makes it
harder against data manipulation, and all nodes can track the history of transactions
of the distributed ledger.

This technology employed in e-governance has many benefits, such as reduction
on costs and complexity, sharing trusted processes, improving discoverability of
audit trails and trusted recordkeeping [48]. The DLT has been used for the past
decade in many applications, such as currency (Bitcoin is the most renowned
example), financial services, real state, healthcare, and has now started to gain
traction on government levels.

Blockchain is a subset of a distributed ledger. By chaining time-ordered events
in distributed servers in forms of immutable blocks, it effectively delivers non-
repudiation aspects to its data, creating a trusted digital foundation for information
storage. Any new data added to chain is replicated throughout all other databases
which can vouch for the information integrity and once added, data cannot be
removed. Although Blockchain is a type of DLT, not every DLT is necessarily
Blockchain.
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Distributed ledgers will not necessarily replace every database. They are particu-
larly more suitable for scenarios where stored items tend to often change their status;
or when there are different systems and applications dispersed on a large network
[38]. The same government might have multiple databases, designed for particular
functionalities, which may or may not be decentralised.

DLT can be divided into two distinct classes: permission-less or permissioned
chains. The first accept new nodes to participate in the network without vetting
from an administrator. The latter, which is the case for the Estonian DLT, requires
approval of a centralised unit, which reduces many risks known to the platform.
Permissioned private DLTs have lower validation costs, shorter validation times,
reduced risk of attacks and better privacy [19], creating an ideal scenario for a
government-backed technology to store and exchange data.

It is worth mentioning there has been some debate over the exact nomenclature of
the distributed ledger technology used by Estonia. Some of the official government
websites state they use Blockchain as a solution to store data, but the Estonian
system actually predates the Bitcoin Blockchain introduced in 2008. Jeffries [28]
mentioned that Estonia’s CIO, Siim Sikkut, would have confirmed in a Blockchain
conference that the Estonian solution is a distributed ledger rather than Blockchain,
even though the media generally uses these terms interchangeably. DLTs do not
need proof of work and do not necessarily need data structured in blocks; the actual
common factor between the X-Tee and Blockchain is that both use cryptographic
hash functions for linking data items on a decentralised distributed ledger [16].

3.5 Smart Contracts

Gatteschi et al. [19] define smart contracts as small codes programmed to
autonomously behave in a certain way whenever specific conditions are met. Smart
contracts intend to facilitate, verify and enforce a contract through automation. The
concept of smart contracts was introduced in 1994 by Nick Szabo, a legal scholar
and cryptographer [59], but it started to get relevance when Blockchain gained
popularity.

In a decentralised environment, elements in the network interact in a distributed
manner, removing the need for a trusted third-party, and therefore, allowing
smart contracts to thrive. That means cheaper, faster, reliable and more efficient
transactions [19].

However, since the conditions to trigger its self-execution are based on informa-
tion from the Blockchain, they depend on data input into the distributed ledger. That
data-feeding services to the chain are commonly referred to as oracles, a piece of
software or hardware that enables information to be sent from and to the Blockchain.
Although oracles are vital for the execution of smart contracts, wrong information
fed into the chain could generate an undesired automatic response. Another potential
issue is the fact the code for smart contracts protocol cannot afford to be flawed, as
possible vulnerabilities could be exploited and automatically accepted as legitimate.
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Gatteschi et al. [19] introduced a more complex application of smart con-
tracts and oracles, presenting the idea of Decentralised Autonomous Organisations
(DAO), another computer code where smart contracts are connected together and
function as a government mechanism. However, as with any new technology, in
2016 hackers have proved that a function in the DAO could be exploited and used
it to steal Ethereum (another renowned cryptocurrency). The attack illustrates how
adopting a new technology that automates services can become a problem. That also
opens the path for discussion in future conflicts between regulations, whether it has
been established by the law or coded in smart contracts.

Despite the risks, smart contracts are fundamental in the implementation of a
Blockchain-like network, as they increase the processing speed for transactions,
while at the same time reduce the costs and mistakes normally related to the manual
processing of data. Transparency to investigate the contractual conditions of the
smart contract is also an advantage, generating trust. The importance of discussing
smart contracts in the context of e-governance is merely to take into consideration
the emphasised threats and understand regulatory issues this solution may present.

3.6 Risks and Resilience

The potential solutions to secure a database are not limited to the distributed ledger,
but its recent widespread popularity indicates a trend. As the DLT protocol has
become part of many organisations’ core infrastructure, it is vital to establish the
possible risks associated with decentralised databases. The adoption and operation
of the DLT is strongly dependent on the appropriate management of the risks related
to it, and it is being viewed as the foundational technology for the future of risk
management [62]. Amongst the potential risks and approaches to secure government
information systems:

• Strategic risk
Each government needs to assess whether it is the right time to adopt new
technologies or if the administration should wait for it to mature, given the
circumstances at where the country is and its technological strategy [11].
Moreover, using the X-tee, Estonia has created a full software and service
development environment intertwined with its DLT, but not all countries would
have this option. The usage of a Blockchain-like platform could create limitations
on the services delivered by the government if this integration is not natively
provided.

• Infrastructure and business continuity
Not only DLT requires a fairly good infrastructure to maintain the network and
nodes, but if it becomes the core of identity management and authentication, the
service must work seamlessly and cannot afford to be interrupted at any time.
In order to maintain availability, redundant infrastructure and a fast-response
business continuity plan are paramount.
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• Scalability and performance
The DLT requires a strong infrastructure to be able to handle high-volume
applications, and systems with high throughput rates or high transaction volumes
tend to experience relative slowness in terms of system latency periods (Deutsche
[12]). Compared to centralised databases, public DLTs are less efficient, more
difficult to scale up and have less flexibility [45]. Even in private DLTS,
depending on the consensus mechanism and technical configurations chosen,
scalability could be affected if supporting infrastructure does not match the needs
of the government.

• Operational risk
Technical barriers and lack of qualified professionals pose a risk. Dealing with
legacy systems, maintaining interoperability, speed, and scalability are some of
the main challenges in this aspect. Policies and procedures must be adjusted
and IT personnel ought to be trained accordingly to implement and support the
system. Also, safe-keeping the credentials that allow users to input data into the
DLT is paramount. Endpoints (where humans meet the Blockchain) represent
a vulnerability, as credentials needed for that data input could be compromised
affecting integrity of the entire chain.

• Data integrity and availability
Integrity is a major concern when dealing with databases. The majority of the
existing government systems is centralised and replicated to multiple database
servers [15]. The problem with this centralised architecture is that it becomes a
target for cyber-attacks which, and if successfully performed, could compromise
its integrity. For instance, hackers could launch a denial-of-service (DoS) attack
which could make the network unavailable or upload a malware that could impact
integrity and confidentiality, corrupting or disclosing sensitive information.
Therefore, a potential lack of synchronisation amongst databases would simply
mean data is conflicting, and therefore becoming untrustworthy.

By using a decentralised system, there is no single point of failure, boosting
security of assets stored in the blocks. If one node is compromised by a malicious
actor, other copies of the distributed ledger containing the original data would be
used to restore the node [12].

In the Estonian case, not only the government decided to use a decentralised
system, but it has also implemented in 2017 the concept of data-embassy, a
mixture of private and public redundancy cloud storage services elsewhere (the
pilot project was set in Luxembourg), that allows the government to still run its
services in possible major incidents [47].

• Data confidentiality
Privacy is a critical topic in governance and digitising services must be accom-
panied by comprehensive policies [2]. This will ensure correct access controls
will be used, guaranteeing that collected data will be used only for legitimate
purposes.

Blockchain networks have on its design some important privacy issues, as
each node that processes transactions inherently has access to the data itself,
although in an encrypted state. Even though the stored transactions are encrypted
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by default, metadata might be available to other network members, which could
expose data on the activity of any public address in the Blockchain framework.
This metadata, alongside statistical analysis could show information from the
encrypted data, paving the way for pattern recognition [64].

• Consensus protocol
Data is stored in the distributed ledger when there is consensus among participant
nodes through a cryptographic protocol. Failure to achieve this accord would
result in the abortion of the data exchange. This is the base for the still
hypothetical 51% attack, where a malicious actor could have control over
the majority of the nodes in the network, resulting in the interference of the
process of recording and manipulation of the outcome of the new blocks. In
a permissioned system, such as the Estonian case, nodes are controlled by the
government and this risk is mitigated, but maintaining control of the trusted
network is fundamental at all times.

• Standards and regulation
There is not a universally accepted standardised framework defined for dis-
tributed ledgers yet [8], and governments will use whichever technology seems
fit. As long as the database remains within a centralised administration, this is
manageable and it abides by the laws of that sovereign state. However, once
DLTs interconnect and start sharing data, regulations need to be imposed, to
specify enforcement for smart contracts and lawful standards. The legal liability
largely still stays unclear for improper or malicious use of a smart contracts in
the network.

• Trust
Prior to implementing an electronic form of governance, a nation should consider
its culture, metabolism and governance to understand population’s trust in
technology. Citizens’ trust is a factor in new technologies’ adoption rate, and
chances of success in their application. Individuals that already trust their
government tend to have it reinforced through electronic interaction provided
by e-government systems. However, the opposite is also true; distrustful citizens
will not increase their trust, regardless of how they interact [49]. It is up to the
government to work on these trust levels, and gain private sector support prior to
committing to switch governance to an electronic form of it.

Gaining trust in the digital governance has suffered multiple setbacks in the
past decade, and every time it happens, the privacy element is questioned and fear
of hyper-surveillance strengthens. Edward Snowden’s National Security Agency
(NSA) leak in 2013, for example, illustrates how users can come to distrust the
internet for communication, sharing and storage, as citizens became aware that
the government could be spying on them at any moment. Society has become
somewhat divisive about who to trust, demanding platforms that could reassure
preservation of users’ privacy and security.

• Blockchain immutability and General Data Protection Regulation
The fact that in a Blockchain solution the written blocks cannot be easily
altered makes it a strong candidate to maintain integrity in public databases.
That immutability has been recently called into question in Europe, due to the
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rule established in the General Data Protection Regulation (GDPR), known
as right to be forgotten [50]. That regulation challenges the whole concept
of the Blockchain, forcing it to be editable so that attend requests to modify,
redact or delete information as requested. In order to address that risk, technical
workarounds and advanced cryptographic techniques have been proposed to
resolve this issue, but it still constitutes an obstacle to the adoption of Blockchain-
like networks. This risk must be taken into consideration not only from the
technological aspect, but from the legal one as well, as financial fines for privacy
breaches are escalating sharply.

• Cyber war
Governance of information systems that control major aspects of modern society
has gradually been digitised. When public transportation, power grids, financial
services, authentication/authorisation systems become online, the results of
having a security breach could be devastating. In that scenario, the risk of having
state or governmental-sanctioned actors intervening on other sovereign countries’
digital infrastructure could constitute an act of war.

Despite being considered over-hyped by some [37], the risk of cyber war
has been built up over the past decades. One of the incidents that has made
this clear was Stuxnet, uncovered in 2010, a highly sophisticated computer
worm targeting Supervisory Control and Data Acquisition (SCADA) systems to
damage the Iranian nuclear programme. Even though no country has admitted
being responsible for its deployment, due to its sophistication level, it is believed
to been designed by a state actor, allegedly often linked to a joint United
States/Israel operation [37].

While in one side there are signs of government action behind these cyber-
attacks, on the other hand the world has seen multilateral intelligence agreements,
such as the Five Eyes or the Club of Berne, to promote cooperation and
exchange information amongst allied countries. Though some of these alliances
precede the computer era, intelligence-gathering teams eventually evolved into
a sophisticated cyber security network, suggesting powerful nations have been
preparing themselves for digital warfare for a long time. The main risk is that
insufficient security combined with ever-increasing online government informa-
tion systems could lead to state-backed actions to destabilise enemy’s cyber
environments.

3.7 Framework Regulation

Besides understanding the risks, attention to regulatory compliance is also decisive
for the establishment of e-governance. An unsuccessful attempt to foresee the fast
growth of the technology can lead to governance failure [61], especially when
dealing with citizens’ sensitive data. By accurately anticipating legal problems due
to technological innovations, the government can securely adjust its regulation to
cope with novelty.
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In the Estonian case, the e-government legal framework is robustly regulated
and has adopted measures to provide privacy and security of citizens’ personal
data. Together, these legislations (such as the Personal Data Protection Act [56],
Public Information Act [54], Population Register Act [55], Electronic Communi-
cation Act [57]) deliver institutional background for the country’s e-governance,
establishing a connection between technology and regulatory acts, paving the
way for a functional digital government. These protocols define the processes by
which citizens, business, and institutions may request and receive access to data
stored and exchanged by government databases [73]. The Estonian government
vouches for the digital signature, which is equivalent to a hand-written signature.
This dramatically increases the level of responsibility on the security aspect of
the electronic signatures, as Estonian authorities are compelled to accept digitally
signed documents. At the same time, it increases population trust on the system,
which becomes more reliant on the overarching digital governance, including the
e-ID, the e-residency and the X-Tee.

3.8 E-Governance Implementation Worldwide

Governments worldwide are testing technologies such as distributed ledgers to
implement functionalities such as electronic ID, money tracing, electronic voting,
and records of all types (passports, criminal records, tax records, legal enforcement)
[44]. Not all countries use DLT to support this transition, though, and the ones
that do, not necessarily use it in every single database. There are many individual
academic researches available presenting e-governance adoption rates based on a
specific nation’s requirements, potential, resources and appetite.

Though the concept of governance is broad and somewhat difficult to measure,
the United Nations’ e-government development index (EGDI) [71] tries to compare
digital excellence amongst member states. This index includes infrastructure and
educational levels that enable citizens to have access to online services, telecommu-
nication connectivity and human capacity (Fig. 4).

Estonia’s EGDI ranked as 16th (out of 193 UN members) in 2018, and the
relevance of its digital information adoption cannot be understated. About 95% of
the tax declarations were filed electronically in 2017, 99% of medical prescriptions
were in digital format in 2018, and 30% of votes in elections are cast over the
internet [66], among many other examples.

Solvak et al.’s [66] study about Estonia also showed that e-government adoption
rate grows linearly with a high peak acceptance rate, concluding that public and
private initiative are decisive to encourage the population to adopt it. The number of
digital authentications and digital signatures shown on Fig. 5 [73] shows the slow
uptake in the first 5 years, with a progressive rise on population acceptance over
time.



Secure Implementation of E-Governance: A Case Study About Estonia 415

Fig. 4 E-government development index by country in 2018 [71]

Fig. 5 Growth of digital
authentications and signatures
[73]

3.9 Cyber Security Role in e-Governance

Using technology to store and exchange citizens personal data require a highly
developed cyber security state. Information security properties, namely confiden-
tiality, integrity and availability, underpin services as authentication, authorisation,
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accountability and reliability, which combined, define the foundation of a secure
digital governance. Pursuing cyber resilience is the main vector to address security
risks whilst transitioning to digital governance; establishing how effective a coun-
try’s cyber security is, generally shows how mature e-governance has reached.

Using indices to measure governments’ commitment also raises awareness
towards cyber security. Examples of these initiatives, with up-to-date countries’
development indices are the National Cyber Security Index (NCSI) [40] and the
ITU Global Cybersecurity Index (GCI) [26].

The NCSI was created by the Estonian Government to quantify a country’s level
of preparedness to prevent cyber threats and handle cyber incidents, such as denial-
of-service attacks, data integrity and confidentiality breaches. Data is voluntarily
provided by over 100 participating governments and evidences are uploaded to
the NCSI website, which is validated, analysed and indexed according to their
methodology. According to NCSI’s index, Estonia currently ranks in second place
in the charts; an impressive achievement given the history of the country. That
ranking means cyber security is dealt with in a steady and organised method, and
that investing in a secure platform has paid off throughout the years. Top countries
include Czech Republic, Estonia, Spain, Lithuania and France (Fig. 6).

The GCI is maintained by the International Telecommunication Union (ITU), a
United Nations specialised agency for information and communication technologies
(ICTs). ITU was founded in 1865 to facilitate international connectivity, and
provides works such as allocating global radio spectrum, satellite orbits, and
developing technical standards to ensure networks interconnect (Fig. 7).

The GCI was created for the same reasons as the NCSI, promoting awareness
in cyber security. The governmental aspects analysed by GCI are divided in the
categories before being aggregated into a single score: legal measures, technical
measures, organisational measures, capacity building and cooperation. The index is
then, annually publicised and made available online so governments evaluate their
level of commitment to stopping cybercrimes (Fig. 8).

The GCI also produces an ICT Development Index (IDI) since 2009, which
combines 11 indicators into one benchmark score and it is used to compare ICT
development between different countries. The publication presents a quantitative
analysis of the information society and shows emerging trends, which makes it
easier to understand the connection between e-government levels, IDI and cyber
security (Fig. 9).

Not coincidently, Estonia once again stands out and ranks close to other major
cyber security nations. In an effort to continually improve this and demonstrate gov-
ernment commitment, the country has founded the Estonian Information Security
Association (EISA) in 2018, which role is to improve cross-sectorial cooperation
among government, academia and the private sector (Fig. 10).
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Fig. 6 Estonia’s National Cyber Security Index

3.10 Estonian Security and Privacy Issues

The Estonian Information System Authority publishes yearly the Annual Cyber
Security Assessment, which summarises breaches, malware campaigns, denial-of-
service attacks, data leaks and vulnerabilities found throughout the year [18]. Even
though the publication shows a sharp rise in cyber incidents in 2018 (nearly twice
as previous years), the number of critical incidents were reduced (Fig. 11).

As this report indicates, the highest number of security incidents was related
to breach of integrity, produced by malware campaigns aiming to create botnets
through vulnerabilities in exploitable devices. Ransomware and phishing e-mails
were also very present during that period of time and other minor attacks contributed
to the total number of incidents. It is important to state that the increased user
awareness and improved detecting capabilities might have also contributed to raising
these numbers, which means not necessarily the number of attacks have increased,
as the ability to identify the existing ones has been amplified as well. Perhaps the fact
that Estonia has become a high-profile country in the cyber security field worldwide
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Fig. 7 Estonia’s NCSI indicators

Fig. 8 Heat map showing geographical commitment [26]

might also have contributed with the surge on numbers of incidents, as hackers
might be more motivated to test their skills against top secured environments (Fig.
12).
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Fig. 9 GCI most committed countries globally in 2018 [26]

Fig. 10 Linking
cybersecurity to development
and e-governance [26]

Regardless of the reason for the rise on figures, the numbers below from the
official Estonian Government annual assessment [17] help putting this number into
perspective:

Still according to the same report, in 2018 there were no major international
campaigns (such as Non-Petya and WannaCry malwares from the previous years)
and the pillars of Estonia’s digital environment (the X-tee and the ID card)
sustained no further issues. The report allegedly credited it to the government
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Fig. 11 Estonian security
incidents 2016–2018 [18]

Fig. 12 Categories for top
security incidents [18]

commitment, providing additional funding to the ICT sector and complying with
legal and regulatory frameworks [18]. The Estonian Government understands that
risk management is cost-efficient, therefore heavily investing in prevention and
incident management has seemingly paid off. Furthermore, the government works
tirelessly to raise security awareness and offer citizens and organisations solutions
for authentication, digital signing and exchange of data [18].

Since the implementation of the X-tee, Estonia has sustained two particular
incidents that deserve a more cautious examination; The first one, in 2007, a
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Fig. 13 Meaningful security incidents 2017–2018 [18]

distributed denial-of-service (DDoS) attack targeting the Estonian parliament,
banks, ministries, newspapers and broadcasters. Even though the occurrence has
disrupted major ICT infrastructure, shutting down servers all over Estonia, it did not
compromise data storage. The nature of the decentralised database, backed up by the
distributed ledger technology, makes it very hard for a successful data destructive
hit. It is suspected that Russia launched this attack even though the country has been
denied any wrongdoing [68]. The incident did coincide with the moment Estonia
removed the Soviet Bronze Soldier monument from Tallinn, which sparked outrage
from the Russian government. The episode was labelled by the media as Cyber War
[68] and was highly coordinated and sophisticated. A similar event happened in
Georgia in 2008, and inevitably makes society wonder how secure these nations are
when core ICT infrastructure is interconnected with the public network (Fig. 13).

The second issue was observed in 2017 is related the e-ID cards, one of the
foundations of the Estonian digital security. A new chip was introduced in October
2014, which had a private key-related vulnerability that could allow personal
identification and digital signing without the physical card and relevant PIN codes.
The vulnerability was only found in August 2017 and by then, over 760,000
vulnerable e-ID cards had been issued and required immediate replacement.

New vulnerabilities will always be found in innovative technologies. The way
the government addresses the issue, however, dictates how the citizens’ trust on e-
government shifts – or not. Despite the seriousness and impact of those attacks, the
Estonian Government used these to improve its defences and learn from mistakes
made. Also, none of the perpetrated attacks affected information on its distributed
ledger or apparently reduced trust on the country’s security platform [18].
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4 Proposed Guidelines Based on Estonian Success

Based on the secure implementation of E-governance in Estonia there is a need to
facilitate countries to have a common platform both at national and international
levels. By reducing the number of different and independent systems, intercon-
nectivity can be streamlined, more easily manageable and cost-efficient. The
recommendation would be creating an open-source framework, based on distributed
ledger technology, with e-governance-friendly built-in software development tools.
Software, network, apps should be built within the framework instead of having
these secured independently.

Government commitment alongside strong private sector investment were essen-
tial to the Estonian case (and other successful digital governments) and are
paramount for any nation pursuing a high level of governance. E-governance
implementation relies on a delicate balance and commitment of all participants
involved in this ecosystem.

As well as technology, citizen’s awareness needs to be taken into consideration.
The perception of administrative trustworthiness and confidence in technology are
key elements on e-government and therefore, e-governance [20]. By being part of
the transition, the population understands its role, embraces changes and becomes
more mindful of how critical cyber security is.

Continuous improvement and investment in technology and incident response.
It has become evident that the financial impact of attacks such as denial-of-service,
malware, phishing among others justify the investment on up-to-date ICTs, training,
policies, regulatory compliance and incident response team.

Sharing of experiences, problems and solutions on implementation and technical
levels increase cyber resilience. Sharing cyber security knowledge is commonly
perceived as an effective measure to help governments and organisations manage
security incidents, reduce uncertainty and sustain a collaborative environment [34].

Employment of e-governance and cyber security indices to keep up with high
standards and to be able to compare and understand what measures have led other
countries to accomplish a higher level of preparedness.

Finally, understand e-governance takes time. The Estonian adoption took several
years to become evidently efficient, after major adoption of public and private
institutions. Therefore, other countries should not expect immediate results; most
countries referred in this project accomplished quality e-governance after a decade
of full commitment to implementing it.

4.1 Implementation of the Guidelines

The research and development of the guidelines intends to provide a path to follow,
based on existing evidences of the case study and similar effective governments. The
accomplishment of the implementation of these recommendations is subjected to the
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consideration of the existing barriers and the strategies to overcome these issues.
The guidelines are not a systematically developed statement to assist a government
to implement digital governance, but an overall compilation of the steps successful
countries used to achieve it. There should be a coherent research programme for
each government scenario, ensuring that the approach towards e-governance is
appropriately tailored to each situation, and is cost-effective.

It is important to stress that e-government is not the answer to every nation’s
public services issues. Also, as context is vital to determine the steps to take, there
is no singular strategy universally recommended.

5 Implementation of Cyber Situational Awareness
in E-Government

Although secure implementation of e-government is a crucial factor, having a
cyber defence system which can protect the components of e-government is highly
needed. The concept of Cyber Situational Awareness (CSA) has come to the
attention of cyber security experts as a way to protect against different and dynamic
cyber threats [51]. According to Antonik [4] situational awareness is often referred
to different elements in an environment which can contribute to understand current
events and to predict future incidents. If an e-government wants to adopt a Cyber
Situational Awareness program as its cyber defence system, 3 main elements can be
protected, and they are as follows:

1. Financial sectors: Financial sectors such as banks and stock markets are always
hit by different cyber-attacks. In order to mitigate the risk of cyber breaches in
financial organization cyber situational awareness can be considered as general
strategy. Over the past few years, cyber-attacks have become more complicated
and sophisticated and damages caused by them can have significant negative
influence on business and economy in larger scale. Security professionals can
address these issues by having a program for improving CSA as a wider strategy
for mitigation of cyber threats. By getting more details about these threats
not only they can increase the level of security inside their institution, but
also, they can feed their clients and customers with cyber security instruction.
CSA in financial sector can improve knowledge of managers about ongoing
security and help them to prioritize the security needs by identification of
needs, vulnerabilities, and weaknesses. IT experts can use regular security
reports including merging threats against financial sectors and by analysing them
conclude a wider and more extensive CSA program to increase level of security
in both institution side and client side. For instance in bank side by allocation
of suitable and effective IT resources they can prevent or decrease the damage
of cyber-attacks and in client side, also they can improve the knowledge of
customers about cyber threats such as spear phishing and different malware in
order to decrease the risk and the probability of cyber-attacks.
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2. Health care Industry: health care institution such as hospitals and clinics also
need CSA program as a security strategy. For instance, their database can
contain sensitive and classified information about their customers and patients
and that makes the more responsible and accountable to adopt effective CSA
improvement program. CSA programs and tools can come together and help
healthcare industries to improve the level of security and protect their patients
against any sensitive information leakage. An extensive improving program
applied to CSA should have following competences [6]:

(a) Identification of vulnerabilities and weaknesses within the computer systems
in health care institution.

(b) Monitoring merging cyber threats
(c) Classification of merging cyber threats based on their impact on the health

care industry.
(d) Updating security countermeasures regularly in order to be prepared for new

and unknown cyber attacks
(e) Holding educational program for staff in the health care industry about cyber

security issues.

3. Critical Infrastructure: critical infrastructures are the most important and sensi-
tive to governments and nations and they play a crucial role in e-governance.
A cyber-attack to CI can damage heavily and lead to unprecedented loss to
victims. US army highlights CSA in critical infrastructure therefore it has been
concluded that CSA program should cover following capabilities in protecting
critical infrastructure [21]:

(a) Monitoring cyber activities: this process should be done continuously, and
intelligence should be gathered in terms of cyber activities to address new
issues timely.

(b) Identification of vulnerabilities: this task should be continuously carried out
by the CSA program in order to resolve and patch security bugs.

(c) Profiling cyber adversary behaviour: an extensive CSA should use past
intelligence about past cyber-attacks in order to profile cyber attackers for
adopting effective security countermeasures against known enemies such as
state sponsored cyber attackers [52].

6 Conclusion

This study investigated the information security aspect of e-governance implemen-
tation in developed countries, using Estonia as a study case. This paper established
how this nation successfully transitioned to a nearly-fully digital society, shortly
after becoming independent from the Soviet sphere of influence. This success
involved employing its own security framework, backed up by public sector
commitment and private sector participation. The X-Tee uses a distributed ledger
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to integrate the data layers and provide security to data exchange, and it has
effectively been used by other countries as well – with a similar rate of success.
It is difficult to categorically affirm that this would be a universal solution, but
it certainly copes with some database security risks and provides practical data
interoperability.

This study showed that Estonia decided to work close to its citizens in order to
gain public trust, whether promoting security awareness or strongly incentivising
the use of e-government tools. By improving the perception of the administrative
trustworthiness, citizens’ adoption rate has increased, which strengthened govern-
ment integration with residents even further. A few major security breaches suffered
by Estonia in the past decades have been covered in this study, which seemingly
have not diminished the level of trust on the government’s system. The Estonian
government seems to treat the security issues with a high level of transparency,
which triggers confidence from the population instead of damaging trust previously
grown.

This study compared Estonia’s current performance in e-governance and cyber
security rankings with other nations, establishing a positive correlation between
those two elements. This research was able to identify challenges and risks involved
in governance transition, and understanding these difficulties allowed guidelines
to be proposed for other countries to follow. However, even though this set of
guidelines to mitigate risk has been recommended, each country needs to evaluate
its own strategy, and adjust its electronic governance transition according to its
requirements and resources.

6.1 Discussion and Evaluation of the Results

The clear results obtained by Estonia, though, would not necessarily be exactly
the same, even if the equivalent methods were applied to other countries, in other
circumstances. Nevertheless, the nation’s approach seems to match e-governance
and cyber security levels achieved by other developed countries; therefore, suggests
to indicate the right path to follow.

By choosing a permissioned distributed ledger technology, the government keeps
a controlled, decentralised database which is more reliable and encourages citizens’
trust. The DLT shifts the trust factor of the data storage from a human archetypal
to an algorithm [11]. In this manner, the DLT has the potential to improve e-
governance by disintermediating processes, improving efficiency and transparency,
which directly translates to more cost-efficient, faster and auditable transactions.
The benefits are undisputable, but so are the inherent risks. Technology, in that
sense, is not correcting problems with the old model, but replacing those with newer
risks that should be addressed by an effective risk management programme and
controls framework.
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6.2 Future Work

Even though there has been a gradual increase on the number of research performed
about e-governance for over a decade, the research on this field is still relatively
scarce, and mostly done by American and European universities [58]. There is
demand by governments for solutions to be implemented but no standards or
frameworks globally defined.

Due to the fact that e-governance and cyber security and reasonably novel con-
cepts, there is room for additional research to be conducted alongside governments,
main providers of relevant primary data. Further analysis could be conducted and
compared worldwide to determine a cause-and-consequence relationship whilst
adopting new technologies, such as the distributed ledger or a data exchange layer,
both analysed in this study.

Also, this research focused exclusively in developed countries. It is understand-
able that developing nations might have different complications ensuring security
whilst implementing e-governance. Additional research could try to cross-reference
recommendations on projects and identify which principles could be employed on
both cases as a guideline for e-governance adoption.
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Insider Threat

James Bore

Abstract This chapter discusses the threat arising from within the organisation,
whether from negligence, malice, or exploitation by an external party. The trusted
insider is one of the greatest challenges facing organisations today. The analysis
considers the balance to be struck between allowing insiders access and privileges
to show trust and increase productivity, and securing that access at the cost of good
will and with an increased risk of workarounds being found, placing vulnerabilities
at the heart of an organisation’s policies and processes. The tactics of social
engineering and exploitation of human psychology to compromise or completely
bypass technical and procedural security measures are considered, along with the
effectiveness of training and difficulties of raising cultural awareness of security on
a long term basis in a rapidly changing technological landscape.

Keywords Authentication · Autonomous devices · Impersonation · Insider
threat · Smart devices · Trust · Social engineering

1 Insider Threat

A common misconception is that cyber security incidents, particularly data
breaches, are the result of sophisticated attackers who have found a way through
a company’s defences. Even where there is good awareness of the threat that
insiders can pose, an assumption is often made that it is the malicious insiders who
are at fault and seek to deliberately cause harm to the organisation. Fortunately
these misconceptions are quick to disprove. Data gathered by the Information
Commissioner’s Office (ICO) clearly shows that the overwhelming majority of
data breaches occur due to mistakes made by trusted parties, whether they are
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configuration errors in systems, messages and files sent to the wrong party, or
simply misplacing paperwork [15].

The ICO data discussed above only provides detail on incidents which have been
both detected and reported. Given the common desire for individuals to cover up
or deny mistakes, combined with the under reporting of cyber security incidents
suggested by [16], it is likely that there are significantly more incidents caused by
insiders which are never reported even within the organisations affected.

As the potential for interconnectivity and greater communication options opens
up, so too do the opportunities for simple mistakes or omissions to cause incidents.
Greater data storage, more access to sensitive information and systems, and the
increase in automation with reduced manual oversight means that a simple mistake
can quickly magnify from a minor incident to one with severe impacts on nations,
or even internationally. Recent cloud outages caused by administrator configuration
mistakes illustrate this well, a Border Gateway Protocol (BGP) misconfiguration by
a Verizon customer, along with a failure of filtering by Verizon, affected several
thousand networks and tens of thousands of individual IP addresses. Packet losses
caused damaging issues for several major providers, including an estimated failure
of 15% of traffic to the service provider Cloudflare along with impacts to Amazon
and Linode. All the damage was due to a relatively simple configuration error made
purely through negligence.

All of this is without considering the potential of genuinely malicious insiders,
or of external attackers seeking to exploit trusted parties to use as a proxy into
organisations or systems. While this is much less prevalent in terms of causing
incidents, the damage from a deliberate, targeted attack by either a malicious insider
or one who is being manipulated by an external attacker is significantly greater. An
e-mail sent to the wrong recipient is much less likely to reveal sensitive information
to a person equipped and motivated to make use of it. With a targeted attack, the
attacker knows exactly which information they are after, or which system they want
to target, and will have prepared to exploit it effectively beforehand.

Even where negligence on the part of a trusted party does not directly cause
an incident, it can contribute greatly to opportunities for malicious attackers. Both
the well-publicised British Airways and Equifax breaches were due to errors made
by trusted parties. In the case of Equifax a simple oversight in vulnerability
management led to the compromise of records covering nearly half of the United
States population, along with millions of records related to inhabitants of the United
Kingdom and Canada. While this is generally seen as a breach by an outside
attacker, the role of the insider in enabling the attack cannot be overlooked.

When we add new technologies under development to this picture, we can clearly
see a path where the insider threat will continue into the future. The development of
technologies such as Deepfakes [22] potentially allows attackers to exploit a trusted
insider’s position without any direct interaction with the victim. With the increase
of remote working and newer methods of communication such as holographic
communications the potential for attacks enabled by simulation and impersonation
of trusted insiders becomes clear. As the Internet of Things (IoT) expands there are
also questions about autonomous and smart devices which require human oversight



Insider Threat 433

– an illustrative example is autonomous cars, where even the definition of the insider
becomes challenging.

For discussion purposes we will define the insider as anyone or anything fulfilling
a trusted role. This allows the inclusion of impersonators who make use of presumed
insider status in order to exploit an organisation, those who cause or enable incidents
through negligence, and implicitly trusted devices within systems. The insider threat
can then be defined as any use of a permission arising from a trusted role which goes
against the intended purposes.

While there are certain basic common defences for insider threats arising from
negligence, malice, and impersonation each have certain attributes that demand
a more focused examination for effective mitigation. There are also, as always,
aspects of the insider threat which fall into grey areas such as shadow Information
Technology (IT)1 which does not fall neatly into either the negligence or malice
category, but would perhaps be better thought of as misapplied good intentions
leading to increased risk.

1.1 Preventing Negligence

Negligence is the most common and insidious form of insider threat, difficult to
predict and nearly impossible to defend against comletely. As the poet, Alexander
Pope, stated “to err is human”. There is no evidence that this is going to change in the
future, and indeed as the technological landscape expands our opportunities to get
things wrong it is much more likely to increase. Given that, at a fundamental level,
all insider threat can be reduced to the idea that people use a system or process for a
purpose or in a way that is not intended, the methods we can use to treat negligence
are universally applicable across any form of insider threat.

The simplest applicable defence, regardless of technology level, person, or role,
is the principle of least privilege or principle of least authority. Comprehensively
enforced, the least privilege principle prevents individuals or devices from being
able to do anything with a system that they are not intended to be able to
do. Unfortunately this is not a perfect control to prevent insider threat, whether
malicious or negligent, as it is abuse of the permissions that they are given that
causes the threat to manifest. However, placing strict limits on the functions
available at least makes the scope of the threat definable for a particular role, and
allows other appropriate controls to be put in place.

One of the major challenges of this approach is that overly strict controls, without
effective training and communication, can enhance rather than reduce insider threat
as individuals find alternative paths to complete work when systems are seen as

1The use of solutions or systems by individuals or groups within an organisation outside the
oversight of a governing IT or cyber security function, more common and often seen as inevitable
within large organisations.
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awkward to use. Whether the controls are policy and procedure based, or enforced
through technology, this will apply – causing procedures to be ignored and the rise
of shadow IT. Worse yet, the deployment of shadow IT outside the oversight of
departments responsible for governing security is sometimes seen as a positive by
the senior leadership of an organisation for knowledge sharing and collaboration
[20], as the rules and standards put in place by security teams are still occasionally
seen as overly strict, and unjustified.

Even where the principle of least privilege has been thoroughly applied, assuring
that no single entity has any more rights than required to fulfil their role, there
is a second requirement that is necessary. Ensuring that no single person can
perfect potentially abusive actions requires separation of duties between different
roles – a typical example is that the person who makes a payment should require
authorisation by another role. In a small organisation, the principle of least privilege
may not prevent a person from authorising their own payments, and so we must
apply separation of duties.

Separation of duties entails ensuring that no one person or other entity has
permissions to both enact and authorise any potentially harmful action. Even in
small organisations where persons may need to both authorise and enact payments
this can be implemented through the mechanism of ensuring that no person can
authorise their own payments. Despite being simple in concept, there are many
difficulties in implication and often enforcement will become a case of monitoring
for breaches rather than a technological control preventing the actions.

Either malice, or willful negligence, can cause separation of duties to be
circumvented by persons working together in undesirable way. Preventing collusion
is more challenging than preventing simple abuse of privileges, and any organisation
must make a decision on how they wish to strike this balance given their risk
appetite and the potential for abuse. Again we return to the issue of trust, as an
organisation may decide to invest higher trust in its employees, allowing for greater
and more efficient productivity with the increased risk of negligent or malicious
activity causing greater harm.

Even where collusion may be guarded against through layers of independent
approvals and independent audit, one similar area of insider threat is where conflicts
of interest arise. A senior employee with a vested interest in a particular supplier
may have the authority to direct purchases their way, which can cause not only issues
with fraud and corruption but also weaken security controls since full due diligence
and effective evaluation of services and products may be bypassed. Particularly for
senior decision makers guarding against conflicts of interest is essential to reducing
insider threat.

Without effective communication and cultural change, security controls applied
to individuals may not only be ineffective (as they are worked around), they may
actively encourage the insider threat to arise. The balance of encouraging insiders
to feel trusted and responsible rather than restricted, not hindering productivity,
and yet still installing effective security controls whether through organisational
or technological means is challenging. As it depends almost entirely on human
factors, each organisation must consider carefully the approach appropriate both



Insider Threat 435

to their level of accepted risk and the culture which exists. Where there is a
greater sense of responsibility among individuals, greater controls can be placed
without significantly increasing the chance of them either being worked around or
motivating insiders to become disgruntled and act against the organisation.

Implementing the form of cultural change needed to reduce insider threat is a
challenge, depending largely on the specific organisation involved as well as the
wider surrounding culture or cultures. This is especially difficult for multinational
organisations, as different national cultures have a significant impact on the
perception of cyber security risk and the degree of responsibility individuals feel
towards their employer. It is clear that the simple approach of a general cyber
security awareness campaign is often ineffective [3] and a more targeted approach is
required. Any such approach must take into account the different audiences within
an organisation, aiming to foster feelings of ownership as well as understanding of
the security issues.

The simplest way to defend against negligence as an insider threat is to apply
automation wherever possible. The debate about the positives and negatives of
automation aside from in terms of security is still ongoing and heated, and there
is no need ot delve into it here. In terms of security and especially the insider threat,
however, automation is a way to prevent simple human error in a process from
causing damage. As a bonus, automation also makes the malicious insider threat,
whether through an active insider or manipulation by an outsider, significantly more
challenging. Fewer human entry points into a system allows for more thorough
defense of those that remain.

In essence there are five broad types of overlapping human-enabled insider threat
that can apply to an organisation.

Willfully ignorant There are those who are willfully ignorant, refusing to take
part in training or awareness programs and thus become ready vectors for a
malicious attacker, or for the negligence and collusion possibilities previously
discussed. An effective audit of training and awareness programs will highlight
these over the longer term, and an organisation must act to address them. This
class overlaps heavily with the next in that those who have fallen foul to phishing
attacks previously, and refuse training, are more likely to fall foul to repeated
attacks.

Negligent As mentioned, negligence is the most common form of insider threat as
well as the most challenging to resolve. While it is possible to carry out training
and awareness, it is a simple fact that even those who normally exhibit highly
secure behaviours can and will make mistakes. Even when reviews and approvals
are put in place, it is possible that highly trained reviewers will miss things,
meaning negligence can never be fully resolved as a threat. Negligence is also
the most common vector for external attacks to succeed, through targeted social
engineering attacks, system misconfigurations, or other mechanisms.

Collusion While this area does overlap somewhat with willful ignorance and
negligence, it tends to appear more in combination with malice. Collusion is most
commonly the domain of fraud and similar activities, though theft of intellectual
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property can also occur. Collusion may also not purely involve the insider, but
may be an active deliberate cooperation with an outside actor.

Resentment A previously trustworthy employee who feels mistreated can be the
most damaging threat to an organisation. One of the most dramatic examples
was heard in [24], where a network administrator, Terry Childs, after a dispute
about having lied during his application process, was found to have seized sole
control over the FibreWAN networking infrastructure for the City and County of
San Francisco, and refused to disclose the passwords required for access. While
the passwords were recovered in a short time, between the 9th to 21st of July
the city government had no control over the FibreWAN infrastructure and, due
to the mode that the configurations were stored, were unable to risk any power
disruptions which may have affected the network.

Persistent insiders While a resentful insider is likely to cause the greatest single
incident of damage to an organisation, a persistent insider is a much greater
long term threat. Usually they are employees seeking to use company resources
for a supplemental income, and often have the access and authority to prevent
discovery for a significant amount of time. It is only as the damages they cause
increase over time that detection becomes more likely.

1.2 Prediction and Detection

Sanzgiri and Dasgupta [28] provides a useful taxonomy to look at the methods
available to both predict and detect insider threat activities. The methods range
from technological controls such as the well established Role Based Access
Control (RBAC) model and deployment of decoy or honeypot2 files, to predictive
methods based on psychological and behavioural factors drawn from monitoring of
employees. The addition of threat modeling techniques [14] allows for prioritisation
in deploying these detection methods, as well as giving guidance on where and
which controls to prevent incidents should be deployed.

Behavioural analysis, in particular anomaly detection, is currently a popular way
to detect potential insider threats. Network traffic, application activities, use of
permissions, working hours, and various other factors can be and are considered
as inputs to a model applicable to a particular role. The baseline is normally built up
over several months before alerting is switched on, meaning that with a sufficient
sample size it is unlikely that consistent anomalous behaviour on the part of one
individual will affect the model for a role. Of course, there are significant ethical
concerns with these models and, while they are effective at detecting deviancies
from normal practices, there are multiple explanations available. It is important that

2Files or information designed to appeal to a malicious party, often with dummy sensitive informa-
tion. In more advanced implementations the files may have dynamically generated watermarking
such that individuals will be linked to unique files, making investigation a simple process.
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any such behavioural analysis is not only carried out with careful consideration of
the ethical issues involved with observing employees, but also that any alerts which
arise are handled with consideration and care since mishandling of an anomaly
arising due to causes unrelated to insider threat are more likely to make such a
threat manifest than prevent it.

To give examples of how behavioural analysis can be applied, and the associated
difficulties, we will look at working patterns. If we take the example of an employee
whose working hours are normally between 9am and 5pm, with some variance
for travel disruptions or staying late to finish projects, a baseline can quickly be
established. If there are then consistent anomalies outside of that baseline, let us say
working until 8pm several days in a row when very few others are in the office, gives
an indication that something has changed. Various causes could be put forwards,
maybe a particularly complex project the employee is working on, a change in
financial circumstances meaning overtime pay is required, a personal circumstance
that means they want to stay longer at the office, or possibly something more sinister
such as collecting sensitive information for sale or distribution. This is where the
ethical concerns, and the need to treat the situation carefully, come into play. With
any of the causes which are personal, trying to restrict access to information or
starting any overt investigation could easily be perceived as persecution by the
employee causing an otherwise trustworthy employee to become less so. Of course,
the other causes could also be a trigger for a less malicious insider threat to manifest,
so not doing anything to mitigate the situation is also not an option.

All of the behavioural analysis methods for detection converge in the concept
of the digital twin, and it seems likely that existing technologies for insider threat
detection will begin to move in this direction – if they have not already done so.
Providing behaviour profiles for individuals in the form of a digital twin3 which can
be subjected to much more thorough analysis than the individual otherwise would
does have significant potential for improving the prediction of insider threat, though
the ethical issues in such deep profiling by employers, including the incorporation
of information from social media platforms and various other sources, are difficult
to consider. At the least it is likely that digital twin-based predictive technologies
will be reserved, initially, for highly sensitive organisations where the requirement
for security outweighs the right to privacy for individuals. This already occurs, to
some degree, with the highest levels of security screening.

Authenticity analysis with machine learning algorithms assisting human par-
ticipants will become increasingly vital to insider threat detection and prevention
as emerging technologies, such as holographic, Augmented Reality (AR),4 and

3A synthetic behavioural model of a person or other entity used to predict behaviour, whether
predicting drug interactions in medical research or purchasing patterns in online shopping.
4Augmented Reality is use the use of technology to enhance the real world using technologies
such as digital overlays to provide contextual information, or insert artificial digitally generated
3D objects into a real-time landscape.
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Augmented Human (AH)5 communications for collaboration become well estab-
lished. Given the existence of deceptive technologies which will be discussed in
the next section, and the pace of development, it will become essential to make use
of detective technologies in any sensitive remote communications, whether video,
audio, or holographic, to assist human participants in guaging authenticity [6]. This
is already occurring at a basic level with e-mail communications, with many systems
now raising notifications that a recipient is external, or that an e-mail is suspicious.
Given the profitability of deception-based cybercrime exploiting insider threat it is
not likely that bad actors will ignore the potential to use new technologies to support
their attacks, and continue to manipulate insiders [25].

1.3 The Outside Insider

Insider threat does not always relate directly to human employees. The key
requirement is that an attacker somehow gains access as a trusted individual, and
there are many examples of how this can occur without ever directly engaging
with an organisation. One of the more recently named techniques which illustrates
this effectively is warshipping [13]. Named as a portmanteau of shipping and
wardriving, which involves individuals travelling around searching for wireless
network signals in order to gain access, warshipping exploits the delivery network
of companies. Even where a company may take great precautions to prevent their
wireless network from being publicly accessible, warshipping bypasses all of the
physical protections and provides an attacker with an evil access point within the
organisation’s premises.

Conceptually warshipping is a very simple attack: the attacker will build a small,
battery powered computer with both wireless and mobile connectivity options. The
mobile connectivity is used to remotely control the device, to then compromise
any wireless networks detected when it has reached its destination. Location is
monitored using mobile connectivity to determine which cell the device resides in,
or GPS. Once it has arrived the device will continue working for days or weeks
depending on the battery available. Known exploits against wireless networks are
used to gain access, allowing the attacker to carry out Man-in-the-Middle (MitM)
attacks or other compromises.

Naturally warshipping, while recently named, is not a new technique though
its prevalence has not been studied in depth. Of course, often there is not even a
need to go to the lengths of paying for shipping, as often an outsider can pose as
a visitor to an organisation and gain access to public areas. This gives easy access
to any organisational wireless networks in the building, and in some cases direct
network access where port management is not correctly implemented. Even where
port management is properly managed an outsider who can gain access to secure

5Using wearable or implanted technology to enhance the capabilities of a human.
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areas, whether by pretexting as an employee, visitor, courier, supplier, or another
role, can make use of a wide variety of tools to manifest an insider threat with only
limited contact with employees. A well known attack which exploits the insider,
with minimal risk to an attacker, is simply dropping USB drives in an area near an
organisation’s premises, ideally marked with some interesting and relevant label to
exploit the curiousity of employees. Once inserted the device carries a payload of
malware which allows the attacker to act in the role of the manipulated insider on
the networks and systems.

For better-resourced attackers rather than travelling in person, or paying for
shipping, drones may be used to the same effect. Some of these are autonomous,
compromising wireless networks and building networks of insider bots on the fly
[26].

Smart devices often used with voice activated smart home systems, or with smart
phone control, such as lights, kettles, aquarium control systems, pet feeders, and
similar convenient items. These are often provided with trusted access to home and
office networks, and the lack of any comprehensive security standard governing
their design and manufacture makes them ideal entry or manipulation points for an
attacker. Since all of these devices will hold, at least, the access keys to a network the
insider threat is clear. Of course, the threat profile of some devices is significantly
higher than others, especially when safety features are implemented in manipulable
code rather than mechanical. It is not a great stretch to think of a kettle with
temperature regulation governed by a thermostat controlled in software, to allow
for custom temperature adjustments for the perfect cup of tea. Unfortunately such a
device, without a mechanically-implemented safety cut-out to prevent overheating
could easily be the cause of a fire, moving the insider threat from a threat against
information to one in the physical realm.

Plenty of high-profile examples covering why these devices should not be trusted,
and should at best be isolated to dedicated, quarantined networks are available. One
of the most popular tales is of a casino, which will remain unnamed, which serves
as an example of insider threat both through a smart device, and through the actions
of a customer or visitor as an insider. Originally discovered by Darktrace, the threat
manifested when a visitor to the casino connected to the fish tank control system.
The control system was connected to the internet in order to regulate temperature
and feed the fish when needed, but was also connected to the casino’s internal
network. Once on the network the attacker’s located the high-roller database, and
exfiltrated it through the thermostat to cloud storage [30]. The attack on the casino
also highlights the importance of applying least privilege principles to devices as
well as individuals: there is no need for a thermostat to be able to transmit data to
cloud storage, or even run a fully functional computing system. The scenario could
easily have been prevented by limiting the device to only accepting and sending
temperature data, with anything else being dropped automatically.

For a more literal view of the insider threat, implantation of medical devices
has saved many lives. As technology advanced, developments have meant that
controlling, adjusting, or updating medical devices no longer requires invasive
surgery as it would before, reducing the immediate risk to patients. Unfortunately
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this does raise other risks instead, as demonstrated by [27]. Butts and Rios
discovered vulnerabilities in various medical devices, with the most dramatic being
the control system for a pacemaker. As the AH becomes more common, whether
with life-saving medical devices, enhancements, or simply convenience devices
such as implanted chips it is vital that this area of insider threat, sitting inside the
target’s own body, receive the attention it deserves. The ease and simplicity of other
attack vectors, along with the morality involved in compromising a medical device,
may help to keep the threat reduced, but it is not hard to envision a form of disturbing
ransomware deliberately targeting devices if they are not adequately protection.

Until the ongoing rise in smart devices is matched by increased security
awareness and understanding in manufacturers, this is an area of insider threat that
will continue to grow.

Combining two of these vectors, the SkyNET botmaster system and similar
networks can be used in order to find and compromise smart IoT devices in addition
to wireless networks. The first widely popularised system making use of this strategy
was developed by the security firm Praetorian in 2015, and is continually developed
to this day. While their demonstration does not attempt to compromise discovered
smart devices, it provides an effective picture of the attack surface for those whose
attempts are more malicious and was designed to highlight this potential. A similar
service, without the use of scouting drones, is provided by the search engine Shodan
and searches for smart devices directly attached or routed to the public internet. All
of these devices are a potential vector for insider threat to manifest, as they are
almost always considered trusted participants in their host networks.

1.3.1 Insecurity by Design

Issues with the security of smart or other computing devices are not always due to
failings in design. Deliberately introduced vulnerabilities, or backdoors, are a major
concern for organisations from the scale of small businesses to national govern-
ments, and even individuals. Whether introduced for the convenience of developers
and not removed after the development process is complete, or maliciously inserted
into the design process by a hostile actor, the threat posed by backdoors in hardware
or software is increasing.

Software backdoors can be treated after discovery in the same way as any other
vulnerability, with patching or software updates. Unfortunately many backdoors
have a hardware component that makes their removal range from challenging to
ouright impossible. One of the earliest well-documented cases occured in 2008
with the leak of an Federal Bureau of Investigation (FBI) presentation detailing
the investigation into counterfeit Cisco components which had been installed across
the United States, including in sensitive military and government sites. While Cisco
claimed the counterfeit equipment was for profit reasons rather than corporate or
governmental espionage, the FBI considered the threat of backdoors being included
severe enough to describe it as a ‘critical infrastructure threat’. Worsening the
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situation were claims that Cisco’s approved vendors had also purchased and resold
counterfeit equipment.

The potential of a compromised trusted supply chain leading to the installation
of malicious equipment in key systems is not taken lightly, and is not simple to
resolve. Full inspection of every piece of equipment, down to circuit board and
silicon wafer level, would be required to remove any trust requirements given the
sheer complexity of modern systems. Simultaneously that level of deep inspection
is not merely impractical, but impossible with current resources and tools. Trust
is required for any such chain to function effectively, and as with individuals the
more controls and checks are applied the more impact there will be on productivity.
Indeed, as with employees it is entirely possible that excessive arduous checks will
simply lead a supplier to decide to cut their losses and walk away. When this is a
matter of specialist hardware, the receiving party may simply not have an alternative
but to allow the checks to be bypassed.

The Department of Defense (DoD) takes the situation seriously [8], as do many
other national governments and organisations. Unfortunately given the complexity
of systems, as the report states, it is extremely challenging to very some of the
claims made about supplier compromise, or malicious suppliers, and even more
so to separate the claims and subsequent actions from other political or economic
motivations. When claims of security risks from supposedly trusted sources have
been shown to serve an ulterior motive, even our own sources of security intelligence
can become an incidental or malicious insider threat. Take as an example a claim
that a major equipment manufacturer is in some way compromised. If this claim is
made by a significant and trusted authority, such as an intelligence agency, it is likely
to cause equipment to be removed, supply agreements to be broken, and similar. If
this claim was made not on the basis of genuine security concerns, but for national
economic interests, then at best it is a waste of effort and funds, while at worst it
could lead to further threats arising from the use of substandard systems.

1.3.2 Inside Voice

It is not always necessary for an insider threat to be overtly hostile as in the case
of warshipping. More and more homes are now adding some automated capability
through the use of voice activated or remotely controlled smart home devices. While
there is no denying the convenience of these devices, they do have a substantial and
often overloooked threat profile. The instances of children, or in one notable case
a pet parrot [4], purchasing substantial amounts of food, treats, or other undesired
items (at least undesirable to the person paying for the purchase) are well recorded.

In 2014 various owners of Microsoft’s, at the time, new XBox One console began
complaining of the devices activating in response to a new television advert which
began with the words “XBox On”. At the time those affected viewed the issue as
a minor nuisance, with the greatest damage being from those who would find their
XBox activation would switch the inputs of their televisions [17]. In April 2017
Burger King took things a step further, by using their television advert to deliberately
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query the Google Home smart device with the question “OK, Google, what is the
Whopper burger?”. The advert, and resulting irritation of viewers, led to a brief
edit war over the Whopper wikipedia entry before Google stepped in to disable
the voice query [31]. A less deliberate instance occurred in early 2018, when an
advert for Purina cat food contained the words “Alexa, reorder Purina cat food”.
While that instance did not result in a confirmed order, it followed a spate of similar
instances which did and caused vendors of smart home devices to add layers of
confirmation before orders would complete, along with blocking their own adverts
(and any others they were notified of) from triggering the voice recognition [1].
Given the sheer number of voice activated devices now carried and trusted by users,
the potential for insider threat through voice recognition is obvious.

More concerning is the fact that much of the voice recognition processing for
these devices is carried out on cloud-based systems, and it has come to light that
to assist these machine learning models human contractors have been provided
with audio recordings of conversations believed to be private in order to improve
recognition success [7]. Any voice activated system should now be considered
suspect and a potential insider threat, no matter how much convenience they add.
Voice recordings and transcripts can be requested under various privacy legislation,
and in previous cases a request has resulted in the wrong individual’s data being
sent, though it can be hoped that this was a one-off case and the lessons learned
were quickly implemented [2]. The misinterpretation of a conversation as voice
commands is not so easily addressed, and even has a higher potential for damage
since it may result in private conversations being shared with friends and family
[18].

1.3.3 When Security Is a Threat

Even where devices and infrastructure are secured, much of the time they are now
secured by various third party managed services. Alternatively many companies,
recognising that the expertise required to provide cyber security capabilities is a
specialist area, will delegate responsibility for their security to third party providers
who take on not only the administration and configuration, but the hosting of their
tools.

This approach has definite upsides as economies of scale kick in, particularly
with shared providers. The problem comes in when those shared services also raise
potential threats themselves. A Managed Security Service Provider (MSSP), or even
Managed Service Provider (MSP), can certainly provide security expertise which
may not be available in house, but they simultaneously increase the threat landscape
for their customers. By becoming a single trusted provider to multiple customers
they make themselves a valuable target for attackers or any form of malicious
insider, the trusted access to customer systems providing a single point of entry for
multiple further targets. Given the size of many MSPs and MSSPs organisations
their structure and infrastructure have significantly increased complexity, which
opens up many more opportunities for anyone with both access and malice in mind.
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Due to this companies need to consider carefully what access a third party
provider should have to their systems, and again apply principles of least privilege
and separation of duties. Due diligence to ensure that a provider is secure themselves
is also essential. A threat actor targeting an MSP is likely to be much more
sophisticated and better resourced than one targeting a single small to medium
enterprise, and while security by obscurity is very negatively perceived in modern
times, a lower profile against motivated and well-resourced attackers is definitely of
benefit.

1.4 The Future Insider

As technology advances, our systems grow in complexity and become ever more
interconnected. This interconnection between technologies and people, and the
increasing rise of AH through wearable and companion devices blurring the line
between users and participants in networks, means that the threat landscape is
constantly growing at the same time as more and more participants and devices
are becoming insiders. A city-wide public wireless network, as an example, means
that every person within that city with any wireless device becomes a potential
insider and target. To add to the landscape we must also consider non-human
network participants such as more advanced, autonomous smart devices, and even
the overarching machine learning programs that govern these systems as potentials
for insider threat.

On top of these, the growth of AR and communications technologies to permit
long distance and asynchronous communications, whether through telephony,
email, or collaboration tools, means that the social network of insiders continues
to expand alongside the technological underpinnings of society. When physical
presence is no longer necessary, establishing the authenticity of a participant
becomes exponentially more challenging. Even with technologies to allow for visual
communications, emerging systems make it harder to establish whether the parties
at the other end of a long distance connection should be treated as trusted insiders, or
quarantined from a system. Finally, such long distance communications remove one
of the most effective controls on insider threat – face to face communications allow
for a much more effective assessment of an individual’s behaviour and attitudes
in most cases than a remote call, and many insider threats have been prevented by
the simple expedient of colleagues in a workplace noticing that someone is behaving
oddly, unusually angry, or seems tired and has been making mistakes due to personal
circumstances.

1.4.1 Smart Transport and Smart Cities

Deserving of separate consideration to simple smart appliances, as almost the
ur-example of a futuristic cyber security threat in both media and research, are
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autonomous vehicles [29]. A popular scene in modern films looking towards the
future is a car chase (sometimes with flying cars) where between one to all of
the vehicles involved are compromised by an attacker, acting as hostile agents in
a trusted network. While such scenes once seemed outlandish, and are usually
presented as a hostile outside attacker, the use of trusted, open networks to carry
out this form of attack means we can consider it as an insider threat.

Another example, older even than the autonomous car compromise, is the
attacker who targets a smart city’s networked traffic management system to similar
effect. Vehicles under the control of humans are attacked through causing traffic
control systems to show contradictory signals. While again this is arguably an attack
by a hostile outsider, the threat itself manifests through the misbehaviour of a trusted
network system. Such an attack would be ineffective if the system were not trusted
and relied upon by all participants.

At this point even loose definition of insider with which we began this chapter
becomes a challenge. Is a car which is misled through bad radar information or
control codes a threat to the driver? Is a driver through inattention and poorly-judged
manual override the threat to the car and autonomous road systems? Is a pedestrian,
or third party driver a potential insider threat to an autonomous road network in a
smart city, or vice versa? In these scenarios, are one, both, or neither insider threats
or external threats? There is no clear answer to these questions, and any answer
given depends entirely upon individual perspective and the context of the discussion.

For simplicity we will say for now that in a smart city, autonomous travel system,
or similar shared publicly accessible network, all users and authorised participants
can be considered as insiders, and potentially give rise to insider threat. The
open nature of such systems increases the number of insiders and simultaneously
decreases the amount of implicit trust they can be safely granted, since unlike
employees or contractors there are fewer options for instilling an effective security
culture, and the greater variety of participants leads to a much higher likelihood of
undetected disgruntled or even malicious insiders.

1.4.2 The Unpredictable

Big data, machine learning, and digital evolution for problem solving are popular
approaches as our technological landscape becomes too large and complex for
individual, or teams of, humans to comprehend in any realistic timescale. Machine
learning is ever more sought after as an approach to analyse events in pursuit of
anomalies that might indicate security incidents in large computing networks, in
addition to being applied to much more diverse problems such as landing planes,
planning road layouts, managing traffic, profiling customers for targeted advertising,
monitoring human users for abnormal behaviour, carrying out medical analyses, and
many other purposes. As these models and methods are developed and applied, the
outputs are given a huge amount of innate trust, in some instances more even than
the analysis that might instead be produced by a team of humans.
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As machine learning models become trusted participants and sources of intelli-
gence, we must be on the watch for insider threat. This is not because our current
machine learning models are likely to become self-aware and take over the world,
but because they are unpredictable and, in many cases, comprehensible only after
mistakes are realised. In many cases these systems are tested in isolated, simulated
worlds, set with a certain collection of goals before being deployed to any real-
world function. A few of the narratives described by [19] indicate the dangers of
implementing any system which has not been fully understood by its creators –
when we are discovering exploitable vulnerabilities in light bulbs, there is a very
valid cause for concern in implementing algorithms which are not comprehensible
to their creators and the risks posed must be considered carefully.

It is inevitable that, as these systems are implemented, a proportion will have
been set up with incomplete initial goals, leading to such situations as the algorithm
to land a plane instead bringing it down with enough force to overload the sensors,
fortunately in simulation rather than practice. While this is an extreme example,
where consequences are less dramatic there is a lower chance of detection during
development and testing, meaning that decisions will be taken based on incorrect
analysis. With the complex environment we experience today it is inevitable that
machine learning algorithms utilising big data collection will be implemented in
order to solve challenges, and we must be ready to deal with this new vector for
insider threat to manifest.

This does not account for people misusing the systems implemented using
greater information to their own benefit. Multiplayer online gaming illustrates that
participants in a system, in pursuit of competition, will learn to exploit flaws in the
system to their own advantage and the detriment of others. Where such systems
are implemented in a wider environment in order to govern rules of behaviour it
is likely that a number with advanced knowledge of the system may do exactly
the same, learning to feed carefully determined misinformation to the system in
order to benefit themselves at the expense of others. Indeed, this happens currently
in many systems of bureaucracy where fraud is a serious concern. The attempted
impeachment in 2018 of the Supreme Court of Appeals of West Virginia serves to
highlight the effectiveness of privileged actors abusing their positions, as well as the
difficulties of detecting such behaviour and mitigating the damages after the fact.

1.4.3 Consequences of Mitigation

As with most insider threats, the most effective mitigations for these large scale
environments with a broad population of insiders can be reduced down to two
options. One is to reduce the amount of trust in the insider, applying greater
and greater automation to these systems with fewer points of interaction and
reduced control for participants. This reduces the potential attack surface for a
disgruntled insider, but does have consequences in terms of human autonomy in
such environment by reducing options and applying ever-stricter controls in pursuit
of a secure environment. Alternative there is the option of attempting to inculcate a
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security-focused and highly responsible culture using the autonomous environments
themselves. The measurement of trust and scaling of potential interactions based on
rule-following is undoubtedly a security measure, but the human cost involved in
terms of privacy loss, reduction of rights, and potential for abuse is not something
to be dismissed lightly.

China has been implementing and developing one such cultural regulation system
since 2014, and the ethical debate across the rest of the world is no less heated years
later than when the system was first proposed [5]. Concerns can also be raised over
the increased importance such a system places on digital twins over the behaviour
of people when not observed by the system, and the potential for calculated attacks
against the behavioural profile of participating citizens through a co-ordinated
misinformation campaign are of serious concern. Considering the real life impact
which can occur as a result of co-ordinated social media shaming or harassment
campaigns already, the possibility for such attacks leading consequences enforced
directly by a social credit score supported by governments is truly terrifying. All
such incidents are a form of insider threat, as those targeted by and co-ordinating
the campaign must be authorised participants in the system.

Equally the disruption that could be caused to a state relying on a governing
social capital system, tied into all automated systems and with oversight on booking
and other commercial systems, by a single bad actor with high level privileges
is almost staggering. Whether against an individual, or against a large group, an
administrator would potentially be capable of bringing an entire society almost to a
halt by maliciously adjusting the privilege thresholds for citizens. In such a society,
those who directly control the system and its design have the greatest potential to
cause damage to the society as a whole.

1.4.4 Impostor

Currently spoofing and impersonation is largely limited to changing source email
addresses, display names, or phone numbers. SMS spoofing in particular is becom-
ing prevalent as banks and other service providers switch towards using One Time
Passwords (OTPs)) sent via mobile networks. An attacker using a spoofed number
can then impersonate the service provider, and often will ask for the OTP sent
to be forwarded on. Similarly a phone call from a spoofed number can lead to
the same result, circumventing the security normally provided by Multi-Factor
Authentication (MFA). All spoofing and impersonation attack techniques can fall
under insider threat, as they attempt to exploit the implicit trust placed in insiders.

The use of deceptive technologies such as Deepfakes [11] in order to spread
misinformation is already well documented. As the technology develops and is
combined with face tracking and recreation systems [33] the potential for use
as a tool for malicious insider threats, or indeed carrying out an insider threat
without requiring any participation on the part of an insider, becomes clear. Given
the data and behavioural profiling that is considered a standard, it is entirely
possible to conceive of a dedicated, motivated attacker constructing the profile of
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an insider based on personal data leakage in order to carry out an attack. While
this may seem outlandish, it is already one of the most effective techniques in the
social engineering arsenal, with impersonation being one of the most successful
an profitable mechanisms to extract funds from organisations [21] with the use of
nothing more sophisticated than changing e-mail display names.

Arguments have been made that an impostor is not truly an insider threat. To
counter this it is clear they are acting as an insider and looking to exploit the implicit
trust involved to their own ends. The only additional precautions to be taken against
an impostor threat, beyond those that should be taken against an insider threat, are
methods to verify identity and to put insiders on guard against potential impostors.
Otherwise, all other controls placed for a true insider threat are equally effective
against an impostor.

It is obvious that this particular insider threat is going to increase with time.
Currently many uses are for entertainment, though there are already instances where
Deepfake systems have been used to generake fake pornography of both celebrities
and individuals, whether for blackmail, exploitation, or revenge purposes. Currently
it is usually possible to establish the authenticity of such videos, but this technology
is still in the earliest stages and the possibility of a world where we cannot
reliably trust any video recording or communication as being authentic is a genuine
concern. New authenticity mechanisms will be required, whether they will involve
a resurgence in physical meetings or other security mechanisms such as assuring
secure connections through the use of security passphrases which are provided by
some secure communications applications.

Several sites already exist allowing reading aloud of any text in the voice of
a particular individual, and faked videos of personalities such as Barack Obama
have circulated since 2017 [10]. While it may take some time before this deceptive
technology expands to include holographic communications through AR, or to
insert false avatars into Virtual Reality (VR) or even classical video conferencing
environments, the tools are all available with voice recognition providing a realtime
input mechanism, facial tracking allowing for ever more realistic imitation of
an artificial face in terms of emotion, lip-syncing, and general expression, and
Deepfakes applied to create the artificial avatar and replace the impostor’s voice.

We are likely heading towards a future where the current cyber security arms
race between defenders and attackers will expand along yet another front, with
authenticity of communications previously trusted implictly outside of highly
sensitive environments become an ever-greater concern. While research is rapidly
taking place into various methods to defeat deceptive technologies, many of the
answers depend on particular artifacts which are a result of the immaturity of
the technology and will be rapidly addressed as its usefulness as a tool of attack
becomes apparent [22, 23, 32].

As an aside, it is interesting to note that these sophisticated attacks on authenticity
do not apply only to information and communications, but have crossed into the
physical world. Especially in the art world, where machine learning algorithms
are often used to establish authenticity, the threat posed by algorithms which can
produce ‘replicas’ which appear authentic to an artist’s style is clear [12]. With more
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direct implications on general security, the potential for counterfeit documentation
of all kinds can only cause trust to be lost in physical copies, requiring more
dependence on computational authenticity mechanisms such as cryptographic
signing authorities as are now provided by the Estonian government [9].

1.5 Overview

We have seen that the insider threat is a broad subject, with many different attack
vectors ranging from simple innocent negligence to a well-resourced and motivated
attacker posing as an insider. As our technological systems develop opportunities for
these threats to manifest continue to increase and develop, providing new vectors for
attack which leverage brand new technologies and quickly adopting new capabilities
to serve their goals.

New communications channels will require new methods of working to ensure
authenticity, where we have not achieved this even with well established channels
such as email. Ever more complex systems give rise to more potential for damage
to occur through both negligence and malice. The increase in technologies such
as AR and particularly the rise of AH, along with smart devices and increasing
dependencies on interconnected systems mean that threats from insiders, including
participants in systems, can manifest in new and unpredictable ways.

Whether the insider threat is a true insider, an imposter, or the manipulation or
exploitation of an insider to achieve an attacker’s ends, certain founding principles
can help to mitigate the threat. Building systems, where possible, or re-engineering
systems to apply least privilege principles and enforce separation of duties will help
to prevent insider threat from manifesting for an organisation, while instilling a
culture of security awareness and responsibility where insiders can be trusted will
reduce the possibilities for manipulated insiders to cause damage to an organisation.

Regardless of the measures taken to prevent insider threat from manifesting, the
nature of people and the requirements for trust in order to achieve anything as any
organisation means that the threat and its accompanying risks will always be present.
Properly ascertaining and addressing these risks can help to minimise them, but they
can never be completely eradicated from any organisation and constant monitoring
is required to ensure that when they arise they can be dealt with in a timely and
effective manner.
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