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Preface

The International Workshop on Enterprise and Organizational Modeling and Simula-
tion (EOMAS) represents a forum where researchers and practitioners exchange and
mutually enrich their views, approaches, and obtain results in the field of enterprise
engineering and enterprise architecture. The most valuable asset of every conference
and workshop is its community. The community of EOMAS is small, but it consists of
founding members, long-term contributors, and every year it attracts new innovative
participants. This year, EOMAS reached its 15th edition and took place in Rome, Italy,
during June 3–4, 2019.

Traditionally, we can offer a balanced assortment of papers addressing formal
foundations of enterprise modeling and simulation, conceptual modeling approaches,
higher-level insights and applications bringing novel ideas to traditional approaches, as
well as new emerging trends. In this post-proceedings you may find the selected papers.
Out of 24 submitted papers, 12 were accepted for publication as full papers and for oral
presentation, and each paper was carefully selected, reviewed, and revised. In addi-
tional to this we reflected on the interest of last year’s invited workshop on usability
and invited the experts to make a sequel. You can find a short report in this issue.

This year, we included a novel outlet of Master and Doctoral Consortium, which
attracted young talent to present their work. The presented work was then discussed,
and feedback, advice, and encouragement was given. We were really surprised by the
relevance, methodological quality, and results of their work – you may find their
contributions on our website https://eomas-workshop.org.

We would like to express our sincere thanks to the entire EOMAS community: the
authors, the Program Committee and the CAiSE organizers, the chairs for their
enthusiasm and devotion, as well as all participants for their contributions. We look
forward to the 16th edition of EOMAS!

June 2019 Robert Pergl
Eduard Babkin
Russell Lock

Pavel Malyzhenkov
Vojtěch Merunka

https://eomas-workshop.org


A Little Semi-round Retrospective

When we founded Sigmas (Special Interest Group on Modeling and Simulation) at the
Association for Information Systems and its EOMAS workshop 15 years ago, under
the leadership of Professor Joseph Barjis, this was the time of the final penetration of
object-oriented paradigm into the area of building large software applications. Indeed,
software analysis and design methods at that time had already assumed that software
engineering processes begin with the description of requirements, but finding, verify-
ing, and validating these requirements was considered as something that did not belong
to software engineering techniques, because the software engineer must get it ready
from other specialists. However, we have learned from our experience that this is not an
accurate statement and that the requirements engineering must be part of software
engineering, more specifically that software engineering has an essential intersection
with business engineering and management consulting. Over the past years, the
importance of this kind of analysis and prototyping of information systems grew as
compared with the writing program code. Also, agile methods do not even assume that
the requirements are accurately identified at the begin of the software development life
cycle.

We are also delighted that in our workshop various innovative approaches have
come into play, which later became asked at large conferences, but at the time of their
beginning, they would probably not have the chance to be accepted elsewhere than in
the EOMAS community. Our workshop should maintain this feature for the future and
remain a platform for communication, inspiration, and collaboration of new ideas. In
most countries, including mine, publications in peer-reviewed journals are more valued
than publications at conferences of our type. However, it is a big problem for young
scientists who cannot start to write journal articles without previous contact with the
expert community. Our workshop is designed especially for them.

Dear friends, 15 great years of our workshop have passed, and there is a future
ahead of us with new challenges. The dominance of Java has been declining already for
many years, and new programming languages and new programming paradigms have
come to the scene, in which return the spirit of the old ideas of Smalltalk, object
databases, and other nearly forgotten technologies. Also, the declarative and other
non-imperative styles of programming are no longer just an exciting toy but are
becoming a practical technology, thanks to the growing performance of today’s
computers. We are interested in metamodeling and ontologies and augmentation of
software engineering to the higher spheres of abstraction closer to classical philo-
sophical thinking. Today’s business consultants already use CASE tools and
business-process simulators. This confirms the need for our workshop. Thank you all
very much for the past 15 years of EOMAS workshop. Let us look into its future with
great hope.

June 2019 Vojtěch Merunka
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Designing an Ontology for Semantic
Integration of Various Conceptual Models

Marek Suchánek(B)

Faculty of Information Technology, Czech Technical University in Prague,
16000 Prague 6, Czech Republic
marek.suchanek@fit.cvut.cz

Abstract. Ontologies and conceptual modelling are very close areas
in software engineering. This paper is focused on initial steps towards
the integration of conceptual models by the foundation of Ontology for
Conceptual Models Integration to capture the knowledge about various
conceptual modelling languages, including process, event, and object-
role modelling. It is based on previous work in this area and has an
ambitious goal to allow semantic integration of conceptual models made
in different languages to cover more aspects and details of the problem
domain. The presented contribution consists of the related work research,
the initial ontology designed to be easily extensible, and related ideas for
future work based on this foundation. We foresee this ontology to help
also with using various conceptual models to create complete, consistent,
and requisite software implementation in an automated way.

Keywords: Ontology · Conceptual modelling · Integration · Mapping

1 Introduction

Conceptual modelling is a discipline and activity used for describing a part of
reality called problem domain (e.g., systems, environments, and organizations)
in order to promote the understanding and communication between people [21].
When we understand a domain, we can improve it or support it efficiently, for
example, by developing and incorporating software applications. There are many
languages for modelling a domain, and there is definitely not a single correct
way in choosing the language, similarly to programming languages [5]. Differ-
ent languages are focused on different aspects of a domain (structure, processes,
responsibilities, communication, etc.) and thus have certain advantages and dis-
advantages regarding a specific use case.

Although the modelling languages are more or less focus on different aspects
or model the same aspects differently to enhance or align its usability, there are
overlaps and connections in concepts and semantics [5]. Example of such connec-
tion can be nicely visible on models of the Unified Modelling Language (UML),
where models relations between model are straightforward, for example, use case
fulfilling a requirement, or object of a class from class diagram participating in
c© Springer Nature Switzerland AG 2019
R. Pergl et al. (Eds.): EOMAS 2019, LNBIP 366, pp. 3–17, 2019.
https://doi.org/10.1007/978-3-030-35646-0_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35646-0_1&domain=pdf
http://orcid.org/0000-0001-7525-9218
https://doi.org/10.1007/978-3-030-35646-0_1
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sequence behaviour model [23]. Such links are across other modelling languages
as well. Using the links, we can interconnect the knowledge about the domain,
improve understanding of it, and also translate between modelling languages –
directly or interactively if personal decisions have to be made.

For the interconnection of models, we need to semantically integrate the
languages, i.e., find and describe the overlaps and links. Semantic integration is
a well-known process of interrelating information, and ontology mapping can be
used for this purpose [14]. Ontologies are in information technologies are used
for representing and storing knowledge using the formal encoding of taxonomies,
structure of entities (nouns), and relations between them (verbs). There are
already some works that encode modelling languages using their metamodels in
the Web Ontology Language (OWL) as we will show in Sect. 2. Having OWL
ontologies for various languages and then do ontology mapping seems a possible
way of contributing to this area of research.

First, in Sect. 2, we briefly introduced used terminology of conceptual mod-
elling; then we summarise related work in conceptual modelling and ontology
mapping that will be used as a foundation for this work. In Sect. 3, we propose
our solution to semantic integration of various conceptual models generically
using ontology mapping, so it is applicable for any modelling language now or
in the future. Section 4 contains the evaluation of our contribution and its pos-
sibilities of use based on the previous comprehensive description. Finally, Sect. 5
contains proposals of possibilities for further research in this area.

2 Related Work and Terminology

This section introduces basic terminology from conceptual modelling and ontol-
ogy to understand and grasp the topic correctly. Then we briefly describe similar
attempts to our topic and related work that we can use for our goals. It is further
used to design our own solution.

2.1 Conceptual Modelling

As the conceptual modelling, we understand, according to [21], as “the activity
of formally describing some aspects of the physical and social world around us
for purposes of understanding and communication”. This definition covers not
only the structural modelling of entities, their attributes, and relationships with
possible constraints but also processes or even social aspects such as responsi-
bilities or intentions. Thus, in this paper, we do not make a distinction between
structural, process or other models on the conceptual level.

Although the primary purpose of conceptual modelling is not strictly related
to software engineering, it is often used in it to design software systems according
to requirements of a well-described domain. There are various languages for con-
ceptual modelling that are focused on specific aspects. For structural modelling,
the study [28] shows that ontology-driven languages such as OntoUML [11] is
better to use over traditional approaches with UML or ER models. Slightly other
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approach is taken in Object-Role Modeling (ORM) that is focused on modelling
facts and their roles in relations between them [12].

Facts-oriented is also part of the Design & Engineering Methodology for
Organizations (DEMO) that focuses on transactions, i.e., production and coor-
dination, in organisations and provides multiple consistent models to cover struc-
tures, processes, and action rules [7]. For purely process modelling, aside to well-
known BPMN and some UML models, there is also Business Objects Relation
Modelling (BORM) based on the object-oriented paradigm and formalism of
communicating finite machines [15].

2.2 Ontology Mapping, Alignment, and Matching

Ontology matching, sometimes called ontology alignment, is the process of find-
ing correspondences between concepts in two or more ontologies. A set of such
correspondences can be described with a term alignment. In the past, it was
mainly used for integrating databases or software applications with different
vocabularies. There are three dimensions by which we can match terms in ontolo-
gies: syntactic, external, and semantic [26].

When we have two ontologies with their sets of classes, relations, individuals,
data types, and values, we can match them using inter-ontology relationships.
A single matching is given by two terms that match and the similarity measure,
which is a value between 0 and 1. A pair of those two terms from a single
matching is called mapping [26].

For mapping multiple ontologies, you can map them in pairs (each-to-each),
or have one particular ontology as a central point to which is each ontology
mapped. The second option is what we want to do in our work. An important
note is that we do not want to lose important information about mapping by
using just similarity measure but to capture what semantic difference is between
terms even if it is very slight.

2.3 Description-Logics Based Ontologies

Formal specifications are used to represent some knowledge in a well-defined way
another family with this common goal is description logic (DL). Problem domains
can be described using DL languages, which can use various description logics:
general, spatial, temporal, spatiotemporal, and fuzzy [1]. DL is tightly connected
to ontologies in software engineering, for example, and more specifically, with the
Web Ontology Language (OWL), since version 2 defined by W3C consortium.

A model can be then described using OWL, where classes correspond to DL
concepts, properties to DL roles, and individuals are the same. An OWL ontology
is usually used in semantic web technologies or to describe some data in RDF
format and is compatible with RDF schemas. Thanks to its popularity over the
recent years, tooling support is on a granular level and also allows visualisation.
When compared to a graphical language it is more efficient to develop text-based
OWL for versioning using tools like Git instead of storing models in XMI or as
figures [10,19].
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2.4 Matching in OWL

Matching, as we already described, is used to interconnect ontologies with rela-
tionships of equivalence and similarity [26]. In OWL, there are already defined
terms that can be used for matching ontologies [3]:

– owl:equivalentClass = a property for linking class descriptions that have
the same intensional meaning and are not necessarily totally equivalent (which
can be done with owl:sameAs).

– owl:equivalentProperty = a construct for stating that two properties
have the same property extension, i.e., intensional meaning. Just as with
owl:equivalentClass, totally equivalent property should be instead cap-
tured with owl:sameAs.

– owl:sameAs = a property for linking individuals with the same “identity”.
Similarly, there are also properties owl:differentFrom together with set-like
owl:AllDifferent for different individuals.

As those and also other exist [19], we should make use of those and do not “re-
invent the wheel”. OWL language is very expressive in this manner, and it can
significantly help us with our task of semantic integration of various conceptual
models.

2.5 Ontology for Conceptual Modelling

Very similar research to this has been done in [18], and we are highly inspired
by it. The significant difference in their and our work lies in their main focus on
structural aspects, i.e., its simplicity and actually mapping conceptual mod-
els into vocabularies with just types (i.e., classes or entities), qualities (i.e.,
attributes or properties), and relations. Also, they are focused on usability with
Biomedical Informatics Grid and clinical models that limit the generality of the
project.

The other problem is that the ontology is not available any more, and the
project seems abandoned. Our goal is to ensure future development of the ontol-
ogy and not leaving it to disappear. As another inspiring part of this work,
there are relations to terms in other upper ontologies such as BFO, SKOS, or
IAO. That can even allow mappings between different ontologies and conceptual
models as is done entirely in OntoUML modelling language [11].

2.6 Model Transformations

A lot of work in model transformations has been already done. First, in model-
driven software engineering, there are many tools and ways of translating a
conceptual model into (usually incomplete) implementation. The most known
approach is Model Driven Architecture (MDA) by OMG where computation
independent model (CIM) is transformed to platform independent model (PIM)
and then to platform specific model (PSM) [27]. During the transformations,
conceptual details can be lost, and implementation information is added.
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Also, transformations between modelling languages and conceptual modelling
to ontologies have been done as well. For example, [2] describes transformation
of OntoUML to OWL and SWRL, similarly to [31] and [30] about UML to OWL
transformation. OntoUML can also be transformed into the formal specification
in language Alloy [4]. Such transformations are used often for increasing pos-
sibilities of the language, for example, transforming OntoUML to Alloy allows
validation with mathematical reasoning and generation of instances which would
be more complicated to reimplement purely for OntoUML.

2.7 Existing Ontologies for Modelling Languages

There are already existing ontologies that encode metamodels of modelling lan-
guages which is even more powerful than simple transformations of models into
ontology. It allows matching of modelling languages and querying as well as
it describes instances, i.e., models. One of many examples is [22] that encodes
BPMN 2.0 into ontology as organised knowledge from more than 500 pages of
the official specification. It provides annotations and information about BPMN
but also enables validations of BPMN models.

2.8 Meta-modelling and MOF

The Meta-Object Facility (MOF) [24] is a standard by Object Management
Group (OMG) used in model-driven engineering. It defines 4 levels wherein the
top M3 level is provided with a meta-metamodel which conforms to itself and
that can be used to build compliant metamodels on the M2 level for modelling
languages, such as, UML metamodel. Then on the M1 level are the models made
in the language defined by M2 metamodel, e.g., UML model. The M0 level is
data level with real-world objects, i.e., model instances.

Some modelling languages and their metamodels are conformed with MOF
and some, of course, are not. Sharing the meta-metamodel gives an advantage
in the form of transformation possibilities or interconnecting knowledge between
models that we want to achieve as well. Inspirations from MOF’s M3 model and
mapping it directly are essential to our work.

3 Our Approach

In this section, we propose and describe our initial ontology for the integration
of various conceptual models though matching their metamodels. For that pur-
pose, we highly gather inspirations from the discussed related work. Our goal is
to develop a high-quality foundation of ontology that will be extended continu-
ally in the future rather than struggling with an enormous amount of different
concepts from many modelling languages or developing totally new multi-aspect
language as is often the case in contemporary software engineering. The re-use
of concepts and ideas is the essence of our work together with abstractions and
categorisations of those terms if applicable and needed.
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3.1 General Requirements

First, we need to summarise what are the demands that need to be fulfilled. Such
requirements are of two kinds. We want to develop an ontology that captures the
knowledge of conceptual models. It means we want to extract higher-level terms,
such as class, entity, relation, inheritance, and so on, used in various (commonly
used) conceptual modelling languages, group them, and name the group within
the ontology. Selected aspects (i.e., types of modelling) and modelling languages
for our purpose are:

– Class-oriented modelling: UML Class Diagram, OntoUML, ER
– Fact-oriented modelling: ORM, DEMO
– Behavioural modelling: UML Activity Diagram, BPMN, BORM
– Instance-level modelling: UML Object Diagram.

As for the second kind of requirements, which we can call as in software
engineering “non-functional” requirements, we narrow selection of technologies
and architecture in order to be extensible and interoperable in the future devel-
opment. Setting up and following such requirements should, for example, assure
that our work will not end up unavailable like mentioned Conceptual Modelling
Ontology from [18]. We will mainly focus on this using FAIR principles [29]:

– Findable = The ontology and related metadata should be publicly available
in a repository that assures long-term storage, and persistent identifier (for
example, DOI) will be assigned.

– Accessible = The ontology and metadata will be accessible using open and
free protocol via the Internet from the public repository.

– Interoperable = The selected format to represent the ontology and meta-
data needs to be open and widely used, preferably standardised, and it should
be clear how to use it.

– Reusable = The project should be released with a clear usage license,
detailed provenance, and it should meet standards used in similar projects.

To fulfil most of these “non-functional” requirements, we will use a public
GitHub repository, open Creative Commons license, and Zenodo service to assign
persistent Digital Object Identifier (DOI) [25]. The repository will contain aside
to the ontology description also files to clarifies its usage both human-readable
and machine-actionable.

Another aspect is the quality and truthfulness of the ontology. The ontology
must be, of course satisfiable, i.e., it is possible to instantiate the described model
without any violation of specified rules. There are also measures of quality pro-
posed by [16] in terms of syntax, (perceived) semantics, pragmatics, knowledge,
social, physical, and language aspects. In order to achieve validity and com-
pleteness, which will be a long-term goal above the scope of this paper, everyone
developing this ontology should take those quality aspects into account.
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3.2 Technologies and Formats

Concerning the previously discussed requirements, we selected OWL format for
implementing the ontology. It is standardised by OMG, has excellent tooling sup-
port, has advantages over RDF schemas or previously used frame languages [19].
The ultimate tool to work with ontologies that we will also use is Protégé, which
is free and open-source [20]. For visualisations to explain the ontology in this
paper, we will use a web-based visualisation tool called WebVOWL [17].

To describe the project, we will use a simple documentation HTML docu-
mentation for people as well as machines. It will contain metadata encoded using
tool WIDOCO – a wizard for documenting ontologies [8]. The documentation
will contain information about the ontology, its license, authors, and intended
usage together with relevant references, including this paper. The OWL ontology
will also be annotated using well-known Dublin Core standard [13].

3.3 Ontology for Conceptual Models Integration

In our ontology called Ontology for Conceptual Models Integration (OCMI), we
gather key terms from various conceptual modelling languages as described in
requirements. The highest level of classes consists of five terms: Entity, Event,
Property, Relationship, and Participation. There are two more terms – Con-
straint and Instance – that are sort of “cross-cutting concerns” since they can
be related to one of the previous four terms, for example, a constraint for a
relationship or an instance of an entity. Thus, they have subclasses for each of
them. The core is well visible in Fig. 1 made by WebVOWL tool.

Aside from classes, we defined also data and object properties based on the
modelling languages analysis and conceptual modelling principles. The most
basic example is that every Entity, Property, Relationship, and other have a
name (e.g. entity “Person” or property “birthdate”). They also capture relations
between our classes, for instance, that one entity constraint is related to some
entities and that one entity can have multiple entity constraints. The core terms
forming the “spine” of ontology are:

Entity. We call an entity the same things as is a class in UML and its profiles,
a fact in ORM and DEMO and identically entity in the ER modelling. It is a
structural pattern for its instances, i.e., it groups definitions of properties and
relationships that the instances have in common. This is the core term of our
ontology used when defining all others.

Event. Event is a subclass of an entity which is special in terms of its usage.
It represents entity that occurs in time duration and has special relations and
properties related to that fact, such as a trigger, input, and output. In process
modelling, the equivalent naming is activity, transition, or task.
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Fig. 1. WebVOWL visualisation of OCMI (core, details are collapsed)

Property. Commonly known attributes, fields, trait, or quality from conceptual
modelling languages, we call a property definition of having a named feature. In
the first version of ER modelling, this was captured by the special has relation,
for example, “Car has a colour”. It is important to mention here, that property
has no type definition - we understand typing as kind of constraint which are
defined later on.

Relationship. Aside from properties, an entity can have some relationships
with other entities or itself. In conceptual models, there are relations, links,
associations, and so on. We use the term relationship for any kind of connection
between two (or more) entities. The entities are connected to relationship via
special class participation to separate connection details. There are also sub-
classes of relationships such as specialization, association, or aggregation.

Participation. The Participation class serves to name and describe an relation-
ship “end”. It is better to separate details about a single connection of entity to
a relationship from others, especially when a relationship can be (theoretically)
between any number of entities. The main purpose is regarding the constraints.
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Constraint. As being said, constraint realizes any sort of restriction of others
in our ontology. We understand as a constraint multiplicity of relationship (more
specifically participation of relationship), a stereotype of entity or relationship,
specially named meta-attributes, but even datatype of property, and so on. There
are subclasses of constraints for other classes and then special subclasses for
widely used constraints in conceptual modelling.

Instance. From instance-level modelling, we got inspired and incorporated class
instance for something called also object in the UML and its profiles. Instances of
entities, relationships, participations, or properties (i.e., values) form an instance
of a model and are related to its class.

The resulting ontology contains more terms and their properties than shown
in Fig. 1 but those are collapsed and are less significant to be explicitly stated
here. We expect that such lower-level terms and details might change over time
but mentioned and critical seven of higher-level terms will be stable and provide
a solid foundation.

3.4 Distribution

The ontology is published using GitHub repository, but we provide persistent
links to the repository itself http://purl.org/ocmi and the latest OWL file
http://purl.org/ocmi/ocmi.owl in the master branch. This mechanism of
purl.org service [9] allows us to change the provider, owner, or name of the
repository and keep the same URL as well as potentially change even the name
of the ontology itself. The universal Creative Commons license CC0 (Public
Domain) does not limit any use or distribution of the ontology [6]. The first
starting release allowed to create a release with DOI using Zenodo that makes
the ontology with specific versions simple to cite [25].

3.5 Relations with Upper Ontologies

As we developed an ontology of high-level terms of the conceptual modelling
domain, it inevitably overlaps on semantic and maybe even syntactic level with
upper (or foundational) ontologies. We selected some of the widely used upper
ontologies: General Formal Ontology (GFO), Basic Formal Ontology (BFO),
Unified Foundational Ontology (UFO), and Yet Another More Advanced Top-
level Ontology (YAMATO), and compared classes in our ontology with theirs.
The results are summarised in Table 1. The captured equivalences can also be
described using owl:equivalentClass and are based on empirical observations
of their use in multiple domain ontologies as well as its description in upper
ontologies.

We matched terms with an elementary knowledge of selected ontologies, and
it can be a source of other future discussions for improvements in our OCMI
ontology. It is visible that no existing ontology perfectly matches our new one,
but it can be mapped, often even with the partially identical terminology.

http://purl.org/ocmi
http://purl.org/ocmi/ocmi.owl
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Table 1. Equivalent terms in the selected ontologies

OCMI GFO BFO UFO YAMATO

Entity Entity Entity Universal Entity

Event SpaceTime Occurent Perdurant Occurent

Relationship Relator (only) Relational quality Relation Relation

Participation Relational role N/A N/A N/A

Property Property Quality Aspect/Quality Property

4 Evaluation

The described Ontology for Conceptual Models Integration successfully fulfils
the set initial requirements. First, it contains all essential terms used in the
analysed modelling languages which enable future integrations on overlapping
terms, encoding models using RDF and the ontology, and querying in a standard
OWL way. Also, thanks to the selected standard OWL format, the ontology can
be interconnected with existing OWL ontologies for conceptual modelling, and
it is easily extensible.

4.1 Evolvability

As we already stated, our ontology presented in this paper is just an initial step,
and the main advantage is within its ability to be continually improved in a
crowd-sourced manner. Use of standard format, versioning, and overall design
enable easy changes in the future without causing any ripple effects. The ontology
maintainers can quickly review its distribution and licensing also allow anyone to
contribute and the contributions. The team of maintainers can, over time, change
based on proving expertise and ability to contribute regularly. Nevertheless, the
main ideas and requirements given by this paper should remain the same.

4.2 Versatility

The contribution in the form of a single initial ontology based on conceptual
modelling languages analysis can be marked as versatile. It uses only standard
technologies and procedures; therefore, it has no other limitations than those
set by the underlying technologies and human creativity. As the name states,
the primary purpose is to integrate conceptual models, but it can be used for
modelling itself or as an upper ontology to other ontologies. Also, usage as a
descriptor to generate software entities can be done as well. It is all achieved by
its simplicity that can, of course, disappear in the future as the ontology will get
mature.
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4.3 Possibilities for Adoption

Thanks to its versatility mentioned above, there is plenty of opportunities for the
use of the Ontology for Conceptual Models Integration. First, as it is standard
OWL ontology, it can be freely used in other ontologies that describe conceptual
modelling languages (or are generic upper ontologies) with use of equivalence
or subtype relations similarly to what we have shown in Table 1. Such “crowd-
sourced” use would specify the mappings for integration itself.

Then, integration can be realised using OWL queries on the lower level of
domain models. Another option is to develop a framework that takes the ontol-
ogy, mapped modelling languages and upper ontologies, a domain model and
provides many options for results such as:

– manipulation (i.e., queries) of model composed of multiple conceptual models
from the input,

– transformations of models between modelling languages,
– consistency checks for multiple models,
– template-based generating documentation, statistics, and visualisations from

models.

There can be many implementations of such a framework using different tech-
nologies. The ontology defines very high-level terminology of conceptual mod-
elling with intentions but not specifications nor limitation of its use. However,
the core idea will persist – a well-defined combination of conceptual modelling
languages to describe a problem domain instead of developing new languages.

4.4 Availability and FAIRness

We published our work within the public Git repository and created a persistent
URL using purl.org service, which assures long-term availability. On top of that,
the repository also allows releases with DOI using Zenodo service. Development
of the ontology is simplified thanks to the regular Git workflow with branches,
tags, and forks. Due to permissive licensing, anyone can adjust the ontology or
contribute to it.

Finally, the documentation on how to use, extend, and integrate the ontology
is provided directly in the repository together with project-related metadata in
both human-readable and machine-actionable format. With all of this, the ontol-
ogy is ready for further elaboration and usage to integrate conceptual models
on the semantic level. Use of standard formats, open access, and metadata as
described in requirements makes this project FAIR.

5 Future Work and Research Ideas

While developing the ontology and studying related work, we have encountered
several challenges and possibilities for future research. Potential further steps
after this research are briefly described in this section.
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5.1 More Modelling Languages

The most obvious way to continue in this work is to describe more modelling
languages using our ontology. For higher efficiency of the process, prioritisation
of languages should take place. Incorporating modelling languages that already
have some published and available OWL description should be more comfortable
and faster to adopt with ontology alignment instead of thoroughly research the
meta-model and encode it. On the other hand, widely-used languages should be
preferred to incorporate over less-used even if having OWL specification.

The primary purpose of doing this is, of course, to cover more aspects of a
domain and to provide more ways of modelling that can be plugged together.
There is also the second advantage in the form of improving the ontology for
integration. When we encounter a modelling language that has some constructs
which cannot be adequately captured with the ontology, or the loss of informa-
tion is too high, an improvement of the ontology should be made to increase its
expressiveness. Important is to still stay on a very generic level and do not dive
into describing too detailed concepts that would prevent a proper mapping.

5.2 Formal Specifications

Aside to incorporating more languages for conceptual modelling, the scope of
languages can be broadened, and other forms of a domain description could be
added. Formal specification, for example, Alloy, OCL, or algebraic specifications
(Maude, CASL, etc.), are an essential way how to capture specific details of a
domain or a system that are usually not possible to encode in graphical concep-
tual modelling languages. Importance of those models is mainly in its possibility
of mathematical reasoning and proving correctness or broad validation options
in terms of automatically generating instances.

Meta-models of languages for formal specifications differ in many aspects;
however, since they are often used as complements to conceptual models for
mission-critical parts of a domain, overlaps and interconnections must be present.
Further research could enhance the ontology to allow adopting formal specifica-
tion languages and enable its symbiotic connection to various conceptual models
in a simple way.

5.3 Similarity and Expressiveness of Modelling Languages

Since we can match various conceptual modelling languages using a common
ontology, we can also evaluate how are these languages similar, i.e., how much
they cover the same aspects of a domain in the same scope. Knowing easily
how expressive is each modelling language concerning particular domain aspect
or aspects should help with deciding what language is suitable to be used for
a description of a domain based on requirements and expectations. Moreover,
when it is known which other languages are highly compatible (i.e., can create
synergic models) – a whole suite of suitable languages for given problem domain
could be decided with higher quality.
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5.4 Implementation Models and Transformations

Formal specifications are closer to a mathematical or programming-like descrip-
tion of a domain. Another natural broadening of the ontology scope would be
covering implementation models. It should allow transforming a set of conceptual
models and possibly formal specifications into a set of implementation models
able to be used for generating adequate software application. Of course, such
transformation is not straightforward, since between conceptual and implemen-
tation levels are gaps as technical details are missing in conceptual models but
contain other details that are omitted in implementations.

An existing approach used in MDA well describe such transformation and is
verified by practice. The novelty brought by our ontology would be in seamlessly
using multiple different models that cover more aspects, and thus hypothetically
more accurate implementation can be generated. This topic of all other men-
tioned here represents, in our opinion, the most complicated challenge, as well
as the most significant benefit.

6 Conclusion

In this paper, we presented our initial approach to semantically integrate various
conceptual models made in different modelling languages with the use of current
ontology technologies. Our work that was profoundly influenced by interesting
but discontinued Conceptual Modelling Ontology (CMO) [18] and Meta-Object
Facility collects knowledge from different approaches to conceptual modelling
and provides a way how to map them together in order to allow a description
of a problem domain from diverse aspects. The ontology is easily extensible
and can be continually improved when incorporating new modelling languages.
We hope that our contribution will be used as a foundation to further research
and application in practice to help in conceptual modelling and model-driven
development of software applications.

Acknowledgments. This research was supported by the grant of Czech Technical
University in Prague No. SGS17/211/OHK3/3T/18.
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22. Natschläger, C.: Towards a BPMN 2.0 ontology. In: Dijkman, R., Hofstetter, J.,
Koehler, J. (eds.) BPMN 2011. LNBIP, vol. 95, pp. 1–15. Springer, Heidelberg
(2011). https://doi.org/10.1007/978-3-642-25160-3 1

23. Object Management Group (OMG): OMG unified modeling language, v. 2.5. Tech-
nical report (2015). http://www.omg.org/spec/UML/2.5/PDF

24. OMG: OMG Meta Object Facility (MOF) Core Specification, Version 2.5.1 (2013).
http://www.omg.org/spec/MOF/2.5.1

25. Potter, M., Smith, T.: Making code citable with zenodo and github. Software
Sustainibility Institute (2015)

26. Shvaiko, P., Euzenat, J.: Ontology matching: state of the art and future challenges.
IEEE Trans. Knowl. Data Eng. 25(1), 158–176 (2013)

27. Truyen, F.: The Fast Guide to Model Driven Architecture - The basics of Model
Driven Architecture (2006). http://www.omg.org/mda/mda files/Cephas MDA
Fast Guide.pdf

28. Verdonck, M., Gailly, F., Pergl, R., Guizzardi, G., Martins, B., Pastor, O.: Compar-
ing traditional conceptual modeling with ontology-driven conceptual modeling: an
empirical study. Information Systems (2018). http://dx.doi.org/10.1016/j.is.2018.
11.009

29. Wilkinson, M.D., et al.: The FAIR Guiding Principles for Scientific Data Manage-
ment and Stewardship. Scientific Data 3 (2016)

30. Zedlitz, J., Jörke, J., Luttenberger, N.: From UML to OWL 2. In: Lukose, D.,
Ahmad, A.R., Suliman, A. (eds.) KTW 2011. CCIS, vol. 295, pp. 154–163. Springer,
Heidelberg (2012). https://doi.org/10.1007/978-3-642-32826-8 16

31. Zedlitz, J., Luttenberger, N.: Transforming between UML conceptual models and
OWL 2 ontologies. In: Terra Cognita 2012 Workshop, vol. 6, p. 15 (2012)

https://doi.org/10.1007/978-3-642-25160-3_1
http://www.omg.org/spec/UML/2.5/PDF
http://www.omg.org/spec/MOF/2.5.1
http://www.omg.org/mda/mda_files/Cephas_MDA_Fast_Guide.pdf
http://www.omg.org/mda/mda_files/Cephas_MDA_Fast_Guide.pdf
http://dx.doi.org/10.1016/j.is.2018.11.009
http://dx.doi.org/10.1016/j.is.2018.11.009
https://doi.org/10.1007/978-3-642-32826-8_16


Conceptual Normalisation in Software
Engineering

Martin Molhanec(B)

Faculty of Electrical Engineering, Department of Electrotechnology,
Czech Technical University, Prague, Czech Republic

molhanec@fel.cvut.cz

Abstract. This article argues the necessity of conceptual normalisation in soft-
ware engineering and data development.Moreover, it aims to put a basis for formal
definitions of conceptual normal forms. The Author’s approach is ontologically
based exploiting an axiom of non-redundancy of the Real World. Further, the
Author also shows how relational and object normalisation are connected with
a conceptual one. In the end, the Author argues for herein proposed ideas and
definitions.
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1 Introduction

This article is engaged with the issue of conceptual normalisation. The Author has been
concerned with this issue for many years and published his ideas in the past years at
different scientific events, for example, at EOMAS international workshop [1–3], ISD
(Information System Development) conference [4] and, as well as many local Czech
conferences and seminars;we afford to refer only a fewof them [5–7], so this article is one
of many of such disseminating the Author’s opinions in the wider scope of international
as well as local expert community engaging in conceptual, object and data modelling.
The Author hopes that this contribution can be a good starting point for a more extensive
discussion about these very interesting and serious problems.

The rest of this paper is organised as follows. Next, in Sect. 2, we start by motivating
the need for conceptual normalisation. Section 3 introduces our presumptions and app-
roach. After that, Sect. 4 gives the results of our work, i.e., the proposal of definitions,
formal and informal, of four conceptual normal forms, and finally, Sect. 5 summarises
the paper, suggests improvements and discusses future directions for research.

2 Motivation and Problem Statement

The paradigm of relational normalisation (1st to 3rd normal forms and others that are
not so common such as BNCF, etc.) is commonly taught in university courses in the field

© Springer Nature Switzerland AG 2019
R. Pergl et al. (Eds.): EOMAS 2019, LNBIP 366, pp. 18–28, 2019.
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of database theory and design. There are no doubts about the usefulness and advisability
of it. We can refer, for example, the works of Codd [8–10] among others. Regrettably,
there are many opinions about the nonsensicality of the normalisation principle in the
field of an object-oriented paradigm given that object-oriented databases do not use the
concept of primary and foreign keys. This is false in the opinion of the Author.

It is true that issues of right design of data models have been discussed of the 70s
starting with a well-known article by Chen [11]. Particular attention to this issue is
paid by fact-based modelling approach, for example, in [12] and [13], among others.
Nevertheless, the Author’s modern-day approach based on ontology theory and covering
conceptual, object and relation modelling paradigm is in some respect different from
them, according to the opinion of the Author.

Another reason for conceptual normalisation is a need to retain a consistency of
gradual models during MDD (Model Driven Development) transformations (see, for
instance, [14]).

We argued that the need for object normalisation arises from the same reasons as
for relational normalisation, i.e., from the needfulness of elimination of redundancy
from our data. The employment of primary and foreign keys in definitions of relational
normalisation is, thus, to implement the process of relational normalisation for relational
databases. So, for the definition of object normalisation, we need a different tool for our
endeavour.

This approach is also supported bymany experts, for example, Ambler [15], Nooten-
boom [16], Yonghui [17], Tari [18] and Khodorkovsky [19], among others. A brief
description of approaches of all these authors is included in Molhanec and Merunka
[20]. It is clear that all these authorities agree on the necessity of object normalisation,
but still, there exist some issues to resolve, such as:

• There are no definitively and generally accepted definitions of object normal forms.
• Most of the authors have a problem with replacing the concept of relational keys with
other correct concept in the definition of object normalisation.

• It is not clear if the same count of normal forms exists in the object area as well as in
the relational area.

3 Presumptions and Our Approach

We start this section with the following, in our view, a fundamental presumption that
the relational and object models are specialisations of the more common and high-level
conceptual model, and simultaneously, that these models there are not a sub-type of each
other. For that account, we defend, that both the relational and object normalisations are
the specialisation of the conceptual normalisation aswell. This simple but basic assertion
is concisely shown in following Fig. 1.
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Fig. 1. Conceptual, relational and object models

This basic idea (presumption, conjecture) can be defined more formally as follows:

Conjecture (relational and object models inherit from a conceptual model):
Let CM, RM and OM be Conceptual Model, Relational Model and Object Model
respectively. We assert that the following is true:

(RM � CM) ∧ (OM � CM) ∧ (RM �� OM) ∧ (OM �� RM) (1)

Here it should be mentioned the misguided argument which frequently arises in the
course of the conversation about the necessity of object normalisation and differences
between the object and relational approaches.

“The object approach has not and does not need any primary and foreign keys,
therefore it is better than the relational approach and its normalisation is thus
nonsense.”

This argument, along with the idea surrounding normalisation as something that
relates to the primary and foreign keys, implicates an idea that normalisation in the
area of an object-oriented paradigm is nonsense. However, as previously mentioned, the
normalisation paradigm is not about the keys, because the keys in the relational area are
only the proper devices that define the normal forms, but normalisation is essentially
about redundancy which rises from the absence of redundancy in the Real World around
us, in the sense of work [21].

In the sequel, we introduce some conjectures, definitions and lemmas needed to build
up our approach of conceptual normalisation and conceptual normal forms as well.

3.1 Uniqueness and Identity

Our approach conforms toQuine’s dictum“no entitywithout identity” [22]. The concepts
of uniqueness and identity of objects in Real World are essential for the Author because
that are very closely connected with the principle of non-redundancy of Real World as
well aswith the definitions of the conceptual normal forms discussed and defended by us.
Accordingly to Guizzardi [23] andHerre [24] wemay to formally formulate a conjecture
below. The formalisation is based on intensional sortal modal logics (i.e., intensional
modal logics with quantification restricted by sortal) with minimum additions to it as
used in [25].
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Conjecture (identity and uniqueness): Let RW be Real World, and, x, y are objects
of that. Next, let the predicate id denote identity. We assert that the following is true:

∀(x ∈ RW )�∃id(x) (2)

∀(x ∈ RW )(y ∈ RW ) (id(x) = id(y) → x ≡ y) (3)

Simply put, for all objects of Real World, there exists necessarily an output value of
identity function; as well as if values of identity function of two objects are equal, then
these objects are identical.

It is clear that these assertions are fundamental. We cannot predicate that any natural
world objects have any real internal identifiers. Any unique identification of an object
such as a serial number is an artificial property created by a human being for the intention
of creating a unique identification. However, the majority of natural world objects do
not have such identification at all. However, all real objects have their physical identity.
Abstract objects, such as an invoice in an information system, must always have an
artificial identifier. In any case, we only dealwith objects that can be clearly distinguished
from each other at a given time in our Real World. Whether any way.

3.2 The Conceptual Object and Its Features

This section introduces the concept of the property of a conceptual object as well as
some other essential definitions, lemmas and theorems employed in subsequent sections
of this work. We start by giving a simple definition of property of the object.

Definition (property): A property is a particular characteristic of an object 
having a value. (4)

An example of such a property could be colour or age. Then, the property can also be a
set. We use our term in the same sense as Guizzardi and Wagner use the term intrinsic
moment in [26]. They claim that:

“Intrinsic Moments: qualities such as a color, a weight, an electric charge, a
circular shape; modes such as a thought, a skill, a belief, an intention, a headache,
as well as dispositions such as the refrangibility property of light rays, or the
disposition of a magnetic material to attract a metallic object.”

Thus, a property is a particular abstraction of an object’s characterisation, a constituent
of its intension and distinguishable or perceivable by a human being.

Lemma (property uniqueness): Let O be an object, and, p, q, be properties of it, and,
the predicate in denotes a set of all properties of that object, and, predicate cm denotes
a conceptual meaning of that. We assert that the following is true:

∀(p ∈ in(O))(q ∈ in(O)) (cm(p) = cm(q) → p ≡ q) (5)
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It is to say if two properties of the object have the same conceptual meaning, thus
must be the same. Conversely, the set of object properties is unique in the context of it.

This lemma can be explained as follows. A car has only one colour property.
Of course, the colour of the car body is separate property to the colour of the car’s
chassis. Therefore, these two colours are two different properties. Next, a person has
only one age property, denominated ‘age’, and so on. We can prove the property, and the
result is that the property is a concept as well. In other words, a real car does not have
two colours, and a person does not have two ages at the same time.

The following theorems proposed by the Author relate to object properties as well.

Theorem (conceptual property atomicity): Let PO be a set of all properties of an
object O, and, p be a property of it, and, c be a concept, and, finally, predicate cm
denotes a conceptual meaning of its argument. We assert that the following is true:

∀p ∈ PO → ¬∃c � cm(p) (6)

In other words, a conceptual meaning of any object property is not dividable, i.e., object
property is atomic. If we need to work with a part of it, in the sense of conceptual
meaning, the part becoming the property of its own and original property turns into a
new object, often abstract, in relation to an original object. Finally, it is worth noting
that prospective atomicity of any property depends on a domain-oriented point of view.

Theorem (conceptual object simplicity): Let PO be a set of all properties of an object
O, and, s be a subset of it, and, c be a concept, and, finally, predicate cm denotes a
conceptual meaning of its argument. We assert that the following is true:

∀s ⊂ PO → ¬∃c = cm(s) (7)

Alternatively say, there is no conceptual meaning of any subset of object properties, i.e.,
all object properties are simple concepts in relation to it. If we need to work with a group
of object properties as if it was one concept in itself, the group becoming an object of
its own, with its own properties, often abstract, related to an original object. Again, it is
worth noting that prospective conceptualisation of any subset of properties depends on
the domain-oriented point of view.

A simple explanation of the above-introduced theorems with the aid of an example
relating to the name of a person is demonstrated in the sequel. So, if we work in the
domain of our special-interest always with the full personal name as a single concept
encompassing both first and last personal name, we can comprehend this property as
atomic and unique in view of the concept of person.

However, if we need to work, in the domain of our special-interest, with the first and
last name separately, then the personal name becomes an abstract concept by itself with
two properties (the first name property and the last name property). On the contrary, if
the concept of person has two properties, a first and last name, and we need to work with
this pair of properties any time jointly, the pair becomes a single concept by itself with
its own denomination, in others words, the pair is a new named concept.

In the end, it is important not to overlook the fact that in the conceptual world it is
necessary to think of a conceptual meaning of properties always in the context of just at
that moment used the domain-oriented point of view.
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3.3 The Base for Conceptual Normalisation

Firstly, we must remind that our approach of conceptual normalisation arises from pri-
mary presumption about a non-redundancy of Real World, and all the Author’s sub-
sequent considerations used in this article arise from the basic assumption formally
articulated as follows:

Axiom (about non-redundancy): There is no redundancy in Real World. (8)

Let us appreciate the following facts. All objects in the real world exist only in one
occurrence. Each human being is a unique individual, and there is only one occurrence
of the SOFSEM2012 conference etc. In otherwords, in RealWorld, there are not any two
identical instances of the same object existing at the same time and space. Information
systems hold a model of Real World by means of included data, so it is clear that as Real
World exists without any redundancy, thus the model of that Real World also has no any
redundancy.

It is worth noting that it is not the case of warehouses that use redundancy to
achieve certain specific features. Similarly, database practises frequently rise above the
mentioned principles to achieve an increasing throughput in the database system.

3.4 Definition of Redundancy

Wecan informally define redundancy as the non-existence of identical objects (concepts)
in the system and can be formally defined as follows:

Definition (redundant system): Let S be a system, and, x, y be concepts of it, and, cm
be a predicate denoting the conceptual meaning of its argument. We define a predicate
RS denoting redundant system formally as:

RS(S) □ S, cm(x) = cm(y) (9)

Definition (non-redundant system): Let S be a system, and, x, y be concepts of it, and,
cm be a predicate denoting the conceptualmeaning of its argument.We define a predicate
NRS denoting non-redundant system formally as:

NRS(S) □∀x, y  S, cm(x) != cm(y) (10)

In other words, we can say that a redundant system contains at least two concepts with
the same conceptual meaning, and, conversely, a non-redundant system has no concepts
with the same meaning.

It is assumed that the Real World is a non-redundant system; therefore, all mappings
of them to any information system result in a non-redundant system as well. Simply put,
the mapping must be isomorphic in the domain of our concern.

Finally, it is worth noting that there are different types of redundancy of the system,
concerning the level of system or instance scheme. However, in detail analysis of these
issues falls outside the scope of this work.
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4 Results: Proposals of Conceptual Normal Forms (CNFs)

In the previous section, we have formally defined the concepts of redundancy and non-
redundancy of the system. Therefore, we may propose the definitions of conceptual
normal forms which are understood as the rules of redundancy prohibition already intro-
duced above and here altogether mentioned again in the sequel. We start this section
with the group of informal definitions directly based on previously submitted assertions.

0CNF: There is no redundancy in the real world.
1CNF: A set of object properties is unique in relation to it.
2CNF: Anobject property is not dividable; in otherwords, the object property is atomic.

If we need to work with its part, this part becomes the object of its own, often
abstract, with its own properties.

3CNF: If we need to work with a group of object properties as if it was one concept
in itself, the group becomes the object of its own, often abstract, with its own
properties.

For now, we can formally define these informal definitions as follows:

Definition (0CNF): Let WR be Real World and, x, y be concepts of it, and, predicate
cm denotes s conceptual meaning of its argument. We define 0CNF formally as:

0CNF(WR) ∀x, y S, cm(x) != cm(y) (11)

Definition (1CNF): LetWR be Real World, and, O be an object from it, and, the predi-
cate in denotes a set of all properties of that object, and, predicate cm denotes a conceptual
meaning of these properties. We define 1CNF formally as:

(12)

Definition (2CNF): LetWR be Real World, and,O be an object from it, and, PO be a set
of all properties of an object O, and, p be a property of that set, and, c be a concept, and,
finally, predicate cm denotes a conceptual meaning of its argument. We define 2CNF
formally as:

(13)

Definition (3CNF): Let WR be Real World, and, O be an object from it, and, PO be
a set of all properties of an object O, and, s be a subset of it, and, c be a concept, and,
finally, predicate cm denotes a conceptual meaning of its argument. We define a 3CNF
formally as:

(14)

The grounds for these conceptual normal forms have been introduced previously. The
Authors believe that the relational and object forms can be derived from these more
common conceptual forms. This can be briefly described in the following section.
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4.1 CNFs in Relation to Relational Normal Forms (RNFs)

The Author of this article suggests that 1RNF arises from herein proposed 0CNF to
2CNF. The basis for this suggestion comes from the fact that 1RNF deals with atomicity
of data attributes, the prohibition of multi-attributes and the necessity of primary key
existence. Evidently, the issue of atomicity relates to the herein proposed 2CNF, the
prohibition of multi-attributes results from 1CNF and the issue of the necessity of the
primary key existence relates to principal 0CNF.

Further, the Author suggests that 2RNF is a specialisation, by specific manner, of
more common3RNF, but amore detailed discussionof this issue is outside the parameters
of this article. Thismeans that both 2RNFand3RNF follow fromabove-suggested 3CNF.
The evidence is based on the consideration that transitive dependency between relational
keys at the level of the relational data paradigm is simply an implication of the incorrect
recognition of conceptual objects at a higher level of comprehensibility.

Finally, it is worth noting, that the concept of relational keys in relational database
systems by itself presents only the programmer implementation of the concept of func-
tional dependency by the implication of mutual relationships among conceptual objects.
Thus, the incorrect recognition of objects at the conceptual level leads to a transitive
dependency between relational keys in the relational level. The all above mentioned
connections between all types of normal forms are intelligibly depicted in Fig. 2.

Fig. 2. Connectedness between CNFs and RNFs

4.2 CNFs in Relation to Object Normal Forms (ONFs)

Some authors emphasise a right designed object-oriented model of the information
system, for instance [27, 28], among others. The BORM methodology [29] as example
emphasises normalised object model as well. Currently, there is not any standard or
commonly accepted concept of object normal forms.

Notwithstanding, there are many scientists engaged in this issue. A brief survey of
these very different concepts is included in Molhanec and Merunka [20]. Moreover, this
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work contains definitions of object normal forms based on an approach introduced
originally by Codd in [8] and further elaborated by them. Even though these authors deal
with the object-oriented paradigm, the definitions of object normal forms are mostly
based on analogical relational forms, i.e., 1ONF is based on 1RNF, and so on. This
analogy is not entirely rigorously because the 2RNF has not a direct counterpart.

Furthermore, the fundamental difference of these ONFs definitions in comparison
with definitions of RNFs lies in fact, that these are constructed without the use of rela-
tional keys concept naturally. The all ONFsmentioned above byMolhanec andMerunka
and its connections with our CNFs are intelligibly depicted in Fig. 3.

Fig. 3. Connections between ONFs and RNFs

To summarise this section, we can say that these definitions of ONFs are indeed very
similar to the definitions of CNFs proposed herein with respect the exceptions before
mentioned and we can apply the same or very similar argumentation for their reasoning.
However, it is clear that these ONFs do not deal with any analogy counterparts of our
0CNF and 2CNF.We strongly believe that it is a significant lack of theseONFdefinitions.

Therefore, in the end, we propose an idea to build proper ONFs by analogy with
CNFs proposed herein. However, it is clear that we have to proper reformulate all that
conceptual definitions with the aid of object-oriented paradigm terms.

5 Conclusion and Future Works

In this paper, the Author deals with the issue of conceptual normalisation but also pro-
poses the definitions of conceptual normal forms. The formalisation is based on inten-
sional sortal modal logics (i.e., intensional modal logics with quantification restricted
by sortal) with minimum additions to it.

Although this paper presents mainly the theory of conceptual normal forms, it can
immediately bring practical benefits. Classical relational normalisation deals primarily
with database keys and their values. However, we are primarily concerned with the
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meaning of classes, objects and properties in the conceptual plane. This approach allows
us to think about the whole problem at a higher level of abstraction. This allows us to
understand the issue better and thus create the right model. The result may be a correct
relational model since we start from a higher abstraction of reality from the beginning.

The same is correct for object normalisation, where object normalisation theory is
not yet completed and is not even considered necessary. At other times, it simply mimics
relational normalisation. Even in this case, knowledge of conceptual normalisation leads
to proper object normalisation and thus to the correct object model.

Further, the Author also suggests that relational and object normalisations jointly
arise from the same source, i.e., from the conceptual normalisation. Surprisingly, this
principal and serious subject matter are not widely discussed in the expert community at
all. Also, the need for object normalisation that directly arises from the conceptual one
is often disputed.

Moreover, it is worth noting that this proposal is only a part of the extensive author’s
work in this area. The insinuated way of a possible creation of object normal forms will
be developed and argued in the future work of the Author. Firstly, there is a goal to build
proper ONFs by analogy with CNFs proposed herein. Secondly, we aim to define formal
methods of derivation RNFs and ONFs from CNFs. Eventually; we develop a universal
ontology-based theory of normalisation generally.

Finally, the Author believes that his contribution in this exciting and serious subject
matter can be a good starting point for the discussion of this issue in the frame of
international expert community engaging in conceptual, object and data modelling.
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Abstract. This article deals with an original view on theAmbler’s approach to the
object-oriented class normalisation from the perspective of conceptual modelling.
This idea gives the possibility of using the object-oriented class normalisation
rules not only for the design of composition structure of classes but also for the
inheritance and inheritance-like structure of classes. This article also proposes a
new systemisation of the object-oriented class normalisation and suggests further
research. The authors applied their practical experience not only in teaching object-
oriented programming at a university but alsomany years of experience in software
development, especially in Smalltalk, C++, Java and C#.

Keywords: Object-oriented class normalisation · Conceptual modelling ·
Inheritance · Mixins · Symmetry

1 Introduction

Software engineers and practitioners are often confronted with the question “How to
design the best structure of classes?” In the past, by the enthusiasm of the benefits of
object-oriented programming, it was widespread that the object-oriented computation
model automatically supports the right design, so programmers don’t need much of
formal techniques. At that time, the only widely used design technique was following
set of requirements analysis rules: From the textual description of requirements, select
verbs and you have methods, select nouns, and you have objects, select adjectives,
and you have attributes… [2]. Later it was found that this is not enough and there were
inventedvarious object-orientedmodelling techniques similar to the designof a relational
database normalisation, decomposition or synthesis. Unfortunately, these techniques are
still neither standard nor widely known and used today.

In this paper, we bring our own improvement to the widely used Ambler’s approach
[1] to the class normalisation. Our approach extends the original method by adding to
two modelling levels - data and metadata. This leads to interesting new conclusions and
also unification with current trends in the field of conceptual modelling.
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2 Motivation

Software engineering community knows a few different approaches for the object-
oriented class normalisation, but one can find some common ground. The first three
object-oriented normal forms are more or less similar in most cases. Significant dif-
ferences occur only in higher object-oriented normal forms, if they are defined at all.
Finding a unifying view of this issue would certainly be of great benefit.

Next, in the physical world, the symmetry is an observable mathematical feature of a
real system that remains unchanged under some transformation. There is also the analogy
which is an effect of mapping some structure of one subsystem to another structure of
another subsystem. Symmetries and analogies are maybe the most essential principles
of how God is building the world and deserves our special attention. For example, the
Russian chemist Dmitri Mendeleev did the same when he published the first widely
recognised periodic table of chemical elements in 1869. He developed his periodic table
to illustrate repeating properties of the then-known elements, and he also predicted some
properties of then-unknown elements that would be expected to fill gaps in this table.
Most of his predictions were proven correct when the new chemical elements were
subsequently discovered. Analogically, we expected similar effect if the object-oriented
normalisation rules were systematised in a similar way.

3 Current Approaches to the Object-Oriented Class Normalisation

Relational database normalisation has been introduced to reduce data redundancy and
improve data integrity in relational databases via a concept called normal forms which
initially ranged from first to three normal forms (1NF, 2NF, 3NF) [3, 4]. Later it is
extended until sixth normal form (6NF). Each normal form deals with some steps to
enhance the design to minimise anomalies based on reducing functional dependencies
among attributes of relations.

Researchers have been interested on normalisation of object-oriented structures from
early 1990s [12]. Initially these researches were emphasised on improving relational
techniques to be effectively used in object-oriented systems as in [14], for example.
With the advent of object-oriented databases, the focus has also moved towards object-
oriented class normalisation. Object-oriented database normalisation was introduced as
class normalisation by Ambler [1]. Hence notable initial ideas regarding object-oriented
normalisation has been proposed by Ambler. His approach is discussed in detail in
Sect. 4.

Lohdi and Mehdi have attempted to map the relational database normalisation con-
cepts for object-oriented design [11]. But they have skipped 1NF mentioning it limits
storage of complex objects. Apart from that, they have covered 2NF, 3NF, 4NF and
5NF. The get and set methods are also taken into consideration when applying the
normalisation rules similar to attributes.

In a very recent paper Lo et al. have come up with seven steps for object-oriented
normalisation [10]. Their approach was based on both Ambler’s class normalisation and
relational database normalisation concepts. They have takenAmbler’s approach until the
third object-oriented normal form (3OONF) and have come up with 4OONF similarly to
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the 4th relational database normal form. But in contrast to Ambler’s steps, they suggest
generalisation to eliminate homogenous operations between classes.

There have been also few researches to normalise object-oriented design not analog-
ically to relational database normalisation. Falleri et al. have proposed a methodology to
remove duplicate attributes by introducing general classes [5]. Their approach is based
on Relational Concept Analysis (RCA) and supports Model Driven Engineering (MDE)
by automating discovery of new classes and attributes when normalising. Ubaid et al.
have come up with Class Hierarchy Normal Form Pattern (CHNFP) to maintain class
schema in an object-oriented database [15]. CHNFP helps to manage objects and their
network of objects in a memory efficient manner by optimising the object graph loaded
into the memory by controlling the inheritance hierarchy.

4 Ambler’s Approach to the Object-Oriented Class Normalisation

S. W. Ambler is a pioneer of agile approach in programming. He has published three
object-oriented normal forms for object-oriented applications [1]. These normal forms
are similar to the first, second and third relational normal forms but use a different
theoretical apparatus than relational normal forms. The relational normalisation is based
on the functional dependencies between separate attributes but Ambler’s rules are based
on various relationships of different subsets of attributes. Ambler talks also about these
object-oriented normal forms as a tool for class structure design complementary with
the technique of design patterns. Let’s look at his approach in terms of our formalisation.

First Object-Oriented Normal Form - Multivalues

Rule 1. A class is in the first object-oriented normal form (1OONF) when its objects
do not contain group of repetitive attributes. Repetitive attributes must be extracted into
objects of a new class. The group of repetitive attributes is then replaced by the link
to the collection of the new objects. An object schema is in the 1OONF when all of its
classes are in the 1OONF.

Definition 1. Let us have an object a, where for k ≥ 1 (length of collections of repeat-
ing attributes) and n > 1 (number of repetitions of these repeating collections) is
data(a)= [

. . . , x11 , . . . , x
k
1 , . . . , x

1
n , . . . , x

k
n , . . .

]
, having ∀i ∈ (1, . . . , k): domain

(
xi1

)

= domain
(
xi2

) = … = domain
(
xin

)
. Then it is required to modify the object a and cre-

ate a collection of new objects
{
b j

}
for j ∈ (1, . . . , n) as data(a) = [

. . . ,
{
b j

}
, . . .

]

and data
(
b j

) =
[
x1j , . . . , x

k
j

]
.

There is our examplemodel of an object-oriented implementation of some air travel-
ling information systemwhich registers e-tickets inFig. 1.This is awell-knowndocument
for most travellers because today most of them buy tickets on the Internet and then go
to the airport with this e-ticket (printed on a piece of paper or only visible on a handheld
screen) and personal documents and luggage. A typical e-ticket includes at least two
flights: from home airport to destination and then back home. If there are connection
flights, it is normal that e-ticket includes yet more individual flights.
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Figure 1 presents the situation before normalisation basically similar as it appears
printed on paper, for example. Figure 2 shows the same model transformed by our rules
into the first object-oriented normal form. This example model is only a little simplified
compared to reality. Practically, e-tickets have yet a few more detailed attributes that
we don’t need here for a demonstration of our approach to the object-oriented class
normalisation.

Fig. 1. Air traveling example – Electronic Ticket in the non-normalised form.

Second Object-Oriented Normal Form – Shared Values

Rule 2. A class is in the second object-oriented normal form (2OONF) when it is in the
1OONF and when its objects do not contain an attribute or a group of attributes, which
is shared with another object. Shared attributes must be extracted into new objects of a
new class, and in all objects, where they appeared, must be replaced by the link to the
object of the new class. An object schema is in the 2OONF when all of its classes are in
the 2OONF.

Definition 2. Let us have two objects a, b for k ≥ 1 (length of a collection of shared
attributes) as data(a)= [. . . , x1, . . . , xk, . . .] and data(b)= [. . . , y1, . . . , yk, . . .] hav-
ing ∀i ∈ (1, . . . , k): xi ≡ yi . Then it is required to modify objects a, b and to create
new object c as data(c) = [x1, . . . , xk] = [y1, . . . , yk] and data(a) = [. . . , c, . . .] and
data(b) = [. . . , c, . . .].
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Fig. 2. Air traveling example – Electronic Ticket in the 1st object-oriented normal form.

In our example, the shared data are on individual flights as well as the agency that
sold the e-ticket. There are hundreds of passenger places on one plane, so every person
has their own seat and flight class and yet maybe meal (e.g. an Itinerary object), but the
flight info is the same for all passengers. Similarly, the info about the selling company
is the same on all e-tickets issued by the same company. That is why we have created
two new classes Agency and Flight as shown in Fig. 3.

Fig. 3. Air traveling example – Electronic Ticket in the 2nd object-oriented normal form.

Third Object-Oriented Normal Form – Independent Values

Rule 3. A class is in the third object-oriented normal form (3OONF) when it is in the
2OONF and when its objects do not contain an attribute or a group of attributes, which
has an independent interpretation in the modelled system. The independent attributes
must be extracted into object of a new class and in objects, where they originally
appeared, must be replaced by the link to this new object. An object schema is in the
3OONF when all of its classes are in the 3OONF.

Definition 3. Let us have an object a for k ≥ 1 (length of a collection of independent
attributes) having data(a) = [. . . , x1, . . . , xk, . . .], where [x1, . . . , xk] is a collection
of independent attributes. Then it is required to create a new object b and modify the
object a as data(a) = [. . . , b, . . .] and data(b) = [x1, . . . , xk].

In our example, four other classes have become extracted following this 3OONF
rule: Traveller, Operator, Equipment, and Airport.



34 V. Merunka et al.

Fig. 4. Air traveling example – Electronic Ticket in the 3rd object-oriented normal form.

5 Class Inheritance

Of course, composing object classes is a significant building element for the object-
oriented approach, but equally important is class inheritance. Although the presence
of inheritance between object classes is not a prerequisite for an object-oriented model
of calculation, because there exist object-oriented systems without classes or without
inheritance, but class-based object-oriented systems with the inheritance constitute a
de-facto standard. It is, therefore, striking that the development of formal class design
techniques does not address the inheritance sufficiently.

Mixins
In object-oriented programming languages, a mixin is a structure similar to a class that
contains methods for use by other classes without having to be the parent class of those
other classes. Mixins are traits (e.g. sets of independent methods that can be used to
extend the functionality of objects) which are used to compose classes. Mixins usage
is sometimes described as being “included” rather than “inherited”. At the conceptual
level, it can be said that mixins are technical tools for better software implementation of
the decorator design pattern [9].

Perhaps it can be said yet differently: some design patterns are made to solve the
tasks for which programming languages has no direct support:

• If a programming language supports mixins, there is no need to use the decorator
design pattern.

• Similarly, if a programming language supports migration instances between classes,
there is no need to use the state design pattern, as it is in the Gemstone/Smalltalk
programming language [7].

6 Our Proposal for Extension of Object-Oriented Class
Normalisation

Our basic idea is as follows: Existing three rules for object-oriented normal forms relate
to the properties of attribute data values and result in the composing structure (or has-a
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hierarchy) of classes. We could use the same three rules once more but on the level of
attribute data types (e.g. one meta-level higher) and obtain the result in the inheritance
or inheritance-like structures (or is-a hierarchy) of classes. By doing this we can get
three more object-oriented normal forms which are presented in Table 1.

Table 1. Normal forms on the data and metadata levels.

data types level
attribute data types 

INHERITANCE

4OONF

?
5OONF

sharing behaviour 
in subclasses

6OONF
independent behav-

iour in mixins
data values level

attribute data values
COMPOSING

1OONF
multivalues 

within objects

2OONF
sharing values 
within objects

3OONF
independent values 

within objects

Fifth (Made from the Second) Object-Oriented Normal Form – Shared Data Types

Here it is enough to use definition from the 2OONF and only replace all occurrences of
the term value with type and object by class. Let’s look at the result:

Rule 4. A class is in the fifth object-oriented normal form (5OONF) when it is in the
4OONF and when its objects do not contain an attribute or a group of attributes, whose
attribute types are shared with another object. Shared attribute types must be extracted
into new class linked as an inheritance superclass of all classes of objects, where they
originally appeared. An object schema is in the 5OONF when all of its classes are in
the 5OONF.

Definition 4. Let us have two classes a, b for k ≥ 1 (length of a collection of
shared attribute types) as datatypes(a) = [. . . , x1, . . . , xk, . . .] and datatypes(b) =
[. . . , y1, . . . , yk, . . .] having ∀i ∈ (1, . . . , k): xi ≡ yi . Then it is required to modify
classes a, b and to create new class c as datatypes(c) = [x1, . . . , xk] = [y1, . . . , yk]
and superclass(a) = c and superclass(b) = c (otherwise c ≺ a and c ≺ b).

In our example from Fig. 4, we have the opportunity to share the attribute type name
in five classes: Traveller, Agency, Operator, Equipment, and Airport. But it would be
foolish to create them all one common ancestor because they do not share exactly the
same conceptual thing. The same technical implementation of their name attribute (as
String or Varchar) does not mean that it is the same conceptual data type because, for
example, Traveller names (e.g. human names) form a completely different set from the
set of Equipment names (which includes, for example, Airbus A320, Boeing 737, ATR
72 …). The same is valid for names of airports.

Therefore, it makes sense to build inheritance and give a common superclass ancestor
to only two subclasses Agency and Operator, as shown in Fig. 5.
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Fig. 5. Air traveling example – Electronic Ticket in the 5th (made from the 2nd) object-oriented
normal form.

Sixth (Made from the Third) Object-Oriented Normal Form – Independent Data
Types

Here it is also enough to use definition from the 3OONF and only replace all occurrences
of the term value with type and object by class. Let’s look at the result:

Rule 5. A class is in the sixth object-oriented normal form (6OONF) when it is in the
5OONF and when do not contain an attribute type or a group of attribute types, which
has an independent interpretation in the modelled system. These attribute types must
be extracted into a new mixin and in classes where they originally appeared, must be
replaced by the link to this new mixin. An object schema is in the 6OONF when all of
its classes are in the 6OONF.

Definition 5. Let us have a class a for k ≥ 1 (length of a collection of independent
attribute types) having datatypes(a) = [. . . , x1, . . . , xk, . . .], where [x1, . . . , xk] is a
collection of independent attribute types. Then it is required to create a new mixin b as
datatypes(b) = [x1, . . . , xk] and add mixin b to the class a.

In our example, such a transformation can be done for classes Traveller and Agency.
Both classes use attributes phone number and e-mail. Of course, in cases where our
programming language does not support mixins, we would need to use the Decorator
design pattern [6]. The result is shown in Fig. 6.

7 Discussion

We presented that Ambler’s rules for the 2OONF and 3OONF can be applied not only
to the data values of attributes but also one meta-level higher, that is, to the data types
of attributes. At the first level, these rules design the structure of class compositions
(e.g. has-a relationships), and on the second level, principally the same rules design the
structure of inheritance and inheritance-like (e.g. is-a relationships).
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Fig. 6. Air traveling example – Electronic Ticket in the 6th (made from the 3rd) object-oriented
normal form.

The empty box in Table 1 in the 1OONF on the type level remains an unanswered
question. There might be an interesting solution; the first normal form is so specific that
its definition directly covers both levels. Such a solution is shown in Table 2. However,
it would disrupt the symmetry in our table. Of course, the periodical table of Mendeleev
is also not absolutely symmetrical, but it has clear evidence from practice. In our case,
only the idea about the hypothesis of analogy cannot be enough to prove us.

Table 2. Normal forms on the data and metadata levels – an alternative solution

data types level
attribute data types

INHERITANCE
1OONF

multivalues 
within objects

4OONF
sharing behaviour 

in subclasses

5OONF
independent behav-

iour in mixins
data values level

attribute data values
COMPOSING

2OONF
sharing values 
within objects

3OONF
independent values 

within objects

The evolution of the object-oriented paradigm has always been guided by sponta-
neous evolution from practice. Perhaps an interesting solution lies in the dual physical
implementation of object classes in some programming languages. They are ordinary
classes with a fixed number of uniquely named instance variables, and so-called vari-
able classes, where the number of instance variables is variable. An example of such a
language is Smalltalk-80 [8].

In our example, there is seen yet one interesting feature of Ambler’s rules for object-
oriented normalisation of classes. Figure 3 shows that the class Agency and the class
Flight were separated by the 2OONF rule because more objects of the class Electronic
Ticket have shared the same data about Agencies and Flights. However, these two classes
Agency and Flight can also be separated with the same result under the 3OONF rule if
we had not used the 2OONF rule before. This is why Agency data and Flight data are
also independent on issued Electronic Tickets.
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Therefore, we can conclude that 2OONF and 3OONF are closely related and perhaps
could represent two special cases of only one rule. This phenomenonofAmbler’s 2OONF
and 3OONF was also described in [13]. However, in our experience for good practical
reasons, it is not appropriate to simplify these two rules into one rule only because
there exist some real situations when both rules are applicable to the same structure
and produce the same result. Even though in these situations, it does not really matter
whether we separated a new class according to the 2OONF rule or the 3OONF rule, the
existence of two rules still gives us greater certainty of better result.

8 Conclusion

This paper has presented an innovative approach to the object-oriented class normalisa-
tion technique.This approach enables the generalisation and the explanationof somecon-
nections with other object-oriented design pattern techniques and advanced inheritance-
related constructs of modern programming languages which aremixins and traits. Based
on our own experience, we believe that our proposal allowsmembers of the development
team to improve the quality of their software engineering work, reduce uncertainty and
improve conceptual consistency.

We think that themajor theoretical contribution of this paper is an alternative perspec-
tive on the current object-oriented design techniques, which provides a solid foundation
for both future theoretical research and also its practical implementation in some CASE
tools that support automated or semi-automated class structure modelling, for example
in our experimental tool OpenPonk [16]. In detail:

1. We added inheritance to the object-oriented normalisation rules.
2. We showed new conceptual connections (analogy, symmetry) between the object

composing and the object inheritance.
3. We found a theoretical reason of inheritance-like programming constructs trait and

mixin.
4. We have confirmed the previously known idea that behavioural design patterns can

be replaced by direct semantic constructs in some programming languages. Either
our language allows mixins or we need to use a decorator design pattern, but at the
conceptual level, it is the same.

5. Perhaps we have found a place for yet one more new inheritance-like conceptual
modelling property. This remains an unsolved question for the future.

Our future research will focus on the empirical justification of our statements and
programming algorithms of conceptual model transformation according to our rules of
the object-oriented normal forms.
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Abstract. Independent and preferably atomic services sending mes-
sages to each other are a significant approach of Separations of Con-
cerns principle application. There are already standardised formats and
protocols that enable easy implementation. In this paper, we go deeper
and introduce evolvable and machine-actionable reports that can be sent
between services. It is not just a way of encoding reports and composing
them together; it allows linking semantics using technologies from seman-
tic web and ontology engineering, mainly JSON-LD and Schema.org. We
demonstrate our design on the Data Stewardship Wizard project where
reports from evaluations are crucial functionality, but thanks to its ver-
satility and extensibility, it can be used in any message-oriented software
system or subsystem.

Keywords: Service-Oriented Architecture · Reports · Messaging ·
Machine-actionability · Evolvability

1 Introduction

Complex software systems of these days are usually composed of integrated
parts to achieve better flexibility, re-usability, and separation of concerns [3].
Service-oriented architecture (SOA) and so-called microservices are one of the
often-used means for designing such systems allowing integration with external
third-party services [9]. Many protocols, formats, techniques, such as SOAP,
Messaging Queues, REST, or Enterprise Service Buses, already exist to support
this approach in software engineering, but we still encounter missing parts on
the higher level of implementation – the content of messages.

When there is an integration need where one part (i.e. a client) should request
an action from some other component (i.e. a service), the response is usually a
message with a service-specific format, and it is up to the client to implement the
mechanism to accept the message [3]. As for the syntactic level, there are libraries
and frameworks for standard formats, but on the semantic level, it gets more
complicated. Standard protocols provide none or minimal semantics (e.g. return
codes) to remain versatile. Due to that, the client needs to implement its own
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way of “understanding” for each integration since no semantic standardisation
is provided to enable machine-actionability and re-usable libraries.

For machine-actionable data and semantic networks, RDF is often used
together with ontological RDF schema or even using the Web Ontology Lan-
guage (OWL) to describe the types, relations, and properties. One of the great
examples is the Schema.org for the semantic web, which also uses JSON-LD
for encoding Linked Data using traditional and widely-used JSON format [13].
Those technologies could be used to design modular architecture for reports
sent by services in SOA that would be easily evolvable in terms of creating
and changing types of reports or enriching its content and also that would be
machine-actionable and yet versatile.

Initially, we briefly introduce the terminology and summarise state-of-the-art
and related work in Sect. 2 that is then used to design our solution. In Sect. 3, we
describe the requirements, architecture and general usage of our evolvable and
machine-actionable modular reports. Then, we demonstrate it on the specific use
case. We explain the semantics as well as the syntax of our solution. Section 4
evaluates our contribution and its critical properties based on the design and
demonstration; it also summarises fulfilment of the set requirements. Finally,
Sect. 5 we propose possible directions for further research and practical usage.

2 Related Work

This section briefly describes state-of-the-art and related work in the area of our
work and also provides the necessary terminological and theoretical background
for the following design of evolvable reports for SOA.

2.1 SOA and Microservices

Service-oriented architecture (SOA) as described in [3] is a style of building soft-
ware that is based on services which are known using contract (i.e. they are
black-box) and are provided to others via communication protocols. The main
idea is that each service has its task as suggested in the Separation of Concerns
principle and they communicate using some messages in a defined and docu-
mented way. There are multiple approaches on how to implement SOA, such as
web services based on WSDL and SOAP, messaging, or RESTful APIs. With
SOA, there is also the term Microservices that goes even further. Microservices
are fine-grained, and the protocols are lightweight implementing a single func-
tionality and using other services for other tasks conforming low coupling and
high cohesion [9].

2.2 Messaging in SOA

Message-based integration is crucial in nowadays complex software systems and
many tools, frameworks, and design patterns have been developed to support
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and enhance it. One of the fundamental integrator types is an enterprise service
bus (ESB). It can be described as a communication system between mutually
interacting SOA applications using various protocols and interfaces. Part of ESB
but also stand-alone can be so-called message broker that is a component that
can be used for message validation, transformation, enrichment, routing and
more. It often uses a message queue (MQ) that allows gathering messages for
further processing and in most cases supports publisher/subscriber pattern [1].
Our solution will be designed universally to be used with such tools and patterns.

2.3 Machine-Actionability

When we talk about machine-actionable reports, we use the definition by Data
Documentation Initiative [2] which described machine-actionable documents as
“information that is structured consistently so that machines, or computers, can
be programmed against the structure”. It says that the structure of a document
is well-designed and computers can process it efficiently. On the other hand, no
speculations or assumptions how the machines will handle it and what specific
actions will be done (i.e. autonomous communication or transformations). There
is a clear analogy to widely-known term human-readability that is similar, just
that the document is structured and composed with intention to simplify reading
by human beings.

The term machine-actionable is mainly emphasised lately in the domain of
data management plans and metadata [12,18]. Reasons for both cases are very
straightforward. For metadata, tools need to be able to process them to effec-
tively work with data that are being described and to provide help to scientists
or data analysts. In the case of data management plans, funders, project super-
visors, or other stakeholders need to quickly evaluate how data are or should be
managed in the selected projects. If the structure is well-defined and standard-
ised, i.e. documents or metadata are machine-actionable, then these tasks are
relatively easy to do.

2.4 RDF and OWL

Resource Description Framework (RDF) enables knowledge modelling and cap-
turing using descriptions of generic terms in a graph. It uses intensively Uniform
Resource Identifiers (URIs) for linking inside and outside the single document.
The core unit of knowledge in RDF is a single triplet consisting of a subject, a
predicate, and an object which is universal and is both machine-actionable and
human-readable using both graphical visualisations or textual representations.
The structure, i.e., a set of possible relationships and a vocabulary, in RDF can be
described using RDF Schema (RDFS) or more precisely using the Web Ontology
Language (OWL). These technologies are currently used for the semantic web,
open data, bioinformatics, and many others and are well supported by libraries,
frameworks, and persistence solutions in various programming languages [7].



46 M. Suchánek and J. Slifka

2.5 JSON-LD

JavaScript Object Notation for Linked Data [13] is a W3C recommendation of
encoding Linked Data using JSON which is widely used in the semantic web.
The core of linking in JSON-LD is about mappings of JSON with RDF models
using a context that connects concepts in an ontology with object properties in
a JSON document. The format allows modularity and reusability in terms of the
context definition inside single JSON-LD file or a separate reusable file. It can
be easily written and read by a human but thanks to vast of libraries for JSON
and extensions for JSON-LD it can be easily machine-actionable as well.

JSON-LD has already been used for adding semantics and assuring evolv-
ability in RESTful web services [5]. The syntax, which is compatible with JSON,
allows smooth upgrade of existing tools and services.

There are implementations of JSON-LD available in a variety of programming
languages, such as Java, C# or JavaScript [17]. We can assume that the format
will be used in the future because new tools and libraries are still arising, e.g.,
for TypeScript and NodeJS [14].

2.6 Schema.org

Schema.org [4] is a community project to develop a vocabulary for semantic web
that is usable via many formats including JSON-LD, RDFa and Microdata (i.e.
annotated HTML with special attributes itemscope, itemtype, and itemprop).
The schemas of Schema.org are types defined with their properties, and property
can use some of the defined types. There are basic data types such as Text or
Boolean but also more complex types like Person or SoftwareApplication,
each with its unique canonical URL. There are layers and standard versioning
to allow easy extensibility for different domain schemas, so anyone can build their
extension if needed. As it is a community project, discussions and contributions
can be done via GitHub [11].

2.7 Normalized Systems Theory

Normalized Systems (NS) theory [6] is general guideline based on solid math-
ematical proofs how to build an evolvable system with a fine-grained modular
structure. It clarifies design concepts from software engineering fields, such as
separation of concerns or data version transparency, and specifies how to use
them in practical use cases among various areas – not just software engineering.
Nevertheless, software engineering is a domain where Normalized Systems have a
significant impact using NS expanders that allow creating from a specification an
enterprise information system that conforms with NS theory [10]. We acknowl-
edge NS theory as the primary source of knowledge for building evolvable and
modular systems as are reports described in this paper, and we apply the core
principles. It is described then in Sect. 4 how the evolvability with respect to NS
is achieved.
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2.8 Data Stewardship Wizard

A tremendous amount of data is produced during research in biology, chemistry,
artificial intelligence, and others. Researchers of those fields are not experts in
information technologies and data management. In order to assure correct work
with data (e.g. data will be stored with rich metadata for a long period of time in
a universal repository using standard formats and protocols), data management
plans (DMPs) are often required for project funding [8]. To help researchers
build DMPs and learn how to work with their data in projects, the Data
Stewardship Wizard provides a way how to construct elaborate questionnaires
using so-called knowledge models. The questionnaire can be linked to various
types of integrations to help researchers with answering or interlink external
services and resources. Answers can then serve to generate a DMP using a spe-
cific template to various formats [15].

We want to use the results of research in this paper to enrich the Wizard with
flexible and extensible Evaluators. The core idea is that an answered question-
naire can be evaluated in many ways, and reports from evaluators can be different
in their structure and meaning. For example, some evaluator can calculate values
for specific metrics and return scores, others can give textual feedback, and a
certification evaluator can return certificate ID or denial. Of course, we do not
want to implement a specific format for each, but universal and extensible one
for straightforward future development.

3 Our Approach

This section describes what the reports in the Data Stewardship Wizard are, our
requirements, where we started from, how we transformed our original report
format into a new one that is evolvable, modular and machine-actionable. Then,
we show an example of how clients can use the new format.

3.1 Reports

The workflow for researchers in the Data Stewardship Wizard starts with select-
ing a knowledge model (which is a template for hierarchical questionnaire) that
suits the needs of the research project. Then, the Wizard guides researchers
through the relevant chapters and questions of the questionnaire. Once the ques-
tionnaire is filled, researches can export the data management plan. They can
also evaluate the plan using so-called evaluators.

An evaluator is a service that reads the answers from the questionnaire and
evaluates some of its properties. For example, the result of the evaluation could
be expected costs for data storage or compliance with the FAIR principles [18].
The result of the evaluation, which we call report, should contain the data
presented in a machine-actionable way so that other services can process it.

If we use a standard format which is easily readable by machines, we can
simplify the complexity of implementation of services consuming the reports,
thus reduce the development costs.
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3.2 General Requirements

The reports should be used not only within the Data Stewardship Wizard but
also in other tools which we do not know about yet. Therefore, it is essential to
provide them in a format that can be easily read by other computer programs
and services. Moreover, we need to achieve some level of modularity because the
number of different reports is not fixed and we will have new types in the future.
We want to have a relatively small amount of components we can compose
together to create the final report. These components should be reusable in
different reports so that the clients can implement those and support new reports
out of the box.

We already used the JSON format in our API for communication between our
client and backend. JSON itself does not say anything about the meaning of the
data within though. It might be clear for the original authors but not for the third
parties. The documentation is somewhere else (if anywhere), so the developers,
that want to consume the reports, have to be aware of it and implement a custom
reading mechanism to understand the data in their intended application. That
is not very modular nor evolvable and requires much work when new types and
changes in existing types of reports are released.

We need a format that

– is easy to read by machines,
– contains not only the data itself but also metadata,
– allows creating our metadata,
– supports modularity.

3.3 Selected Technologies for Implementation

Even though JSON itself does not contain the metadata, it is still a prevalent
format used in a vast amount of nowadays APIs. As a consequence, there are
plenty of tools and libraries for using JSON. The ideal solution for this situation
seemed to be JSON-LD (JSON for Linking Data) format, which is based on
JSON. It provides a way to include metadata and links to other entities within
the JSON document itself.

Moreover, JSON-LD has available libraries for popular programming lan-
guages (like Python or Java), making it easier for third parties to use our
reports. They have significant advantages over the already mentioned pure-JSON
libraries that are also possible to be used thanks to identical syntax. It often helps
with querying linked data and doing validations over JSON-LD specific parts.

The JSON-LD format works in a way that the document contains links to
the definitions to describe the structure and the meaning of the data. We can use
Schema.org for common entities. In our case, however, we have a lot of particular
entities that are not available in Schema.org. The good thing is, we can define
our schema for the Data Stewardship Wizard where we describe new entities,
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link their properties to existing entities in Schema.org and make the new schema
publicly available. As long as the consumers can understand the meaning of the
entities from Schema.org, they can derive the meaning of our entities as well.

3.4 Original Report Format

Our original report format was a plain JSON. You can see an example of FAIR-
ness report in Source Code 1.1. It contains several report fields – a summary
text, values for different metrics and final score and result of the evaluation. It
worked fine as long as we used it between our client and server. However, it is
evident that reading and understanding the JSON for a third party would be
hard, almost impossible without proper documentation. This format is also not
very modular. Our goal is to be able to compose different reports from small
reusable pieces. Now we have a fixed structure for each type of report.

Source Code 1.1: Original report JSON structure

1 {

2 "uuid": "<uuid>",

3 "title": "FAIR Metrics Report",

4 "createdAt": "2019-03-04T10:46:18.193223736Z",

5 "updatedAt": "2019-03-04T10:46:18.193223736Z",

6 "report": {

7 "text": "...",

8 "metrics": [{

9 "measure": 0.75,

10 "metricUuid": "<uuid>"

11 }, {

12 "measure": 0.8,

13 "metricUuid": "<uuid>"

14 }],

15 "score": {

16 "value": 0.87,

17 "passed": true

18 }

19 }

20 }

3.5 Modularity and Reusability of Reports

Before moving further, we need to resolve the modularity. The top-level object
representing report looks all right. We should model the fields in the report
section in a different way though. We can replace report object with a list of
different types of report modules. Later we can combine those modules to form
new reports. Example of how we transformed score into a report module is shown
in Source Code 1.2.
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Source Code 1.2: ScoreReportModule structure

1 {

2 "type": "ScoreReportModule",

3 "value": 0.87,

4 "passed": true

5 }

Then, we need to slightly modify the top level structure of the report by
replacing the report object with reports array (Source Code 1.3).

Source Code 1.3: Report JSON structure with improved modularity
(report modules skipped for brevity)

1 {

2 "uuid": "bad6f3c5-7f86-456a-9979-c418972bad89",

3 "title": "FAIR Metrics Report",

4 "createdAt": "2019-03-04T10:46:18.193223736Z",

5 "updatedAt": "2019-03-04T10:46:18.193223736Z",

6 "reports": [

7

8 ]

9 }

We can handle the modularity this way. When we need a new report module
in the future, we can add it and combine it with existing ones to form new
reports. Introducing a report module that would reuse other report modules as
its parts is also possible and in some cases might be very useful in terms of
reusability and composability. The readers of the report format would not have
to implement a whole new report structure but only the new report module.

Speaking of readers of reports, we still have a problem with the understand-
ing of what the keys and values in the report mean. That makes reusability and
machine-readability of them in different applications hard. Luckily, we can sig-
nificantly improve that using JSON-LD. The order of reports in the list should
not matter and be up to the client application to prioritise them based on type or
source. The important thing is that a service producing a report can aggregate
multiple reports into one, and the same type of report module can be repeated.

3.6 Transformation of Report Schema

First of all, we should define the entities which the report consist of. We have
UUID, title, and timestamp of creation and update. Then we have several report
modules. Text module which is just a text that should be visible when showing
the report. Metrics module which contains a list of measures (values between 0
and 1) and UUIDs for each metric. In the end, we have a scoring module with a
final result.
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We can say a report consists of its identifier, name, timestamps, and a list
of report modules. For now, we have a text module, metrics module, and score
module. For the sake of completeness and consistency, we decided to expand
metrics in the metric report to include their name and description. The new
structure is shown in Fig. 1.

Fig. 1. Schema of the report model

We needed to rename some fields to define their meaning clearly. Instead of
using our field names, we used existing fields and types from Schema.org.

We also changed all the values in our report to use QuantitativeV alue type
from Schema.org that includes the upper and the lower bounds, which can be
useful when displaying the report. Till now, we know what the range was and
hardcoded it into the client that was displaying the report. The information
should be, however, included in the report.

Since not everything we required was available in Schema.org, we had to
define our own fields and types. The following tables shows the schema for Report
(Table 1), ReportModule (Table 2), TextReportModule (Table 3), MetricMea-
sureModule (Table 4, ScoreReportModule (Table 5), MetricMeasure (Table 6)
and Metric (Table 7). The fields and types from Schema.org are prefixed with
schema and our new fields and types are prefixed with dsw.
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Table 1. Report schema fields

Field Expected type Description

schema:name schema:Text A name of the report

schema:dateCreated schema:DateTime Date and time when
the report was created

schema:dateModified schema:DateTime Date and time when
the report was modified

dsw:reportModules dsw:ReportModule List of report modules

Table 2. ReportModule schema fields

Field Expected type Description

schema:name schema:Text A name of the report module

Table 3. TextReportModule schema

Field Expected type Description

schema:description schema:Text A text description that is part of the report

+ fields from ReportModule

Table 4. MetricMeasureModule schema

Field Expected type Description

dsw:metricMeasures dsw:MetricMeasure A list of values for different metrics

+ fields from ReportModule

Table 5. ScoreReportModule schema

Field Expected type Description

schema:value schema:QuantitativeValue Score value

dsw:passed schema:Boolean Represents whether the result of
report was successful

+ fields from ReportModule
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Table 6. MetricMeasure schema

Field Expected type Description

schema:value schema:QuantitativeValue The result value for the metric

dsw:metric dsw:Metric A metric that was evaluated

Table 7. Metric schema

Field Expected Type Description

schema:name schema:Text A name of the metric

schema:description schema:Text A description of the metric

3.7 The New Report

Following the process described in previous chapters, we transformed the original
plain JSON report (mentioned in Source Code 1.1) into a JSON-LD format that
contains all the necessary metadata Source Code 1.4.

3.8 Workflow of Reports Processing

Let us say we updated our client to support the new modular structure that
we defined before moving to JSON-LD (Source Code 1.3). However, we have
different keys in our JSON now due to the transformation to JSON-LD. Do we
need to update our client again? Luckily no, JSON-LD is not only useful for
enriching the data with metadata and meaning. If we provide a new context, it
can remap all the fields from the original context to the new one.

For example, when we apply a context from Source Code 1.5 to our new
report format from Source Code 1.4 we get a result shown in Source Code 1.6. It
is still a valid JSON-LD. However, the keys in the document are the same as in
the report before we started using JSON-LD. So with this easy transformation,
we can use it with our original client code.

This example shows how easy it is to remap the fields to a new context with
JSON-LD. Should the report be used in a different application, it is possible to
follow the same steps to transform it into a format that can be easily readable
by the target application.

4 Evaluation

In this section, we briefly summarise the fulfilment of the requirements and key
properties of the designed evolvable reports in terms of usability and extensibility.
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Source Code 1.4: The new report structure

1 {

2 "@context": {

3 "schema": "http://schema.org/",

4 "dsw": "http://schema.ds-wizard.org/"

5 },

6 "@id": "https://ds-wizard.org/reports/<uuid>",

7 "@type": "dsw:Report",

8 "schema:name": "FAIR Metrics Report",

9 "schema:dateCreated": "2019-03-04T10:46:18.193223736Z",

10 "schema:dateModified": "2019-03-04T10:46:18.193223736Z",

11 "dsw:reportModules": [{

12 "@type": "dsw:TextReportModule",

13 "schema:name": "Summary",

14 "schema:description": "..."

15 }, {

16 "@type": "dsw:MetricsReportModule",

17 "schema:name": "FAIR Metrics Result",

18 "dsw:metricMeasures": [{

19 "@type": "dsw:MetricMeasure",

20 "schema:value": {

21 "@type": "schema:QuantitativeValue",

22 "schema:maxValue": 1,

23 "schema:minValue": 0,

24 "schema:value": 0.75

25 },

26 "dsw:metric": {

27 "@type": "dsw:Metric",

28 "@id": "https://ds-wizard.org/metrics/<uuid>",

29 "schema:name": "Fairness",

30 "schema:description": "..."

31 }

32 }]

33 }, {

34 "@type": "dsw:ScoreReportModule",

35 "schema:name": "Total Score",

36 "schema:value": {

37 "@type": "schema:QuantitativeValue",

38 "schema:maxValue": 1,

39 "schema:minValue": 0,

40 "schema:value": 0.87

41 },

42 "dsw:passed": true

43 }]

44 }
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Source Code 1.5: The new JSON-LD context

1 {

2 "@context": {

3 "schema": "http://schema.org/",

4 "dsw": "http://schema.ds-wizard.org/",

5 "title": "schema:name",

6 "createdAt": "schema:dateCreated",

7 "updatedAt": "schema:dateModified",

8 "reports": "dsw:reportModules"

9 }

10 }

Source Code 1.6: Report with a new context (report modules skipped for brevity)

1 {

2 "@context": {

3 "schema": "http://schema.org/",

4 "dsw": "http://schema.ds-wizard.org/",

5 "title": "schema:name",

6 "createdAt": "schema:dateCreated",

7 "updatedAt": "schema:dateModified",

8 "reports": "dsw:reportModules"

9 },

10 "@id": "https://ds-wizard.org/reports/<uuid>",

11 "@type": "dsw:Report",

12 "reports": [

13

14 ],

15 "createdAt": "2019-03-04T10:46:18.193223736Z",

16 "updatedAt": "2019-03-04T10:46:18.193223736Z",

17 "title": "FAIR Metrics Report"

18 }

4.1 Versatility

Our contribution in the form of evolvable reports architecture for service-oriented
systems is not limited to any specific domain. It can be used in systems that
communicate using messages of any type and any size. The advantages will
have a higher impact with larger systems rather than systems composed of two
nodes (e.g. for communication between server and client of a web application).
Domain-specific requirements can be projected on the level of report modules
that represent specific concerns. Aside from SOA, the format can be used even
for storing reports and operations within a single application using, for instance,
MongoDB and JSON-LD libraries.
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4.2 Interoperability

High level of interoperability is achieved by using standard self-documented
JSON-LD format. It is now effortless for other applications to integrate our
reports into their functionality. Although the structure is not very complicated,
it allows straightforward extensibility. The solution provides a required mini-
mal structure in a report file, but services that are implementing our design in
practice may freely add custom attributes and other constructs without losing
compatibility with us.

The interpretation of a specific report type should be suggested by its devel-
opers, and the internal structure should be well described. When processing the
report, the client freely decides based on @type attribute if and how it should
be processed. Thanks to incorporating terms from Schema.org vocabularies, as
well as the possibility to add others if needed, integration with other services is
more accessible than if own terms are used. In such a case, the mapping would
be required for the integration.

4.3 Machine-Actionability

As being back and forth translatable to/from RDF, JSON-LD format is by
definition machine-actionable. It is even easier to implement the application for
processing the report in this format thanks to defined attributes from standard
ontologies and providing a mapping in the @context of a report. The semantics
of the report modules should also be described in the same way, so the application
knows the meaning of its parts again by using a linked ontology. These are critical
advantages when compared to JSON, YAML, or even some custom formats.

4.4 Evolvability

We transformed our report structure to be composed of report modules. We
can combine the modules differently and create new reports. When we need new
modules, we can easily define them in our schema based on the publicly available
ontology from Schema.org or elsewhere. Their meaning will be still obvious, and
it should be easy to work with updated versions of the reports.

When developing new modules, we suggest to apply semantic versioning and
backward compatibility, e.g., removed attributes should be just ignored, new
attributes should have a default value for deprecated reports and so on. If such
fundamental principles are maintained in modules, the whole report is evolvable.
Owing to the independence of modules, there are no ripple effects, and the report
modules can be processed in parallel and even if the processing of some fails,
others might be used without a problem.

As we use Normalized Systems theory as a source of knowledge for developing
an evolvable solution, the core principles can be discussed:

– Separation of Concerns: Each concern is encapsulated it a single report mod-
ule. If a module should contain more concerns (e.g. textual description and
related chart or dataset), then the report should also be composed of sub-
modules.
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– Data Version Transparency: Report modules are independent with each other
and requirements on a module from a global perspective are minimal. Update
of a structure inside a module is encapsulated without any impact “outside”.

– Action Version Transparency: Action that process a single type of report
module is again independent on others. Implementation of report processing
can be composed of these simple actions, and they can be updated, again,
without any impact on each other,

– Separation of States: This principle is more related to the implementation of
chaining actions to process a report. The state of each action should exhibit
state keeping, and there are no obstacles given by our report structure.

5 Future Work

The solution designed in this work is entirely usable but still can be further
improved, extended, and used in specific use cases where more research might
be needed, and new exciting results can emerge. We briefly describe a few next
steps that we want to work on in the near future.

5.1 Application in Data Stewardship Wizard

The first impulse for this research was the need for universal and extensible
reports from integrations to the DSW, and the goal remains to implement it and
use widely for evaluations of questionnaires and data management plans. We plan
to build integrations using Apache Camel [16] where our reports will be generated
from an output of external services and then it will be passed through server
application on client’s request. There are multiple challenges in our vision. First,
integration modules will use the same report’s model but will be independent
on each other and on the server application itself. Then, the server will also be
independent and should pass the requests and responses between integrations
and the client application transparently. Finally, the client will implement its
way of displaying various types of report modules and reuse them for multiple
evaluations.

5.2 Enhancements with Specialized Modules

Naturally, as we described in this paper, more types of report modules can
be designed and used within our architecture without any changed thanks to
ensured evolvability. Aside from pure application-specific modules, there can be
domain-specific modules described and used within multiple applications. For
that, we could introduce a unified way of sharing such descriptions and enhance
our work with them. We might encounter interesting obstacles in that when mod-
ules will need to have submodules or if more complex content such as binary data,
encrypted content for higher security, and incorporating asynchronous commu-
nication in the architecture. It can lead to further research to design evolvable
solutions for such significant changes.
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5.3 Support for Programming Languages

Designing the format and architecture of the reports is just the first step. Imple-
mentations in real use cases are necessary to prove its principles by practice
and actually to help. To ensure implementation according to our visions and
to support its usage in practice, libraries and tools for programming languages
should be developed. Apparently, such libraries will be done as side-product of
incorporating the reports in our projects in languages we use, such as Haskell,
Elm, and Java. Nevertheless, thanks to its architecture and overall simplicity, it
should not be too hard to implement it for other main-stream languages used in
SOA, e.g., Python, Ruby, and Node.js.

6 Conclusion

In this paper, we designed architecture, processing, and structure of evolvable
and machine-actionable reports that can be used in service-oriented software
systems. Our contribution is focused on further extensibility for specific use
cases. Thanks to selected technologies, mainly the usage of JSON-LD format and
terms from Schema.org vocabulary, we achieved evolvability, interoperability,
and machine-actionability. The report modules are up to the specific applications
to be developed and described as we have shown a few simple but real and not
trivial examples. We pursue a goal to use the results of this research for Data
Stewardship Wizards to implement independent evaluators with common high-
level reports structure and processing.
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Abstract. Nowadays information systems extend beyond the traditional enter-
prise resource planning systems, which often are regarded as socio-technical sys-
tems. With availability of cloud computing, open data, smart devices and smart
factories, information systems development requires considering enterprises as
socio-cyber-physical systems with emerging relationships to other systems; and
handling emerging data available in the cyberspace. Well known frameworks such
as ArchiMate enterprise architecture language, Reference Architecture Model
Industry 4.0, and Work System framework only partly can cover the needs of
socio-cyber-physical systems modeling. There are several challenges in the appli-
cation of these frameworks in information systems design in the contexts of socio-
cyber-physical systems. To meet the identified challenges, some extensions and
integration of the frameworks are suggested.

Keywords: Information system · Enterprise · Socio cyber physical system ·
ArchiMate · RAMI 4.0 ·Work system framework

1 Introduction

Traditionally EnterpriseModeling (EM) and Information Systems (IS) are applied in the
context of business organizations where, basically, the alignment of two types of systems
is to be achieved. Namely, these systems are a business system and an IS. However, with
the advances of artificial intelligence and new smart solutions, there are more alignments
and more types of systems to be considered. Partly this issue can be covered by socio-
technical systems approach. Socio-technical systems are often regarded as “complex
systems where social (human and organizational) and technical components interact
with each other to achieve common objectives” [1]. However, in many cases, these
technical components are regarded just as a cyber space, i.e., software and hardware
(including wireless networks). Physical devices with embedded cyber components and
their interaction with other devices or human beings are rarely considered. Therefore, in
this paper we will not take a position of socio-technical systems, but will rather consider
social, cyber and physical systems and their interplay for embracing such concepts as
Industry 4.0 (or cyber-physical systems - CPS), social networks and open data. We
define a socio-cyber-physical system (SCPS) as a system that includes all three types of
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elements: social, cyber and physical ones; and may include different combinations of
these elements as subsystems).

The research approach taken in this paper is as follows. First the information system
issues related to contemporary information usage variations is explored. Then these
issues are related to and analyzed in the context of three enterprise and information
systems modeling approaches/frameworks. The factors not covered by these approaches
are identified as challenges in enterprise and information systems modeling.

The paper is organized according to the research approach taken. Section 2 concerns
information system issues in the SCPS contexts. Section 3 ponders over possibilities
to address these issues in several modeling frameworks, such as enterprise architecture
representation language ArchiMate [2], Reference Architectural Model Industry 4.0
[3], and Work System model for defining information systems [4]. Section 4 discusses
commonalities and differences of these frameworks and points to the related works in
modeling of SCPSs. Section 5 presents brief conclusions and some directions of further
research.

2 Information Systems in the Context of SCPS

Hirschheim and Klein [5] in 2012 referred to four eras in IS history:

• First era (mid 1960 – to mid 1970): Centralization
• Second era (mid 1970 – to mid 1980): User led IS development projects
• Third era (mid 1980 – mid 1990): Decentralization, emergence of Internet
• Fourth era (mid 1990 – today): Management of widely distributed technologies and
personnel.

These four eras basically refer to an information system as “a manual or automated
system, such as an automatic data processing system, a computer system, or a computer
network, that (a) is composed of people, machines, or methods and (b) is organized to
collect, process, transmit, and disseminate data that represent user information” [6].Most
often “machine” here is understood as computer software and hardware. Now in 2019,
one of the most well-known conferences on IS, ICIS [7] calls for papers in such topics as
HumanComputer/Robot Interactions& Interfaces;Analytics andDataScience;Crowds,
SocialMedia andDigital Collaborations;Mobile, IoT andUbiquitousComputing; Smart
Cities and Digital Government; and Smart Service Systems and Service Science in line
with the more traditional ones. This shows that an IS now shall concern physical devices,
different emerging data sources, and serve for systems of arbitrary combinations of
such substances as social, cyber and physical systems. Actually an IS itself often is a
SCPS - “any configuration of a system that collects, organizes, stores, and distributes
information” [6],where socio, cyber andphysical (sub)systems canbe receivers, handlers
and providers of information.

In the context of SCPSs, an essential aspect of an IS is emergence (consider networks,
open data, system collaboration, etc.), because not all issues regarding the IS can be
under the control in CSPSs. In Table 1 we show a simple scheme of types of elements (or
subsystems) of IS that are of different nature and can be included in an IS. In Table 1 only
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some examples of possible subsystems/elements are shown. The table demonstrates that
in all cases we shall deal with both – the elements purposely developed and the elements
that are emerging inside or outside the enterprise (a SCPS) under the consideration.
Depending on the viewpoint, purposely developed elements of one enterprise can be
emerging elements for another enterprise, e.g. purposely developed software services
developed by Company A can emerge as new opportunities of Company B.

Table 1. Different types of subsystems or elements of IS (from an enterprise viewpoint)

Type of a subsystem or
element

Developed in a controlled
manner

Emerging

Social Business process (manual);
Rules of the game

Peer network

Cyber Workflow engine, Database World Wide Web

Physical Factory equipment, sensor Natural phenomena – such as
weather conditions

Socio-cyber Workflow Social network, open data

Cyber-physical Robot Behavior of an intelligent
multi-agent system (e.g. smart
cars on the road)

Socio-physical People acting according to a
command

A human being interacting
with a mechanical machine
and natural object (e.g. stone)

Socio-cyber-physical Passenger in a smart car
(under the car’s control)

Human being interacting with
a robot

Similarly, and to some extent also consequently, taking into account the nature of
the above-mentioned systems; also data sources and data used in information systems
can be classified in the developed in a controlled manner (e.g. centralized databases, log
data, etc.) and emerging ones (e.g. open data, information available in social networks,
etc.). This issue impacts a possibility to define a border of an enterprise and a border of
an information system. For instance, we can question whether a cloud service, which
belongs to an information system, belongs also to an enterprise forwhich this information
system serves.

Above mentioned IS issues are challenging the existing approaches of alignment of
enterprises (SCPSs) and their information systems (see also discussion in Sect. 4).

In the next section we will analyze three well known frameworks regarding their
appropriateness to handle enterprise controlled and emergent data and systems listed in
Table 1.

3 Common Frameworks in the Context of SCPS

In this sectionwewill analyze how several frameworks can be used to address the various
IS issues (types of IS elements) explored in previous section. Three frameworks will be
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considered: enterprise architecture representation language ArchiMate [2], Reference
Architectural Model Industry 4.0 [3], and Work System model for defining informa-
tion systems [4]. These frameworks are chosen due to their popularity in the field of
Information Systems Research.

3.1 Applicability of ArchiMate

ArchiMate is a well-known enterprise architecture representation language [4] that com-
plies with the Open Group’s managed enterprise architecture framework TOGAF [8].
The latest version of this language, which initially addressed only socio-cyber systems,
includes new modeling elements for modeling physical systems. This new version of
ArchiMate has already been analyzed with respect its applicability for cyber-physical
systems [9], and some improvements have been suggested to address such issues as
construct overload, redundancy, excess and deficit.

We will discuss here four layers of ArchiMate framework [4]: Business layer, Appli-
cation layer, Technology layer, and Physical layer. Two other layers of the Archi-
Mate framework, namely, Strategy and Implementation & Migration layers will not
be discussed as they are out of the scope of the focus of this paper.

The Business, Application and Technology layers all have the same types of their
passive structure (data belongs to passive structure elements), behavior (represents func-
tions, processes, services, etc.) and active structure (elements which handle information
or materials) elements. The Physical layer differs from these layers as it provides only
“material” as a passive element and does not specify behavioral elements.

The representational capability of ArchiMate language layers regarding the systems
listed in Table 1 is illustrated in Table 2.

Table 2. Representation capabilities of ArchiMate framework layers

ArchiMate layer Represented system types

Business layer Social, Physical (partly), Socio-Physical (partly)

Application layer Cyber

Technology layer Cyber Physical (partly), Physical

Physical layer Physical (partly)

The Business layer of ArchiMate, from the point of view of socio-technical systems,
would represent the social system (“business” might be considered as a social activity).
However, in the context of SCPSs, a human being can be considered from two points
of view – as an element of a social system and as an element of a physical system [10,
11]. The same refers also to passive elements of the Business layer (e.g. hard copies of
documents also belong to physical systems). Elements of cyber systems are stretched
over two layers (Application and Technology), where elements of the Technology layer
can belong to both cyber and physical systems. It is not only because physical comput-
ing devices occupy a physical space; there can be cases where, e.g. heat generated by
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computers should be considered and then the role of computers changes from the data
processing objects to the energy providing objects. As mentioned above, regarding the
Physical layer, here such elements as “equipment”, “facility”, “distribution network”
and “material” can be shown, however, the behavioral elements are missing at that level.
This becomes challenging when robotic or other artificial multi-agent systems must be
modeled.

ArchiMate language has no specific means to point to emerging systems or data,
so it is basically appropriate for modeling of systems organized or built in a controlled
manner. The language does not clearly distinguish in its layers among social, cyber
and physical systems; therefore, it cannot transparently represent all these systems and
their combinations. Also, the Physical layer has limited representational capability if
compared to other layers discussed in Table 2. On the other hand, such elements as
“path” and “communication networks” are available only at the Technology layer which
does not allow abstracting from this layer at other layers.

In order to have more flexible abstraction possibilities and possibility to reflect arti-
ficial agent behavior at Physical layer, the following extensions to ArchiMate language
would be welcome:

• Including “network” and “communication path” elements in all four layers (see
Table 2).

• Providing at the Physical layer the same set of elements as at other three layers
(Business, Application and Technology) of the ArchiMate framework.

3.2 Applicability of RAMI 4.0

While in the previous section we dealt with ArchiMate, which is a language for rep-
resentation of a generic enterprise and has not been developed specifically for SCPSs,
the wave of interest in cyber-physical systems has brought in several new models and
frameworks [12], where The Reference Architecture Model Industry 4.0 (RAMI 4.0)
is one of the most popular ones. RAMI 4.0 is a three-dimensional framework involv-
ing hierarchy levels, life cycle and value streams, and layers [13]. This framework is
designed to serve smart factories. Enterprise is one of the hierarchy levels (one between
Connected World and Work Centers). According to the framework, each hierarchy level
(thus also the Enterprise) can be considered at 6 layers, namely Business, Functional,
Information, Communication, Integration, and Asset layers.

Some researchers claim thatRAMI4.0 provides some room for emerging systems and
emerging data (through the connected world level of hierarchy and Communication and
Integration layers) [10], however, they have not provided transparent models approving
that claim. The framework is focused on cyber physical systems. It refers to human
beings but does not consider social system issues in detail.

The system types concerned by layers of RAMI 4.0 at the Enterprise level are
reflected in Table 3. More detailed description of RAMI 4.0 layers is available in [14].
This framework basically helps to represent how virtual world is related to the real
world. It does not suggest specific modeling elements as ArchiMate language provides.
The purpose of RAMI4.0 is not to transparently distinguish between social, cyber and
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physical systems; it rather is designed to control the physical systems with the help of
cyber systems. Different modeling approaches for the use of this framework are still
emerging [14–16].

Table 3. Representational capability of RAMI 4.0 layers (at the Enterprise level)

RAMI 4.0 layer Represented system types

Business layer Social (partly)

Functional layer Cyber, Physical (partly)

Information layer Cyber

Communication layer Cyber, Physical (partly)

Integration layer Cyber, Physical

Asset layer Social, Physical

One of the directions of further studies could be an investigation of possibilities
to apply extended ArchiMate language (see suggestions in the previous sub-section)
to the RAMI 4.0 framework. This would be a complex task considering differences
between RAMI 4.0 and TOGAF (to which ArchiMate has been adjusted). Nevertheless,
ArchiMate has already established modeling tools and many modelers are skilled in this
language due to its relative simplicity. With a possibility to clearly distinguish between
systems of different types and their combinations, the ArchiMate language, probably,
could be a suitable tool for reflecting different views of RAMI 4.0 SCPSs.

3.3 Applicability of Work Systems Framework

Work Systems is a flexible framework developed by American scientist Steven Alter [4].
The framework is theoretical and only first attempts to provide a supporting modeling
method have been made [17]. The framework concerns Environment, Infrastructure and
Strategies as a context in which particular activities or processes are done by Participants
using Information and Technologies to produce Products or Services for Customers
[18, 19]. This framework is attractive due to its simplicity. Obviously, it aligns with
socio-technical systems perspective (Participants and Technologies) and do not directly
distinguish between Social, Cyber and Physical Systems and heir combinations.

Nevertheless, a distinguished feature of the framework is the possibility to define
work systems at different levels of detail and abstraction using the same generic frame.
The approach has a potential to represent any combination of performers (be they parts
of social, cyber or physical systems) as a work system performing activities or processes
for providing products or services. TheWork Systems framework can embrace elements
form ArchiMate layers represented in Table 2 and RAMI 4.0 framework represented in
Table 3. Therefore, it might be suitable as an umbrella frame for modeling socio-cyber-
physical systems and their combinations. To achieve this, it is necessary to provide a
modeling environment that helps to distinguish between different types of systems and
their combinations, which means relating the elements under the consideration to all
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types of systems in which they participate, as each type of base systems is governed
either by rules of social systems or computer code or physical laws.

4 Discussion

In Sect. 3, three well known frameworks were analyzed regarding their applicability for
SCPS contexts of IS. Each framework exposed some capabilities and some limitations.
These pros and cons are amalgamated in Table 4.

Table 4. Pros and cons of the frameworks analyzed in Sect. 3

Characteristic ArchiMate RAMI 4.0 Work Systems

1. Possibility to see transformations (input,
function, output)

Yes Yes Yes

2. Modeling elements prescribed Yes No In progress in
related work
[17]

3. Possibility to show all types of systems at the
same level of detail

Partly Yesa Yesa

4. Possibility to distinguish clearly between all
types of systems

No No No

5. Possibility to reflect (or distinguish) emerging
systems

No No evidence
provided

No

6. Possibility to reflect emerging data No No No
aOnly on a high abstraction level

We can see that all frameworks provide general means for representing transforma-
tions done by systems; i.e. functions and their inputs and outputs can be shown in the
frameworks; and also the performers of the functions. This is an essential feature to have
a transparent systems perspective.

Only ArchiMate has itsmodeling notation (and alsomodeling tools) for representing
the systems. RAMI4.0 does not prescribe any modeling language. Regarding Work
Systems, there is some initial work done to relate it to a particular modeling notation
[17]. Taking into account extensions suggested in Sect. 3.1, it might be useful to relate
the frameworks so that ArchiMate notation could be used for representing the systems. It
looks quite straight forward to relate ArchiMate to Work Systems framework. However
there are conceptual differences regarding ArchiMate and RAMI4.0. These differences
are reflected in Fig. 1.While both frameworks have layers, the meaning of these layers is
different. Especially it concerns data. There is a separate layer for data in RAMI 4.0; and
other layers are accessing this data. In ArchiMate, data is positioned at the Application
layer, but data has references to business objects at the Business layer and artifacts at the
Technology layer. Thus all layers are processing some kind of information. Similarly it
is with functions. In ArchiMate, it depends on interpretation what exactly is regarded as
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physical assets: these could be people, devices and facilities each at their corresponding
layers. InRAMI4.0, assets are at the dedicatedAsset layer. Considering these differences,
we can assume that relating RAMI4.0 and ArchiMate might require additional modeling
elements to transfer the meaning of layers correctly from one modeling framework to
another.

Fig. 1. Differences in layering of RAMI4.0 [3] and ArchiMate [2]

As was explained in Sect. 3.1, ArchiMate does not allow to model at the Physical
layer in the same manner as at the Business, Application and Technology layers. Thus
all systems cannot be modeled equally. Other two frameworks stay general with respect
to particular modeling notations and are equally suitable for modeling social, cyber,
and physical systems at the high level of abstraction. If suggested extensions would be
implemented in ArchiMate, it could be suitable for equal representation opportunities
for all three types of systems at a high level of abstraction and also in details.

None of frameworks give an opportunity to clearly distinguish between different
types of systems (the fact that the system can be represented by the framework, does
not yet say that it can be distinguished from other system types: e.g. computer at the
Technology layer and Physical layer of ArchiMate, or Human being as an asset or as a
participant of a the Business layer in RAMI4.0.

None of frameworks can clearly identify emerging systems and emerging data.
In this paper we concentrated on IS modeling in SCPS context. Some enterprise

and IS aspects, in the context of SCPSs, have been discussed in a number of research
papers. For instance, information and material flow models (on a high level of abstrac-
tion) are discussed in [20]; goal modeling integrated with systems modeling language
SysML is proposed in [21], where the author uses only a goal model for represent-
ing social (sub)systems and SysML for cyber and physical sub(systems); and authors
of [22] propose to integrate human factors in cyber physical systems by paying more
attention to human-machine interaction and user interface design. None of these works
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provide models for representing transformation aspects in all three (social, cyber, phys-
ical) sub(systems). However, the findings from related works will be helpful in further
research regarding modeling of socio-cyber-physical systems.

5 Conclusions

In this paper we discussed applicability of some well-known frameworks for modeling
socio-cyber-physical systems: namely the enterprise architecture modeling language
ArchiMate, Industry 4.0 Reference Architecture Model RAMI 4.0, and St. Alter’s Work
Systems framework were discussed. Brief analysis of these frameworks revealed the
following challenges:

1. Noneof discussed frameworks currently providemeans for transparently distinguish-
ing between all types of systems (social, cyber, physical and their combinations).
For instance, human being is positioned at the Business layer (ArchiMate) or at the
Asset layer (RAMI 4.0).

2. To cover all three types of systems and their combinations, the ArchiMate language
should be extended so that all core layers and the Physical layer have the same
representational element types.

3. Regarding possibility to reflect all system types, RAMI 4.0 framework could benefit
from its integration with extended ArchiMate language, however, to integrate them,
the differences between TOGAF and RAMI 4.0 should be well understood.

4. Work System framework has a potential to be populated with the modeling tools for
transparent modeling of social, cyber and physical systems and their combinations,
but a mechanism must be found how to relate these systems to the rules by which
the systems are governed.

This paper is limited to preliminary discussion on modeling socio-cyber-physical
systems. Further research is needed to meet the above identified challenges and develop
tools for transparent modeling of socio-cyber-physical systems from different perspec-
tives or viewpoints. The necessity to model emerging systems and handle emerging data
should also be considered in this context.
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Abstract. In the current world, low evolvability of documents is a big
challenge which has not been fully addressed. This paper focuses on types
of documents which have mostly predefined structure, and we use them
over and over. Examples of these documents are contracts, applications,
legal documents or manuals. The key problem here is that the docu-
ments are not modular and evolvable. The problem of modularity and
evolvability is addressed by Normalized Systems Theory. This theory is
formally proven, and it has great practical results from the first applica-
tion in a software area. This paper designs a way how to apply principles
and recommendations from Normalized Systems Theory in the area of
non-evolvable documents.

Keywords: Evolvable documents · Normalized Systems Theory ·
Document management · Modularity

1 Introduction

One of the main challenges of traditional documents is that they are non-
evolvable. For many kinds of documents, it is not a problem. When we are
creating a document for one-time usage, we do not have to care about evolvabil-
ity. However, when we know that we will (re)use our document in future and we
will need to edit it, update it or create a new one based on the structure of the
first one, the non-evolvability of the traditional document may become a real
problem.

Imagine we are researchers and we have to create a data management plan
for every project which we are participating in. Otherwise, we will not be able
to get a subsidy. A data management plan is a formal document that outlines
how data is handled [1]. It covers two phases - a phase during a research project
and a phase after the project is completed. Because data stewardship is not our
main interest (we are for example natural scientists), we have no clue how we
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should create a data management plan. However, because we are smart, we will
somehow figure it out. We will learn about current legislative, best practices and
we will create one data management plan and successfully submit it. Because
it took a huge effort to assemble this document, we will reuse it and create a
few copies of it for our additional subsidies. So we will use the document as
a template for creating additional documents. However, because the world is
changing, we may find that we have to change the data management plan. The
change can be a correction of some error which we did, new legislation or new
requirements, etc. Generally, a change in the content of a document can appear.
However, it may also happen that we fail in a getting subsidy from one founder.
Then we would like to apply for a subsidy in another founder. However, his
structure of a data management plan is a little bit different. He requires the
same information but in a different form. If we want to apply for his subsidy,
again we have to rewrite a whole document. So the second type of change is just
changing a document template or structure without changing an actual content
of the document.

These two types of changes are not very good supported in traditional docu-
ments despite that we encounter this problem very often in our lives. This leads
to the fact that traditional documents are very bad in term of evolvability.

In this paper, we would like to offer an approach to solve that which is
based on Normalized System Theory [8]. In theory, evolvability is defined by
the absence of combinatorial effects. A combinatorial effect is then defined a
change whose impact is not solely related just to the kind of the change but also
to the size of the system on which the change is applied on. So our approach
should decrease these combinatorial effects and therefore make documents more
evolvable. Our approach will be compared with an application of NS Theory in
software development. This application has already proved that principles and
recommendations in NS Theory help the system to be more evolvable. Further,
our approach will be shown on an example of creating an evolvable document of
a data management plan.

2 Related Work

2.1 Normalized Systems Theory

The core of Normalized Systems Theory [8] is to deal with evolvability of sys-
tems. It highlights modularity as one of the aspects when most systems fail, and
therefore they have low evolvability. The modularity should be very high accord-
ing to the theory. The theory exactly says: “The system should be composed of
very fine-graded modules”. If we break this rule more “combinatorial effects”
may appear. To have combinatorial effects in the system means that the size of
the change also depends on the size of the system. So our goal is to reduce the
number of these effects to a minimum. Otherwise, the cost of the change could
be very high.

NS Theory is based on 4 principles - Separation of Concerns, Data Ver-
sion Transparency, Action Version Transparency, and Separation of States. In a
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domain of documents, only the first two principles are applicable, because the
second two principles are workflow-related [10,12].

– Separation of Concerns states that we should separate all concerns from each
other.

– Data Version Transparency states that each module should be updatable
without any impact on others linked module

The NS Theory was originally invented mainly for information systems and
software development [9]. But because the theory is very abstract, it has been
successfully applied also to other domains, such as requirements engineering [13],
study programs [11], etc.

2.2 Template and Styles

The problem of splitting actual content of the document and graphical design of
the document was partly addressed for example by HyperText Markup Language
(HTML) and Cascading Style Sheets (CSS). However, the separation was just
on a level of graphical design. We can style the document, we can even hide some
parts with CSS, but when we want to change the structure of the document (not
its content, just a form), we have a problem.

2.3 Template Engine

Especially in web development, we can find many frameworks which offer to
dynamically generate pages (documents) from user’s defined templates. They
offer to create smaller templates and then compose them together. This allows
reusing some common parts in more documents. Further, they have a param-
eterization which gives you an option to passed some data into the template.
Then the template engine generates the desired document which is influenced
by parameters which passed in. This approach offers great modularity. However,
the separation of concerns is still violated here because the templates are mix-
ing both the actual content and the form of the document (document template)
together.

2.4 Darwin Information Typing Architecture (DITA)

Darwin Information Typing Architecture (DITA) is an open standard for writ-
ing modular technical documentation [5]. It was developed by IBM in 2001. It
enables to reuse common parts (“topics” in context of DITA) and assemble a
document from that parts. It has an ability for making conditions in text. This
means that you can distinguish between, for example, experts and normal users
(e.g., you can include more information to the version for experts). The target
audience of this technology are companies which need to maintain thousands of
pages of their documentation. On the other hand, if we would like to apply this
technology to the case of a user which wants to create a data management plan,
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of course, his need is to reuse some parts, but moreover, he needs to add his
inputs to the document. This feature is not well supported in DITA because this
tool was not designed for that.

2.5 Document Management Environment (DME)

Document Management Environment (DME) is an extension to the Microsoft
Word. It should help users to designate any arbitrary document part as a tem-
plate’s variation point that can be customized to produce a specific document [6].
It identifies two roles - Document Senior Architect Clerk and Document Devel-
oper Clerk. The first one is designated to create and refine user guide templates.
The second one is designed to create customizations of document for concrete
clients. The core thing, which this tool adds over the DITA, is that it allows doc-
ument customizations. DITA allows just to create document fragments, compose
them, and based on some conditions, it allows to expand the desired document.
It does not have any mechanism which would cover the problem of specific cus-
tomization.

3 Violations of NS Theory in Traditional Documents

We assume that if we want to improve the evolvability of documents, we should
adhere to the principles and recommendations of the NS Theory. In term of
traditional documents, we can find several violations.

3.1 Separation of Concerns

The first principle is violated by combining the content of a document with a
document template together. In some document editors, we mix it also with the
style of the document. Putting these two (three) concerns together violates the
first principle.

In the introduction, we mentioned an example with data management plan
document. Imagine, we finalized a data management plan, and we submit it to
a funder in terms to get a subsidy. However, the funder refused us, so we want
to apply for a subsidy in a different funder. The content of the document is the
same, but the funder has a different template. So we have to manually create a
copy of the document, change the structure, reformulate parts of the documents,
etc. Just because the content and the form are combined together and we are
unable to exchange just one part. The big disadvantage of this approach is that
we lost all the connection between the old and new document. If we want to
add something in the future, we have to edit it in 2 places. That increases the
combinatorial effects too.
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3.2 Modularity

NS Theory assumes the evolvable system is composed of very fined-grade mod-
ules. That is the exact opposite of traditional monolithic documents where all
parts are merged together. The result is that we can not easily reuse parts of the
document. If we have more documents which share some part we cannot easily
edit this shared part in one place. That increases combinatorial effects.

Back to our example, we have several data management plans which are the
same in content but have different forms (structure, formatting, etc.). Sometimes
we changed something, and we need to reflect it in our documents. Our only way
is to change it in all documents manually. It is obvious that the effort increases
together with a number of documents. So the size of the change is not constant.
It does not depend just on the size of the change. It also depends on the number
of affected documents.

4 Design Evolvable Documents

To build a generic technique for the evolvable document would be a quite hard
issue. As far we are in the beginning, we restrict the domain to just a subset of
all types of documents. We target types of documents which looks like a data
management plan from our example. These documents are mostly contracts,
applications, reports or legal documents. They serve as formal documents. They
are well structured, and the structure is predefined. They are used in our every-
day life, and we have to write them manually.

As we already discussed in Violation of NS Theory (Sect. 3), manual writing
in document editor is not very evolvable. Moreover, for creating these specific
types of documents, we have to be an expert in law or data stewardship domain.
Otherwise, we are unable to create them because it is very hard to formulate
sentences on our own about something where we are mostly not good at it. Our
approach will also help with this aspect, but mainly it is focused on the problem
of evolvability.

4.1 Separate Concerns

We split the process of creating document into three main parts - gathering infor-
mation from a user, specifying document template and generating (expanding)
target document (Fig. 1). First two parts are intended for users, so we are focus-
ing on evolvability there. The last part is done automatically by a computer, so
we do not have to take care of evolvability there because it is already evolvable
(it does not require any inputs from us, so if some change appears, it could be
just regenerated).

The first part (gathering information) is split into three additional sub-parts -
a metamodel, a knowledge model and a knowledge. Each part should be evolvable
by itself. In this paper, we would like to design the desired process. In the next
papers, we would like to focus on the evolvability of each part separately.
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Fig. 1. Process overview

4.2 The Metamodel

NS Theory assumes that we build a whole system (document) from NS Elements.
When we look into an application of NS Theory in software development [9],
these elements are represented by data, task, connector, flow, and trigger ele-
ment.

In our application, NS Elements are individual parts of the metamodel. The
core of the metamodel are questions and answers. They are grouped in chap-
ters and also linked together. So the resulting structure is a tree. The tree is
structured from more general questions in the top to a more specific and detail
questions in the bottom.

Due to being able to get the right answer from the user, every question
can have a link to an expert. The question can also have references to related
information and documents, websites or chapter from books which may help
users to fill a right answer too.

The metamodel also offers to define metrics which can measure useful infor-
mation about the result document. When we go back to our example, we talked
about data management plans. There exists metrics which describe how good
our data is managed - F.A.I.R. [14]. By answering questions about data steward-
ship, we can get a view on how a user take care of his data, and we can evaluate
him. Moreover, we can even teach him how to do it better.

4.3 Knowledge Model

A knowledge model is composed of metamodel elements (NS Elements). For each
type of document, we have a specific knowledge model, e.g., a data management
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Fig. 2. Metamodel

plan, a rental contract, etc. We try to capture the knowledge about a specific
domain and provide all questions about the actual topic. This does not mean
that the user has to answer all of them. By choosing answers, we will show him
just right sub-parts of the tree which are relevant to him (Fig. 2).

It is unrealistic to think we can create one generic knowledge model which
would cover a whole topic and would be shared across all users and organizations.
So it would be nice to have a mechanism for customizing the original generic
knowledge model (Fig. 3). Organizations may have special needs. In our example
with data management plans, organizations in natural science may want to add
more specific questions for their branch or remove some questions which are not
valid for them.

Fig. 3. Hierarchy of Knowledge Models (including generic knowledge model and its
customizations)

Because customized knowledge model lives its own life, it can become out-
dated. So there should be a mechanism of how to apply changes from generic
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knowledge model to the forked knowledge model as far as we want to stay evolv-
able. This means that we should guarantee that the customizations are evolvable
in time.

We assume that this subpart of our process will evolve the most. There-
fore we started with the solving evolvability here as a first. More details about
the migration process of customized knowledge model can be found in Vojtech
Knaisl’s diploma thesis [7].

4.4 Knowledge

Knowledge is gathered from the user’s answers. As we have already mentioned,
the user does not have to answer all the questions. Based on his answers, we
show him another question which is relevant to him.

Compares to traditional document where the knowledge is spread over the
whole document, here we have a good granularity so we can better perform
some metrics on the knowledge and give user feedback. This is an example that
our approach is better machine-actionable compares to unstructured documents.
This may be used in the future as a great benefit.

We can see that it is easy to do a modification of knowledge like changing
user’s answer because all we have to do then is to just re-expand the document.
So the cost of the change here (e.g., changing user’s answers) depends just on
how many answers we want to change and does not have any connection to the
size of the expanded document. If we have more dependent document templates,
we can re-expand them all and get desired documents. We can observe that we
got rid of the combinatorial effects in this situation. Because normally, we would
have to rewrite parts in many documents which would be intellectually and
administratively unmanageable.

When we return to the application of NS Theory in software, the knowledge
model and the knowledge can be compared to a model where desired software
is defined. From that software model, the desired application is then expanded.
Same as we expand the desired document from the knowledge model and the
knowledge.

However, one problem remains here. The knowledge belongs to a specific
version of the knowledge model. When we upgrade the knowledge model, we
have also to upgrade our knowledge. This challenge is currently in front of us.
However, the great benefit here is that all data is well structured so we can
engage computer to do the migration progress automatically.

4.5 Document Template

The document template serves for a composition of a target document together.
It makes a view on knowledge gathered from a user, and together with docu-
ment template which relates to some knowledge model, it creates the desired
document. Further, it offers a space to do specific customization. Back to our
example with data management plans, each founding agency can have a specific
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structure of a document, branding, etc. The agency may want to add to all their
documents some common header part, static text, etc. The document template
should be able to cover all these special needs.

Because of these extensions, we need to do a special migration process. When
we want to upgrade to a newer version, we have to do a harvest. It gathers
all our texts, images, etc., migrates to a newer template and then applies the
customization back to the template.

In the application of NS Theory in software development, this part is related
to the writing NS Customization to expanded code. It has the same goal - to
define a custom logic which can not be covered in the model. During the upgrade,
we can see there the same process as we have in our template. We need to harvest
the customized code, re-expand the newer model and put back the customized
code.

4.6 Separated Responsibility

In the process of creating a document, they are involved two kinds of users -
domain experts (e.g., data stewards, lawyers) and normal users (researchers who
want to create a data management plan, owners of an apartment who wants
to sign a rental contract). This split of roles guarantees better guidance for
normal users who are not well educated for example in data stewardship domain.
Knowledge models are mainly created by domain experts the same as document
templates. Filling knowledge models with actual knowledge are then left to users.

4.7 Version Management

To be able to do a proper migration process, all parts and sub-parts of the whole
process have their versions, or they depend on a specific version of other part or
sub-part. Here is a list for a recapitulation:

– Metamodel
• has its own version
• does not depend on anything

– Knowledge Model
• has its own version
• depends on version of the metamodel

– Knowledge
• does not have has its own version
• depends on version of the knowledge model

– Document Template
• does not have its own version
• depends on version of the knowledge model
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5 Applying in Practice

To evaluate our approach in practice, we create an application which should
demonstrate our proposal [2]. We chose a data stewardship domain and create
a knowledge model for a data management plan. Currently, the web application
has implemented just a subset of all proposed functions which we mentioned here.
We may create a knowledge model or create its customization, fill it with the
knowledge, edit document template and then generate the document. Migrations
are almost missing there. This application is published as an open source [4].
Our goal is to test there our approach in practice. Further, we start one instance
as a demo where everyone can play with knowledge models and documents [3].
Currently, it has about 180 users from 112 institutions from whom we got mostly
positive feedback.

6 Conclusion

Our approach was to deal with low evolvability of traditional monolithic docu-
ments. We focused just on a subset of all documents where we try to improve
evolvability. We designed the architecture, and we tried to apply it in practice.
We may say that we were successful. We can claim (according to the results in
practice) that the number of combinatorial effects was reduced and generated
documents are more evolvable.

6.1 Future Work

Our plan for the future is to design migration processes between all parts and
sub-parts of the process. The list of needed migrations is here:

1. Metamodel → Knowledge Model
– Description: a structure of the metamodel may change. After the change,

it is needed to change all dependent knowledge model
– State: in planning

2. Generic Knowledge Model → Customized Knowledge Model
– Description: we may fork a generic knowledge model and create a cus-

tomized knowledge model. So we have two knowledge model which evolves
separately. However, to keep our customized knowledge model up to date,
we may want to upgrade it with new changes from the generic knowledge
model.

– State: the first simple version was implemented in Vojtech Knaisl’s
diploma thesis [7]

3. Knowledge Model → Knowledge
– Description: we filled our knowledge model with answers (knowledge).

Then we decided to change the knowledge model. So our knowledge is
outdated. We want to upgrade it with changes which come from a newer
version of the knowledge model.

– State: in planning
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4. Knowledge Model → Document Template
– Description: we create our custom document template for a specific

knowledge model. The knowledge model changed. We may want to
upgrade the document template in terms to keep it up to date.

– State: in planning

Except for the migration processes, we will focus on the document template
and how to structure it. Currently, our approach is to put as most things as we
can to the knowledge model. The reason is that the knowledge model is very
good in evolvability. However, the result is that the target document is not as
human-readable as it could be. So it will be a big challenge to make it more
human-readable.
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12. Suchánek, M., Pergl, R.: Evolvable documents - an initial conceptualization, pp.
39–44. IARIA

13. Verelst, J., Silva, A.R., Mannaert, H., Ferreira, D.A., Huysmans, P.: Identifying
combinatorial effects in requirements engineering. In: Proper, H.A., Aveiro, D.,
Gaaloul, K. (eds.) EEWC 2013. LNBIP, vol. 146, pp. 88–102. Springer, Heidelberg
(2013). https://doi.org/10.1007/978-3-642-38117-1 7

14. Wilkinson, M.D., et al.: The FAIR guiding principles for scientific data manage-
ment and stewardship. Sci. Data 3, 160,018 (2016). https://doi.org/10.1038/sdata.
2016.18

https://doi.org/10.1007/978-3-642-38117-1_7
https://doi.org/10.1038/sdata.2016.18
https://doi.org/10.1038/sdata.2016.18


Mapping UFO-B to BPMN, BORM,
and UML Activity Diagram
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Abstract. Process modelling is the key part of a problem domain anal-
ysis, and there are multiple modelling languages for that purpose. In
this paper, we present the mapping of three of such languages – namely
BPMN, BORM, and UML Activity Diagram – with Unified Foundational
Ontology UFO, more specifically its part describing behavioural aspects
called UFO-B. Due to the mapping, we were able to find out interesting
similarities and options when working with the selected languages and
we also compare them in terms of expressiveness with respect to UFO.
The specific properties of each languages became even more highlighted
and explained, so this comparison can be used for a decision which lan-
guage to use in a particular case. Our contribution can be used for future
work in models integrations and transformations.

Keywords: Unified foundational ontology · BPMN · BORM · UML
Activity Diagram · Ontology mapping

1 Introduction

In software and business engineering, the ontologies and structural conceptual
models together with process modelling, are being used more or less separately.
During recent years, more and more effort is put into integrating these two
approaches as their goal is the same – to describe various aspects of a system or
a domain [12]. One of the notable examples of this initiative is ontology-driven
conceptual modelling language OntoUML based on the Unified Foundational
Ontology (UFO).

UFO covers modelling of structural aspects (UFO-A) and behavioural aspects
(UFO-B). There are already process modelling languages that are widely used for
modelling behaviour of systems and domains such as UML, BPMN, or BORM.
Finding a mapping between these languages and the UFO-B ontology could
bring more ontological insight into the existing languages and potentially help
with models integration. It can provide an overview and comparison of their
expressiveness, i.e., what they can capture in terms of conceptual modelling of
behaviour.
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Our goal in this research is to find such matches between the UFO-B ontology
and BPMN, BORM, and UML Activity diagrams and to discuss possibilities,
their mutual advantages and disadvantages in situations where the mapping
is not evident and unambiguous directly. This work is part of a more massive
endeavour to achieve an integration framework for various conceptual, as well
as process modelling languages for capturing different aspects of the problem
domain. As a side product, it should also allow conversions between models.

First, we quickly go through the needed related work in Sect. 2, we clarify
the necessary terminological background, Unified Foundational Ontology and
process modelling languages that we want to map with UFO-B. We investigate
briefly possibilities of doing such ontological mappings based on already existing
examples. Then, we apply this knowledge in Sect. 3 which is split into parts where
we set requirements, then design the mapping for the modelling languages and
finally we summarise in a comparison. After that, in Sect. 4, we evaluate our
work from various aspects. In Sect. 5, we suggest possible follow-up research, as
well as the use of our contribution in practice.

2 Related Work and Terminology

In this section, we briefly describe the current state-of-the-art in process mod-
elling and its key purpose together with the selected modelling languages. Then
there is a basic information about UFO, its most recent development, and sum-
mary of the UFO-B terms that we use for the mapping.

2.1 Process Modelling

Process modelling is used similarly to other types of conceptual modelling to
capture aspects of a system called problem domain. For process modelling, the
aspects are behavioural, i.e., how people, machines, and other participants work
together in order to transform some inputs to outputs in a repeatable way. It can
capture the workflow in different levels of detail and cover also related parts such
as communication by artefacts or signals, timed events, intermediate states, and
so on. Process modelling languages historically originate from basic flow charts,
state machines, and Petri nets; therefore, they are never totally disjunct, and
significant similarities are well-observable. [26]

Usually, process models can be used for business analysis and optimizations
in terms of the Capability Maturity Model (CMM) or for understanding the
domain to develop a software system [16]. For software engineering, process
models can be often used for simulations or even orchestrations [19]. There are
process systems that use configurable workflows to notify users, gather data,
process them, and pass them to other services or users according to defined steps.
Process engineering is an important discipline for both business and software
analysis. [19]
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2.2 BPMN

Business Process Model and Notation (BPMN) is not just a notation but a
set of principles and rules for the description of business processes [9]. Process
modelling methods are defined over and using BPMN [23]. It is standardised by
OMG and therefore tooling, and process orchestrators using Business Process
Execution Language (BPEL) together with the notation are widely used [24].
BPMN in its version 2.0 uses stable metamodel called BPDM for a consistent
language. Due to that, XML schemas exist for BPMN models transformation for
decision making and other applications within organisation systems [1]. When
relating BPMN with UFO ontology, there is a research [13] that proposes “Onto-
BPMN” as a process ontology-driven language.

BPMN models can be seen as more complex flow charts [25]. Among others,
it introduces swimlines called pools and activities of several types. Activities can
also contain a subprocess enabling modularity. Not only activities have defined
types (based on its nature concerning processing), but also multiple types of
events and gateways are defined. In the BPMN standard, conditional events,
timed events, errors, and signals are defined. For gateways, instead of tradi-
tional decision branching and parallel fork, there are parallel, inclusive, exclusive,
sophisticated and event-based gateways [2]. The notation also allows associations
and message flows (as a complement to sequence flow between activities) and
artefacts of types: data objects, groups, and annotations [1].

2.3 UML

The universal Unified Modeling Language (UML) [21] provides several types of
diagrams, and there is the behavioural group of them. It contains diagrams such
as use case diagram, state machine diagram, object/class interaction diagrams,
and the activity diagram. For process modelling of a domain level, the Activity
Diagram offers the broadest assortment of constructs; others are more focused
on specific aspects of behaviour [5]. The Activity Diagram can be used even as
a workflow specification language, albeit a simple one [4].

In the UML Activity Diagram (UML AD) [21], there are swimlines for actors,
then their actions and activities, initial and end state. It supports decisions,
parallel forking, timing, sending and receiving messages, and it can also be bound
to states of objects modelled with state machine diagram. The activities can
be composed, so one activity represents whole “packed” process, enabling re-
usability and modularity. [7] shows that there is considerable overlap between
UML AD and BPMN, but BPMN provides a standard way of transformation to
the BPEL execution language and some symbols in BPMN can be substituted
only by multiple in UML AD, i.e., BPMN has higher expressiveness.

2.4 BORM

Business Objects Relation Modelling (BORM) is another process-modelling
method that is less-known than BPMN or UML AD, but on the other hand,
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it introduces interesting concepts. When compared to them, it provides a sim-
pler notation, but practice suggests that it is conceptually sufficient for describ-
ing complex business processes in many situations. It is tied with object-
oriented analysis of a system and based on the formalism of communicating state
machines [17]. Model-driven engineering (MDE) is well supported in BORM, and
it provides modularity [22]. There are two types of diagrams. The first is Object
Relations (OR) diagram, which is used for process modelling as shown on a sim-
ple example in Fig. 1. The second one is the Business Architecture (BA) diagram,
and it can be used to model the modules of a system or business domain and
attach scenarios related to OR diagrams. [17]

Fig. 1. Example of BORM OR diagram – a café

BORM, similarly to the majority of process modelling languages, can be
seen as an improved and formalised flowchart. Instead of swimlines or pools,
participant “blocks” are used with a type – human, organisation, or technology.
Each participant has its state machine where states are separated by activities
acting as transitions. Similarly to UML AD and BORM, a state can contain
a nested state machine. Participants can influence each other only by sending
messages from their activities. Branching and forking is done without any other
constructs (gateways), just using conditional transitions and states. [17]

Although BORM is in its essence a combination of several UML diagrams
(Activity, Sequence and State Machine), we investigate it in this paper as a
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separate language. We hypothesise that mappings of BORM and UML AD will
be very similar, and the more significant difference will be in the case of mapping
to BPMN.

2.5 Unified Foundational Ontology

The Unified Foundational Ontology (UFO) is an upper ontology that describes
“high-level” terms such as ObjectType, Agent, Entity, or Event. It creates a hier-
archy of these terms and its relations, which can be used in lower ontologies to
describe a problem domain together with the defined constraints. It is separated
into three parts: UFO-A – structural aspects, UFO-B – behavioural aspects, and
UFO-C – social aspects. UFO is maintained by its author Giancarlo Guizzardi
and the NEMO research group. [10]

For UFO-A, there is a language – more specifically a UML profile –
OntoUML that uses stereotypes for classes and associations to denote UFO
concepts. As such, it provides a language to design ontologically well-founded
structural conceptual models. In a recent work [11], the OntoUML has been
revisited and improved as a new OntoUML 2.0 version. Unfortunately, there
is no well-established modelling language so tightly related to foundational
ontologies to allow process modelling despite the existing research, including
OntoBPMN [8,20].

2.6 UFO-B Summary

For work with UFO (including UFO-B) specification, we use the specification
and visualisations from online specification [14]. Here we describe the core terms
briefly that will be then analysed in the selected process modelling languages:

– Event is a perdurant, i.e., an entity which occurs in time. It is either atomic
or complex. Other perdurants are object snapshot (i.e. a state) and situation.
An event is bounded in time using begin and end time points.

– Atomic event is type of event that is not intended to be further split into
fragments. It always depends on an object and manifestates a disposition.

– Complex event is type of event that is composed of two or more events (atomic
or complex ) which are its parts.

– Object is an instance of an entity and is subtype of endurant, i.e., can be
observed as a complete concept at any time point. Although it might change
over time and at some point object is created and then it stops to exist.
Therefore we can use object snapshot to capture how the object looked like
at some point of time.

– Participation as a special type of event which exclusively depends on the
object participant and is participation of another object. Subclasses of par-
ticipations are object creation, change, and deletion.

– Situation is a snapshot of object states valid in the given temporal range, i.e.,
it captures values of objects during certain time period. It triggers an event
which brings about a new situation which forms pre/post-situation relations.
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A situation is obtained in a certain time point. There are derived relations
causes and directly causes between two events where the first brings a situa-
tion causing the other directly or via more events and situations – capturing
the causality between events.

– Fact is a special type of situation that is bound to exactly one time point.
For situation this relationship is not mandatory.

– Disposition is an property of a situation (is activated by situation) and can
be manifested in an atomic event. It can be understood as an “enabler” of
following event.

To improve understanding and work with the UFO-B specification, we com-
piled the models introduced already in UFO-B paper [14] and made aggregated
and convenient UML class diagrams depicting the previous description. First,
Fig. 2 shows situations and dispositions, i.e, state at some point of time. Then,
in Fig. 3 events are described with its subtypes and relations to situations and
dispositions.

Fig. 2. Situations and dispositions in UFO-B (according to [18])

3 Our Approach

In this section, we apply knowledge of UFO-B and map its terms to constructs
of the selected process modelling languages. Initially, we describe the method-
ological steps for each language to achieve our goals and to be able to compare
the results afterwards.

3.1 Mapping Procedure

For each of the selected languages, we explain for each of the previously described
UFO-B terms which modelling constructs could be used and how to achieve the
match. Basically, there can be the following situations:

– there is a 1:1 match between a construct and a term, i.e. a semantic equiva-
lence,
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Fig. 3. Events in UFO-B (according to [18])

– a construct from the language is capturing something that UFO-B describes
by multiple constructs,

– multiple constructs from the language must be used to capture a single term
defined in UFO-B (opposite to the previous),

– the modelling language construct is out of the scope of UFO-B ontology or
some UFO-B term is not covered.

Potentially, there can be more mapping options, and we will describe all
found. In the ideal case, all terms would be semantically equivalent with language
constructs, and all would be covered, i.e., mathematically speaking a bijection
between UFO-B terms and language constructs. After this formalised descrip-
tion, we will be able to compare how each language fits UFO-B and what special
construct has that cannot be mapped.

3.2 BPMN Analysis

We depict mapped terms of UFO-B to BPMN constructs in Fig. 4. Further expla-
nation follows to describe the mapping in higher detail.

Event. The BPMN 2.0 notation offers three types of flow objects: event, activity,
and gateway. All of them occur between time points. Events are simple and
typed, e.g., signal, timed, or message, and they can be start, end, or intermediate.
They denote that some atomic thing happens or is being awaited. In a similar
way work the gateways, they are also atomic and of several types, for instance,
exclusive, parallel, or complex. But they serve just to split the flow conditionally
or using some defined strategy. Activities in BPMN are the real events that
actually do some work in the workflow. Task is a single activity that is not
structured further, therefore it is mapped to an atomic event together with
events and gateways. A complex event is represented by subprocess activity that
can contain a new flow but it is important that this flow cannot contain pools
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Fig. 4. Summary of UFO-B to BPMN mapping

and interact out of the borders. The pool captures the depends-on relation, i.e.,
an event, an activity, or a gateway depends on its executor (object) given by the
pool and its lane in which it belongs to.

Object and Snapshot. There is no way of modelling object structure in the
BPMN, but there are data objects that represent inputs and outputs of activities.
They can also have a meaning of a state, which can change in the process. These
objects can be stored in a data store that represents a sort of a database or a
collection of objects of the same type.

Participation. It tempts to say that the participation from UFO-B is matching
pool/lane capturing who “does” the activity but it would not fit with exclusively-
depends-on and participation-of relations that are both mandatory and exactly
with one object. A better match could be the usage of a data object in activity
with a problem, that it is not constrained in BPMN to just one object, but
multiple ones can be connected to an activity.

Situation and Fact. Situations should capture the current state in the flow.
Since there is actually nothing to capture because no “internals” of objects are
available in basic BPMN, we match situation to states that should be on each
end of flow object, i.e., after a flow object is finished. Surely, it is brought-about
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Fig. 5. Summary of UFO-B to BORM mapping

by the flow event which we map to UFO-B’s event, and it triggers following flow
events connected by a flow link. No bounding to time point is available, so facts
cannot be captured clearly.

Disposition. According to the previous, a situation is close to BPMN’s flow
object endpoint, the disposition as a thing that is activated by situation should
be a flow link which connects flow objects. It captures that if some flow object
is done, e.g., a task is completed, an event proceeds or decision is made in a
gateway, there is possible to continue with the next one. The manifested-by
relation then means that the flow was used, but in BPMN, it violates restriction
to manifesting only atomic events because it can relate subprocess activity, which
we identified as the complex event.

3.3 BORM Analysis

Matching terms of UFO-B with BORM OR diagram are shown in Fig. 5. Busi-
ness architecture diagram in BORM provides only modelling of structure and
relations between scenarios as explained in the following subsections.



Mapping UFO-B to BPMN, BORM, UML 91

Event. There is only one construct that represents, and that is the activity. It
cannot be further split into parts; therefore, it is mapped to the atomic event. It is
more complicated with the complex event in BORM because it allows subprocess
within a single state of a role or including activity inside a state. The state of
BORM in our mapping represents partially perdurant – there can be an included
activity or a subprocess as it is the complex event – but also endurant – it
snapshots the state of its participant.

Object and Snapshot. As objects, there are participants and data flow objects
used for the communication between them (more precisely between their activi-
ties). As the data flow objects are similar to BPMN, there is no modelling of their
structure and states. On the other hand, participants are more detailed than in
BPMN and allow associations and IS-A hierarchy to be captured. The states
allow snapshotting an object, the internal structure can be described in BORM
using ORD, but it is mostly omitted for the sake of clarity. Luckily, thanks to its
object-oriented nature, it can be easily related to some class model that would
be complementary and capture that.

Participation. Similarly to BPMN, activities as atomic events depends on the
participant, and activities inside some of its state depend on him transitively.
With the restriction that only one communication or a data flow that is incoming
(exclusive) or outcoming is permitted per single activity, it corresponds to a
participation of the other participant in the activity that belongs to the role of
the first one.

Situation and Fact. The snapshots are modelled as states of participants, and
then obviously, the situation is corresponding to a collection of states, where is
at least one per participant’s role. When there is a state of subprocess included
in another state, that a “substate” is included as well. That indeed snapshots
over the state in the process, but again it is not bounded to any time point, and
distinction with the fact is not possible.

Disposition. A disposition in BORM is a property of a participant as it is
mapped to an object that realises the transitions between states and activities.
It is manifested when the transition is used to move in the flow or participants
role. Some transitions might be conditional based on the state of participants
which fits well with the definition in UFO-B – inheres in the object, e.g., its
state in BORM.

3.4 UML Activity Diagram Analysis

Finally, Fig. 6 shows the mapping of UFO-B terms to UML AD according to
following description of analysis.
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Fig. 6. Summary of UFO-B to UML Activity Diagram mapping

Event. The base of the UML Activity Diagram is an activity that represents
the invocation of an operation, a step in a business process, or even an entire
business process because they can be decomposed into subactivities. The action
is a named element which represents a single atomic step within an activity, i.e.
that is not further decomposed within the activity. This is analogical to events
that are either complex or atomic. There are multiple predefined types of actions,
such as send, receive, timed, and so on.

Object and Snapshot. In UML, multiple diagrams can be interlinked. Activity
diagram can contain objects of classes from class diagrams with a defined state
from related state machine diagram. Such an object can be passed between
activities or just used in it or be created as a result. There are also datastores
similarly to BPMN. And just as BPMN and BORM, there are partitions (or
swimlanes) used for designating the executor of an activity or an action.

Participation. An object can participate in an activity or an action using an
object flow connection. Again, for matching with UFO-B, restriction to maxi-
mally one object that participates in a single activity is required. Dependence
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between event and object from UFO-B is similarly to BPMN, and BORM cap-
tured using swimlanes.

Situation and Fact. Only states captured in the UML AD can be all individual
states of data objects. For mapping situations from UFO-B, the activity ends can
be used similarly to BPMN. Unluckily, there is no direct support for snapshotting
the whole state of all used objects in the process, nor relating it to a time point.
But semantically it is possible to create an object model representing the current
state of the instances in the situation and link it to a point in time in UML AD
(before or after an activity).

Disposition. Dispositions are closest to the places from which control flow links
can go, i.e., end of activity or control nodes (initial, decision, fork, merge, etc.). It
shows what next events can happen an eventually be manifested when decision
is made, a flow splits to parallel or it just simply continues.

3.5 A Comparison of the Analysed Languages

According to the previous analysis of UFO-B terms in the selected process mod-
elling languages, we were able to create a summary in Table 1. Some terms are
nicely matching modelling constructs, for example, events with its complex and
atomic subtypes have corresponding elements for modelling, but both BPMN
and UML AD provide even further specialised subtypes with defined semantics
and different symbols (such as timing or sending/receiving signals). In all three
languages, event dependence is captured using its executor, and only naming
differs – a pool with lanes, role, or partition – commonly known as swimlanes.

Participation as a particular type of event can be understood as including an
external object in an event in process modelling. Is it possible, but for compliance
restriction to just one incoming/outgoing object is necessary and it also seems as
good design approach in process modelling (otherwise the event would be very
complex, i.e., Separation of Concerns violation). None of the analysed languages
provides explicit capturing of a time point when the event or state starts and
ends. Due to that, we cannot distinguish between situation and fact of UFO-B,
but a situation is related to states captured in process modelling after doing
the event or before the very first one. Disposition is then realised by existing
flow links between event-mapped elements (and states in case of BORM) that
capture what events can be manifested next.

BPMN and UML AD are almost identical when mapping to UFO-B terms.
The only crucial difference is that UML provides an easy way of diagrams inte-
gration and thanks to that, more details such as object structure, internal states,
or snapshot in object diagram can be used. With this combination of diagrams,
UML outcomes as the best match of three selected. If we strictly stay just with
UML AD, then BORM is closer to UFO-B thanks to its inclusion of states in
roles.
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Table 1. Summary table of UFO-B mappings

UFO-B BPMN BORM UML AD

Event event, activity,
gateway

activity activity, action

- depends-on pool/lane role partition

- Atomic task activity action(s),
simple activity

- Complex subprocess subprocess in
state

structured
activity

Object participant,
data object
with state

participant,
data flow

participant,
data object,
UML objects

Participation event with
attached
object

event with
attached
object

event with
attached
object

- participation-of message flow data flow,
communica-
tion

object links

Situation/Fact activity end state in all
participants

activity end,
UML Object
Diagram

Disposition flow links flow control links

4 Evaluation

Our contribution described in the previous section shows how the widely used
process modelling languages can be mapped with a part of upper ontology UFO-
B. Although the mapping is not bijective nor trivial or straightforward and loses
details, it can be used to understand both languages and the ontology better.
Its mapping allowed us to see the process modelling languages from a different
perspective that will be useful for future work. Hypothetically, even terms from
UFO-C [18] (including Agent, Action, and performs relation) could be used for
mapping of process models.

We identified that the selected process modelling languages have more in
common together than with the more generic UFO-B ontology. Examples are
specific types of events or using different notions of participation. On the other
hand, mapping with UFO-B allows continuing with using models in those process
modelling languages as a complement to OntoUML (UFO-A) structural concep-
tual models. A better solution for the future might be to use the bottom-up
approach instead of top-down and develop an intermediary ontology of process
modelling languages merely using or integrating the selected terms from UFO-B
and possibly other upper ontologies.
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Surely as this research is very initial, it could be broadened by mapping more
modelling languages that capture behaviour. Exciting and challenging would
be mapping for slightly different approaches than “flow-charts”, for example,
using Design & Engineering Methodology for Organizations (DEMO) which is
based on transactions [3] or ArchiMate with its behaviour aspects at business
layer [26]. Also, the enterprise-oriented approach using multi-aspect models and
metamodeling that would worth further analysis and mapping with UFO-B is
Multi-perspective Enterprise Modelling (MEMO) [6].

Another enhancement in this way could be done by integrating different
upper ontologies that describe behaviour as UFO-B, and therefore they should
contain terms that overlap or have some other relation across ontologies, for
example, specialisation or generalisation. That could allow broader integration
and allow generating process models from a semantic description in those ontolo-
gies. More languages and ontologies adopted would also result in increased pos-
sibilities if there is a transformation mechanism that uses this mapping. Trans-
forming models can result in loss of details since they are focused on different
aspects and have different expressiveness. On the other hand, the mapping could
also relate various process models made in distinct languages to provide a better
description of a problem domain.

5 Future Work Ideas

Although the presented analysis presents just first, mostly informal observations,
it shows how existing notations may be possibly enhanced in the direction of
ontological clarity. We also briefly suggest some of the other possibilities.

5.1 Integration with Structural Models

To capture behaviour in process models, a related notion of the domain structure
is needed, too. For example, actors performing actions, messages passed between
them, or states in which actors are before and after activities are tied to the
structure in the domains, i.e., concepts, properties, relations, and constraints.
Our mapping can help with interconnecting process models made in mapped
modelling languages with structural OntoUML models thanks to the relations
between UFO-A and UFO-B.

As there are many process modelling languages, also multiple conceptual
modelling languages for describing domain structure are available, for example,
UML class diagram, Entity-Relationship, or Object Role Modelling (ORM) [15].
It could be a way to map those models similarly using an ontology, similarly to
this analysis and then to integrate structural and behavioural ontologies. The
ultimate goal to interconnect various models and provide a complex holistic view
on a domain can be hypothetically achieved through that.
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5.2 Business Case Analysis

Another related research could investigate the use of different modelling lan-
guages in real-world scenarios. Hypothetically, for various types of processes,
different process modelling languages are more suitable, and its combination
in overall domain description is needed. The research would need to propose a
typology of such processes with a recommendation of modelling language using
solid proofs. If that is not applicable, then it should explain why such typology
is not possible and that there are more unbiased aspects involved in the selection
of the language.

The immediate problem is that analysis would need non-trivial real-world
business cases since any conclusion can be made based on a fictional case. How-
ever, acquiring multiple and well-modelled processes from business domains is
hard to achieve because it is often part of corporate secrets. An option then
could be to use processes from a public sector, but those are already very domain
specific.

5.3 Process Modelling Generic Ontology

As more languages can be mapped, we might need more terms and relations that
are not described in UFO-B to avoid losing important details in models. For that,
a new generic ontology focused purely on process modelling could be developed.
Of course, this approach would not mean leaving UFO-B and other foundational
or even process-oriented ontologies – they should remain connected using rela-
tions between terms in different ontologies. It could lead to higher versatility
and extensibility than with UFO-B as core vocabulary for the mappings.

6 Conclusion

In this paper, we presented our mapping of UFO-B terms with three process
modelling languages – BPMN, BORM, and UML Activity Diagrams. It is visible
from the description that the similarities between the languages are higher than
with the UFO-B ontology terms that are more generic. Modelling languages
often provide specialised types of events and actions over UFO-B, which are
lost when matching with a more generic term. Nevertheless, our contribution is
ready to be used for further research and used in practice, as we suggested in
the future work section. This mapping is the first and foundational step for us
in integrations of various process models.
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Abstract. Creativity research has proposed about a hundred and fifty creativity
techniques. The question is whether they can be applied in software engineer-
ing for creativity training or directing creativity in software projects. This paper
aims at answering this question via a quasi-experiment conducted in Training-
Application-Feedback cycle in which participants express their opinions about
selected creativity techniques after training and an attempt to apply them in
software-related context.

Keywords: Creativity techniques · Software project · Quasi-experiment ·
Creativity training · Directed creativity

1 Introduction

In consequence of increasing demands for innovations there is a need for more creativity
in software engineering. Creativity in technological context must deal with both novelty
and value. While several myths still circulate in popular understanding of creativity, a
certain level of control over creative processes seem to be necessary in technological
applications. The most popular creativity techniques in software engineering are brain-
storming and mind mapping. Most software engineers do not even suspect that other
creativity techniques might exist.

In creativity research area, one canfind about 150 creativity techniques [1–5], and one
might wonder about the potential to apply them in software projects. Some techniques,
e.g. drawings or tower building, have been already applied for creativity training, but
their impact on creativity in software projects has not been confirmed. Therefore, one
can pose the following questions: Which creativity techniques are useful for training
software engineers? Which creativity techniques are useful for directing creativity in
software projects?Which creativity techniques are useful for achieving particular effects
related to creativity? What could be a frame of reference for managing creativity issues
in software projects?

The goal of this paper is to explore applicability of creativity techniques in software
engineering area. We take an interdisciplinary approach which uses results of creativity
research. The fundamentals for this research are taken from research results conducted
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by Polish creativity researchers [5, 6]. The empirical studies were conducted in Training-
Application-Feedback cyclewhich allowed to acquire the feedback on selected creativity
techniques after the creativity trainingwith these techniques and an attempt to apply them
to software-related issues.

The paper is structured as follows. An overview of background issues related to
creativity in software development is presented in Sect. 2. The design of the quasi-
experiment and some remarks on conduct of the studies are described in Sect. 3. The
research results and their interpretation are presented in Sect. 4. Section 5 contains
conclusions and prospects for further work.

2 Background: Creativity in Software Development

This paper’s focus is on application of creativity techniques. However, it is useful to see
this topic in a broader context of creativity in software development. Thus, the following
sub-sections present:

• our approach to creativity studies in software project in terms of fundamentals of the
framework, its dimensions and related work within the framework,

• results of literature review regarding creativity in software development which shows
large diversity of topics and issues under studies,

• information about creativity techniques and discussion of their use in software project.

2.1 Framework for Creativity Studies in Software Project

Taking into account about 60 years of creativity research, it seems obvious that serious
studies about creativity in software project should be interdisciplinary. They should
integrate general knowledge about creativity with specifics of application in software
engineering. Creativity research contains a huge number of results which have been
formulated in a diversified context of discovery. So, the main question in the attempt of
applying creativity research in software development area is whether these results are
valid in the context of application to software development. On the other hand, creativity
research literature commences respect and prevents from generating simplified or naive
theories.

The framework includes macro-dimensions related to chapters from creativity
research handbook [6] and micro-dimensions of creativity process resulting from
research and practice related to directed creativity process [7]. They have been cus-
tomized to specifics of software development with an attempt to integrate them with
methodological approach in software engineering [8]. With this framework we have
also published papers on creativity management [9], risk of creativity in software project
[10] and dealing with positive risk of creativity in software project [11]. The follow-
ing macro-dimensions structure the framework: product of creativity, creativity process
(including use of creativity techniques), creative person, creative place (environment,
organization), creativity mechanisms on cognitive level as well as dynamics of creativ-
ity in interdisciplinary teams. The micro-dimensions of creativity process consist of:
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preparation phase (problem identification and analysis of related information), a phase
of generating ideas, solution elaboration and validation of the solution.

Another characteristic feature of the framework is integration and balance between
creative and methodological approaches in software project. Project manager, business
analyst and user interface designer have more space for creativity (as their decisions
have bigger impact on project or software product) than other roles which must deals
with several technological constraints. An interesting issue is also interplay between
software engineering techniques and creativity. Preparation phase of creativity is related
to several software analysis techniques, solution elaboration phase can use specific soft-
ware documentation and modeling methods, and validation of the solution can benefit
from validation, testing and other software quality assurance methods. Thus, business
analysis is the right place to use creativity techniques. Creativity can help in generat-
ing content which is later precisely described and analyzed with business models and
software models.

2.2 Related Work

Motivation to manage creativity in software company [12] results from continuous
changes in market environment and necessity to compete through sustained innova-
tions. Integration of creativity with information systems strategies is a challenge for
most organizations.

Creativity in requirements engineering is one of themost popular topics on the edgeof
creativity and software development. A paper containing literature review [13] maps 46
papers related to creativity and requirements engineering and concludes that “creativity
techniques enhance creative thinking in requirements activities” and “creative think-
ing strategies should be fully integrated in current requirements engineering processes,
methods and tools”. In order to address the problem that “requirements engineering isn’t
recognized as a creative process” one can encourage creative thinking during the require-
ments process with use of theories from cognitive science, e.g. analogical reasoning [14].
An attempt to integrate creativity techniques with different types of use case and sys-
tem context modeling was made in a scenario-driven requirements engineering process
that includes workshops [15]. A remedy in form of combining goal-oriented approach
and creativity is proposed for the problem that after creativity workshops “creative out-
puts are not grounded in user goals, are not amenable to decision support techniques,
and cannot be easily captured by non-experts” [16]. A link between business model-
ing and creativity applied in a business context at a strategic level is made in terms of
“a tool which bridges the gap between freedom of actions, encouraging creativity, and
constraints, allowing validation and advanced features” [17].

Another popular topic is creativity related to agile projects. A literature review [18]
“uses creativity theory as a lens to review the current agilemethod literature to understand
exactly how much we know about the extent to which creativity actually occurs in these
agile environments”. It reveals many gaps in the body of knowledge and conflicts of
opinions in current state as well as issues for further research. eXtreme Programming
(XP) has been analyzed and evaluated from the perspective of the creativity, in particular
the creative performance and structure required at the teamwork level [19]. Extending
an agile process with creativity techniques in a project for a large media organization
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resulted in better evaluation of requirements by domain experts both in novelty and
usefulness categories [20].

Other papers reflect the diversity of topics and issues on the edge of creativity and
software development. One can find a review of the literature on measurement of cre-
ativity in software products and evaluation of 6 applications with criteria of novelty and
utility [21]. In order to facilitate use of creativity techniques which are used as “tools for
stimulating creative thinking” [22] authors propose Creativity Patterns Guide tailored
for the requirements engineering phase. In category of creative person, preferences of
software developers were studied when giving them possibility to spend more time on
creative work [23]. An individual-team dynamics in creativity is touched in a frame-
work for enabling software development, interaction design, and information content
researchers and managers to understand the opportunities, challenges and principles of
social creativity [24]. Regarding the creative environment, an exploratory research has
investigated “the role of creative style and climate in work creativity on teams striving to
develop innovative IT designs” [25]. It has confirmed a positive relationships between
creative style and work creativity, a positive relationship between creative climate stim-
ulants and work creativity, a negative relationship between creative climate obstacles
and work creativity, and that creative climate stimulants were significant determinants
of work creativity.

There are also reports on applying creativity in education of software developers.
Application of “opportunistic software development principles in computer engineering
education” allows to produce innovative ideas and solutions by encouraging students
to be creative and to develop solutions that cross the boundaries of diverse technolo-
gies [26]. Several creativity techniques were applied in education of computer science
students [27–29]. A study of an individual creativity-enhancing technique (called Solo-
Brainstorming) [30] in area of improving the level of creativity of IT students when iden-
tifying requirements in context of software development ends with a recommendation
to incorporate creativity-enhancing techniques into the IT course curriculum.

2.3 Creativity Techniques in Software Project

The fundamental assumption underlying stimulating creativity is egalitarian approach
to creativity. It is based on research results which reveal that several natural cognitive
processes are activated in creative process. They sometimes gain their specifics, such
as free use of imagination, outside the box thinking, or flexible categorizations, and
they can be stimulated. One of myths about creativity, which was rejected by creativity
revisionists, was the belief that creativity is like a sudden illumination. Although some
ideas might come suddenly and unexpectedly, usually the creative process is a long-term
activity requiring a lot of effort.

In technological applications, one can speak about creative problem solving, which
must address both novelty and value (usefulness). Relativity is specific to both these
dimensions, what explains the roots of the problems with creativity measurement. There
are several types of creativity, including: potential, crystallized, mature and genius cre-
ativity. When speaking about creativity in software project, one must address at least
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the level of mature creativity, which is based on professional knowledge and neces-
sity to meet professional standards of quality. Genius creativity, by definition, happens
exceptionally and leads to great discoveries.

Creativity training is a way of stimulating creative processes with expectation that
they will be activated later during the work for purpose. Typical creativity trainings are
performed as workshops in order to stimulate children’s creativity or adult creativity.
One of the goals of the training for adults can be formation of creative teams. In this
case, a team attends a week-long workshop which consists of morning and afternoon
sessions. During each session, 3–5 creativity techniques selected by the trainer are being
worked out.

Creativity training handbook [5] collects 134 creativity techniques together with
their explanation and examples of topics for elaboration during the sessions. It includes
the following groups of techniques:

• Interpersonal skills - which aim at creating team spirit and removing obstacles for
interpersonal communication and cooperation,

• Creativity skills - which include skills of abstract thinking, making associations,
deduction, induction (analogy), use of metaphors, and transformation of the knowl-
edge,

• Motivation - which can be based on motive catalogues, on increase of interests as well
as on discovery of negative aspects to be repaired,

• Overcoming obstacles to creativity and acquiring new creativity patterns - which
appear to be important part of every training.

Several issues appear when trying to apply creativity techniques in software-related
area. Their root lies in the difference between the context of their discovery together with
their typical application for creativity training and the context of application in software
project. One can notice that one of the reasons why they are not used is the fact, that
software engineers do not know them. So, the question is, having such a big number of
techniques, which of them are the most useful for achieving project’s objectives?

Assuming that software engineers know creativity techniques, does it mean that they
can apply them properly? Sometimes creativity trainings are organized for students of
computer science. But what is their impact on software project (long time after the
training)? The impact of creativity training on software project has not been studied
extensively so far.

Additionally, one can ask question whether they can be applied not only as tools for
creativity training but also directing creativity?As creativity in software process is related
not only to generation of ideas but also preparation, elaboration of consistent solution and
validation - which techniques can support given micro-dimensions of creative process?

3 Quasi-experiment with Training-Application-Feedback Cycle

In theory, a big number of creativity techniques can be applied in software project
for both creativity training and directing creativity. But, how it is in practice? This
quasi-experiment aims at exploring this issue. The following sub-sections present:
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• an overview of the quasi-experiment,
• the Training-Application-Feedback cycle,
• creativity techniques selected for explorations together with examples of topics for
training and for application in software related context,

• a questionnaire for collecting feedback data,
• comments on the conduct of the empirical studies,
• and remarks on research method.

3.1 Overview

Figure 1 presents an overview of the quasi-experiment.

Introduction

Training Application Feedback

Discussion 
and closing

Cycle for 
7 creativity 
techniques

Fig. 1. Parts of the quasi-experiment

The quasi-experiment started with an introduction. It included a brief presentation
of creativity in arts and creative problem solving in technology, kinds of creativity, and
impact of creativity techniques on the software project. The goals of the experiment and
its rules were explained and participants have filled out initial part of the questionnaire.
Then, Training-Application-Feedback cycle (described in details in the Subsect. 3.2)
was performed for 7 creativity techniques (described in details in the Subsect. 3.3).
Participants were evaluating ease of use, level of interest and usefulness. They were
also writing down any comments related to a given creativity technique (see details in
Subsect. 3.4). Finally, the part of closing and discussion was performed. The participants
filled out closing part of the questionnaire and they could share their reflections from
participation in the experiment and confront themwith the opinions of other participants.
It is important to mention that they handed only the questionnaires (keeping results of
their creative work for themselves) and they were encouraged to share their reflections
to the extent they felt comfortable.
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3.2 Activities in Training-Application-Feedback Cycle

The parts of the Training-Application-Feedback cycle address important problems
related to application of creativity techniques in software project, i.e. first - creativ-
ity techniques are not used because software engineers don’t know them, and the second
- software engineers have gone through creativity training but they don’t know how to
apply the techniques in software project. The training is related with the first problem,
the application part - with the second. The feedback is collected for research purpose.

The training part started with a short explanation of the creativity technique by the
experimenter including information about the goal of applying a given technique and
background mechanisms as well as activities to be performed. After this explanation,
training in form of a short exercise (approximately 5 min) was made to learn by doing
this technique with topics used in general creativity trainings.

The application part dealt with the application of newly-learned creativity technique
for elaboration of software-related problems (approximately 10 min). A flexible app-
roach to selecting problems at hand for this partwas taken in order to achieve participant’s
involvement. Thus, the problem could be related to research, software project, thesis in
case of diploma students, innovation made by software systems or any solution in the
area related to software. The participants were encouraged to think about issues they
work on and to do it in such a way which allows to achieve as many benefits from partici-
pation in this experiments as they can. They were asked to write the results of their work
down, but they didn’t have to show them to anyone later. This respect to privacy was
necessary in order to ensure comfort of the participants, especially in situations in which
they wouldn’t like to share their ideas for innovative solutions with other participants
or they might want to hide their obstacles in creativity. In case of techniques related to
overcoming obstacles (See Subsect. 3.3: I could be more creative if…; and Let’s invite
him/her…) there was just one joint part instead of training and application parts.

The feedback was collected with a questionnaire they were filling out for a given
creativity technique after application part. It included evaluation of the techniques in the
following dimensions: easy-difficult, interesting-boring and useful-useless. They were
encouraged to share as many comments as possible.

3.3 Creativity Techniques Under Exploration

Seven creativity techniques from three groups of techniques were selected for explo-
ration. These were:

• Naive questions and Reverse brainstorming from the Motivations group,
• Lunette, Chinese dictionary and What if… from the Skills group,
• I could be more creative if… and Let’s invite her/him… from the Obstacle overcoming
group.

Naive questions aim at increasing motivation through discovery of values, hidden
assumptions, implicit knowledge, and other aspects which seem to be obvious although
they are not. It allows to better understand the essence of the problem and to propose the
right change. The exercise starts with an introduction to the context: “Imagine a child
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or an alien… Someone who doesn’t understand basics of civilized world and he/she
asks naive, unexpected questions. And after receiving an answer, he/she asks the next
question…” (It’s task for 2 persons.) During the training, participants have used the
topic: Why do people work? In the application phase, they were trying to answer the
following questions: Why the topic of your project is important? Why it is worth doing?

Reverse brainstorming deals with expression of overwhelming negativism and criti-
cism. It is based on the internal tendency to repair and improve. In other words, exposing
people to negative aspects should motivate them to positive actions. The task in the exer-
cise was to identify all possible defects, weaknesses and other annoying things. During
the training, we started with a question: what don’t you like… in your town? At the
university? In drivers’ behaviors? In application phase, participants were working with
one of the following questions: What don’t you like in a given area (in order to propose
a change)? What don’t you like in solutions of others (in order to find a space for your
contribution)? What don’t you like in your solution (in order to eliminate defects and
improve it)?

Lunette is the first technique from the skills group. It allows to see reality (or arti-
facts) at different levels of abstraction with relationships among the views represent-
ing overview of entire object and richness of details. It uses typical generalization-
specialization skills (or top-down and bottom-up approaches) and it leads to novel dis-
coveries via untypical views or details other haven’t seen. It can be also used as a way
for systematic generation of descriptions. During the training, the participants used this
technique for description of their past or future holidays or their hobbies. They were
instructed to move between levels of abstraction and to discover something new. In
the phase of application, they were encouraged to start with describing their project or
solution in one sentence and then consciously focus on several issues, parts, pieces of
evidence etc.

Chinese dictionary technique performance started with presentation of an old animal
taxonomy (totally different from contemporary taxonomies). This technique encourages
to creating untypical classifications. Such classifications which are useful for us. During
the training, the participants could create their own classification of animals, or types of
activities…, or products in the market… In the phase of application to software project,
participants were creating their own taxonomies of issues related to project, tasks in the
projects or other software-related artifacts.

What if… is an exercise for searching hidden sequences of consequences. It is based
on remote associations in human mind. The discovery of possible consequences might
lead to new opportunities or outside the box solutions. During the training, the following
topics were used: What if… gravity law did not work anymore? What if… shoes got
alive? In the phase of application in software-related context, the participants were
considering consequences of application of their research results, systems or solutions.
What if… someone applied them in a given context? What if… all must have used this
approach, system or solution?

I could be more creative if… is a technique for increasing understanding of personal
obstacles to creativity which should be helpful in overcoming them later. The task for
participants was to complete this sentence with 7 ideas. They were informed that people
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usually start with external conditions which they cannot change, but it is good to consider
also personal aspects which we can influence.

Let’s invite him/her… is about using creativity patterns of experts in creativity. The
participants were encouraged to think and choose their symbol of creativity (an expert
in creativity). Is it any scientist? An artist? A leader of famous IT business? A science-
fiction creature? A multi-millionaire? Then, they should have imagined (variant 1) that
we invited him/her and asked for advices how to be more creative… What they could
say? Or, they should have imagined (variant 2) how the creativity expert dealt with their
projects. What would they have done? What kind of attitude would they have taken?
During this task for imagination, they should list at least 7 ideas of successful creativity
patterns.

3.4 Questionnaire

The initial part of the questionnaire collected the following information:

• assessment of participant’s potential creativity in scale of 0–10 (0-very low - 10 very
high),

• assessment of participant’s actual creativity level in scale of 0–10 (0-very low - 10
very high),

• evaluation of participant’s need for creativity training in scale of 0–10 (0-very low -
10 very high),

• Earlier participation in creativity training (yes/no).

Each technique was evaluated in 3-dimensional scale:

• dimension 1: easy - rather easy - rather difficult - difficult,
• dimension 2: interesting - rather interesting - rather boring - boring,
• dimension 3: useful - rather useful - rather useless - useless

Participants were encouraged to add as many comments as possible. Three-
dimensional evaluation was made in order to gain a common ground for compar-
isons. The evaluation in the scale and comments were expected to collect opinions
of participants about the application of creativity techniques.

Final part of the questionnaire was related to the results of training and it contained
the following questions:

• Was it helpful in increasing your creativity? (answers in scale: yes - rather yes - rather
no - no),

• Was it helpful in understanding what creativity is about? (answers in scale: yes - rather
yes - rather no - no),

• Are you going to use creativity techniques in future? (answers in scale: yes - rather
yes - rather no - no),

• Why?
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3.5 Comments on Conduct

The following participants took part in the experiment:

• Six persons of academic staff who perform their teaching and research in software
related area,

• Five diploma students who work on their Bachelor or Master thesis in the area of
software engineering,

• One person working in social sciences who represented a perspective of personal
development.

There were 6 women and 6 men. The participants spent about 1.5–2.5 h on exper-
iment. All of them assessed higher potential creativity than actual one. They haven’t
participated in creativity training before and they expressed diversified need of creativity
training (2–10).

The academic staff can be characterized by diversity of expertise and personality.
Their expertise ranged over business analysis, programming, IT technologies, software
engineering, social aspects of IT, and business aspects of IT technologies. This group
included both individuals with an open, positive attitude as well as very critical persons.
This personality specifics can be seen in all answers they were giving. It is worth to
mention that some of them really tried to be objective and they were describing both
positive and negative aspects of creativity techniques in their comments. To sum up, this
diversity of participants allow to expect that they are a good sample to cover possible
diversity of opinions about application of creativity techniques.

3.6 Remarks on Research Method

The problem with research on creativity in software development, and especially the use
of creativity techniques in software project, is in broad scope of inter-related issues and
variables. It is not possible to answer completely any research question in one study.
Applying approach of craft of research [31], the research questions (in introduction
and following discussion) represent what we would like to know about use of creativity
techniques in software project, and the goals of study take into account limited capability
of the study. The results contribute to answering research questions, but they don’t give
complete answers.

Quasi-experiment [32] is applied as a research method when effects of some treat-
ments are measured or observed, but researchers don’t have control over all variables.
They are applied typically in context of scarcity of data, e.g. state of patient after a treat-
ment in medicine. In this case, it is even more complex, because the topic of research is
related with the phenomena to be constructed. Participants, who do not know techniques
or use them unconsciously, could not properly report on their use. Thus, the design
of these studies includes giving the experience (construct a new phenomena) which is
equivalent to treatment.A straight application of creativity techniques in software-related
area would most likely suffer from problems related to trial-and-error phenomena which
appear when people learn something new. The training alone would not make a proper
experience of applying them to software development. Thus, the treatment aimed at
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creation of participant’s mindset able to provide valid data must have two parts: training
in a simple domain and when participants have felt comfortable with a given creativity
technique - application in software-related context.

Design of the feedback part has applied principia of exploratory studies and use
of mixed qualitative and quantitative approaches [33]. The exploratory focus was on
possibility of application and its specifics expressed in comments. A realistic flexibility
of applications was allowed and qualitative data play the primary role. The opinions
whether a technique is easy, interesting and useful are quantified in order to make some
comparisons between the techniques.

4 Research Results and Their Interpretation

The research results for all creativity techniques are presented in the following sub-
sections. They include presentation of opinions about the techniques for both academics
(6 academic staff in software related area and 1 researcher in social sciences) and 5
diploma students. Positive value answers (easy, interesting, useful) were assigned with
weight equal to 2; rather positive (rather easy, rather interesting, rather useful) - weight
equal to 1; rather negative (rather difficult, rather boring, rather useless) - weight equal to
−1; and negative (difficult, boring, useless) - weight equal to−2. The average value (av.)
is calculated as a weighted sum of all answers divided by the number of participants in
the group. The summary of comments contains presentation of both positive and negative
opinions. It covers also information about difficulties encountered by participants and
other information specific for a given technique.

4.1 Results for Naive Questions

Table 1 presents opinions about naive questions. The differences between the groups are
rather small. This technique was viewed in a very positive way.

Table 1. Opinions about naive questions

Academic staff av. Diploma students av.

Easy 3 4 Difficult 1.43 Easy 5 Difficult 2

Interest. 2 4 1 Boring 1 Interest. 2 3 Boring 1.4

Useful 4 2 1 Useless 1.29 Useful 1 4 Useless 1.2

A fewparticipants have appreciated that it allows to question things that seemobvious
and think again about their sense. It allows to reach original ideas, goals, needs… the
essence. It helps to clear mind from typical ways of thinking which are based on learned
knowledge or everyday experience. It allows to reject myths. It can be useful in problem
analysis and making decision in projects. In fact, when some participants got to the
non-conscious level, they have realized that the questions are not naive anymore. The
participants noticed that “asking questions is easy, but answering them - is not”. The
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most popular difficulty was “when to stop asking new questions”. A critical participant
said that he was using this technique without awareness and it shouldn’t be called a
technique. (He had the same opinion about the next technique.) Another participant,
who admitted “he didn’t go deep”, said that he was previously aware of all the results
of this exercise.

4.2 Results for Reverse Brainstorming

Table 2 presents opinions about Reverse brainstorming. This technique was the most
controversial. The differences in average opinions are 0.8 or bigger in all dimensions.
Additionally, there were several differences in its perception by participants in the same
group.

Table 2. Opinions about Reverse brainstorming

Academic staff av. Diploma students av.

Easy 2 2 3 Difficult 0.43 Easy 4 1 Difficult 1.8

Interest. 3 3 1 Boring 1.14 Interest. 2 3 Boring 0.2

Useful 4 1 2 Useless 1 Useful 2 3 Useless 0.2

Positive comments have shown a lot of enthusiasm towards this technique, e.g.
“the best of all techniques”, “it allows to identify problems explicitly”, “starting from
negativism is easier”, “very easy to find defects, and then we know what to improve”, “it
allows to overcome barriers to expressing criticism”. One of critical comments suggested
a possible opposite effect, i.e. “With toomuch of criticism,motivation to discoverymight
decrease. It’s rather discouraging.” Others have noticed that criticism is often right, but
it doesn’t solve problems. The attitude to this technique strongly depends on personality.
Some participants admitted they felt resistance to express criticism. Others didn’t like
negative perspective, e.g. “this is not a technique for optimistic people”. Yet others
claimed that they didn’t need to practice it, because critical way of thinking was typical
for them.

4.3 Results for Lunette

Table 3 presents opinions about Lunette. The difference in average opinions only in
case of usefulness is bigger than 0.6. Although average results show rather positive
perception, this technique was probably the most challenging.

Some participants have found the value of this technique in conscious and systematic
approachwhich allows for building consistent representation, e.g. “a newapproachwhich
requires focusing on issues”, “it allows to understand problem better by focusing in
several dimensions”. For one of them, it would be helpful to add representation of levels
of details. However, they have shared a lot of difficulties, e.g. a difficulty to select what to
focus on, a difficulty to focus on unknown details, a difficulty to “change direction” after
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Table 3. Opinions about Lunette

Academic staff av. Diploma students av.

Easy 2 3 1 1 Difficult 0.57 Easy 1 2 2 Difficult 0.4

Interest. 2 3 2 Boring 0.71 Interest. 4 1 Boring 0.6

Useful 3 2 2 Useless 0.86 Useful 3 2 Useless 0.2

work on details, and a difficulty to switch between content and managing this content.
The most critical participant doubted about its impact on creativity (and he expressed
the same for two following techniques as well.). Another critical participant wondered
about possibilities of applying this technique in software development process and he
expected a more clear clue where to use it.

4.4 Results for Chinese Dictionary

Table 4 presents opinions about Chinese dictionary. The differences in average opinions
about ease of use and level of interest are quite high: 0.93 and 1.29 respectively. This
technique was themost interesting for diploma students as it supported “outside the box”
thinking.

Table 4. Opinions about Chinese dictionary

Academic staff av. Diploma students av.

Easy 4 3 Difficult 1.57 Easy 2 1 2 Difficult 0.6

Interest. 2 3 2 Boring 0.71 Interest. 5 Boring 2

Useful 3 2 2 Useless 0.57 Useful 3 1 1 Useless 1

In software engineering area, we are used to precise taxonomies. At first, this tech-
nique encountered astonishment, feeling of a chaotic approach and feeling of difficulty
in some cases. Then, some participants appreciated its usefulness for broadening their
perspective, thinking outside the box, discovering new dimensions for already known
topic, and prioritetization in the project. It has appeared that this is a typical approach in
social sciences. The critical participants couldn’t see any benefits from untypical clas-
sifications till the end of cycle. One of them indicated for technological constraints as a
reason of their problematic use.

4.5 Results forWhat if

Table 5 presents opinions about What if… It can be called the most rational creativity
technique.

The participant who had the expertise in business analysis noticed that this is a
fundamental method of dealing withmulti-dimensional complexity. It allows for making
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Table 5. Opinions about What if…

Academic staff av. Diploma students av.

Easy 2 3 1 1 Difficult 0.57 Easy 1 3 1 Difficult 0.8

Interest. 3 3 1 Boring 1.14 Interest. 1 3 1 Boring 0.8

Useful 4 2 1 Useless 0.57 Useful 2 2 1 Useless 1

decisions regarding the business process based on analysis results. Other participants
discovered new possibilities, user experience issues, or new functionalities. For others,
it allowed to check what happens in case of unexpected consequences. It appeared to
be useful for predicting all consequences including threats to failure of the project.
The difficulties had several sources. As one of the participants said “just performing this
exercise in a creative way is difficult to persons with rational minds”. Evenmore difficult
was to reach final conclusion. Others reported difficulties related to interpretation of long
sequences of consequences and taking responsibility for them or reaching conclusions
which are hard to be accepted. The most critical participant stated that he didn’t see
any application of this technique in research and at this point he was more and more
disappointed with creativity techniques.

4.6 Results for I could be more creative

Table 6 presents opinions about I could be more creative… The difference in average
opinions is big in case of ease of use and usefulness, 0.89 and 0.69 respectively. This
technique was considered as useful for long-term personal development.

Table 6. Opinions about I could be more…

Academic staff av. Diploma students av.

Easy 4 2 1 Difficult 1.29 Easy 1 2 2 Difficult 0.4

Interest. 3 3 1 Boring 1.14 Interest. 3 2 Boring 1.6

Useful 3 2 1 1 Useless 0.71 Useful 2 3 Useless 1.4

The participants have reported a lot of positive comments, e.g. “it helps to find
obstacles to creativity and encourages to make brave decisions”, or “discovery!”. They
noticed that only honest answer to this question allows to identify real reasons and that
“it’s not easy to accept findings about your own weaknesses”. However, “it is useful in
a broader sense, i.e. for long-term personal development”. The fact of becoming aware
of the obstacles somehow makes them weaker. One can undertake actions in order
to overcome them. The participant with expertise in management claimed that “this
technique is a good self-justifications, creativity doesn’t depend on circumstances”. The
critical participants complained that identification of obstacles to creativity does not
directly help in eliminating them.
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4.7 Results for Let’s invite him/her

Table 7 presents opinions about Let’s invite him/her… This technique was the most
difficult for participants.

Table 7. Opinions about Let’s invite him/her…

Academic staff av. Diploma students av.

Easy 1 2 3 1 Difficult −0.14 Easy 1 1 3 Difficult 0

Interest. 4 1 2 Boring 1 Interest. 2 2 1 Boring 0.8

Useful 1 4 1 1 Useless 0.43 Useful 2 1 2 Useless 0.6

Positive comments were associated with discovering interesting attitudes, e.g. posi-
tive attitude, hard work, strength in fighting against all kinds of problems, or for taking
the approach which has lead someone to success in IT area. The results of this exercise
depended on “who is invited” and whether participants really have known their experts
in creativity. Anyway, they could bring “several benefits to our project.” The participants
have reported difficulties with imagination of creative persons and situation of inviting
him or her. The most critical participant has expressed it in the following way: “How
can I know what this creativity symbol might think???”.

4.8 Results of Closing Part

A majority of the participants were leaving the experiment with some increase of cre-
ativity, better understanding of what creativity is about and a rather positive attitude
to using creativity techniques in future. Final remarks included positive comments, e.g.
“Some of them are really interesting”, “the experiment helped to understand creativity in
a non-trivial way”. A few participants appreciated values coming from all three groups
of creativity techniques, i.e. increase in motivation, more awareness regarding skills
needed for creativity, and the ways of dealing with obstacles. In their opinion, “a mix
of creativity techniques will be useful in practice.” But they agreed that in order to use
selected creativity techniques theymust know them. They felt encouraged to spendmore
time on development of their creativity skills. The most critical participant concluded
that he cannot see usefulness of these creativity techniques for scientific research. He
wrote: “It seems to me that these techniques might be useful for stimulating creativity of
young children.” The second critical participant admitted that, in his opinion, creativity
is like an insight. This was contradictory to methodological approach, but “some of the
techniques might be useful in some cases.”

4.9 Analysis of Threats to Validity

The research results should be interpreted in categories of exploratory research. So
far, creativity trainings were applied by presumption of positive effects on participants
without evidence that they really work. This research was an attempt to check it in a
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methodological way. Obviously, it was not free from constraints and threats to valid-
ity. First of all, we have selected just 7 from about 150 creativity techniques for the
experiment. Second, 12 participants are a small sample of thousands of potential users
of creativity techniques in software related context. These factors should be taken into
account when making interpretation and generalization. Having said this, let’s analyze
validity issues in details.

The following aspects of study aimed at assuring theory validity. Creativity tech-
niques have been taken from the handbook written by creativity researchers. Thus, there
should be no mistake related to the content of creativity techniques. The difference
between context of discovery of these techniques and the context of application in soft-
ware related area was addressed during the quasi-experiment design by splitting the part
of training from the part of application. Selected creativity techniques were taken from
different groups in order to represent the diversity of creativity techniques.

In order to assure experiment validity, we have addressed two main problems related
to application of creativity techniques in software related context. The participants have
gone through training in order to learn the techniques, and theywere encouraged to apply
them to software-related problems, which required creativity and were interesting for
them. The experimenter took care about potential benefits, comfort and personal privacy
of the participants.

The number of techniques under exploration was a compromise between the desire
to cover large number of techniques and realistic planning of comfortable work and
reliable results. In order to assure data collection validity (including participants validity
and elimination of researcher bias), the following actions have been undertaken. In the
design phase, the decision was to collect both opinions in scale and comments. The
data in scale allow to compare opinions about the techniques in three dimensions. The
comments allow to discover more details and to broaden perspective.

The precision of participant’s opinions is not very high. Their opinions about use of
creativity techniques might change in future. Together with the fact that there were only
12 participants, we decided not to use advanced statistics methods to avoid impression of
precision which is not delivered. In fact, honest and extensive comments are much more
valuable. The experiment was conducted in Polish, thus some threats to validity might
result from translations of the comments. In order to minimize this risk, we focused on
meaning rather than on literal expressions during the translation.

In order to eliminate researcher’s bias, it was clearly announced at the beginning that
we are interested “to see reality as it is” and not to prove anything. The participants were
a small sample of all possible users of creativity techniques, but the fact that they were
a very diversified group with respect to age, gender, experience and attitude allows to
expect that threats to participants validity were minimized.

4.10 Interpretation and Issues for Further Studies

This study doesn’t allow to give complete answers to all research questions. Instead,
it allows to see the diversity of aspects and issues which should be taken into account
in further studies. All creativity techniques (with just one exception) gained on average
positive opinions in all three dimensions. Although none of participants made a great
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discovery during the experiment, most of them are going to use creativity techniques in
future. Thus, their usefulness in generating innovation is promising.

Naive questions gained the best opinions, i.e. 1.2 or more on average in each group
and each dimension. However, these opinions are not supported by any evidence that it
has led to any discovery. Quite often, the same technique received contradictory feedback
both in one group and in dimension of students vs. academics. Thus, it doesn’t allow us
to recommended any of them more than others for the use in software related context. It
can only encourage us for searching for factors on which it depends.

One of such factors is users’ attitude. These participants who were involved, gained
amore interesting results. They have got a broader perspective. They could even discover
that naive question are not naive indeed. On the other hand, those who doubted, lost
their chance to become more conscious about nature of creativity processes and to
overcome their obstacles to creativity. It is good to remind that creativity techniques are
usually at lower level of abstraction than software engineering techniques. They support
certain cognitive processes which should be consciously used for both organizing and
performing creative tasks.

The perception of creativity techniques depends also on personality and previous
experience. The personality specifics appeared the most clearly in confrontation with
criticism (reverse brainstorming technique). For some participants, it was the best tech-
nique, while for others - it could “cause the opposite effect”. When a given style of
thinking is natural for someone there is no need to teach him this style. A given style can
be natural due to performing some kind of activities, e.g.what if… by the business analyst
or untypical classifications (Chinese dictionary) by the researcher in social sciences.

What they are good for? Let’s take perspective of micro-dimensions of creative pro-
cess, i.e. preparation, idea generation, elaboration of consistent vision and validation.
The techniques of naive questions and reverse brainstorming can be helpful in prepara-
tion.Chinese dictionary can support idea generation.Lunette can be useful in elaboration
of consistent vision of solution.What if… technique can find its application in validation
of vision. They play a supportive role. None can guarantee that the product will be orig-
inal. Two last techniques, i.e. I could be creative if… and Let’s invite him/her… rather
do not have application for directing creativity in software project. They are useful just
for training creativity skills.

An interesting issue is in interplay between rationality and creativity. Is the way to
success in their smooth interplay? Is it in broadening perspective and including aspects
which others couldn’t associate or integrate? Another interesting issue is related to the
fact, that several creativity techniques appeal to imagination when setting context, e.g.
“imagine a child or an alien…” Could we get rid of them? Could we ask just rational
questions instead? This study doesn’t give insights in this area although they seem to
be important. In dynamic situations where adaptation to the actual needs and existing
skills in the team is required, project managers can undertake management of processes
related to creativity training and directing creativity with selected techniques. The fact
that the participants of the study have easily learned the techniques and for most of them
these techniques were interesting, seem to be a promising sign for conducting similar
sessions in real software projects.
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5 Conclusions

This research aimed at exploring application of creativity techniques in software-related
context. Creativity research and the creativity training handbook were used as funda-
mentals for this research. Seven creativity techniques from different groups of creativity
techniques were selected, which allowed to have a diversified sample of techniques.
General observation for all creativity techniques is that they are at lower level of abstrac-
tion comparing to software engineering techniques. They often address a specific aspect
of creativity process. Thus, they do not replace software engineering techniques. When
applied in a proper way, they can support (but not guarantee!) creativity process in
software project.

The quasi-experiment was conducted in training-application-feedback cycle. The
contribution of this research is the feedback on the creativity techniques after not only
creativity training but also their application in software-related context. The study has
shown that the following issues have impact on applicability:

• A technique itself and its potential use in a given stage of creativity process,
• Familiarity of participants with creativity techniques,
• Positive attitude towards applying them in software project,
• Personality and previous experience of the user,
• Aspects related to interplay between rationality and creativity,
• Objectives of application, i.e. whether it is used in creativity training (for switching
on a certain kind of thinking and behaviors, learning how to overcome obstacles) or
it is used for directing creativity in a given project.

Regarding recommendations for practice which result from the studies, we can say that
it is a question of awareness of issues related to creativity and skills for their proper
application. Project managers who are interested in increasing creativity and innovation
should manage creativity issues in teams and projects. As many factors have impact on
results, the best practice is to keep trying the most promising creativity techniques and
analyze their impact on project. Formore precise recommendations regarding usefulness
of creativity techniques in further work, one can analyze creativity mechanisms and con-
text of discovery of creativity techniques. The method of performing empirical studies
in Training-Application-Feedback cycle appeared to be a useful tool in exploring appli-
cability of creativity techniques in software related context and it can be recommended
to further empirical studies with other creativity techniques.

Acknowledgements. I wish to thank all participants of the quasi-experiment for their honest and
extensive opinions.
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Abstract. Shapes Constraint Language (SHACL) is the new recommen-
dation by W3C consortium to uniform both describing and constraining
the content of an RDF graph. Based on the inspiration of model gener-
ation from textual requirements specifications, we investigate the pos-
sibility of mapping parts of a textual document to shapes described by
SHACL. In this contribution, we present our approach of the patterns
(based on a grammatical inspection) that indicates candidates of domain
description in SHACL language. We argue that the standard methods of
linguistics can be supported by ontology resources as Schema.org.
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1 Introduction

The problem of model generation based on textual requirements specification
is still a popular topic of research, as it proves by [2,4,10] and also our paper
[16]. The traditional output of model generation is in the form of UML diagrams
(typically class diagram) that represent a mapping of the problem domain (a part
of reality) into the model. This discipline is called conceptual modelling [13].

Computerized processing of natural language can be supported by acquired
semantic knowledge from an appropriate corresponding ontology database. It
may be difficult to obtain the ontology related to the client’s domain – for many
sectors, such ontology is not available. On the other hand, ontology databases
for common language are available, e.g., WordNET, ConceptNet, DBpedia, Free-
base, OpenCyc.

Nowadays, we can use Web Ontology Language (OWL) W3C consortium
recommendation or the new one recommendation called Shapes Constraint Lan-
guage (SHACL). Inspired by the ontology-based approach, we decided to apply
methods of computerized natural language processing together with data pro-
vided by an existing ontology database to generate SHACL expressions. In this
contribution, we do not focus only on textual requirements specifications, but
we consider the arbitrary textual document as an input source.

c© Springer Nature Switzerland AG 2019
R. Pergl et al. (Eds.): EOMAS 2019, LNBIP 366, pp. 121–130, 2019.
https://doi.org/10.1007/978-3-030-35646-0_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35646-0_9&domain=pdf
https://doi.org/10.1007/978-3-030-35646-0_9


122 D. Šenkýř

Following the outlined motivation, we have focused our research on two top-
ics. How to extract the knowledge from the plain text in the form of SHACL
shapes? Also, how to complete these shapes with some ontology resource?

This paper is divided into two parts. In the first section, we introduce the
domain. In the second section, we illustrate our approach of patterns and usage
of the ontology database, together with an example of the generated result.

2 Related Work and Terminology

In this section, we introduce the domains and the basic terminology that we face
in this paper.

2.1 Conceptual Modelling and Ontologies

Professor Mylopoulos in his paper [13] defined conceptual modelling as “the activ-
ity of formally describing some aspects of the physical and social world around
us for purposes of understanding and communication”. The understanding is
typically the key factor of a successful product as a result of conceptual mod-
elling. Therefore, we should eliminate the defects of ambiguity, inconsistency,
and incompleteness.

In that case, we can be supported by ontologies. In the context of infor-
mation technologies, the ontology represents knowledge in the form of entities
(concepts), properties, and relations between them using a formal encoding. In
the first point of view, the ontology should assist with the term definitions,
and in the second point of view, it should also help with the detection of some
constraint violation. Also, the study [21] shows that it is better to use ontology-
driven languages (such as OntoUML) over traditional approaches with UML or
E-R models.

2.2 Structured Knowledge on Web

Most, but not all of the structured knowledge on the Web is deeply connected to
the Semantic Web and its standards. From history, we can mention the original
intention of HTML meta tags, which were unfortunately predominantly used for
spam – therefore, they are widely ignored by search engines [18].

Nowadays, we can use description-logic-based languages (e.g., OWL, Shacl)
provided in the form of a recommendation by W3C consortium. Based on
them, in the second half of the 2000s, projects like DBpedia1 [3], Freebase2, or
Schema.org3 started. They represent knowledge graphs (ontologies) formed by
RDF triplets. We can also mention a semantic network called ConceptNet4 [17]

1 https://wiki.dbpedia.org/.
2 Terminated project – data still available via https://developers.google.com/freebase.
3 https://schema.org.
4 http://www.conceptnet.io.

https://wiki.dbpedia.org/
https://developers.google.com/freebase
https://schema.org
http://www.conceptnet.io
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that combines its own data with other resources (including mentioned DBpedia)
to provide meanings of word or phrase entered as a query.

Let us briefly introduce the mentioned standards and corresponding
technologies.

RDF. The Resource Description Framework (RDF) [5] is W3C specification
used as a general approach for conceptual modelling of information using various
syntax notations and data serialization formats. The structure is formed by a
set of triplets – each constiting of a subject, a predicate, and an object. The set
of triplets creates RDF graph.

RDF Schema. The Resource Description Framework Schema (RDF Schema
or just RDFS) [8] is a semantic extension of RDF. It provides a data-modelling
vocabulary for RDF data – a mechanism for describing groups of related
resources and the relationships between these resources.

OWL. The W3C Web Ontology Language (OWL) [12] is a computational logic-
based language. It is perceived as the first level above RDF required for the
Semantic Web what can formally describe the meaning of the terminology used in
Web documents. The knowledge expressed in OWL can be exploited by computer
programs, e.g., to extend knowledge of the specific problem or to verify the
consistency of specifically requested knowledge.

The basic building elements are classes, typically arranged in a sub-class
hierarchy. Below, you can find an example (in Turtle notation) presented in [1].
Note, that OWL rely on RDF Schema vocabulary for the basic mechanism.

@prefix ex: <http://example.com/ns#> .
@prefix owl: <http://www.w3.org/2002/07/owl#> .
@prefix rdfs: <http://www.w3.org/2000/01/rdf−schema#> .

ex:Person
a owl:Class ;
rdfs:label ”Person” ;
rdfs:comment ”A human being” .

ex:Customer
a owl:Class ;
rdfs:subClassOf ex:Person .

We introduced a sub-class Customer of parent class Person. In OWL nota-
tion, let us say that no Person can have more than one father.
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@prefix ex: <http://example.com/ns#> .
@prefix owl: <http://www.w3.org/2002/07/owl#> .
@prefix rdfs: <http://www.w3.org/2000/01/rdf−schema#> .

ex:Person
a owl:Class ;
rdfs:subClassOf [

a owl:Restriction ;
owl:onProperty ex:hasFather ;
owl:maxCardinality 1 ;

] ;
rdfs:subClassOf [

a owl:Restriction ;
owl:onProperty ex:hasFather ;
owl:allValuesFrom ex:Person ;

] .

OWL is operating on classes, which are understood as sets of instances that
satisfy the same restrictions. OWL includes the metaclass owl:Restriction
which is typically used as an anonymous superclass of the named class that the
restriction is about [1].

SHACL. The Shapes Constraint Language (SHACL) is the new recommenda-
tion by W3C introduced in July 2017. The purpose of SHACL is to uniform both
describing and constraining the content of the RDF graph. The set of constraints
used by SHACL for validation are expressed as an RDF graph and are called
shapes or shape graphs and the RDF data being validated is called the data
graph. Shapes offer a description of the data graph in the form of constraints
that a valid data graph satisfies [14].

Let us continue with the example above. SHACL offers in the way of restric-
tion definition more flexibility. The equivalent of the previous example in SHACL
language follows.

@prefix ex: <http://example.com/ns#> .
@prefix sh: <http://www.w3.org/ns/shacl#> .
@prefix owl: <http://www.w3.org/2002/07/owl#> .

ex:Person
a owl:Class, sh:NodeShape ;
sh:property [

sh:path ex:hasFather ;
sh:maxCount 1 ;
sh:class ex:Person ;

] .

Another example of defining SHACL shapes is presented in [14]. Nice com-
parison of built-in constraint types is presented in [1].
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2.3 Related Work Concerning Entity Extraction

In the context of entity extraction from the text, the current research is oriented
on RDF triplets, e.g., [11], [15], or [6]. One can find also techniques about trans-
formation from RDF triplets to SHACL shapes, e.g., in [9]. Our work differs in
that we generate SHACL shapes directly from mapped parts of the text (via
patterns presented in the next section).

There are also publications focused on the “reverse approach” concerning
text descriptions generation from existing RDF triplets, e.g., [20] or [7].

3 Our Approach

In this contribution, we focus on (sub)classes and properties generation in
SHACL language based on textual document. We also try to generate restrictions
of properties, but only with a limitation to cardinality.

We reuse our approach of the patterns [16]. In the start phase of our project,
we empirically identify patterns by processing various text documents (primarily
using a source document of our experiment presented in the next section). Based
on that, we were able to construct a decision tree as a final structure used in our
implementation.

3.1 Suitable Patterns

Our implementation is written in Python based on Spacy NLP framework.
The method of grammatical inspection uses typical NLP steps like tokeniza-
tion, sentence segmentation, part-of-speech tagging, lemmatization, and depen-
dencies recognition provided by the framework. Within the following examples
of patterns, we use Penn Treebank [19] part of speech and dependency tags. The
notation 0..* within connection link means, like in the E-R schema, that a
target word with this connection does not have to exist or there can exist one
word of a specific type, or there can exist more words of a specific type at the
same time. Often, the subjects or the objects are represented by a composition
of several nouns. Therefore, we introduce a shortened notation NN* means that
at least one noun is required and there should also be more nouns composited
via compound relation.

Class Specialization Pattern. Based on the following pattern (Fig. 1), the
sentence “The user is either a student or a teacher.” contains a class (user) and
two sub-classes of this class (student, teacher). The matched parts of the pattern
against the example sentence is illustrated in Fig. 2. The bold and coloured parts
indicates matched parts.
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Fig. 1. The class specialization pattern

Fig. 2. The class specialization pattern matching example

Attributes Recognition Patterns. The patterns below focus determine the
cardinality between class and their properties. The first attribute recognition
pattern (Fig. 3) handles the adverb exactly that indicates the same minimal and
maximal cardinality. The matching against example sentence “Every user has
exactly one username.” is illustrated in Fig. 4.

Fig. 3. The attribute recognition pattern #1

Fig. 4. The attribute recognition pattern #1 matching example

The second attribute recognition pattern (Fig. 5) handles the minimal cardi-
nality in the form of word combination at least. The matching against example
sentence “Each student has at least one subject enrolled.” is illustrated in Fig. 6.

Fig. 5. The attribute recognition pattern #2

Fig. 6. The attribute recognition pattern #2 matching example

The third attribute recognition pattern (Fig. 7) combines the minimal and
maximal cardinality. The matching against example sentence “Each student has
a minimum of 0 and a maximum of 150 credits.” is illustrated in Fig. 8.
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Fig. 7. The attribute recognition pattern #3

Fig. 8. The attribute recognition pattern #3 matching example

Experiment Result. The implemented algorithm keeps a collection of founded
(sub)classes and their properties. This feature allows mapping of the resulting
model sentence by sentence. With the usage of example sentences used in the
patterns presentation above, in the end, the generated output in SHACL lan-
guage should look like the following one.

@prefix ex: <http://example.com/ns#> .
@prefix sh: <http://www.w3.org/ns/shacl#> .
@prefix owl: <http://www.w3.org/2002/07/owl#> .

ex:User
a owl:Class, sh:NodeShape ;

sh:property [
sh:path ex:hasUsername ;
sh:minCount 1 ;
sh:maxCount 1 ;
sh:class ex:Username ;

] .
ex:Student

a owl:Class, sh:NodeShape ;
rdfs:subClassOf ex:User ;
sh:property [

sh:path ex:hasSubject ;
sh:minCount 1 ;
sh:class ex:Subject ;

] ;
sh:property [

sh:path ex:hasCredit ;
sh:minCount 0 ;
sh:maxCount 150 ;
sh:class ex:Credit ;

] .

ex:Teacher
a owl:Class .
rdfs:subClassOf ex:User ;

ex:Username
a owl:Class .

ex:Subject
a owl:Class .

ex:Credit
a owl:Class .
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3.2 Ontology Resource Support

We argue that ordinary textual document suffers from the problem of incom-
pleteness. That means that documents contain no proper or not complete
description of entities, attributes, and relations. The author(s) forgot to mention
it or the author(s) thought that some facts are best-known, and he or she did not
explain them. The ontology database can support us here. We use Schema.org5

API to get a collection of properties based on the entity (class) that we found
in the text document. We remove properties that we extract from the text doc-
ument and notify the user that there are some other properties that may forget
to mention or that may be useful for him or her.

4 Conclusions

Using our sentence patterns defined above, we are able to generate the frag-
ment of knowledge in SHACL language. With the help of ontology database, we
can also inform the user that the generated fragment of SHACL shape may be
extended. Our proposed method can be used in the very first phase of analysis
of text documents.

In the context of theoretical implication, the direct generation (without the
intermediate step of RDF generation and its transformation) offers the ability to
tailor text sentence patterns to SHACL language strengths, e.g., the cardinality
of properties. In the context of practical implication, the proposed method of
NLP technique should be used as the back-end method of a text documents
processing tool. The tool should process text sentence by sentence and at the
same time also inform the user about a possible extension.
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10. Landhäußer, M., Körner, S.J., Tichy, W.F.: From requirements to UML models
and back: how automatic processing of text can support requirements engineering.
Softw. Qual. J. 22(1), 121–149 (2014)

11. Martinez-Rodriguez, J.L., Lopez-Arevalo, I., Rios-Alvarado, A.B., Hernandez, J.,
Aldana-Bobadilla, E.: Extraction of RDF statements from text. In: Villazón-
Terrazas, B., Hidalgo-Delgado, Y. (eds.) KGSWC 2019. CCIS, vol. 1029, pp. 87–
101. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-21395-4 7

12. McGuinness, D., van Harmelen, F.: OWL Web Ontology Language Overview. W3C
recommendation, W3C (2004). http://www.w3.org/TR/2004/REC-owl-features-
20040210

13. Mylopoulos, J.: Conceptual Modelling and Telos. Conceptual Modelling, Databases
and CASE: An Integrated View of Information System Development. Wiley, New
York (1992)

14. Pandit, H.J., O’Sullivan, D., Lewis, D.: Using ontology design patterns to define
SHACL shapes. In: Proceedings of the 9th Workshop on Ontology Design and Pat-
terns (WOP 2018) Co-located with 17th International Semantic Web Conference
(ISWC 2018), pp. 67–71 (2018)

15. Perera, R., Nand, P., Klette, G.: RealText-lex: a lexicalization framework for RDF
triples. Prague Bull. Math. Linguist. 106(1), 45–68 (2016)
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Abstract. Declarative process models consist of temporal constraints
that a process must satisfy during execution. Constraint templates are
patterns that define parameterized classes of properties. Their seman-
tics can be formalized using formal logics such as Linear Temporal Logic
(LTL) over finite traces. There exists a big amount of different constraint
templates for different purposes. In practice, the variety of different tem-
plates yields complexity and performance issues with regard to model
comparison, compliance checking and in particular process mining. In
this paper we give a comprehensively overview about existing declare
templates and transform their underlying LTL formula into the positive
normal form (PNF), a canonical standard form for LTL formulas. On
this basis, we present an algorithm for detecting declare templates in
any LTL formula fulfilling the conditions for PNF. We reduce the num-
ber of process constraints that have to be proven by the algorithm to
speed up the runtime and give some advice for further optimizations.

Keywords: Declarative process management · Declare · Linear
temporal logic · Positive normal form

1 Introduction

A Process-Aware Information System is a collaborative system that executes
processes involving people, applications, and data on the basis of process mod-
els [1]. Two different paradigms can be distinguished: (i) procedural models
describe the execution paths in a graph-based structure, (ii) declarative models
consist of temporal constraints that a process must satisfy. Declarative languages
like Declare [2], DCR graphs [3], and Declarative Process Intermediate Language
(DPIL) [4,5] have been proposed to define the latter.

Declarative models represent processes by restrictions over the permissible
behaviour. The restricting rules are named constraints, which express those con-
ditions that must be satisfied throughout process execution. Modeling languages
like Declare [2] provide a repertoire of templates, i.e., constraints parametrized
over activities. Therefore Declare templates are represented by a formula in
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Linear Temporal Logic (LTL) [6]. As an LTL formula is not unique, in litera-
ture there are often different representations of the same Declare template [7,8].
Hence, it is more difficult to compare two process models and to work out com-
mon properties. In this paper we transform each formula into the Positive Normal
Form (PNF) [9], a unique standard form for LTL formulas.

Based on the PNF, we develop and implement an algorithm to detect Declare
templates in any LTL formula fulfilling the conditions for PNF. Therefore, we
build a binary tree and search through this tree to discover the known Declare
templates using the fact that templates occur as subtrees.

This algorithm can be used to compare process models. As an introductory
example we consider the choice template. choice(A,B) means that in the pro-
cess execution at least activity A or activity B has to be executed. In other
words: activity A or activity B has to occur. This yields to the fact that the
choice template can be expressed by two existence templates using a disjunctive
connective:

choice(A,B) = existence(A) ∨ existence(B).

In general, a model checker would not find the common property of two different
process models using the described representations of the same fact. Our app-
roach is to handle this problem and to give an algorithm to detect these hidden
properties of process models.

The remainder of the paper is structured as follows: Sect. 2 gives an overview
about related work. In Sect. 3 we introduce Declare and the most common used
templates. In Sect. 4 we present the PNF and transform the LTL formulas behind
the Declare templates into the PNF. In Sect. 5 we introduce our approach and
the implementation of the algorithm. In Sect. 6 we give some ideas for further
optimizations. In the last Section we conclude the main results of this paper.

2 Related Work

Linear Temporal Logic (LTL) [10] specifications are traditionally used for
expressing the properties that a reactive system should exhibit or avoid. The
specifications are exploited by model checking tools for formal verification
(e.g., [11]). However, LTL has also been used to conceptually define process
models in Business Process Management (BPM). Declarative process modeling
languages like Declare [12], i.e. the ConDec language [8] adopt LTL to model
business processes, business rules and policies. The resulting LTL formula is
then converted to an automaton for execution [2]. In [13] semantics for defining
Declare constraints on non-atomic activities and an approach for the discovery
of this type of constraints are presented. Declare only constrains the starts of
activities and interrelates them temporally. Data oriented aspects and the orga-
nizational perspective [14] are completely missing in traditional Declare. The
approaches proposed in [15,16] allow for the specification of constraints that
go beyond the traditional Declare templates. In [17], the authors define Timed
Declare, an extension of Declare that relies on timed automata. In [18], the
authors introduce for the first time a data aware semantics for Declare. In [19]
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Table 1. Semantics for Declare constraints in LTLf .

Template LTLf Semantics

existence(A) F(A)

absence(A) ¬F(A)

atLeast(A, n) F(A ∧ X(atLeast(A, n − 1))), atLeast(A, 1) = F(A)

atMost(A, n) G(¬A ∨ X(atMost(A, n − 1))), atMost(A, 0) = G(¬A)

init(A) A

last(A) G(¬A → F(A))

respondedExistence(A, B) F(A) → F(B)

response(A, B) G(A → F(B))

alternateResponse(A, B) G(A → X(¬AUB))

chainResponse(A, B) G(A → X(B))

precedence(A, B) F(B) → ((¬B)UA)

alternatePrecedence(A, B) precedence(A, B) ∧ G(B → X(precedence(A, B))

chainPrecedence(A, B) precedence(A, B) ∧ G(X(B) → A)

succession(A, B) response(A, B) ∧ precedence(A, B)

chainSuccession(A, B) G(A ↔ X(B))

alternateSuccession(A, B) alternateResponse(A, B) ∧ alternatePrecedence(A, B)

notSuccession(A, B) G(A → ¬F(B))

notChainSuccession(A, B) G(A → ¬X(B))

notRespondedExistence(A, B) F(A) → F(B)

notResponse(A, B) G(A → ¬F(B))

notPrecedence(A, B) G(F (B) → ¬A)

notChainResponse G(A → ¬X(B))

notChainPrecedence(A, B) G(X(B) → ¬A)

coExistence(A, B) F(A) ↔ F(B)

notCoExistence(A, B) ¬(F(A) ∧ F(B))

choice(A, B) F(A) ∨ F(B)

exclusiveChoice(A, B) (F(A) ∨ F(B)) ∧ ¬(F(A) ∧ F(B))

a general multi perspective LTL semantics for Declare (MP-Declare) has been
presented. Here, Declare is extented with elements of first order logic to refer to
data values in constraints. Data aware as well as generalized MP-Declare models
are supported in the context of conformance checking [19], process discovery [20]
and trace generation [21,22]. Recently, the authors presented an approach for
executing MP-Declare specifications [23]. To best of our knowledge the PNF was
not applied in context of Declare Process Constraints until now.
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3 Declare

Declarative constraints are well-suited for representing the permissible behaviour
of business processes. Modeling languages like Declare [24] describe a set of con-
straints that must be satisfied throughout the process execution. Constraints, in
turn, are instances of predefined templates. Templates, in turn, are patterns that
define parameterized classes of properties. Their semantics can be formalized
using formal logics such as Linear Temporal Logic over finite traces (LTLf ) [25].

The F, X, G, W and U LTLf future operators have the following meanings:
formula Fψ1 means that ψ1 holds sometime in the future, Xψ1 means that ψ1

holds in the next position, Gψ1 says that ψ1 holds forever in the future, and,
lastly, ψ1Uψ2 means that sometime in the future ψ2 will hold and until that
moment ψ1 holds (with ψ1 and ψ2 LTLf formulas). There is a weaker form of
the until operator, so called weak until ψ1Wψ2, where the second formula ψ2 is
not required to hold. In this case, the first formula ψ1 must hold forever.

In general, we distinguish between two types of templates: unary and binary
templates. Unary templates refer to one activity, e.g. the existence template F(A)
means that activity A has to occur in the process execution. So this template
only refers to activity A. On the other side, we consider the response constraint
G(A → F(B)). It indicates that if A occurs, B must eventually follow. So it
refers to the activities A and B. Therefore, this constraint is fully satisfied in
traces such as t1 = 〈A,A,B,C〉, t2 = 〈B,B,C,D〉, and t3 = 〈A,B,C,B〉, but
not for t4 = 〈A,B,A,C〉 because the second occurrence of A is not followed by
a B. In t2, it is vacuously satisfied [26], in a trivial way, because A never occurs.
Table 1 gives an overview about the most important Declare templates.

4 Transformation of Declare Templates

Any LTL formula can be transformed into a canonical form, the Positive Nor-
mal Form (PNF). These formulas are a syntactically restricted subset of LTL
formulas in which the use of negation (¬) is allowed only immediately in front
of atomic propositions [27,28]. The PNF is strongly related to disjunctive and
conjunctive normalform that are special cases of PNF. For the transformation of
an LTL formula into PNF, for each LTL-operator a dual operator is needed [27].

Hence, for the constant true we need to consider the constant false, for the
conjunction connective (∧) we need to consider the disjunctive connective (∨).
The operator X is dual to itself. Finally we have to consider the U operator. We
observe that

¬ (φ U ψ) ≡ ((φ ∧ ¬ψ)U (¬φ ∧ ¬ψ)) ∨ G (φ ∧ ¬ψ) ≡ (φ ∧ ¬ψ)W (¬φ ∧ ¬ψ)
¬ (φ W ψ) ≡ (φ ∧ ¬ψ)U (¬φ ∧ ¬ψ) .

Thus there is a duality between W and U. Consider that G and F can be
expressed by

Gφ ≡ φ W false

Fφ ≡ true U φ.
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Table 2. Declare constraints Positive Normal Form.

Template Positive Normal Form

existence(A) true UA

absence(A) false U¬A

atLeast(A, n) true U(A ∧ X(atLeast(A, n − 1))

atMost(A, n) (¬A ∨ X(atMost(A, n − 1)))Wfalse

init(A) A

last(A) (A ∨ (trueUA))Wfalse

respondedExistence(A, B) (¬AWfalse) ∨ (trueUB)

response(A, B) (¬A ∨ (trueUB))Wfalse

alternateResponse(A, B) (¬A ∨ X(¬AUB))Wfalse

chainResponse(A, B) (¬A ∨ X(B))Wfalse

precedence(A, B) ¬BWA

alternatePrecedence(A, B) (¬BWA) ∧ ((¬B ∨ X(¬BWA)))Wfalse

chainPrecedence(A, B) (¬BWA) ∧ ((X(¬B) ∨ A)Wfalse)

succession(A, B) (¬A ∨ (trueUB))Wfalse ∧ ¬BWA

chainSuccession(A, B) ((A ∧ X(B)) ∨ (¬A ∧ X(¬B)))Wfalse

alternateSuccession(A, B) (¬A ∨ X(¬AUB))Wfalse ∧ (¬BWA) ∧ ((¬B ∨ X(¬BWA)))Wfalse

notSuccession(A, B) (¬A ∨ (¬BWfalse))Wfalse

notChainSuccession(A, B) (¬A ∨ X(¬B))Wfalse

notRespondedExistence(A, B) (¬AWfalse) ∨ (¬BWfalse)

notResponse(A, B) (¬A ∨ (¬BWfalse))Wfalse

notPrecedence(A, B) ((¬BWfalse) ∨ ¬A)Wfalse

notChainResponse (¬A ∨ X(¬B))Wfalse

notChainPrecedence(A, B) (X(¬B) ∨ ¬A)Wfalse

coExistence(A, B) ((trueUA) ∧ (trueUB)) ∨ ((¬AWfalse) ∧ (¬BWfalse))

notCoExistence(A, B) (¬AWfalse) ∨ (¬BWfalse)

choice(A, B) (trueUA) ∨ (trueUB)

exclusiveChoice(A, B) ((trueUA) ∨ (trueUB)) ∧ ((¬AWfalse) ∨ (¬BWfalse))

Consequently the set of LTL-operators for PNF is restricted to X, U, and W.
Finally we can define the set of LTL formulas in PNF by [29]

φ ::= true | false | a | ¬a | φ1 ∧ φ2 | φ1 ∨ φ2 | X φ | φ1 U φ2 | φ1 W φ2.

We can transform an LTL formula into PNF by using the common LTL trans-
formations. As an example we transform the notChainPrecedence(A,B) template
into PNF:

G (X (B) → ¬A) ≡ (X (B) → ¬A)W false ≡ (¬X(B) ∨ ¬A)W false

≡ (X (¬B) ∨ ¬A)W false.

Analogously we transform all Declare templates from Table 1 into PNF as shown
in Table 2. For correct understanding we recall to the operator hierarchy for LTL
formulas: A unary operator binds stronger than a binary operator and U takes
precedence over ∧, ∨, and →. For the ease of use and better readability we enrich
the formulas by extensive use of brackets.

In literature the LTL representation of Declare templates differs. Often past
operators (O, Y, S), which are not part of LTL are used for ease of use. In PNF
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the set of operators is reduced and all formulas are built in the same way. In
combination with the uniqueness of PNF this leads to a strong simplification
of formula comparison and template detection. Furthermore there is a large
number of approaches for the theoretical analysis of logic formulas based on
PNF (e. g. classification of languages and their expressiveness). However, the
transformation of a formula into PNF can lead to an exponential grow in length
due to the translation of the until operator [28].

5 Approach and Implementation

Our goal is to transform any LTL formula in PNF into a composition of known
Declare templates. Therefore we first transform all known Declare templates into
binary trees in XML format to simplify the recognition of these templates. Our
approach is to get a valid PNF formula as string as user-input, transform this
string into a binary tree and subsequently replace all subtrees which are equal
to one of the template trees.

At first we define a grammar for the Xtext framework1 to parse the input
string to a binary tree. The grammar is based on the PNF with one additional
restriction: the position of the brackets. Every formula is a three tuple and
contains a left element, an operator and a right element. A general formula is
structured as follows:

(left : [Activity|Formula] op : Operator right : [Activity| Formula]). (1)

The operator is one of the four input operators, namely ∧,∨,W or U. The
left and the right element can be either another formula or an activity. Every
formula is surrounded by an opening and a closing bracket with an optional
LTL X-operator preceded. An activity can be any string with an optional ¬
beforehand. In addition, it is possible to write X(activity) instead of the activity
only.

After defining the grammar we write a code generator in Xtend to transform
the valid input string into an unique XML binary tree so we can subsequently
check for template appearances. The tree is built up from a formula as binary
tree where the operator of the formula is represented as node and the left and
the right element are the left respectively the right leaf.

With help of this code generator we are able to create a binary tree from every
input formula. We create an XML binary tree from each template in Table 2
by using the discovered PNF formulas. As an example we show the result of
the response template used as input. Figure 1 shows the resulting tree in XML
representation and visualizes the tree. To simplify the subtree algorithm every
node gets a unique ID as well as a customized value. Every activity is surrounded
by two # symbols. The ¬ operator is replaced by not and true/false are written
as true respectively false .

1 https://www.eclipse.org/Xtext/.

https://www.eclipse.org/Xtext/
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Fig. 1. XML representation and corresponding binary tree for the response template

The greatest challenge for template detection is the handling of commutative
and distributive laws for the conjunction and disjunctive connectives. The last(A)
template, for example, can be written in PNF either as

(A ∨ (true U A))W false or
((true U A) ∨ A)W false.

In some cases the underlying PNF formula contains a formula similar to A ∨
(B ∧ C). Hence, (A ∨ B) ∧ (A ∨ C) would be an equivalent form due to the
distributive law. Obviously there is additionally the possibility to apply the
distributive law together with the commutative law. With regard to flexibility
and expandability the algorithm should be able to detect all these representations
without a hard encoding of all variants. Obviously the detection of templates
becomes more difficult. In the following implementation, we will only focus on
the handling of the commutative law and leave the distributive law to the Xtext
framework.

Analogously to the input formula φi we build a binary tree for every Declare
template. We define the length lφ of a PNF formula φ as the number of nodes in the
corresponding binary tree. It means the length of a formula denotes the number
of atomic propositions, operators, connectives, and constants (true and false) in
the formula. Consider, for example, the response template has a length of 7 (two
atomic proposition, two constants, two operators and one disjunctive connective).
We compare the length lt of a Declare template t to the length lφi

of the input
formula to avoid unnecessary checks. Note that this method works independently
of the number of brackets or the name of their atomic propositions. During the
transformation into a binary tree, we store the IDs of the nodes that represent
a conjunction or disjunctive connective. We denote this set of IDs as Ot. Under
abuse of notation we use in the pseudocode the same notation for formula and
binary tree. Nevertheless this notation is acceptable because of the possibility to
transform a formula into a binary tree and vice versa.
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Fig. 2. Four swap trees of the chainPrecedence template

For the detection of a template we generate all possible variants of its under-
lying PNF formula with regard to the names of the atomic propositions in the
input formula. A variant of a template means the resulting binary tree after the
application of commutative or distributive laws or the renaming of the atomic
propositions. We generate the variants in two consecutive steps. In the first step,
the so called denomination step, we rename the atomic propositions according
to the names of the atomic propositions in the input formula (see Algorithm 3).
Afterwards we apply commutative laws on the resulting trees from the previous
step (so called swapping step). The swapping step is presented in Algorithm 4
and illustrated in Fig. 2.

As preparation of the denomination step we extract the names of the atomic
propositions in the input formula using the fact that they are surrounded by #.
We denote this set as Aφi

. We have to distinguish between unary and binary
Declare templates. If the template is unary, we prove its occurrence for all atomic
proposition of φi. If the template is binary, every a ∈ Aφi

must act once as
first parameter and once as second parameter of the template. Hence, we need
all two elementary subsets of Aφi

with respect to the ordering. We illustrate
the denomination step with a simple example. Assume that the input formula
φi contains three atomic propositions and that we want to prove whether φi

contains the unary existence and the binary response template. It means Aφi
=

{A,B,C}. First we prove the containment of existence(A), existence(B), and
existence(C). For the response template we have to consider the following sets:
(A,B), (B,A), (A,C), (C,A), (B,C), and (C,B).

In the swapping step we generate new variants by applying the commu-
tative law on all variants from the denomination step. The number of such
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Algorithm 1. Check the occurence of all templates
Data: set of templates T̃ , Input formula φi

1 for t ∈ T̃ do
/* call Algorithm 2 */

2 checkTemplate(t, φi)

3 end

Algorithm 2. Check the occurence of a specific template
Data: Template t, Input formula φi

/* Extract commutative positions from t */
1 Ot ← extractCommutativePositions(t)
2 variations ← ∅

/* Extract atomic propositions from φi */
3 Aφi ← extractPropositions(φi)
4 if t.length ≤ φi.length then

/* Denomination step, call Algorithm 3 */
5 variations ← denominationStep(t, Aφi)
6 allVariations ← ∅

/* Swapping step, call Algorithm 4 */
7 for v ∈ variations do

/* Looping over the power set of commutativePositionst */
8 for p ∈ P(Ot) do
9 allVariations.add(swap(v,p))

10 end

11 end
12 for v ∈ allVariations do
13 isSubtree(φi,v)
14 end

15 end

transformations is equal to the cardinality of the power set of Ot minus one.
The minus one is necessary because the empty set describes no transformation.
We can use Ot for all variants because renaming the atomic propositions in the
previous step does not effect the node’s ID. By means of the notation of binary
trees, applying the commutative law, means swapping left and right child of a
node that contains a conjunctive or disjunctive connective.

After this type of preprocessing we start with the template detection. We
use the fact that if a formula in PNF contains a Declare template, it occurs as
a subtree. So the problem is reduced to the well known subtree problem. Hence
it is sufficient to run a subtree algorithm on the corresponding binary tree of
the input formula for all variants of the template. The subtree algorithm (see
Algorithm 5) should not only answer the question whether the template occurs,
however it should give the positions and the number of occurrences.
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Algorithm 3. Denomination step
Data: Template t, set of atomic propositions Aφi

Result: Set of variations
1 variations ← ∅
2 for a ∈ Aφi do

/* Replace all node names #A# in the binary tree t with a */
3 variations.add(replace(#A#, a, t))

4 end
5 subset ← twoElementarySubsetsOf(Aφi)
6 for k ∈ subset do
7 tempTree ← replace(#A#, k.firstElement, t)
8 variations.add(replace(#B#, k.secondElement, tempTree))
9 tempTree ← replace(#B#, k.firstElement, t)

10 variations.add(replace(#A#, k.secondElement, tempTree))

11 end
12 return variations

Our subtree algorithm is based on pre- and inorder traversal of the involved
binary trees. We denote the preorder traversal of a binary tree T as preOrder(T)
and analogously the inorder traversal as inOrder(T). A binary tree S is a subtree
of T if the preOrder(S) is a substring of preOrder(T) and inorder(S) is a substring
of inOrder(T).

We use an own modification of the Knuth-Morris-Pratt-Algorithm [30] for
string matching that works on whole words instead of single characters. The
nodes of preorder and inorder traversal of both trees are stored in arrays. After-
wards the matching algorithm is applied to these arrays by comparing the names
of the nodes. Working on arrays is beneficial because the starting position of the
matching corresponds directly to a node. Hence, we can easily extract the ID in
inorder traversal which describes the root node of the subtree.

Based on that fact we can give an extension for simplifying the input formula.
At first we search for every match the root node of the subtree. Afterwards we
rename these nodes with the name of the found templates and remove the left
and right childs. After running the algorithm on all templates, the binary tree
is a simplified version of the input formula. It is not difficult to transform this
binary tree back into the formula representation.

A full runtime analysis of our algorithm is difficult because of the large num-
ber of auxiliary algorithms like the power set or the string matching algorithm.
Furthermore there are several implementations or other algorithms that work as
well as our proposed algorithms. Hence, we only determine the number of varia-
tions that have to be checked. We denote the set of templates as T = {t1, ..., td},
the number of atomic propositions in the input formula φi as n, and the number
of commutative positions of a template ti as cti . For the determination of the
number of variations it is sufficient to analyze the denomination and swapping
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Algorithm 4. Generates variants based on commutative law for conjunc-
tive and disjunctive connectives
Data: Variation v, Set of positions p
Result: Swapped tree according to positions p

1 swappedTree ← v
2 if p.isEmpty then
3 return swappedTree
4 else
5 for i ∈ p do

/* Search node in swappedTree with ID p.id */
6 result ← searchNodeWithID(swappedTree, p.id)

/* Change left and right child of the result node */
7 temp ← result.rightChild
8 result.rightChild ← result.leftChild
9 result.leftChild ← temp

10 end
11 return swappedTree

12 end

step in depth. The number of variations v can be calculated by:

v =
d∑

i=1

(
n +

(
n

2

)
· 2

)
· 2cti =

d∑

i=1

(
n +

n!
2 · (n − 2)!

· 2
)

· 2cti

=
d∑

i=1

(n + n(n − 1)) · 2cti = n2 ·
d∑

i=1

2cti .

This formula describes the worst case, where the length of φi is greater than or
equal to the length of each template. This is realistic for large Declare Process
Models.

6 Optimization and Further Work

In this section we want to give some advice for possible optimizations. Therefore
we decrease the number of templates that are checked on existence in the tree
in Sect. 5.

At first we can leave off the choice template because this one just consists of
two existence templates and a disjunctive connective:

choice(A,B) = existence(A) ∨ existence(B)

Due to this fact we do not have to look for the choice template in the LTL
formulas.

A second improvement is to replace the atLeast template by a specification
of the atMost template. We claim:

atLeast(A,n) = ¬atMost(A,n − 1) (2)
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Algorithm 5. Subtree algorithm
Data: Binary tree T , Binary Tree S
Result: Whether S is a subtree of T

1 if S.length = 0 then
2 return true
3 end
4 if T.length = 0 then
5 return false
6 end
7 if T.Length ≥ S.length then

/* Arrays with the names for node traversal */
8 tInOrder[ ] ← inOrder(T )
9 sInOrder[ ] ← inOrder(S)

10 tPreOrder[ ] ← preOrder(T )
11 sPreOrder[ ] ← preOrder(S)

/* String matching on arrays, returns positions and prints wheter T
containts variation S */

12 listOccurencesPre = KnuthMorrisPrattAlgorithm(tPreOrder, sPreOrder)
13 listOccurencesIn = KnuthMorrisPrattAlgorithm(tInOrder, sInOrder)
14 if listOccurencesPre.size > 0 and listOccurencesIn.size > 0 then

/* There you can insert a by optional simplification step for T
by iterating over listOccurencesIn */

15 return true

16 else
17 return false
18 end

19 else
20 return false
21 end

We prove the claim (1) in the following by induction over n.
We first show that (1) holds for the base case n = 1:

atLeast(A, 1) = F(A) = ¬¬F(A) = ¬G(¬A) = ¬atMost(A, 0)

So formula (1) holds for n = 1.
Our induction hypothesis is that (1) holds for any n ∈ N. We have to show

that
atLeast(A,n + 1) = ¬atMost(A,n).

By using the induction hypothesis (1) we get:

atLeast(A,n + 1) = F(A ∧ X(atLeast(A,n))) = F(A ∧ X(¬atMost(A,n − 1)))

Further transformations lead finally to:

F(A ∧ X(¬atMost(A,n − 1))) = ¬G(¬A ∨ ¬X(¬atMost(A,n − 1))) =
= ¬G(¬A ∨ X(atMost(A,n − 1))) = ¬atMost(A,n)
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�
Further optimization would be to find similar equations or properties. Every
single correlation between constraints decreases the runtime of the in Sect. 5
introduced algorithm.

7 Conclusion

In this paper we transform Declare templates into the PNF. Using the fact that
the PNF is unique for LTL formulas, we present an algorithm to detect Declare
templates in any LTL formula fulfilling the conditions for the PNF. Therefore
we use several different techniques, e.g. subtree algorithms or pattern matching.
With the introduced algorithm it is much easier to compare different process
models and to work out common properties. We finally give some advice for
further optimizations to decrease the runtime of the developed algorithm.
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Abstract. Business process modeling is undoubtedly one of the most important
parts of Applied (Business) Informatics. Quality of business process models (dia-
grams) is crucial for any purpose in this area. The goal of a process analyst’s
work is to create generally understandable, explicit, unambiguous and error-free
models. If a process is properly described, created models can be used as an input
into deep analysis and optimization. Optimization is mostly focused on a higher
efficiency of the process or at least on a better clarification of its meaning and
working. Objective: It can be assumed that properly designed business process
models (similarly as in the case of correctly written algorithms) contain charac-
teristics that can be mathematically described. If it is possible to find measurable
attributes of business process model’s quality, it will be possible to define a differ-
ent quality maturity levels of business process modeling results. Furthermore, it
will be possible creating a tool helping process analysts designing proper models.
Method: A systematic literature reviewwas conducted in order to find and analyze
business process model’s design and business process model’s quality measuring
methods. Results: It was found that mentioned area had already been subject
of research investigation in the past. Thirty-three suitable scientific publications
and twenty-two quality measures were found. Conclusions: Analyzed articles and
existing quality measures do not reflect all important attributes of business process
model’s clarity, simplicity and completeness. Therefore it would be appropriate
adding new measures of quality.

Keywords: Business process modeling · Business processes ·Measures of
quality · BPMN

1 Introduction

A project of business processes modeling has been running at the Czech Technical
University in Prague at Faculty of Electrical Engineering (CTU FEE) since 2009 (led
by the Centre for Knowledge Management [1, 2]). Within this project more than 400
business processes in BPMN notation have described. Identical projects (also led by
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the Centre for Knowledge Management) has been implemented at CTU - Faculty of
Mechanical Engineering, University Centre for Energy Efficient Buildings, University
ofWest Bohemia and Škoda Praha. An increasing demand for the future can be expected
for business process modeling not only in academic, but also in commercial environment
It was empirically encountered various difficulties which stem from deficiencies BPMN
during all mentioned projects [3]. These were mainly:

• Widely varying levels of detail captured business processes among individual creators.
• Changing participant’s role during the execution of one business process.
• The high number of BPMN symbols (tasks, gateways, events, etc.) within a business
process.

• Multiplicity of same BPMN symbols.
• The different levels of the distribution of one business process into multiple sub
processes.

The above-mentioned shortcomings have often led to a redesign of the entire business
process. Therefore, the time required for quality of design and process description was
disproportionately increased, which should be simple, easy to understand, and above all
to clearly demonstrate real execution, including all details.

The goal of this study is to provide a systematic search of the available literature and
to find answers to the following questions:

1. Can the quality of business process models be measured using certain measures,
indicators or other methods?

2. Do any measures, indicators or methods exist?
3. If so, are they used in common practice?
4. If so, are they part of any standards?
5. Is there any standard for presenting business process models?

The meaningfulness of mentioned questions confirms one publication [5] where the
authors deal with similar problems of measuring the quality and effectiveness of ten
thousand processes. For this reason, we decided to arrange for a systematic literature
review in order to find and analyze primary studies about business process modeling and
measures of business process design quality.

2 Research Method

2.1 Search Process

Systematic literature review was performed on the basis of [4]. To ensure quality, we
sought sources in knowledgeable digital libraries. We used the following databases:

• Web of Science
• ACM Digital Library
• EBSCO
• IEEE Xplore
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• Scopus
• SpringerLink.

The area in which we wanted to perform literature review was the one of process
measures. When we were searching for relevant resources we started from general key-
words such as “Process metrics” and “BPMN measures”. The granularity of the search
was gradually improved by refinement of the keywords. The final form of keywords
stuck at “Process quality metrics” and “Process complexity metrics”. Using these key-
words we found set of relevant resources. In the last step of the search we were able to
specify process metrics using these expressions:

• Process coupling complexity.
• Process cohesion complexity.
• Control flow complexity.

We have also influenced the results of our research by following criteria:

• Publications are available online, in full text.
• Language of publications was limited to English.
• Publications are cited in other publications.
• Publications take the form of scientific work, books or conference publications.

The results of the search were generated in the period from 22nd January 2015 to
24th February 2015 and contains the literary sources published by this date.

3 Results

3.1 Search Results, Data Extraction and Synthesis

During literature reviews we found Thirty-three suitable scientific publications [6–37].
We read each of these publications and selected information regarding to measures of
quality in business processes. Subsequently we found twenty-two measures of quality.
The results of the study sources can be assessed as very relevant and of high-quality.
We searched relevant publications only in the established digital libraries. We therefore
conclude that the quality of the studies is high.

3.2 Measures of Quality

As mentioned above we found twenty-two measures of quality:

1. Number of activities (NOA, NOT) - [5, 8, 10, 11, 19, 20, 30, 32, 35].
2. Control-Flow Complexity (CFC) - [5, 7, 8, 10, 11, 14–17, 19–22, 25, 27, 29–33,

35, 37].
3. Max/mean nesting depth - [19, 20, 32].
4. Number of handles - [19].



Measures of Quality in Business Process Modeling 149

5. Cognitive weight (Cognitive Complexity) - [9, 13, 19, 20, 32, 35].
6. BPM (Anti) Patterns - [19, 20].
7. Fan-in/Fan-out (Modularization) - [11, 19, 20, 35].
8. Coefficient of network complexity (CNC) - [5, 8, 10, 11, 14, 26, 30, 32].
9. Cyclomatic number - [14, 21, 26].
10. Complexity index (CI) - [5, 8, 14, 26].
11. Restrictiveness estimator (RT) - [8, 14, 26].
12. Number of trees in graph - [14, 26].
13. Process Cohesion (TPC, LPC) - [6, 18, 24, 33].
14. Process Coupling (CBO, RFC, MPC, ICP) - [18, 23, 24, 33].
15. Process coupling/cohesion ratio - [18, 24].
16. Halstead-based Process Complexity (HPC) - [8, 10, 11, 25, 32, 33, 35].
17. Interface Complexity (IC) - [8, 10, 11, 32–35].
18. Density - [36].
19. Cross-Connectivity (CC) - [10, 29, 36].
20. CP - [12].
21. GQM - [20].
22. Q0, Q1, Q3 - [28].

The frequency of occurrence of metrics in publications is shown in Fig. 1. The most
widely accepted metrics are (1) the Control-Flow Complexity, (2) number of Activities
and (3) coefficient of network Complexity.

Fig. 1. Frequency of occurrence of metrics in publications.
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In terms of timewe found publications between 2001 and 2014. Only one publication
has earlier publication date as specified in Fig. 2. Figure 2 shows that the interest in
metrics increased in 2005. Most publications were appearing between 2006 and 2010.

Fig. 2. Number of publications per published year.

3.3 Demographic Data

From a demographic point of view we found out that publications come mostly from
WesternEuropean regions,which indicates an increased interest in this issue, particularly
in countries like the Netherlands and Portugal (Fig. 3).

Fig. 3. Number of publications per state.

3.4 Metrics Implementation

We developed “Metrics calculation software” [40] according to the presented results.
The first version of this software was presented on the EOMAS 2016. From the year
2016 till end of year 2018 we updated the software calculation methods according to
our research [41, 42]. This software is available for free. The software is running in
the application server [41]. The approach for that is via an internet browser. It is not
necessary to install any software into the computer.
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4 Discussion

From the research it is obvious that similar problems are solved by other scientific teams.
As we supposed, a lot of metrics are based on the BPM chart analysis. Typical examples
can be: Number of activities, Control-Flow Complexity etc. The metrics based on the
chart analysis have got deep background in the typical software metrics as: Cyclomatic
number, etc. [14, 21, 26].

It is not easy to use these metrics in the real business at all, because the BPM is
influenced by factors which cannot be found from the BPM chart only. These factors
influence the final business process indirectly.

For example, these factors can be identified according to the actor type used in the
BPM [38, 39]:

• Exactly defined actor (for example students).
• Fuzzy defined actor (for example study department – nobody knows who will serve
study requests – it is ambiguous).

• Black box actor type (for example another system which communicates by defined
interface with the final business process).

Other factors can be identified according to the BPM development team skills:

• Beginners (less than 50 models designed).
• Intermediate (less than 500 models designed).
• Excellent (more than 500 models designed).

And finally, other factors that can be identified according to the BPM requested
company organization type [38, 39]:

1. Organic (organization with excellent knowledge sharing).
2. Semi-detached (organization with mixed quality knowledge sharing).
3. Embedded (organization with problematic knowledge sharing).

In fact the current BPM metrics do not take example from COCOMO [38] and
other methodologies (Function points, Use Case points). These methodologies try to
describe the implementation process more comprehensively. In the Constructive cost
model COCOMO [38], the authors defined cost estimation for the software development.
Although the business process modeling is not software development, we can recognize
some parallels. The parallels are factors which we have defined above. These factors
can influence process modeling significantly. We can supposed to find more factors
influencing the BPM.

The COCOMO [38] defines function count by type, direct quotation:
“The unadjusted function counts should be counted by a lead technical person based

on information in the software requirements and documents design. The number of each
of the five user function types should be counted (Internal Logical File* (ILF), External
Interface File (EIF), External Input (EI), External Output (EO), and External Inquiry
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(EQ)).” (Fig. 4), [38]. The COCOMO determines the complexity level for function
counts, direct quotation:

“Classify each function count into Low, Average and High complexity levels depend-
ing upon the number of data element types contained and the number of file types
referenced. Use the following scheme” [38].

Fig. 4. Determined function counts by type COCOMO example [38].

Based on the COCOMO approaches we can try to understand the business process
as a chain of activities (parallel with COCOMO functions).

5 Conclusion

From this point of view, it’s very useful to design more business process metrics based
on the factors of realization. Not only based on the BPM chart analysis.

There are examples which we found during the research:

• Actor role is changed twice during the process of applicant study to student. It should
be solved by two actors – Applicant and Student. These roles may follow, but do not
change from one to the other.

• The fuzzy actor responsibility. The typical example is if some important artefact for
the process (for example the invoice) is consumed by the exact actor (director of
accounting department) or the fuzzy actor (accounting department).

• The business process is joined with more processes that can be wrong or ineffective.
In this case the business process can be designed perfectly and quality metrics can
report very positive values, nevertheless the complete system will not be working
effectively.

All these examples cannot be described by the metrics based on the BPM chart
analysis. Similarly as the COCOMO uses attributes of function complexity, we should
try to design new attributes for process complexity from the point of realization. Today
we can suppose the process model designer skills are fundamental. Do we have high or
low skills with modeling processes? These factors are described and used for software
complexity prediction by COCOMO. Maybe it will be useful to define them for the
BPM, too. This questions are still waiting for the answer. To start finding the answer for
them, we developed software tool. All metrics presented in this paper are now covered
viaMetrics calculation software [40]. We worked on that from 2016 till now.We try to
get interested person for some easy way to measure his/her BPMmodel. The volunteers
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are helping us to update implemented metrics. The problem is, the calculation algorithm
that must be robust. The BPM cases are not generating identical output during the model
saving. Thanks to that, we need to make a lot of updates at the software. And in need
time.
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Abstract. This paper looks at performance aspects of applying object-oriented
design patterns to databasesmainly on the level of computational complexity. Con-
sidering selected patterns that may be applied on both application and database
layer, algorithm complexity is evaluated. The authors focus on purely theoreti-
cal computational complexity of given algorithms and presents our preliminary
research in this area which tries to be independent on individual database ven-
dors and their particular implementations leading to a simple apple-to-apple com-
parison of the performance impact to the applying of the given patternization
technique.
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1 Introduction

Object orientation is considered one of the most important paradigms in software engi-
neering in the last several decades. It came with an important advancement in the
form of wide application of design patterns to support chosen solutions. With the
object-related support in the databases, it became possible to transfer object-oriented
models into databases including translation of corresponding design patterns and their
reimplementation on database layer.

Unfortunately, after the initial hopes of the 1990s (as written in [2, 11] and similar
books from that time), we still do not have a wide use of object-oriented databases and
the use of object-oriented design patterns has proven to be rather a complication than
a benefit. Great progress has been made in the field of the object-oriented theory (for
example [1]), but all the new advantages of the object-oriented approach are based on
behavioral and functional features,making themvery little usable in database technology.
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2 Motivation

Database technology was always led by the effort to meet the requirements imposed by
practical applications. Today, the most used programming paradigm on the client-side
of database systems is the object orientation for many positive reasons. However, at
the server-side still remain a relational database. Of course, there is some remarkable
tendency to extend the relational database with various functions, for example, the pos-
sibility of direct representation of complex data types or return to the network-like (e.g.
graph) databasemodelwith direct pointers among database records but the old prognoses
did not come true.

Current systems integrate the database technologywith the object-oriented paradigm
which was developed in the area of programming languages and graphical user inter-
faces. This trend is driven by industrial development even though there are not yet strong
and consolidated theoretical foundations for database design. Although, from a technical
point of view, an object-oriented database is a return back to network databases and/or
graph databases that have been known and used since the 1960s, the theoretical tools
for their design do not use the experience of that time, but only object-oriented appli-
cation programming which are, however, useful only for constructing software running
in memory and not automatically applicable with the same positive effect in large data
collections on disks and multiuser and transactional data processing modes.

However, also the pure object-oriented databases are not a suitable environment for
applying object-design patterns. This is due to the fact that object-oriented programming
design patterns assume that objects are stored in the random access memory (RAM)with
direct pointer access, just as it is in object-oriented application programming languages.
But object-oriented databases have a different memory model (derived from network
and graph databases) and cannot use the benefit from placing all their objects in the
standardRAM. In addition, databases have large datasetswhereweneed to search objects
using their different attribute values which are dynamically calculated just because of
design patterns and cannot be easily indexed. We believe that this is the reason for the
remaining small practical usage of pure object-oriented databases and, on the contrary,
the popularity of a hybrid model with object-oriented client having data in a relational
database server using some object-relational interface. But even this hybrid solution does
not help to solve design pattern problems.

3 Object-Relational Performance

Mapping between client-side objects and serve-side records in relational tables is a
well-known weak point of most practical database applications [12]. Although pure
object databases allow objects to be stored directly on the server without transformation,
but with the above reasons, this solution does not bring any significant increase in
performance. We only get good results here when the object database just emulates the
static graph of interconnected records as we used it in network databases from the past
[13].
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3.1 Language Call Complexity

Measuring algorithmic complexity in procedural languages is well defined. Also, there
are known theoretical complexities for common data structures. For description of such
complexities Bachman’s and Landau’s Big O notation is used. In the context of this
paper, it is important to understand that Big O is most relevant to working with large
collection of data and is used to classify algorithms according to how their running time
(and also memory space usage) grow with the size of input collection [3, 9].

Another thing is that the complexity of individual language calls (going through the
current language statement to the next one, i.e. cyclomatic complexity) is may be easily
identified when working with procedural languages. Databases focus on collection-
wide operations, so Big O provides a better overview of how demanding given changes
may be.

3.2 Execution Plan

Execution plan generated for a given query in a database depends largely on the specific
optimization technique implemented by the given vendor. Furthermore, execution plans
rely on cost-based optimization, which leads to an approximation of a real performance
impact into the database, that are also vendor-dependent [4]. For purposes of this paper,
a theoretical computational complexity has to be formulated so that there can be found
a simple apple-to-apple comparison of the performance impact.

4 Object Patterns in Databases

Reference to application of object-oriented patterns to non object-oriented databases
is somewhat remote. This is due to the fact that SQL-based databases do not pro-
vide direct support for class definition and instantiation. A certain level of abstraction
is required to make application of certain groups of patterns possible on a relational
database management system (RDBMS) directly.

In application context it may be assumed that application-level business objects
are mapped to tabular structures of SQL databases. Generally speaking, entities cor-
respond to classes. This also translates applied structural and behavioral patterns to
the database layer. We may further assume that selected object-oriented patterns are
generally applicable in database context.

4.1 Adapter/Bridge

What it is in Object World. Converts the interface of a class into another interface
clients expect [7]. Implementation of these patterns lets classes work together that
couldn’t otherwise because of incompatible interfaces. These patterns are demonstrated
in Figs. 1 and 2 respectively.

What it is in Database World. Adapter/Bridge patterns may be implemented as a
functional call over individual rows or returned values. For conformity, the result may
be wrapped in a view or a procedure output.
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Fig. 1. Adapter

Fig. 2. Bridge

Processing of functional calls over individual rows/values are rather slow. They may
not be cached or indexed or otherwise optimized.

Complexity. Assuming there are no queries going back into the same table within
the functional call, it is safe to say that the computational complexity remains same:
O(n) for sequential search and O(logb(n)) for indexed search, where b is the basis of
logarithm and n is the size of collection. For a typical b-tree index, this is about 5. It
also needs to be stated that in case a search is happening on the result value, usage of
index to retrieve the value is effectively prevented. Thus, even for indexed columns the
algorithmic complexity stays linear computational complexity O(n).

The different issue is that in the real world there are multiple other factors that come
into consideration. For example, memory requirements to run per-row calculations may
also become an issue, as in the cases considered here all processes happen within a single
transaction.
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4.2 Decorator

What it is in Object World. Decorator attaches additional responsibilities to an object
dynamically [8]. This provides a flexible alternative to sub-classing for extending
functionality. Decorator pattern is illustrated in Fig. 3.

Fig. 3. Decorator

What it is in Database World. The implementation of this design pattern is done by
simply JOINing individual data collections into larger blocks for behavioral extension.

If we consider a normalized relationship defined by a numeric key reference, we end
up with an index-based search or a nested loop.

Complexity. The join complexity depends on the algorithmused,which further depends
on statistics and index availability. It is generally considered to be between the best
possible value of O(1) for the ideal hash joins, O(logb(n)) for index loops and O(n) for
only sequence scans.

Technically, the concept of unifying different classes for extended functionality is
one of the things RDBMSwere specifically designed for. For simple cases of class use in
context of the Decorator pattern the efficiency is very high and requires no further fine-
tuning. Of course, in cases of awkward design, the composition may build on another
composition, degrading the performance near to O(n).

4.3 Observer

What it is in Object World. Observer defines a one-to-many dependency between
objects so that when one object changes state, all its dependents are notified and updated
automatically [7]. This pattern is depicted in Fig. 4.
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Fig. 4. Observer

What it is in Database World. Here we intentionally skip the notify-listen approach
provided by some RDBMS vendors [6]. This is because the notification system does
not handle collections as classes in OOP understanding, thus rendering the matching of
individual points between OOP and database implementations impossible.

Alternatively, given concept is achieved through assigning triggers to data collec-
tions. The minor difference in understanding is that SQL natively works with collections
(classes) and processing individual entities is donewith application of filtering conditions
on processing instructions.

Complexity. The semantic approach to implementation of the Observer pattern largely
resembles the concept used in case of Adapter/Bridge patterns. In both described situa-
tions individual rows require further functional calls per individual instance (row being
processed). In this case though, the algorithm may not be optimized to use better than
O(n) complexity due to the fact that every individual value is being forwarded to the
functional call.

5 Discussion

It has been shown that some object-oriented patterns may be translated to databases. We
recognized that performance impact differs from one pattern to another. Performance
may be measured using standard tools and notations, so application of a pattern, too.
We used a limited tool set (Big O notation), yet other complexity estimates may further
refine the results.

Based on our analysis, we can assemble a list of database-friendly design patterns.
The main criterion will be their influence on computational complexity, which cannot be
worse than logarithmic. A worse-than-logarithmic patterns should not be used because
they invoke too long computational time when used in large collection of data. The
important question remains if such patterns should be generally avoided or replaced with
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something else. The example of these patterns is Observer. It is our practice to limit the
use of triggers particularly due to performance reasons. Another example of database-
unfriendly pattern is Adapter/Bridge which can be updated to store lazy initialized data
(e.g. creation and writing in the first time when it is needed) in multiple forms, so that a
different projection replaces a functional call. It is possible to make the same functional
call, store the result as a new column, and then provide different “views” on the same
data set. The results are summarized in Table 1.

Table 1. The results

The worse comp. complexity Is database-friendly Proposed strategy

Adapter O(n) No Replace by multiple lazy
initialized data

Bridge O(n) No Replace by multiple lazy
initialized data

Observer O(n) No Avoid usage

Decorator O(logb(n)) Yes No need

6 Conclusion

In our text, we have described the cause of the remaining small extension of pure object-
oriented databases in practice and the difficulties that programmers have to deal with
in the case of a hybrid model consisting of an object-oriented database client and a
relational database server.

We believe that the solution must be found not only in the new technical possibilities
of object indexing in the object-oriented database systems, but also in the search for new
database-friendly object-oriented design patterns.

Our future work will focus on the empirical justification of our statements and the
search for new design patterns and validate them in the GemStone/S v6.7.1 database
server environment.
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Abstract. This paper deals with the comparison of BPMN and DEMO process
modelling tools in the form of Usability study. The authors present the methods
used to compare, define the appropriate equipment of the laboratory and propose
the CASE study model. The results from the two CASE studies performed are
critical and define the conclusion. The result is a recommendation when it is
advisable to use BPMN and when DEMO. Another result is the proposed method
of verification of process modelling tools.
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1 Introduction

Over the years, our teamhas addressed a number of issues regarding the quality of process
models that have been published at EOMAS [1, 2], but also in journals and scientific
articles [3–8]. We discussed the BPMN notation in great detail [9, 10]. Our team has
proposed a number of methods to measure and qualitatively verify the quality of process
models [3]. We have demonstrated the possibility of using well-known techniques to
follow the classical Usability Study method as reported by Jacob Nielsen with his team
[15, 16, 21]. In addition to this approach, we suggested using methods published by
Josef Pavlíček, Petra Pavlíčková, RadekHronza etc. [1–3]. Unlike conducting a usability
study by Jacob Nielsen, they work with a large number of participants in the study. This
principle is called collaborative. We have designed the collaborative title [17] based
on experience from a number of studies. These have demonstrated effective interaction
between participants during the study.

The classical approach is based on the assumption that the participant is enclosed in
the room itself. There is only amoderator in his presence and only if the participant needs
some help. Some variations of usability studies allow testing two separate participants at
one time. However, the basic assumption of the study lies in the so-called voice thinking.
Simply solved, the participant says what they are thinking. This will allow one or two
participants to test the task at one time.

The collaborative approach focuses on the interaction of participants with the prob-
lem addressed [17]. To achieve this, the environment in which the participants are placed
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must be appropriately oriented. A HUBRU usability laboratory [17] located on CULS
is provided for this purpose. These workstations orientation allows us to test a task with
up to 10 participants at a time. Two workstations are also equipped with eye tracking
tools. This also strengthens the qualitative outcome of the study, where the participants’
statements obtained by the final interview are supported by a record of eye movement.
In addition, we have also presented this practice last year at the EOMAS 2018 [23].
conference in addition to scientific articles and scientific papers [1–8].

Several interesting effects occur during the study. These can be classified by the
following scale:

• Uncertainty - originates either in a wrong assignment, or in a lack of participant’s
mental capacity during a task, or an error in Usability. Uncertainty manifests itself in
the effort to cooperate with “copying” from colleagues sitting side by side.

• Rapture - The participant is surprised by the GUI response and falls out of con-
centration. It manifests itself either by voice expression or very often by facial
expression.

• Blocking - the participant is unable to continue. This is either due to a gross mistake
in entering the test scenario, or a manifest violation of the participant’s mental model
by responding to the graphical interface.

• Frustration - its manifestation is loud commenting on the currently solved task.

The participant intuitively awaits cooperation with the environment that “has to have
the same problem” (and very often does). There is a heated debate. This is obviously a
GUI error (or a totally inappropriate test scenario).

In the case of collaborative testing, we do not evaluate or gradualize these grades.
We are wondering whether or not it has occurred. These are in fact absolute scales. If
so, it becomes a hypothesis for the researcher. This hypothesis must be confirmed or
excluded in interviews with participants.

Furthermore, the collaborative approach allows the study to be conducted using the:

• Heuristic - here we monitor whether the participant goes through all steps of the test
scenario in the required order and is not disturbed by improper GUI behaviour.

• Cognitive - here we see if the user interface is sufficient to perform the test task. We
are more interested in whether it will intuitively reveal (or whether its GUI itself will
guide) the correct path and solve the task.

In the collaborative approach we also find the possibility of so-called pair testing
[5, 6], where one task is solved by a pair of participants. Their interaction is required.

Collaborative procedures, or a mix of collaborative and classical Jacobs’ Nielsen
testing will allow us to answer our questions:

What is the general user friendliness of business process modelling tools BPMN
[9, 10] and for example BORM [11, 22].

These questions are probably important and arewaiting to be answered.One example
is scientificwork, which deals with the quality of processmodels and the implementation
of DEMOmethodology. Its title is: “An empirical study of the application of the DEMO
method for improving BPMN process models in academia” [14]. It is clear from the
authors’ work that simplification of process models is desirable for many reasons. After
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all, we studied and presented this problem with our team last year [23]. A similar prob-
lem is currently going through conceptual modelling tools such as OntoUML [12] and
UML [13].

2 Materials and Methods

In order to determine the scale which, we can determine the quality of the tool, we must
define the basic attributes of the measurement. Here we suggest to inspire of the Nielsen
Norman Group [15] and consider it as a crucial standard of quality of the Usability
process modelling tool.

Definition of Usability [15] “Usability is a quality attribute that assesses how easy
user interfaces are to use. The word “usability” also refers to methods for improving
ease-of-use during the design process”.

Usability has 5 attributes [15]:

• Learnability: How easy is it for users to accomplish basic tasks the first time they
encounter the design?

• Efficiency: Once users have learned the design, how quickly can they perform tasks?
• Memorability: When users return to the design after a period of not using it, how
easily can they re-establish proficiency?

• Errors: How many errors do users make, how severe are these errors, and how easily
can they recover from the errors?

• Satisfaction: How pleasant is it to use the design?

The Usability test [15–17] was performed according to the Collaborative Testing
Guidelines [1, 17] in the Usability Lab [17] by the method of collecting defined mea-
surement attributes. This was successfully used for the purpose of designing the quality
of process models [1–7]. The usability test has also been enhanced with Eye tracking,
which is currently supported by Tobii Tech [18]. The tool is part of HUBRU [17] and
the results from its activities were published by J. Pavlíček, Švec et al. scientific papers
[19, 20] or by the team J. Pavlíček, P. Pavlíčková at the EOMAS 2018 [23].

2.1 Laboratory Measurement Architecture

The HUBRU lab in which the measurements are made was follow the following
architecture:

• Observing room

– 4 environmental camcorders
– 10 Pc with face camcorder, screen recording, voice recording,
– 2 pc with eye tracking

• Control room
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Fig. 1. Collaborative usability lab [17]

• Recorders for all pc, control monitors etc.

As can be seen from the Fig. 1, two workstations were equipped with an eye tracking
system. Here it is possible to record the course of the study at the speed of tens of frames
per second. Of course, the accuracy of the system depends on the original setting, but
also on the actual need of the researcher or research group.

2.2 Eye Tracking System

During the workshop our team presented an eye-tracking camera system used in the
study problems [1–7]. That help us to monitor the orientation of the participant’s view.
These results are graphically presented – Fig. 2.

Fig. 2. Process model tracked by Eye tracking system (Color figure online)
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As the sample picture shows Figs. 2 and 3, participant focuses from delivery activity
to process finish and returned back into Receive payment for pizza. On this activity he
spends long time (the red circle is increasing).

Fig. 3. Process model understanding test (Color figure online)

Of course, this model is simple, but it shows which values we can read from the
concrete test. However, in previous papers [1–7] we used this tool to design process
steps and the results were satisfactory [23].

Figure 3 shows the participant’s concentration on the test case and its solution by
reading and understanding the process model on the right side of the screen.

2.3 Usability Test

The Usability test is compound from:

1. UI test definition – defines study goals (to improve graphical user interface, find
usability issues etc.).

2. User groups or personas definition – defines consumers goal of the product (User
Groups – ideal for common application as internet web pages used for huge mas of
the users, Personas – for deeply user focused applications as apps formobile devices)

3. UI test - defines type of the usability study (heuristic or cognitive)
4. The post–test interview – tries to highlight findings gained during the UI Test.
5. The usability issues definition – defines gaps in the UI, improve recommendation

etc. (Fig. 4)

3 Results

During our workshop presentation we performed Usability study for two notations
(BPMN, Demo). The Usability study shows, the UX approaches are valid for evalu-
ation the process model quality (mainly usability). The presented models Fig. 5 were
tested via the Usability test methodology presented above.
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Fig. 4. Usability test steps

The important step of Usability study is to fill the questionnaire. This method helps
us to recognize, if the participant’s understand the process (Fig. 6).

At the end of the Usability study we performed the final interviews. During that
we highlighted the observed usability issues. We gained important suggestions from the
process model areas and suggestions how to improve the used methodology.

Fig. 5. BPMN and DEMO notation examples
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Fig. 6. The model quality verification

4 Conclusion

There have been several studies of different business models in the past, some focused-
on DEMO, BORM and others on BPMN. It can be concluded from this research that
there are merits and demerits to both Business Models focused on in this work. There
are also some similarities between them. These demerits, merits and similarities have
been expatiated above.

Overall, even based on interviews, we can state that the Usability testing method can
be used to measure, evaluate and design metrics for the process model quality.
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