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1  Introduction

The confluence of innovative technologies in wireless communications led to the 
evolution of the Internet of Things (IoT). According to recent studies, this cartel of 
things entrenched with electronic components, software, sensors, actuators coupled 
with the Internet, will increase to 50 billion by 2020. The giant stride in the number 
of IoT devices makes them the major genesis of data. IoT is triggering a massive 
influx of big data. To reap out the maximum efficacy of IoT, the massive amount of 
data is harnessed and converted to actionable insights utilizing the big data analyt-
ics. This makes the Internet of Things more intelligent than mere monitoring 
devices. Big data and IoT works well conjointly to offer analysis and insights. With 
the conjunction of the Internet of things, big data analytics shift the computing para-
digm to the edges for real-time decision making.

A vast amount of data can be seen in various arenas like oil exploration, health 
care, social media information, power management etc. The organization and inter-
pretation of these data are very useful in business at all levels. This data is unlayered 
and unstructured which cannot be used in machine learning algorithms which use 
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supervised instructions. Deep learning can avoid this drawback since they excel in 
label-less unsupervised learning especially when it comes to prediction and pattern 
recognition. Deep Learning algorithms create a layered, and hierarchical architec-
ture of learning and representation of data. They have the ability to recognize the 
latent features and translate them into useful insights in no time. In this chapter, we 
are trying to identify, review and analyze the state of art deep learning approaches 
which contribute to the perpetuation of security in the Internet of Things (IoT). We 
mainly concentrate on the deep learning techniques aiding in the process of authen-
tication feature extraction and detection of threatening invasions and malware. The 
chapter concludes with the discussion on the challenges faced while developing the 
algorithms for IoT networks which are suitable for diverse application scenarios and 
also provides a glimpse to the future perspectives.

1.1  Big Data and Internet of Things

The concept of big data which is characterized by the three Vs, volume, velocity, 
and variety is a paradigm which has received wide acceptance in the digital world 
in the last decade. Having more information, big data gave the opportunity to tackle 
the problems using completely different approach the use of social networks, online 
services and the development of open source frameworks expanded the possibility 
of big data. The advent of Cloud computing which offered scalability even broad-
ened the opportunities of big data. IoT was another promising partner to take the big 
data to a higher level. The amount of data created and stored took a giant leap in this 
period with the emergence of the Internet of Things (IoT). The Fig. 1 shows the 
giant stride in the number of IoT devices used, according to the survey done by the 
connectivist.com. Techniques in big data analytics have the ability to handle the 
massive amount of continuous stream of data generated by these devices. Figure 2 
picturizes the data flow in the process of insight creation from the data collected by 
the IoT devices.

1.2  Security in Internet of Things

In spite of the considerable benefits of IoT, it comes along with major security prob-
lems which need to be addressed. The global connectivity brings along the innate 
vulnerabilities and security risks. The vulnerabilities present in the IoT devices acts 
as the entrance for the adversaries to flare up various attacks in the IoT network [1]. 
The relationship between the vulnerabilities is exploited by the adversaries to invade 
into these networks. Therefore the advantages of IoT cannot be reaped out to its 
maximum without the multiple layers of security which safeguards the intercon-
nected systems and devices. The increased rate of diversities, integrated with the 
wide scale of IoT systems, amplified the security threats of the current  communication 
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scenario, which is being increasingly used to let interact humans, machines, and 
robots, in any combination.

IoT infrastructure is engrossed in the continuous transmission of data across the 
network of things for the achievement of specific goals. In such a symbiotic envi-
ronment the security requirements authentication, authorization, access control, 
trust, integrity, confidentiality, privacy, secure middleware and trust etc. needs much 
importance [2] as shown in Fig. 3. Traditional security measures have to be tailored 
to the limited resource structure and the ad-hoc nature of the IoT network or new 
security solutions should be introduced to satisfy these requirements. Additionally, 
the scalability issue of the structure has to be addressed since the infrastructure is 
more dynamic in nature. These security issues have to be handled with a high degree 
of adaptability. Effective security mechanisms are to be deployed befitting to the 
limited functionality and constraint environment of the IoT systems. This necessi-
tates the techniques for device-level security in communication and network moni-
toring. Traditional security solutions in conjunction with built-in security in the 
devices are needed to achieve dynamic detection, prevention, isolation and counter-
measures against successful breaches.

Security of Internet of Things spans over all layers of the IoT Infrastructure i.e. 
Perception layer, network layer, transport layer and application layer [3]. The per-
ception layer consists of various hardware nodes or sensors entrusted with the job 
of acquisition of various parameters from the residing environment and the network 
which is responsible for the transmission of the collected data to other nodes. 
Transportation layer which is an association of heterogeneous networks provides 
pervasive access atmosphere for the for perception layer, understands the informa-
tion gathered, handles the transmission of data. The application layer consists of the 
application support layer as well as the IoT application layer. The support layer is 

Fig. 1 IoT growth over years
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entrusted with the job of supporting all kind of business services, realizing intelli-
gent computation and the allocation of resources in screening, selecting, producing 
and processing data. They should recognize malicious and benign data. The IoT 
application layer includes integrated or specific business applications. The issues in 
the technologies used in each layer contribute to the security threats of the layer. 
The summary of the issues in each layer is shown in the Table 1.

The security solutions for these problems cannot be realized by a specific quick 
fix in a single layer. Therefore, solutions that support cross layer usage are needed 

Fig. 2 The flow of Big data in Internet of Things
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to be designed for addressing the issues in IoT infrastructure. The resource con-
straints in the nodes of a sensor network and multihop communications in open 
wireless channel make the security of sensor networks even more heavy challenge. 
Due to the explosive demand of IoT devices and their applications nowadays, the 
aspect of security demands high priority.

Fig. 3 IoT Security 
Requirements

Table 1 Summary of security issues in the IoT layers

Sl no IoT Layer Security Issues

1 Perception layer No uniform encoding standard for RFID
Multiple RFID tags send data simultaneously
Lack of privacy protection
Lack of trust management systems
Data confidentiality
Data authenticity
Data integrity
Issues due to heterogeneous integration

2 Transportation layer Access network related issues
Data security
Phishing attacks
Eavesdropping and interference
Illegal node access
DDos/dos attacks
User information leakage

3 Application layer Service interruption and attack issue
Insecure data
Issues related to access control
DDoS attack
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1.3  Overview of Deep Learning Techniques

Deep Learning has been a major focus in data science due to its capability to handle 
the enormous amount of data tactfully. The key benefit of deep learning in big data 
is that they can learn from a massive amount of unsupervised data or raw data which 
is uncategorized. Deep learning in its initial phase was proved to be successful in 
feature learning tasks. Deep Learning acquires the features itself, which enables the 
learning process to be more accurate and helps in the creation of better models. 
Feature extraction using deep learning techniques annex nonlinearity to the data 
analysis and make the discriminative tasks closely to heuristics. They fit perfect in 
the IoT paradigm which involves a large amount of data and complex relationships 
between different parameters, for solving intuitive problems. Nowadays, the poten-
tial for deep learning is utilized for classification tasks like intrusion detection, mal-
ware analysis, authentication etc.

Deep learning has earned success since it needs very little engineering by hand 
utilizing large amount of data. According to the authors of [4] a deep-learning archi-
tecture is a “multilayer stack of simple modules, all (or most) of which are subject 
to learning, and many of which compute non-linear input–output mappings”. Each 
node in the stack converts the input to increase both the selectivity and the invari-
ance of the representation. With multiple non-linear layers a system can implement 
extremely intricate functions of its inputs that are simultaneously sensitive to min-
ute and insensitive to large irrelevant variations.

1.3.1  Evolution of Deep Learning

Deep learning finds its roots in neural networks which were formulated by Walter 
Pitts and Warren McCulloch in 1943. This mathematical model mimicked the work-
ing of neurons, the cells in the human brain which helps them in the thought process 
and decision making. The 50s and 60s saw the development of machine learning 
programs and the groundwork of deep learning was put in by Frank Rosenblatt in 
1957 with the idea of perceptrons. In 1960 the control theory was introduced by 
Henry J Kelly, which laid the basics for the development of backpropagation model. 
The creation of Neocognitron, an ANN mainly used for pattern recognition tasks 
was created by Kunihiko Fukushima. This model which was used for handwritten 
character and pattern recognition tasks, recommender systems etc. influenced Hubel 
and Wiesel which resulted in the formulation of a variant of multilayer perceptrons 
which needs a minimal amount of preprocessing, Convolutional Neural Networks 
in 1979. Subsequently, Recurrent Neural Networks which work well for sequential 
data was introduced in 1980 but gained popularity after the advent of GPUs because 
of its computational complexities. Later, with the significant progress of backpropa-
gation in the 70s, Yann LeCun combined Convolutional Neural Networks with back 
propagation in 1989. Long short-term memory a framework of recurrent neural 
 networks was developed in 1997, by Sepp Hochreiter and Juergen Schmidhuber, 
which works well for sequential data.
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With the rise of fast computing GPUs in the late nineties, deep learning took a 
new dimension. With GPUs faster processing with the images, the computational 
speed increased by a thousand times. Deep Belief Networks, which is widely used 
for dimensionality reduction for unsupervised training and as a classifier for super-
vised training, were introduced by Hinton in 2006. 2008 saw the emergence of 
Denoising Auto encoders which is trained to build up the data from the input con-
taining noise. Deep Boltzmann Machine, in which the output of one BM is cascaded 
to multiple BMs, was introduced in 2009 by the Hinton. Recent advancement in 
deep learning is the introduction of Generative Adversarial Networks (GAN) which 
comprises two networks competing for each other to learn the data and get smarter. 
It is considered the most interesting idea in the last ten years of machine learning. 
Figure 4 shows the time line of the various mile stones in the development of deep 
learning techniques. Deep learning acts as a central axis where the processing of 
Big Data and the evolution of Artificial Intelligence, revolve around. Deep Learning 
is still in its adolescence and needs many innovative ideas to be incorporated.

1.3.2  Deep Learning Architectures

Deep learning has become one of the hot topics of research in the area of artificial 
intelligence. We present various deep learning architectures and their brief descrip-
tions. Figure 5 shows the broad classification of deep learning algorithms.

Unsupervised(Generative) Algorithms

Unsupervised (generative) algorithms make the most of unlabelled data for training. 
They learn the likelihood of a given input to be in a class label and are assigned to 
the label to which it has the highest probability. Following sections explain various 
types of unsupervised mechanisms.

Fig. 4 Evolution of deep learning
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Sparse Auto Encoders

Auto encoders are neural networks which apply back propagation and try an approx-
imation to the identity function such that the output x^ ≈ x, where x is the input. The 
identity function is a trivial function applying several constraints like limiting the 
number of hidden units on the network, discovering inherent structure about the 
data. Auto encoders have an encoding stage and a decoding stage [5]. In the encod-
ing stage, the input x is converted to the hidden layer h using the encoding function h.

 h f W x b= ( ) + ( )( )1 1 . 

Then the hidden representation h is recreated to the original input in the decod-
ing stage.

 y g W h b= ( ) + ( )( )2 2 . 

Stacked (Sparse) auto encoders can be considered as a deep learning model 
which is constructed by stacking multiple auto encoders (as shown in Fig. 6) which 
uses layer-wise unsupervised pre-training. Pre-training in Auto Encoders is to train 
a single auto encoder using a single hidden layer. Each Auto encoder is trained sepa-
rately before cascading it [6]. The number of nodes in hidden layers of the auto 
encoders will be lesser than that in the input layer which represents a new reduced 
feature set. The data is then reconstructed after complicated computations and these 
new transformed features are formed at different depths in the network. Denoising 
Auto encoders are a variant of auto encoders that is trained to build up the data from 
the input containing noise.

Fig. 5 Classification of Deep Learning algorithms
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Sum of Products Network

Sum of Product network(SPN) is a deep probabilistic model representing a tractable 
probability distribution [7]. They can incorporate features into an expressive model 
without requiring approximate inference. It is a rooted directed acyclic graph whose 
leaves are the variables and whose internal nodes are sums and products [8]. The 
sum nodes provide mixture models, while the product nodes express the feature 
hierarchy. Figure 7 shows an example of an SPN implementing a naive Bayes mix-
ture model with three components and two variables. SPNs have achieved remark-
able results on numerous datasets.

Fig. 6 Sparse Auto Encoder with two hidden layers and two class labels
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Fig. 7 SPN implementing 
a naïve Bayes mixture 
model

Deep Learning Approaches for IoT Security in the Big Data Era



114

Restricted Boltzmann Machine

Restricted Boltzmann Machine (RBM), a network of stochastic neurons is a part of 
the family of energy-based models. At the same time, it is a probabilistic model too. 
They have the easiest architecture with two layers, visible layer and the hidden 
layer, and bias for each layer. Figure  8 shows the schematic representation of 
RBM. The hidden layer takes part in the process of transformation in the system 
maintaining the impervious to the observations. The neurons in the machine are in 
binary state 0 or 1 in a particular point of time. The state refers to the values of neu-
rons in the visible and hidden layers. Conditional Probability is calculated for each 
node at each state P(h|v) to calculate the value of each unit in the hidden layer and 
then uses the conditional probability P(v|h) to calculate the value of each unit in the 
visible layer. This is repeated until convergence.

Deep Belief Networks

Deep Belief networks were constructed by Hinton by stacking various Restricted 
Boltzmann Machines creating a generative model consisting of many layers by 
greedily training each layer (from lowest to highest) as an RBM using the previous 
layer’s activations as inputs (Fig. 9). The RBM in each layer exchanges the informa-
tion with both the former and subsequent layers. Each layer is made up of a set of 
binary or real valued units. The heap of RBMs has a final Softmax layer which 
makes it a classifier that groups the unlabeled data in an unsupervised manner. Other 
than the initial and the final layer in Deep belief networks every layer serves as hid-
den layers to the nodes comes prior to them and as input (visible) to the nodes that 
come later [9].

Recurrent Neural Network

Recurrent Neural Networks are conventional sequential learning models that are 
effective in the processing of sequential information. They are called recurrent net-
works since they carry out the same job for every input independent of the prior 

Fig. 8 RBM architecture
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computations. They learn the features for the data by keeping the former inputs in 
the memory. A directed cycle is brought in to create the connections between neu-
rons, as shown in Fig. 10 [10]. The deepness of the network will be as large as the 
length of the input data sequence. RNN has been found more beneficial in modeling 
the sequential data.

The input units: {x0, x1,….. ,xt , xt+1,……… }
The output units: {y0 , y1,.….,yt , yt+1,….}
The hidden units: {H0, H1,……,Ht, Ht+1,….. }.

At the time step t, the recurrent neural network takes the current sample xt and 
the previous hidden representation Ht-1 as input to obtain the current hidden 
representation

Ht = f (xt , Ht-1), f is the encoder function

Several RNNs can be piled together to get a deep learning model. RNNs and its 
variants have displayed impressive performance in the domains like speech recogni-
tion, natural language processing etc. where there exists dependency among the 
input data.

Long Short term Memory

Recurrent neural networks capture random length dependencies of the input data 
but fail to acquire long-term dependencies because of the vanishing gradient. This 
drawback is surpassed by the model long short term memory model introduced by 
Hochreiter and Schmidhuber by preserving the error forbidding the gradient explo-
sion. LSTM is a variant of RNN with four neural networks in a single layer. The 
main feature of LSTM is the presence of the state cell on the top of every layer, 

Fig. 9 DBN architecture
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which is responsible for the transmission of information from the former layer to the 
next layer. The gates in the LSTM accounts for the management of the information 
to be passed or dropped. To control the flow the information input gate, forget gate 
and output gates are used as shown in Fig. 11.

Gated Recurrent Units

Gated recurrent Unit is a less complex model of LSTM model decreasing the 
number of gates in the architecture. The GRU combines the “forget gate” and “input 
gate” in an LSTM to form an “update gate” and merges the hidden state and cell 
state, which led to the formation of a much simpler architecture of the model as 
shown in Fig. 12.
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Fig. 11 Architecture of LSTM

Fig. 10 RNN Architecture: Unfolded (right)
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Supervised Learning

The main aim of supervised learning or discriminative model is to distinguish some 
parts of data for pattern classification with labeled data. Convolutional Neural 
Networks is the discriminative model among the deep learning models.

Convolutional Neural Networks

Convolutional neural networks are the deep learning model used extensively for 
feature learning and image classification. The main reason for the drastic boom in 
deep learning was the use of Convolutional networks in image recognition. They are 
used to categorize the images, group them by the similarity and do object recogni-
tion within the images. These algorithms had the ability to identify faces, persons, 
street signs and many other variations of perceptible data. Analogous to the other 
traditional neural networks, its structure is influenced by the neurons in animal and 
human brains. It mimics the visual cortex in a cat’s brain containing a complex 
sequence of cells.

The time delay networks were the key influence on the origin of CNN.  The 
reduction in the computation in TDNNS is due to the fact that the weights are been 
shared in a temporal dimension. The matrix multiplication in the conventional neu-
ral networks was replaced by convolutions in Convolutional neural networks. Thus 
the complexity of the network was reduced with the reduction of a number of 
weights. The feature extraction process in the traditional learning algorithms refrains 
in these networks thereby the images can be directly fed into the networks as raw 
input. So minimal preprocessing is done in the case of CNN model. Spatial relation-
ships are utilized to reduce the number of parameters in the network, and leveraging 
the standard back propagation algorithms the performance is improved. Multilayer 
networks can be trained by CNN utilizing gradient descent to learn complex, high 
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Fig. 12 Architecture of Gated Recurrent Unit
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dimensional non linear mappings from large collections of data. Three basic con-
cepts, local receptive fields, shared weights, and pooling is used by these networks. 
AlphaGo by Google is one example of the successfully implemented using CNN.

CNN is composed of a number of Convolutional layers succeeded by pooling 
layers and fully connected layers(similar to Perceptrons) as final layers as shown in 
Fig. 13. The input is three dimensional, p x p x q where p denotes the height and 
width of the input, q refers to the depth of the channel. There exist several filters in 
each layer of size m x m x n where m is smaller than the input image but n can be 
lesser or equal to q. Filters convolve with input and share the parameters, weight, 
and bias to create the feature maps of size p x m x 1. CNN calculates the dot product 
with the weights and its inputs as shown below

 h f W X x bk k k= +( ) 
But the created inputs are small regions of the real input volume. Overfitting is 

controlled by decreasing the parameters in the network by down sampling the fea-
ture map. A small contiguous region of the filter size is selected and the pooling 
operation is done on the region. Pooling might be max pooling or average pooling. 
Similar to the traditional neural networks the final stage layers are fully connected 
layers. They produce a high level abstraction of the data utilizing the prior low level 
and mid-level features. The final layer produces the probability of an instance to in 
a specific class or the classification scores.

For the classification of images as in the case of Fig. 13, the raw pixels will be 
the input to the Convolutional neural network. CNN learns to discover the edges 
from these raw pixels in the first layer. It utilizes these edges to identify simple 
shapes in the next layer. The successive layers will be capable of learning higher 
level features like facial shapes, buildings etc. utilizing the simple shapes from the 
previous layer.

Fig. 13 Architecture of CNN
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Hybrid Learning

Hybrid architecture integrates the advantages of supervised and unsupervised learn-
ing. They try to cluster data as well as identify the data. Generative adversarial 
network is an example of hybrid learning technique.

Generative Adversarial Networks

An innovative framework which trains both supervised and unsupervised simulta-
neously was put forward by Goodfellow in 2014 [11]. It consists of a two models 
generative G and discriminative D as shown in Fig. 14 where G captures the distri-
bution of the data pg in the real data t and D model differentiate the original input 
data and the data from the model G i.e. pm. In every iteration, the generative model 
is opposed against its adversary, a discriminative model which tries to identify 
whether the given sample is generated by the model or the original data. Generative 
Model G generates more realistic data to fool and complicate discriminator model 
D tries to identify the genuine ones. Tug of war among these models helps them 
improve their techniques to identify the genuine one from the fake one. This two- 
player game is conclusively proved with Value function V(G,D).

 
minmax [ log
G D

t pdata m pm mV G D E logd t E D G m,( ) = ( ) + - ( )( )( )é
ë

ù
û( )- - 1

 

Where

D(t): the probability that t came from the data
pdata: distribution of the real-world data.

Fig. 14 Architecture of GAN
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The model reaches the equilibrium when both reach the point where none of them 
can be improved i.e.

pg = pdata. This means that the discriminator can no longer identify between the two 
distributions.

2  Pertinence of deep learning in IoT security

Deep learning techniques which gained remarkable achievements in the area of 
computer vision, automatic speech recognition, pattern recognition etc., have now 
been used extensively for the sustainment of security in IoT [12]. Figure 15 shows 
the taxonomy of the application of deep learning techniques for IoT security. They 
are classified as the approaches used for authentication, intrusion detection, feature 
selection and malware detection.

2.1  Deep Learning for Authentication

The focus of the deep learning techniques while applied in authentication is on 
identity assurance rather than fraud detection. These techniques have been used for 
the authentication of the users as well as the IoT devices. Various deep learning 
approaches used for the authentication process of users and IoT devices are sum-
marized in Table 2.

2.1.1  User Authentication

A user authentication framework was proposed by Lee et al., extracting features 
based on users’ interaction with the touchscreen, which used deep belief networks 
to classify the users [13]. They extracted stroke based features and session-based 
features for authentication. A modified DBN with two hidden layers was used for 

Fig. 15 Applications of deep learning in IoT security

K. S. Sunitha Krishnan and S. M. Thampi



121

the classification. DBN produced impressive results compared to other examined 
methods with an identification rate of 81.5% and a median EER of 9.93%. Deep 
Belief Network was used for authentication using another modality, keystroke 
dynamics (a behavior-based unique timing patterns in an individual’s typing rhythm) 
by Saket et al. [14]. They considered the identification of a user as a binary classifi-
cation problem and used the keystroke features like the hold time, key down- key 
downtime and key up-key downtime to authenticate a person. This network model, 
DeepSecure had three hidden layers of 100, 400 and 100 dimensions layers. The 
considerable number of hidden layers introduces sparsity which can secure the 
inter-feature relations. This eliminates the need for manual feature engineering and 
eventually bringing forth a model which is more robust and less prone to over fitting 
on this key-stroke recognition problem when compared to a simpler 1 hidden layer 
model. Another deep learning based user authentication Scheme (as shown in 
Fig. 16) was proposed by the authors of [15], in which representative features were 
extracted from channel state information (CSI) measurements of Wi-Fi signals, to 
accurately identify an individual user. The system performs activity recognition and 
human authentication by building a three-layer deep neural network (DNN) model 
based on AutoEncoder. Unlike other authentication schemes based on high dimen-
sion feature sets and linear classification models (e.g., SVM), non-linear physical 
and biometric abstractions learned by DNN model are computation efficient and are 
robust to small-scale input variations. The stated network roughly identifies the 

Table 2 Deep Learning Techniques for Authentication

Sl 
No

Deep Learning Techniques for 
Authentication Inferences

1 User authentication using 
stacked auto encoders [15]

Authentication of users from the physiological and 
behavioral features from channel state information 
(CSI) measurements of WiFi signals.
Resilient to user spoofing attacks.

2 User authentication using Deep 
Belief Networks [13]

Collects user interaction features, stroke based features 
and session based features to authenticate the user.
DBNs including the dropouts are used thereby avoiding 
overfitting on small training sets.

3 User authentication and 
identification using Deep Belief 
Networks [14]

Provide very less EER in identifying and authenticating 
a user using keystroke timing features.

4 Authentication of IoT devices 
using LSTM [17, 18]

Preserve long term dependencies in sequential data 
which are suited for wireless signals.

5. Signal Authentication using 
LSTM [17]

LSTM reduces complexity and latency of the attack 
detection compared to other security methods
Authenticates the signal, extracting the stochastic 
features from IoT signal and watermarking these 
features inside the original signal.
Allows the cloud to detect sophisticated eavesdropping
Attacks, since the attacker will not be able to extract the 
watermarked information
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activity type in the first layer and subsequently the activity details in the second 
layer. The third layer recognizes each individual user with a softmax function. The 
integration of the SVM model with the DNN, immune the system against spoof-
ing attack.

2.1.2  Device Authentication

The efficacy of the model LSTM was exploited by Rajshekar et al. to learn the hard-
ware imperfections of the low powered radio device and identify the features which 
makes them unique [16]. LSTM capitalize on the temporal correlation between the 
I/Q streams of wireless signals to identify legitimate nodes from high power adver-
saries that transmit identical modulation, coding, and even data, given that these 
adversaries inadvertently introduce their own distinct imperfections. The technique 
was examined with LoRa transmitters and much higher software radio Adversaries 
and found buoyant to noise, multi-path, and signal attenuation. This approach was 
strengthened by Ferdowsi et al. by integrating game theory to the framework [17].

W1 Wx

bxb1

W1

b1

CSI Collection

CSI Amplitude Extraction

Data Cleansing and Segmentation

Data Calibration and Subcarrier Selection

CSI Relative Phase Extraction

Activity Detection and Segmentation

Physiological and Behavioral Feature ExtractionProfiling
Time Domain

Feature Extraction

Deep Learning Based User Authentication
Layer 1 Layer 2 Layer 3

SVM-based
Spoofer

Detection
Activity

Separation
Activity

Recognition
User

Authentication

Recognizing Activities and Authenticating users

User profile
Construction

DNN Model
Construction

Frequency Domain
Feature Extraction

Fig. 16 Overview of deep learning based user authentication formulated by Shi et al., 2017
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The framework was designed to allow the cloud to authenticate the signals and 
disclose the presence of any adversary who may change the devices’ output signal. 
LSTM extracts the stochastic features like spectral flatness, skewness, kurtosis, and 
central moments from IoT signal and watermark these features inside the original 
signal. Since enormous amount of computational resources is required for the 
authentication, the cloud cannot authenticate all transmitted signals from the IoT 
devices simultaneously. Predicting the vulnerability of IoT devices is considered as 
a non-cooperative game between the cloud and the attacker, considering the con-
straint of the resources in these devices. The cloud optimally chooses the device to 
be authenticated with the help of Nash equilibrium. 30% reduction in the number of 
compromised devices was observed using this approach and improved the protec-
tion of the system in massive IoT scenario.

2.2  Deep Learning for Intrusion Detection

On top of the secure foundation built by the cryptographic techniques and the secure 
protocols Intrusion Detection Systems (IDS) act as the first layer of defense in the 
arena of IoT Security. The ability to recognize, the patterns of typical attacks and 
abnormal activity patterns, makes IDS primary choice which can be deployed over 
all levels. IDS monitors, recognize the patterns of typical attacks and abnormal 
activity patterns and reports to the security management system. Deep learning 
which has been considered as a breakthrough in the arena of Artificial Intelligence 
has raised the potential of intrusion detection to achieve high detection rate and low 
false alarm rate. They utilize the network traffic data to identify the intrusions. 
Tables 3 and 4 summarizes the deep learning approaches used for the classification 
tasks in intrusion detection systems.

Most of the literature has utilized the KDDCUP99, NSL–KDD and UNSW-NB15 
datasets to substantiate their proposed techniques. KDDCUP99 is a collection of 
raw TCP dump data which contains 41 attributes and a label assigned to each 
instance as either attack type or as normal. There are 22 attacks in the training data 
out of the 39 attacks in the test data. The attack types are categorized into 4 groups: 
DOS: Denial of service – e.g. syn flooding, Probing- Surveillance and other prob-
ing, e.g. port scanning, U2R: unauthorized access to local superuser (root) privi-
leges, e.g. buffer overflow attacks, R2L: unauthorized access from a remote machine, 
e.g. password guessing. NSL-KDD is a sophisticated version of KDDCUP99 hav-
ing similar attack types. UNSW-NB15 data set is also raw traffic dataset which 
contains 9 attack groups- Backdoor, Analysis, DoS, Exploits, Fuzzers, Generic, 
Reconnaissance, Shellcode and Worms. There are 49 features in the dataset along 
with the class label. The deep learning architectures act on these raw traffic data to 
categorize benign traffic and attacks.
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2.2.1  Deep Neural Networks

Far-reaching researches have been done in the area of detection of intrusions in the 
cyberspace. A deep learning method was used by Yavuz et al. to identify the routing 
attacks in the Internet of Things [19]. They used highly scalable, deep-learning 
based attack detection methodology for detection of IoT routing attacks with high 
accuracy and precision for continuous monitoring. Another attempt using the same 

Table 3 Deep Learning approaches for Intrusion detection

Sl 
No

Approaches for Intrusion 
detection Inferences

1 Deep neural networks for 
Intrusion detection [21] [19]

Effective attack detection

2 Distributed attack detection 
scheme using DNN([20]

Better performance than the centralized model
Collaborative sharing of learning parameters avoids 
overfitting of local parameters which helps in achieving 
better performance

3 Deep neural networks for 
intrusion detection in 
invehicle security [23]

A real-time response to the attack with a improved 
detection ratio in controller area network (CAN) bus.

4 Ensemble Algorithm using 
DNN for Intrusion Detection 
[24]

DNN along with spectral clustering algorithms is used.
Better performance than shallow counterparts

5 Intrusion detection using Auto 
Encoders [25]

Self taught learning
Works on unlabelled network traffic data collected.

6 Stacked auto encoders for 
Intrusion detection [6].

IDS designed for different layers uses layer specific 
features.
Lightweight IDS achieve comparable detection rate as the 
ordinary IDS.

7 Auto Encoders for traffic 
Identification [26]

Deep structures of works better than shallow counterparts.

8 Intrusion detection using 
Deep Belief Network [27]

Improved classification rate for known and unknown 
attacks with minimum number of false alarm rate.
Achieved higher accuracy with the training done on 
smaller amount training data

9 Deep belief Network for 
Intrusion detection [28]

Uses four hidden layer RBMs.
Efficient use of very large sets of unlabeled data and can 
be pre-trained in completely unsupervised learning.
Limited labeled data is used to fine-tune DBN for a 
classification task

10 Restricted Boltzmann 
machine for Intrusion 
detection [29]

Combines the expressive power of unsupervised models 
with good classification accuracy capabilities to infer part 
of its knowledge from incomplete training data.
Not restricted to a prior knowledge base,
It can enable the detection of any type of unknown 
anomalous events
Effective in coping with the zero-day attacks.
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approach was done by Diro et al. [20] for identifying the intrusions in the IoT net-
work. They utilized the self taught and data compression capabilities of deep learn-
ing techniques to discern attacks from the benign traffic. They proved that the deep 
model outperformed the existing methods available for detecting the attacks. 
Impressive detection rate was observed for the experiments with the stated approach 
[21]. An ensemble model which combines spectral clustering with deep neural net-
works to detect the attack types was proposed by Ma et al. [22]. The Clusters cap-
ture the network features and break down them into k subsets to learn more 
knowledge and patterns from analogous clusters. Deep neural networks help in 

Table 4 Recurrent Neural Networks for Intrusion detection

Sl 
No

Approaches for Intrusion 
detection Inferences

1 LSTM-RNN for intrusion 
detection [35]

Find an optimal hyper-parameter for LSTM-RNN and 
confirm the detection rate and false alarm rate

2 Reduced size recurrent 
neural networks for 
Intrusion detection [32]

a reduced-size structure of RNN is used, based on the four 
group of input features
Improved classification rates

3 Recurrent neural networks 
for Intrusion detection [33]

Fully connected model has stronger modeling ability and 
higher detection rate than the reduced-size RNN model

4 Deep recurrent neural 
Network paradigm for 
intrusion detection [10]

Uses a descriptive model of deep recurrent neural Network 
(RNNs)
Works with low false alarm with new unseen threats
Bi-directional techniques can neutralize sequence 
dependencies via considering forward and backward order 
of request sequences.

5 LSTM-RNN for DDoS 
attack detection [36]

Resolve the vanishing gradient problems
Keep details of attacks learnt from training process and 
make detection decisions based on this stored information 
on gated cell

6 LSTM based ensemble 
method for intrusion 
detection [37]

A language based model for intrusion detection
Learns the semantic meaning and interactions of each 
system call
Needs significant smaller training overhead since no 
database is used for the storage of patterns

7 MS-LSTM for anomaly 
detection [40]

A multiscale LSTM is used assuming the internet flow as a 
multi-dimensional time sequence and learns the traffic 
pattern from historical features in a sliding time window.

8 Traffic classifier using 
CNN-RNN [41]

RNN combined with a convolutional neural network is used 
to provide best detection results.
Robust and gives excellent F1 detection scores under a 
highly unbalanced dataset

9 Gated recurrent unit for 
Intrusion detection [39]

Bi-directional GRU and multi-layer GRU is used for 
intrusion detection

10 CNN –RNN for Intrusion 
detection [42]

CNN with first layer and variants of RNN are used as 
subsequent layers.
Remarkable performance than other classifiers.
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acquiring highly abstract features from these subsets. The model is proficient in 
classifying the sparse attack cases and increases the security in real security sys-
tems. The optimization of the weight parameters and the thresholds of each DNN 
layer remain as a limitation of the work. DNN has been applied to secure the in 
vehicular network inspecting the CAN network packets. Experimental results dem-
onstrate that the stated method demonstrates a superior performance in terms of the 
detection rate.

2.2.2  Auto Encoders

Auto encoders are widely used for dimensionality reduction and data denoising 
nowadays. But attempts were done for the classification tasks too. Niyaz et al. used 
self-taught learning, based on sparse auto-encoder and soft-max regression, to 
develop a Network Intrusion Detection Systems [25]. Auto encoders were used to 
learn the features from the dataset. The learned features were applied to the labeled 
test dataset for classification. They used the n-fold cross-validation technique for the 
evaluation of performance and obtained a reasonable result. Aminanto et  al and 
Wang et al. have examined the applicability of autoencoders as classifiers in net-
work traffic data [6, 26].

2.2.3  Restricted Boltzmann Machines

The capability of Restricted Boltzmann machines to identify the latent factors in the 
data is exploited to find the anomalies in the security domain. The abnormal behav-
ior of the network depends upon several factors and these factors are captured easily 
by Boltzmann machines and classify them as benign traffic or attack traffic. Fiore 
et  al. utilized RBM which belongs to the family of energy based models to find 
anomalies in the network in a semi-supervised manner [30]. The generative power 
and the classification accuracy of DRBM make them efficient to extract the inherent 
aspects of the benign traffic. Since they are not confined to any prior knowledge 
base, they can be used for the detection of anomalous behavior. The performance of 
such IDS is enhanced by combing RBM with SVM by Bo Dong et al. [31].

2.2.4  Deep Belief Networks

Being the most influential deep neural networks, DBN is used for classification 
while associating the class labels with the feature vectors [27]. DBN utilize a very 
large set of unlabeled data and make use of unsupervised learning for pretraining. A 
limited number of labeled data can be used for the process of fine-tuning the model 
for classification. Gao et al. have proved that the deep belief networks perform bet-
ter than the SVM and traditional neural networks [28].
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2.2.5  RNN

RNN are powerful for modeling sequences since they have cyclic connections. 
Sheikhan et al. proposed a reduced-size structure of RNN, based on the four group 
of input features. They showed remarkable classification rates [32]. However, the 
nodes of layers are partially connected, the reduced RNNs do not show the ability 
of deep learning to model high-dimensional features, and the authors do not study 
the performance of the model in the binary classification. Chuan et al. proposed a 
three layer RNN architecture with 41 features to model a deep approach for intru-
sion detection [33]. They proved that fully connected model has stronger modeling 
ability and higher detection rate than the reduced-size RNN model and is superior 
to other classification methods in both binary and multiclass classification.Lopez 
et al. used a combination of RNN with CNN to classify the network traffic [34].

Jihyum etal proposed LSTM- a variant of RNN based model for finding the 
intrusions [35]. They find an optimal hyper-parameter for LSTM-RNN and confirm 
the detection rate and false alarm rate. Two variations of RNN, bi-directional RNN, 
Long Short Term Memory (LSTM) and bi-directional (LSTM) was used by Elsherif 
to develop solution that detects anomaly inside a sequence of user’s requests [10]. 
He used a descriptive model of deep Recurrent Neural Network (RNNs) and works 
with low false alarm with new unseen threats. He proved that bi-directional tech-
niques can neutralize sequence dependencies via considering forward and backward 
order of request sequences. The problem of vanishing gradient is resolved by using 
LSTM for IDS by Bediako et al. [36]. It keeps the details of attacks learnt from 
training process and make detection decisions based on this stored. A language 
based ensemble model for intrusion detection was proposed by Kim et al. which 
learns the semantic meaning and interactions of each system call [37]. It needed 
significant smaller training overhead since no database is used for the storage of 
patterns. Cheng et al. used a multiscale LSTM assuming the Internet flow as a multi- 
dimensional time sequence and learns the traffic pattern from historical features in 
a sliding time window [38]. Gated Recurrent Unit has been used to detect the attacks 
by the authors of [39]. They used bi-directional GRU and multi-layer GRU for 
intrusion detection.

2.2.6  Convolutional Neural Networks

Convolutional Neural Networks have been widely used in the field of computer 
vision since they have proved its efficacy in working with the images. A small 
amount of work in the area of intrusion detection is available in the cyber security 
paradigm using CNN. The capability of CNN to excerpt high-level feature represen-
tations that portrays the abstract form of low-level feature sets of network traffic is 
exploited to distinguish benign and malignant traffic. The authors of [42] assessed 
the efficacy of CNN and the integration of sequential data modeling techniques for 
the classification of benign and malignant network connections. They used CNN as 
the first layer with a recurrent neural network and its variant as subsequent layers. 
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They claim that deep learning based approaches such as CNN and RNN, LSTM, 
GRU are suitable at modeling network traffic as a sequence of TCP/IP packets in 
comparison to other conventional machine learning classifiers. Lopez et al. used a 
combination of RNN with CNN to classify the network traffic [34].

2.3  Deep Learning for Feature Selection

Feature Selection is a major process that influences the performance of a specific 
model. The absence of manual feature manipulation is one of the important advan-
tages of deep learning. Deep learning has been used for feature selection for an 
intrusion detection system by the authors of [6] to prove that the reduced input 
features are sufficient to achieve comparable detection rate as the whole features. 
They provide good feature representation of the unlabelled data collected from the 
network. Wang et al. have used stacked auto encoders to learn an efficient, com-
pressed representation for a set of data for the identification of anomalies in TCP 
flow data [26]. The three-layered architecture transformed the raw data very effi-
ciently with some computations in an unsupervised manner which makes them the 
prime choice for feature extraction. Auto encoders can restore data based on less 
information loss and error. Li et al. used this approach to prepare the data for mali-
cious Code Detection, converting high-dimensional data into low dimensional 
codes with the nonlinear mapping and extracted the main features of the data [24]. 
Tobiyama et al. utilized the efficacy of RNNs with LSTM units to construct behav-
ioral language model for the extraction of features from the process behavior of the 
terminal [43]. The model consists of an input layer a normal hidden layer, two hid-
den LSTM layers, and an output layer. Dropout for non-recurrent connection is used 
in the training phase. The features processed using trained RNN are then converted 
to feature images. The information of previous inputs is accumulated in the last hid-
den layer. Some sort of regularity will be found in the extracted features if the RNN 
is trained well. The model could classify malware processes with more preciseness 
by using a larger amount of data. Pascanu et al. experimented to learn the language 
of malware for the detection of unknown threats [44]. Bidirectional recurrent mod-
els were trained to predict next API call and use the hidden state that encodes the 
past event history as the fixed-length feature vectors. This is given to a separate 
classifier for the classification process. Max-Pooling is used over the values of the 
hidden units in the time since the hidden units may learn to specialize in detecting 
different and potentially reordered temporal patterns.

The efficacy of feature extraction using deep learning is utilized in the paradigm 
of anomaly detection in gas turbine combustors, where Stacked denoising auto 
encoders are used for the learning the features from the sensor readings of exhaust 
gas turbine combustors [45]. The features captured with deep learning approach 
perform better in acquiring the relationship between all sensor measurements and 
the latent behavior of the combustor compared to manual feature engineering. The 
learned features were fed into a neural network for identifying the anomaly in the 
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measurements. This increased the performance of the anomaly detection system 
considerable. Also, the use of SDAE makes the system more immune to the noise in 
the input. The same characteristics of SDAE made Yao Wang et al. use them for the 
identification of malicious JavaScript code in web pages on the Internet. The use of 
feature engineering using deep learning without human intervention increased the 
detection accuracy of the classifier remarkably [46]. Salama et  al. used DBN to 
reduce the dimension of feature sets making them appropriate for intrusion detec-
tion. The hybrid intelligent system combining the advantages of deep belief net-
work and support vector machine. The reduced data output is improved by the use 
of DBN along with back-propagation. The model has the BP-DBN structure com-
posed of 2 RBM layers. The data is reduced from 41 to 13 features by the first RBM 
layer and from 13 features to 5 output features by the second RBM layer on NSL- 
KDD data. DBN gives better performance than the other reduction methods 
(Table 5).

Table 5 Deep learning approaches for feature extraction

Sl 
No

Approaches for feature 
extraction Inferences

1. Feature extraction using 
stacked denoising auto 
encoders [46]

Extract more abstract features of JavaScript code
Yields high classification accuracy compared to its shallow 
counterparts

2. Auto Encoder for 
Dimensionality Reduction 
[47]

Space mapping ability of AutoEncoder’s is utilized for 
reducing dimensionality of the data thereby abstracting the 
main characteristics.
Restore data based on less information loss and error.

3. Feature extraction and 
selection using auto 
encoders [26]

Reduce the manual work since the model is trained 
automatically once inputs of the model and stopping 
criterion of the iteration are determined.

4. Feature extraction using 
stacked denoising auto 
encoders [45]

Features are explicitly learned without class labels

5. Feature learning using 
Recurrent Neural Networks 
[48]

Language of malware is learned for the detection of 
unknown threats.
Bidirectional recurrent models are used.
Max-pooling is used over the values of the hidden units in 
time since the hidden units may learn to specialize in 
detecting different and potentially reordered temporal 
patterns.

6. Recurrent Neural Networks 
for feature Extraction [43]

RNN is used to the extract features of the process behavior 
in a terminal.
Trained features are converted to a feature image which is 
sent to classifier to be labeled malignant or benign.
Regularity will be found in the extracted features RNN is 
trained well

7. Deep belief networks for 
feature reduction [49].

Features were reduced considerably, from 41 features to 5 
features in NSL KDD data
DBN gives better performance than the other reduction 
methods.
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2.4  Deep Learning for Malware Detection

Malware detection has emerged in the past years due to the rise in the threat caused 
by malware to large organizations. The major approaches for malware detection are 
static analysis and dynamic analysis [50]. The malware file or the group of files is 
evaluated precisely in the binary form or unpacked in the static analysis while, the 
binary files are executed, and the actions are reported in dynamic analysis. Dynamic 
detection is less exposed to obfuscation can offer direct observation of malware 
action, and makes it difficult to recycle existing malware. Static analysis, is exposed 
to obfuscation, and need no special set up for the data collection, but they are coop-
erative with the deep learning. Deep models perform efficiently in terms of number 
of fitting parameters than shallow networks. Table 6 summarizes the major works 
that uses deep learning for malware detection.

Saxe et al. proposed a malware detection approach based on deep neural net-
works (DNN) which achieves high a detection rate of 95% and a low false positive 
rate of 0.1% on an empirical dataset of over 400,000 software binaries [50]. This 
approach requires simple computation to perform feature extraction and it can 
achieve good accuracy. Even though the approach gives remarkable results, the per-
formance collapse significantly in the time split validation since relying on syntactic 
features. Lie et al. has proposed a model which adapt to the environment to obtain 
remarkable detection of malicious code. They used DBN as a classifier for several 
times deep learning detecting malicious code. The detection accuracy was improved 
as the number of iterations was increased. The use of multiple deep learning shows 
better performance than surface learning model. An ensemble of deep feed forward 
networks and deep recurrent neural networks was used by Jung et al. for the detec-
tion of zero day flash malware detection [51]. Based on process behavior in possible 
infected terminals, Tobiyama et  al. utilized the efficacy of CNN to annotate the 

Table 6 Deep Learning Approaches for Malware detection

Sl 
No Approaches for malware detection Inferences

1. Deep neural networks for malware 
detection [50].

Requires simple computation to perform 
feature extraction and it can achieve good 
accuracy
Performance decays significantly in the time 
split validation since relying on syntactic 
features

2. Malicious Code Detection using Deep 
Belief Networks [47]

Increase in the number of iterations in the 
DBN, increases the performance

3. Malware Detection with CNN-RNN 
using Process Behavior [43]

Based on process behavior in possible infected 
terminals.
CNN classify the malware process from the 
features extracted by RNN

4. Visualized Malware Classification 
Based-on Convolutional Neural Network 
[52]

Malware features are converted to images and 
these features are fed into CNN for 
classification
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behavior as malware or benign. Another deep learning technique RNN was used to 
convert the features collected to feature images such that they can be fed into CNN 
for the classification. Better performance was obtained for the work done by the 
authors of [52] by using the same approach.

3  Challenges and the Road Ahead

3.1  Challenges in Applying Deep Learning in IoT Security

The security issues in the Internet of Things are application specific, so are their 
solutions. With heterogeneous application contexts and various security require-
ments, they demand application-specific solutions. The network has to be equipped 
with technologies which can adapt to real time changes during the production or to 
foresee and refrain from events that might annihilate various operations. The IoT 
arena demands cross-layer security architecture since a quick fix solution is not 
applicable. Lightweight solutions that meet the specific requirements are to be 
designed for the specific application. The resource constraints and the limited com-
putational capabilities of edge nodes are the major challenges for developing deep 
learning solutions in IoT.

3.2  Future Perspectives

3.2.1  Resource Constraint Deep Learning for Edge Computing

Adopting Artificial Intelligence and machine learning to the security of IoT, lever-
aging the efficiency of deep learning, reaps the reward of enhanced security in the 
system. Deep learning contributes to a feasible solution for the security scenario in 
the IoT networks to prevent the intrusions before any harm is done to the whole 
system. Deep-learning based algorithms surpass the explicit hand-made feature 
extraction methods amassed with traditional classifiers and can achieve equivalent 
accuracies for both noise-free and noisy data. The absence of manual feature manip-
ulation, unsupervised pre-training and compression capabilities makes the applica-
tion of deep learning beneficial for the resource constrained networks. Despite the 
distinguished performance of deep learning techniques, due to the increased com-
putational complexity, there is a high demand in the designing of light weight ver-
sions of these techniques to make them resource friendly in the IoT scenario. 
Resource constrained solutions can be embedded in the device. The data processing 
needs can be contented “at the edge,” where the data is collected, or where the user 
performs certain actions. Including additional capability of intelligence to process 
the data at the edge reduces the overhead of transmission of large chunks of data in 
real time. Furthermore, it reduces the response time to events by forbidding the 
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transit of data to and fro the cloud for the computational purpose. Adding decision 
making capability closer to the devices contributes to the overall performance of the 
systems.

3.2.2  Adversarial Deep Learning

Adversarial deep learning has caught attention recently since they have evolved as 
a serious threat to the machine learning systems. It can be considered as a rendez-
vous of machine learning systems and cyber security systems. ADL which was con-
centrated in computer vision has disseminated to other domains too. ADL refers to 
the alteration in the original data to confuse the machine learning model and force 
them to misclassify the data. DL systems have to deal with mainly two types of 
attacks, Evasion, and poisoning. In evasion, the attacker alters the inherent behavior 
of the data to stay anonymous, and poisoning means the training data itself is altered. 
Robust solutions against the AML should be used along with intrusion detection 
systems to make the approaches impervious. Adversary samples are made with the 
help of evolutionary algorithms, Fast Gradient Sign method (FGSM) and Jacobian- 
based Saliency Map Attack (JSMA). The variations done are hard to be sensed by 
the humans. Although solutions like distillation, incorporation of the adversarial 
component in the loss function, training with adversarial samples first to reduce the 
effect, etc. have been proposed, there exists a large realm for the researchers inter-
ested in ADL to work on.

4  Conclusion

The revolution of connectivity that brewed around the world in the past three 
decades gave rise to the third wave in the development of internet, Internet of Things 
which became an inevitable part of human life. Big data analytics harness the mas-
sive amount of data generated by Internet of Things and convert to well-analyzed 
data which is extremely valuable in today’s world. To discover the sophisticated 
latent features abstract deep learning techniques are used. This abstraction ability 
and capability to handle the enormous amount of data tactfully, makes it a major 
focus in data science. In this chapter we have tried to limelight different deep learn-
ing approaches utilized in the area of cyber security. It gives a broad analysis of the 
deep learning techniques for feature extraction and classification tasks like intrusion 
detection, malware analysis, authentication etc. This chapter provides a sketch of 
the state of the art deep learning techniques, challenges faced and pointers to the 
future research direction. With Internet of things as the senses, big data as the 
 powering force and the deep learning as central processing pivot, we can realize a 
smart connected world in future.
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