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Preface

This book presents a unique opportunity to discuss the development of the Internet 
of Things (IoT) in the age of big data and its impact on security and privacy of the 
users. The incentive for gathering, exchanging, and analyzing big data is no longer 
in doubt for businesses and ordinary users alike. Technology giants like Google, 
Microsoft, Amazon, Facebook, and Apple and companies like Uber, Airbnb, Nvidia, 
Expedia, and so forth are continuing to explore new ways to collect and analyze big 
data to provide their customers with interactive services and new experiences. 
Cyber-physical systems and IoT are already connecting millions of machines and 
things, ranging from household devices and industrial appliances to personal wear-
ables. Soon, this number is expected to reach billions as IoT applications like smart 
home, smart industry, smart city, smart grid, autonomous driving, smart farming, 
and smart health continue to flourish in an unprecedented way. These applications 
are generating a massive amount of data which need to be collected and carried by 
communication networks from the source of generation to analytic sites like cloud 
servers. The data surge phenomenon has been defined as the big data, which is 
already having its toll on the existing network systems. The cellular and mobile 
broadband networks carry the bulk of the user-generated traffic now. Additional 
pressure from the big data from the aforementioned IoT systems will expose their 
vulnerability in terms of network congestion and security.

Indeed, with any discussion of big data, security is not far behind. Large-scale 
data breaches and privacy leaks at governmental and financial institutions, social 
platforms, power grids, and so forth are on the rise that cost billions of dollars. This 
book addresses the key security challenges in the big data-centric network and com-
puting systems and discusses how to tackle them using a mix of conventional and 
state-of-the-art techniques.

The first chapter of the book discusses how big data, despite its ability to change 
our life for the better, has a detrimental effect on the computing environment. The 
chapter identifies efficient collection, processing, analysis, and secure storage of the 
big data. It discusses the security issues concerning big data containing highly sen-
sitive and confidential information. Then, the chapter discloses the trust manage-
ment techniques prevailing in the IoT with a specific focus on the big data 
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technologies. It sheds light on the trust evaluation foundations, metrics, and evalua-
tion techniques including machine learning, graph theory, game theory, bio-inspired 
techniques, and probabilistic theories.

The second chapter discusses the concept drift for big data which refers to a 
change in the statistical distribution of the data. Existing learned models suffer from 
predictive accuracy loss due to the concept drift. This chapter will serve as a refer-
ence to academicians and industry practitioners who are interested in the niche area 
of handling concept drift for big data applications.

The third chapter proposes a novel taxonomy which groups the classification of 
outlier/anomaly detection methods based on either quantitative or semantic learn-
ing. The viability of the proposed definition of semantic learning is demonstrated in 
the detection of credit card frauds.

The fourth chapter explains how the increase of digital communication systems 
increases the potential of side-channel attacks like differential power analysis and 
correlation power analysis. To prevent these attacks, a cognitive countermeasure is 
proposed in the chapter by altering the measured power consumption in affecting 
the secret key value of the power analysis. Hardware prototype-based results show 
how this proposal can thwart the side-channel attacks.

In the fifth chapter, the mobile ad hoc network (MANET) is revisited to show 
how it is relevant to the big data scenario. MANETs can be the delivery network for 
collecting and delivering the big data collected from IoT systems. Collecting reli-
able data securely in the MANET environment is a challenge due to selfish behavior 
and trust issues in such distributed network topologies. The chapter addresses these 
issues in a comprehensive manner by presenting a survey on the secure routing 
protocols in MANET.

The following chapter surveys the bio-inspired deep learning methodologies and 
mainly concentrates on the deep learning techniques aiding in the authentication 
feature extraction process and detection of threatening invasions and malware. It 
neatly summarizes the challenges for developing the algorithms for IoT networks 
suitable for diverse application scenarios.

The seventh chapter overviews existing malware detection methods such as 
behavior-based and specification-based techniques. It also revisits the machine 
learning-based malware detection methods. Then, a new method leveraging deep 
learning-based malware detection is presented for IoT-based biomedical systems as 
well as cloud platforms.

The eighth chapter brings an interesting twist to the book by discussing how 
blockchain can improve the security of big data by strengthening the security of the 
data storage. It also explains how this technology can enhance the performance of 
big data analytics by providing a better data veracity and ID decentralization.

The last three chapters are dedicated to securing the smart grid, which is often 
regarded as a practical IoT use case. In the ninth chapter, a lightweight authentica-
tion method to secure machine-to-machine communication in the smart grid is 
adopted. A special scenario involving secure targeted broadcast in the smart grid is 
also presented. In the penultimate chapter, practical defense and forecasting 
approaches for combating malicious intrusions in the smart grid are discussed.  

Preface
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In the final chapter, an efficient distributed multicast key management scheme, 
inspired by the blockchain technology, is proposed to provide secure interaction 
among the smart grid users without the need of a trusted intermediary.

In summary, on the one hand, the book sheds light on how conventional security 
provisioning techniques like authentication and encryption need to scale well with 
all the stages of the big data-centric system to effectively combat security threats 
and vulnerabilities. On the other hand, the book uncovers the state-of-the-art tech-
nologies like deep learning and blockchain, which can dramatically change the 
security landscape in the big data era.

Thunder Bay, ON, Canada Zubair Md. Fadlullah
Dhaka, Bangladesh Al-Sakib Khan Pathan
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Secure Big Data Transmission with Trust 
Management for the Internet of Things 
(IoT)

A. K. Fabi and Sabu M. Thampi

Abstract Big data and Internet of Things (IoT) are the highly sought-after frame-
works these days because IoT connects abundant amount of data which cannot be 
labeled and stored in the typical database system. Generating intelligent decisions 
from enormously increasing data in a real-time system is of major concern. Although 
big data seems to change our lives, it tries to make a burden in the computing envi-
ronment due to the proliferation of data. In such a context, the efficient collection, 
processing, analyzing and secure storage are identified to be some of the crucial 
steps. The continuous flow of incoming data to the big data is the first and major 
challenge and this concern may play a key role in designing a viable and secure big 
data. In addition, the security issues can be even worse when the stored data include 
highly sensitive and confidential information. Therefore, if strong security measures 
are not applied in big data storage, it will cause some vital consequences. Trust 
management can be considered as a critical factor which operates seamlessly behind 
the scenes in IoT big data era to provide a reliable communication between devices. 
This chapter aims to disclose the trust management techniques prevailing in IoT 
with a special focus on big data technologies, and will outline the new develop-
ments and approaches that are applicable in these areas.

1  Introduction

Living organisms use various methods of communication. As the means of com-
munication went on advancement with the gifted brain of primates, human beings 
developed verbal means of communication which gained command over gestures 
and other methods. Recently, the digital revolution has caused fast and easy ways of 
communication. With the advent of the internet, communication and dissemination 
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of data became much faster and easier among people everywhere in the world. 
Various devices analyze and understand their needs, and communicate with each 
other using the internet without the real - time intervention of human beings. This is 
referred to as ‘Internet of Things’ (IoT). The advancement of IoT is inevitable and 
highly promising for many activities like healthcare, transportation, rescue services, 
construction, defense, industry etc. [1]. IoT encompasses a large number of devices, 
and this rapid growth in the number of devices is directly reflected in the data con-
sumption of the network. The outcome of all the data produced by IoT networks can 
be considered as the source of Big data [2]. Big data contains large collection of 
data with different processing speed and variety which is not possible to process in 
the traditional database management systems. Big data and IoT are two rapidly 
growing emerging technologies. Big data and IoT can work together to provide a 
highly efficient environment suitable for several applications.

Although there is much advancement, IoT is prone to several security issues due 
to the presence of fraudulent objects. In addition, many research challenges such as 
interoperability, data management, energy management, security, privacy and trust 
also exist in IoT. Among them, security, privacy and trust are the most sensitive 
requirements for the success of IoT. The IoT paradigm will not mark a prominent 
shift without a secure technology that ensures user privacy, safe communication and 
trustful interaction. However, current literature still lacks a comprehensive study on 
trust management in IoT.  Unquestionably, many security challenges must be 
addressed in big data in accordance with IoT.

What happens in Big data is the exploitation of the data itself since IoT connects 
all devices across the globe. In this context, if a security measure is applied in IoT 
network, the data flow into the Big data can be reduced by increasing the confiden-
tiality of the data in the same. Living beings interact and work together to achieve 
either one’s own goals or a group’s goal. But still, individuals are sceptic about the 
trust put by another one. No one shares anything crucial until complete trust is 
established. The same is the case with IoT devices too. Existing trust management 
techniques focus on fuzzy logic, edge computing, deep learning, blockchain and so 
on to achieve the trust. To date, there is a lack of trust computing mechanisms that 
ensure all the possible functionalities of IoT environments [3].

This chapter aims to disclose the trust management techniques prevailing in IoT 
with a special focus on Big data technologies, and will outline the new develop-
ments and approaches that are applicable in these areas. Primarily, we provide a 
classification of various common IoT trust computing techniques. We also aim to 
uncover the scope of big data processing and analytics platforms in the IoT environ-
ment. Finally, we conclude the chapter with the current security challenges and the 
future research directions of big data analytics in IoT platform.

A. K. Fabi and S. M. Thampi
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2  How Will IoT Impact Big Data?

IoT and big data are becoming the most relevant technologies nowadays and these 
two have the potential to amend many aspects that exist in the network. IoT is a 
promising technology which will take big data to a different level. When a large 
number of devices are collaborated to work together in IoT, they will produce a 
continuous stream of data. Once the data have been collected, the next target is to 
find the best solution to store these data in a proper manner. Traditional data ware-
house systems are very expensive and time-consuming. The cost of processing and 
storing the large collection of data can be considerably reduced if we use an efficient 
technology in real-time data analysis. Here comes the need of big storage space to 
accommodate the data and this can be referred to as big data.

The huge data generated by the IoT will affect the entire big data universe and 
force it to upgrade current tools, processes and technologies in the same so as to 
accommodate the additional volume of data. The devices present in the IoT may 
vary according to the kinds of data they produce and the variety of data produced 
may demand different kinds of security solutions to protect them from risks. In IoT 
environment, Big data is used for collecting, processing and storing the data gener-
ated by the sensors and other nodes and for making decisions according to the anal-
ysis made from the data.

Figure 1 shows the relationship between IoT and big data. A large number of 
heterogeneous devices connected in the IoT network generate a massive amount of 
data when they are communicating with each other and would directly impact the 
big data. Moreover, there exists a real time sharing, analysis and transmission 
of data.

Fig. 1 IoT and big data processing

Secure Big Data Transmission with Trust Management for the Internet of Things (IoT)
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2.1  IoT Based Big Data Solutions

IoT generates data at a huge and faster rate resulting in an increased demand for the 
big data storage technology. The combined application of IoT and big data enhances 
the opportunity of researches in both fields. Nowadays several papers focus on the 
relationship between IoT and Big data. The key requirement for the management of 
data and the recent advances in IoT and Big data environment were discussed by 
Ahmed et al. [2]. Bashir and Gill [4] defined the need of integrated IoT Big data 
analytics in the Big data environment specifically designed for IoT applications to 
fulfil the gaps identified in this area. The data generated from 15 virtual IoT sensor 
nodes were extracted and analyzed in real time environment and some actions like 
alarming with sound or light were proposed.

Ahmad et al. [5] proposed a big data analytics to predict human behaviour from 
the real-time data driven by the social internet of things. It facilitates understanding 
the human behaviour by correlating SIoT and Big data and its applicability was 
demonstrated using Hadoop ecosystem. This system utilized a feedback system to 
offer a chance to improve human behaviour. Ilapakurti and Kedari [6] examined the 
role of big data in electronic health record (EHR) monitoring patient’s health from 
sensors based on IoT framework. They proposed a framework that comprised low 
powered Bluetooth, embedded sensors, software edge analytics, and multidimen-
sional Big data analytics. Low energy Bluetooth was used to connect sensors and 
then edge processing was applied to the data captured. It is also capable of visual-
izing individual patient’s health in real time and detecting urgent situations.

Arora et al. [7] discussed the significance of using machine learning based clas-
sifier, which can beat the performance of other classifiers when there is a large 
dataset. Berlian et al. [8] proposed a real - time system framework to monitor the 
internet of underwater things. Instead of SQL, they used Hadoop MapReduce to 
process the query which reduced the query execution time. Table 1 shows some 
recent significant works on IoT based big data solution.

Table 1 shows IoT network security measures based on big data and its applica-
tion in different areas such as healthcare, industrial IoT, smart cities etc. As a result 
of fusing large number of connected devices in these applications, the data are 
growing by leaps. The continued flow of incoming data to the big data is the first and 
major challenge and this concern should play a key role to design a viable and 
secure big data. In addition, the security issues can be even worse when the stored 
data includes highly sensitive and confidential information. Therefore, if strong 
security measures are not applied in big data storage, it will cause some crucial 
consequences. Trust management operates seamlessly behind the scenes to endow 
with highly secure data storage in IoT big data era.

A. K. Fabi and S. M. Thampi
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3  Trustworthiness Measurement and Evaluation for IoT 
Big Data

A device may be considered a fraudulent or malicious node in the network either 
because of its intentional fraudulent action or because of the wrong service due to 
its probable hardware failure. Nevertheless, both of these issues may lead to the 

Table 1 Significant works on IoT based Big data solution

No. Approach Finding and descriptions

1 IOT-Statistic [9] Defined a general statistical database cluster 
mechanism for big data analysis.
The statistical analysis is carried out in a distributed 
and parallel manner using Euclidean-based spatial 
aggregation.

2 Human Behaviours analysed using 
Big data Analytics [5]

Human behaviour was analysed using big data 
analytics and SIoT.
Data were captured from smart cities and wearable 
devices to define the human behaviour using Big data.

3 The Role of Big data in creating 
Sense EHR [6]

Created sense EHR based on IoT framework.
Used low energy Bluetooth.
Edge processing was applied to filter, aggregate, 
enrich, and analyze a high throughput of data from the 
sensors.

4 Big data Analytics for classifying 
Network Enabled Devices [7]

Classified network enabled devices using Big data 
analytics.
Four machine learning algorithms were used and their 
F-scores were calculated.
Results showed that machine learning based classifier 
models provide feasible solution to large dataset.

5 IoT big data analytics in smart 
building system [4]

Proposed an integrated IoT Big data Analytics 
framework.
The components of IBDA were IoT sensors, big data 
management and analytics.
PySpark was used for analytics.

6 IoT Based Cyber Physical System 
for Industrial Big data Analytics 
[10]

An interchangeable cyber physical system for big data 
analytics in industrial IoT was proposed.
The system contained the inclusion of RFID.

7 IoT Framework with Semantics, 
Big Data, and Analytics [11]

Big data, IoT and semantic web are integrated in the 
framework.
Described the necessity of semantics in IoT and big 
data.
It will provide an effective way to combine all the 
sensors to store the data using some semantic rules.

8 Big data and Industrial Internet of 
Things [12]

Described opportunity and challenges in big data and 
IoT.
Proposed a framework that integrates both big data 
and IIoT.

Secure Big Data Transmission with Trust Management for the Internet of Things (IoT)
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disorder in the services of other objects and raise a challenge to the security of pri-
vate data shared by them. The combination of authentication and access control was 
considered as a security approach to the distributed network in the early stage of the 
internet era. But as the number of heterogeneous devices in the world increased 
within no time, researchers realized that what they followed was not powerful 
enough to handle the security problems because of the dynamic nature of the 
devices. This section explains the importance of trust management in IoT big data 
era. Trust is a condition in which the beneficiary of a service can rely on the service 
of a provider without being skeptic about any fraudulent activity. For instance, 
Trustor will make a measurable belief on the trustee for a given task in a specific 
time period. Here, Trust management is the combination of gathering all the infor-
mation regarding trust relationship and securing and monitoring all the activities in 
communication. Figure  2 shows the environment in which trust can be applied 
which includes formation, distribution, and updating of trust values in each node. 
Simply, it is a relationship between trustor and trustee and they will yield a trust 
between them. In this study, we are focusing on trust management systems that are 
applicable to the IoT big data era. Even within the same network domain, trustwor-
thiness of a node may change hence there should be a consistent trust management 
system in the network.

Initially, Blaze et al. [13] introduced the term trust management in their work in 
which they defined trust management as the unified approach which contains secu-
rity policies, credential and relationship that allow direct authorization of security- 
critical actions. Over the past few years, many works have focused on Trust 
management in several network environments, such as social networks, peer to 
peers (P2P), grids, adhoc networks, clouds, edges and IoT.

Fig. 2 Trust management environment

A. K. Fabi and S. M. Thampi
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Trust management becomes more challenging as the network infrastructure 
changes from a fixed network topology in to mobile network. The mobility of nodes 
and the lack of permanent infrastructure make Mobile Adhoc Network (MANET) 
and Wireless Sensor Network (WSN) more vulnerable to attacks. So it is very man-
datory to provide a trust management to these networks. WSN is the special type of 
mobile ad-hoc network which contains independent sensor nodes without any cen-
tral server system. WSN is the collection of sensor nodes which monitor and collect 
the physical characteristics of environment like temperature, humidity, weather etc. 
So it can be used in different areas concerned with military, agriculture, industry 
and civilian. WSN can be used in short distance applications, for instance, it can be 
used as a combination of other networks like IoT. Another emerging paradigm of 
IoT is the social internet of things (SIoT) where the things owned by person can also 
be the users of social networks. Social network users share their feelings, photos 
and other sensitive data indiscriminately in social networking sites. Due to the trans-
parent nature of social networks, most of the existing trust management systems 
propose a framework which separates the two layers that consists of people and 
things [14–16].

3.1  Motivation to Trust Management

The tremendous volume of data generated incrementally leads to the creation of so 
many security and privacy issues in big data. Researchers have already addressed 
several techniques to overcome such challenges over the past decades. For this sce-
nario, cryptographic techniques, trust management, access control, firewall, data 
guard and data provenance are some of the important techniques that are used to 
secure big data. In order to protect data, all the traditional methods such as firewall 
and encryption use two factor authentications. Cryptographic techniques won’t fit 
well with the big data IoT ecosystem which is composed of billions of extremely 
heterogeneous devices with different capabilities.

However there are some points that should be kept in mind while constructing 
security measures in an IoT network,

 (a) No secured items are more secure than the threat modelling done on it.
 (b) Every secured item is sensitive to something.
 (c) The perfection of any security has got a limit as no one knows all probable risks 

or attack vectors.

So, it is essential to understand and quantify the level of threat and vulnerabilities 
existing in the IoT network before implementing any security solution. Otherwise, 
there may be a mismatch between threat and chosen security measures leading to 
performance degradation, service denial and data compromise [17]. This mismatch 
is often found in security systems where cryptography is deployed. Also, if an 
intruder entered into a network that uses encryption techniques, the intruder can 
directly access plaintext or it can modify the content or protocol in order to get 
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access. Hence, any security solution that we select should satisfy all the current and 
future perspectives of the network such as storage and transport characteristics of 
data. Another fundamental aspect of data security is to provide selective access 
control and defend the threats like denial of service which cannot be satisfied using 
cryptography.

With the growth of the IoT, trust management is being more and more prevalent. 
The current research in trust management in IOT is highly motivated by some of its 
major advantages, which are summarized as follows [18].

 (a) Trust management allows access control to the services and resources using 
some credentials and make a trust chain for the propagation of access right.

 (b) It is more expressive and scalable than any other classical security system such 
as encryption and access control mechanism.

 (c) It is not a global concept: trust is established in one particular device and just 
two parties are involved in the trust establishment.

3.2  Types of Trust Management Applied in Different IoT 
Networks (Fig. 3)

3.2.1  Centralized

Flexibility and heterogeneity are the major challenges encountered when IoT deals 
with large number of devices in the network. In this situation, IoT security chal-
lenges can be overcome using centralized trust management mechanism where cen-
tralized entity is either a participating IoT device or a physical cloud. The centralized 
device keeps the table that contains the trust information of all devices participating 
in IoT network. A novel centralized trust management model was proposed in [19] 
to provide a trustworthy interaction between IoT devices where a super node serves 
as a central trust manager all over the network. Whereas, a centralized trust manage-
ment in social IoT was proposed in [20] where the trustworthiness of each device 
extracted on the basis of its own experience and the opinion from common friends 
was discussed. On the basis of these observations, a distributed hash table was con-
structed to store the trust values of all devices. A generic trust management system 
has to be made in the IoT to ensure the reliable communication among devices 

Fig. 3 Trust Management 
applied in different IoT 
networks
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according to the different context (status of the nodes) and different functions (for 
which service) in the network. A context aware approach was proposed in [21] 
using a central trust information of IoT devices.

3.2.2  Distributed

In centralized trust management system, the central authority may be attacked by 
hackers. Once the intruders access the central system, massive amount of data 
would be stolen and they gain control over other activities on sensitive data. 
Moreover, centralized trust management systems cannot give enough trust due to 
the presence of intermediates in between data exchange. As a remedy, distributed 
trust management mechanisms can be deployed without the real time intervention 
of a third party during transactions. Similarly, distributed systems can reduce the 
high cost and difficulty incurred in data storage more than the centralized trust man-
agement systems. Literature [22] includes a distributed computing in trust manage-
ment detecting trustless devices in the system employing fuzzy sets. Similarly, [23] 
discusses a distributed collaborative filtering for the selection of trustworthy devices 
using friendship rating and social contact.

3.2.3  Blockchain

Blockchain systems have been recommended as an efficient trust management 
mechanism for distributed environments. Further, distributed trust mechanism is 
leveraged by using blockchain within it as it brings new potential to the IoT-Big data 
era. The blockchain has the potential to secure the data and provide the access to 
only the trusted parties along with a credit value. Once entered, data can never be 
removed since the transactions that are present in blockchain ledger were accepted 
and verified by majority of the devices. If a device misbehaves in a particular con-
text, its further operations can be prevented since the read only nature of the ledger 
makes it impossible to carry out any fraudulent actions.

3.2.4  Hybrid

In fact, blockchain model in IoT can overthrow different attacks in networks. 
Although blockchain technology in Trust management of IoT brings high level 
expressions of security, privacy, storage and computing, cost is one of the major 
concerns. To solve these problems, some IoT networks use a hybrid network instead 
of single centralized or distributed network. A trust management protocol devel-
oped for hybrid IoT environment was discussed in [24] using hierarchical cloud 
architecture. This model was based on social similarity and collaborative filtering. 
Similarly a hybrid trust management to filter out malicious data and data sources is 
implemented in [25] using learning algorithms.

Secure Big Data Transmission with Trust Management for the Internet of Things (IoT)
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4  Trust Evaluation Foundations

4.1  Trust Concepts

Many researchers talk clearly and simply about the term Internet of things (IoT) 
though it is an understandable one with a single definition. However, specifying the 
IoT is not as easy as it encompasses wide range of technologies, processes and 
applications. According to ITU [26], IoT is defined as a global infrastructure used 
for the information society, enabling advanced services of interconnecting things on 
the basis of existing and evolving interoperable information and technologies.

4.2  Trust Metrics

There is no a ratified way to distinguish the level of trust. With each depiction of a 
trust value, researchers considered multiple aspects of device’s behavior and this 
can be referred to as trust metrics. Different methods are used to represent the trust 
metric. Certain networks assume only binary values such as 0 and 1 where 0 is used 
to represent distrusted and 1 for trusted devices, or even comprise some intermedi-
ate states using the values in between 0 and 1. Whereas in some networks they use 
some fixed scale, or some range of values. Consequently explicit values can be 
labeled to the trust that is evaluated to each node in the network. In some trust man-
agement protocol, a node manages a trust metric which takes three parameters for 
the evaluation of trust. In dynamic trust management protocol discussed in [27], a 
node maintains a trust metric with multiple properties like cooperativeness, 
community- interest and honesty. For instance, in [28] experience, knowledge and 
recommendation are maintained as trust metrics. Apart from these, most of the 
researchers use reputation based metrics for the evaluation of trust [29, 30]. 
Reputation expresses the estimation of reliability through the social control. Such 
metrics of network is shown in the Fig. 4.

Evaluated trust value was compared with a predefined threshold level. According 
to the obtained trust level, additional rewards were given to each node [31]. Similarly, 
some of the major trust management methods use a punishment or penalty value for 
the malfunctioning and untrustworthy nodes [31]. Table 2 summarizes the different 
trust metrics used in IoT network.

5  Trust Evaluation Techniques

Direct trust and indirect trust are mainly used for the trust calculation. Direct trust 
is formed between the connected nodes and indirect trust is formed between the 
longest connections of nodes that are having intermediate nodes. If we are unaware 
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of a particular node from which we need some service, we seek recommendation 
from those which are familiar with them. The recommendation system provides an 
improvement over the traditional direct evaluation methods [35].

5.1  Machine Learning

In machine learning systems are made able to learn automatically and improve from 
experience, in order to solve a specific problem and to predict factual results. 
Different trust features can be effectively processed to evaluate trust management 
framework using machine learning. Numerically measurable values are generated 
in [36] using the combination of machine learning and mathematical methods which 

Fig. 4 Trust metrics with attributes reputation, experience, and knowledge

Table 2 Summary of different trust model with the metric used in IoT network

Approaches Metric employed

A context-aware trust management [21] Capability
Service

Dynamic Trust Management [32] Honesty
Community of interest
Recommendations
Cooperativeness

A fuzzy approach to trust management [33] Recommendations
Knowledge
Experiences

Hierarchical Trust Management [34] Intimacy
Honesty
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produce a final trust value from raw data. Here, extracted trust features are labelled 
using clustering algorithm and a multiclass classification algorithm (see Fig. 5) like 
support vector machine is used to combine all measured trust values. There are 
some other works [37] which also represent a support vector machine for multiclass 
classification problems. Instead of using direct observation values, it uses a feed-
back value from the neighbouring nodes. It also uses an n-fold cross validation set 
to predict the node’s trust level. Table 3 describes the major researches on machine 
learning algorithms.

Fig. 5 Classification of trust evaluation techniques

Table 3 Significant IoT trust management works based on machine learning

Approaches Method and inferences

Machine Learning based Trust 
Computational Model [36]

Combining machine learning and mathematical methods.
Unsupervised learning is used to label trustworthy and 
untrustworthy nodes.
Extracted trust features are labelled using clustering 
algorithm.
Support vector machine is used to combine the evaluated 
trust values.

Trust Management based on (SVM) 
support vector machine [37]

SVM based trust model using Gaussian kernel.
Trust evaluation done by RESTful web services.

(ANFIS) Artificial neural fuzzy 
inference system [38]

Brain inspired trust management model.
Utilized weighted-additive method to combine both 
behavioural and data trust.
Three linguistic terms were given as input to the system 
and then nineteen possible ‘If then else rules’ were 
formulated.

Trust Management Method 
Detecting On-Off Attacks [39]

Using limited amount of data to identify on- off trust 
attack.
Attacker nodes and broken nodes are separated.
Combined both machine learning and elastic slide 
window.
Executed in both simulated and real world data.
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5.1.1  Artificial Neural Network

The Brain is the most important organ in the human body and it helps to think to 
understand and take the decision, and the secret behind all the power of these is 
neuron., Scientists have been trying to mimic the basic functions of brain neurons to 
build robots since 1950. As the name suggests, Artificial Neural Networks (ANN) 
are inspired by the human brain. In the artificial neural network, a large number of 
hidden layers are present, which is formed of a set of neurons. A brain inspired trust 
management framework is introduced by Mahmud et al. [38] in which a fuzzy infer-
ence system is used to evaluate the trust in IoT. They mentioned 19 possible infer-
ence rules to predict the node’s behaviour to evaluate the trustworthiness of each 
node and utilized weighted-additive method to combine both behavioral and data 
trust. Whereas, Caminha et  al. [39] proposed an elastic slide window technique 
which is used to detect broken or malfunctioning nodes. Hence, this paper is mainly 
concerned for detecting on-off attacks.

5.1.2  Deep Learning

Deep learning is a machine learning technique that attempt to learn multiple levels 
of representation by using a hierarchy of multiple layers. If we are giving huge 
amount of data it begins to understand it and responds in useful ways. Deep learning 
provides a very flexible, universal, learnable framework for representing visual and 
linguistic information. It can learn both supervised and unsupervised data. 
Combination of deep learning with matrix factorization was implemented in [40] 
using a recommendation problem in social networks.

5.2  Graph Theory

The graphical approach is mainly used for network flow analysis and routing pur-
poses and it uses geometric structures (graphs) to model relationship between 
devices. In general, an IoT network can be represented as G = (V,E) where V repre-
sents the individual devices and E represents the trust relationship between devices. 
Numerous researches have proposed graph theory-based approaches for improving 
trust among nodes. A very common method in graph-based trust management is the 
random walk method, in which transition probability is assigned by walking through 
each edge [41]. Jiang and Barashave discussed [42] the trust graph management 
through a local voting system and they establish a topology using algebraic graph 
theory to spread the trust value to all over the network. More significantly, this 
approach can be used in real time communication to abstract the trust data. Many of 
the researchers concentrated on graph similarities problem [24, 25]. Mainly, two 
types of similarities were defined, viz., Trustee based similarity and Trustor based 
similarity [43]. k-most similar trustees were determined in the first method and 
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k-most similar trustors were identified in the second method for computing similari-
ties. Apart from this, Melnik et al. [24] worked on the similarity problem called 
similarity flooding, where the final steps need to be adjusted by humans. Another 
approach for addressing trust using graphic theory was proposed by Khan et al. in 
[26] using trust-based routing mechanism where the reputation value of each node 
in the IoT networks is mainly focused. Regarding the graph theory based trust, some 
of the trust management systems either do not take trust relationship factor or con-
text dependency into account [25] or predefine. Gemini et al. [44] investigated a 
graphical security framework to secure the IIoT system from vulnerability-based 
attacks by selectively removing the high-risk attack paths. A subjective logic is used 
to model in [18].

Trust can be visualized to convey the relationship among the nodes [27] hence 
we can handle with desired outcomes. In addition, graph theory provides a good 
method to study the insightful behaviors and interactions of devices in IoT net-
works. Another method [42] based on markove chain establishes a voting system in 
the network for trust evaluation rule. Table 4 explains some of the major approaches 
in graph theory.

5.3  Game Theory

It is a competition theory that formed between two or more decision makers to make 
a decision according to their own benefits. Some of the researchers considered 
Bayesian game [48, 49] where both players might know their own strategies and 

Table 4 Significant IoT trust management works based on graph theory

Approaches Method and inferences

Trust using subjective logic [35] Weighted directed acyclic graph is used.
Uncertainty is also considered.
Opinion triangle is used where vertices represents 
belief, disbelief and uncertainty.
Opinion is taken from user’s binary observation 
towards each node.

Graph Algebraic Interpretation [42] Established a voting system in the network for trust 
evaluation rule using markove chain.

Eigen trust algorithm [45] Global trust value was calculated for each peer.
Neighbours opinions are weighted and normalized to 
evaluate the trust value.
Minimize the impacts of malicious peers.

Resilient routing mechanism [46] Proposed a new light weight RPL protocol.
Node’s reputation values were calculated.

A Graph-based Trust-enhanced 
Recommender System [47]

Without any central system each node can calculate its 
own prediction.
Formulate an algorithm to measure the impact of one 
node to another.
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payoffs. Here user and trust domain are the players of the game. Finally they will 
reach an equilibrium state which shows the best reaction of one player to the plan of 
action of another player. A defence mechanism in wireless sensor network based on 
game theory was depicted in [50] where, Trustor and trustee perform a Stackelberg 
game and they will reach a Nash equilibrium condition. Whereas Fang et al. pro-
posed [51] a linguistic fuzzy model in game theory. Table 5 explains some of the 
major approaches based on game theory.

5.4  Bio Inspired

Human beings always find a solution to any problem from nature and execute them 
for solving many computing problems. Algorithms developed out of the inspiration 
from nature are called bio-inspired or nature-inspired algorithms. In this view, bio-
logical activity can also be used to model trust and it has been employed as a reliable 
technique in trust management. Many researchers developed bio-inspired trust 
models influenced by ant colony. Some researchers followed the approaches that 
evaluate trust using particle swarm [52] or a genetic algorithm.

5.4.1  Ant Colony Algorithm

Most commonly used bio-inspired technique in trust management is the Ant Colony 
Algorithm (ACA). Even though there are many bio-inspired approaches for trust 
management in distributed networks, ACA proves to be one of the best approaches 
for adapting the capabilities in highly constrained and autonomous environment. 
The biological facts behind the algorithm are the following. Ants scout randomly in 
search of food nearby their nests. Once the food is spotted, the scouting ant takes a 
sample and return home discharging a trail pheromone on the path. Sensing this 

Table 5 Significant IoT trust management works based on game theory

Approaches Method and inferences

Bayesian Game in Trust 
Management [48]

Proposed a Bayesian game between users and trust devices.
Two players reach a Nash equilibrium state.

An incentive mechanism based on 
game theory [49]

Developed a Bayesian game between malicious unknown 
nodes and normal nodes.
Trust is ensured by encouraging the nodes to cooperate by 
giving incentives.

A Game-Theoretic Approach for 
Data Trustworthiness [50]

Uses a discrete time model.
Play a Stackelberg game and reaches a Nash equilibrium 
condition.

Game theory in fuzzy large-scale 
networks [51]

Initially proposed a fuzzy decision making model.
Multi-criteria fuzzy decision-making (MFDM) model was 
proposed for trust prediction in fuzzy large-scale networks.
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smell, the forager ants follow the trail for collecting the food. If there are many 
paths with trail pheromone, the one with more concentration of pheromone will be 
chosen. The path selected by more ants will become stronger as each secretes trail 
pheromone and the unselected ones will gradually disappear. The quality and quan-
tity of the food determine the concentration of pheromones secreted. Similarly, the 
optimum path can be easily adjusted accurately to the trustworthiness of peers and 
the availability of network resources.

5.4.2  Particle Swarm Optimization

Particle swarm optimization (PSO) algorithm is inspired from the behavior of bird 
flocks and schooling behavior of fishes in nature. Flock of animals or birds follow 
certain patterns through continuous iteration in order to achieve the finest position 
of each individual and this movement of birds is influenced by their own past loca-
tions. In trust management, PSO can be effectively used to select the trusted path to 
the server or services. A PSO based trust path selection approach is presented in 
[52] where the equivalent nodes are deleted to scale the complexity of network 
structure. Mutation is also applied to PSO algorithm [53] to minimize the running 
time of the same.

5.4.3  Genetic Algorithm

Genetic algorithm mainly concentrates on network quality measures such as energy 
efficiency, throughput and delay when it deals with trust management. The biologi-
cal concept of natural selection is the major idea behind the genetic algorithm where 
fitness function values can be used to get the best population in the next generation.

The first study related to genetic programming on trust named GenTrust was 
proposed by Tahta et al. [54]. GenTrust constructs GA trees for each individual node 
using the features acquired from past interactions and recommendations. This study 
evaluates the trust value of each tree using a mathematical function followed by the 
exclusion of nodes with lower trust values. Another interesting research on GA was 
proposed in [55] which detects the most trustful node using traffic analyzer by 
observing the behavior, timing and optimality of each node. Table 6 explains some 
of the significant approaches based on nature inspired algorithms.

There are also several other nature inspired approaches which take inspiration 
from different biological structure found in nature. Even though there are many bio- 
inspired approaches, ACA, PSO and GA are the most suitable for the trust manage-
ment in IoT.
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5.5  Fuzzy Logic

There are some cases where the concept may be of partial truth in the way that the 
truth ranges between exactly true and exactly false. Moreover, when we are using 
linguistic variable instead of some binary values, these degrees can be effectively 
managed. In such cases, fuzzy logic can be effectively useful to handle several types 
of ambiguity in which some statement would be true or false to some extent. eg: “‘a’ 
is a member of ‘A’”, where the statement maybe either exactly true or exactly false. 
Hence degrees of trust can be represented as a fuzzy value with membership func-
tion such as very low trust, medium trust, and high trust. Complete trust, Ignorance 
and Distrust are used as the linguistic variable in [59] where 1 implies to the com-
plete trust and 0 to the distrust. Whereas, Mahalle et al. considered good, average 
and bad as linguistic variable [33] in their work and they assigned membership 
value to Knowledge, Experience and Recommendation as input and trust is taken as 
output. Fuzzy logic system uses some scores as the input variable and processes 
through some fuzzy inference rule generating output variable which can be termed 
node’s trust level. Here, the inference rules are generated from the human experi-
ences and it computes the trust value from the belief sources. Besides, it is abstractly 
very easy to understand based on subjective logic. Table 7 shows the significant 
trust management works on fuzzy logic.

Table 6 Significant IoT trust management works based on bio-inspired

Approaches Method and inferences

Genetic Algorithm 
Based Trust [55]

A traffic analyzer is used to get the most trusted nodes in the network.
Observes the behaviour, timing and optimality of each node to ensure 
the trustworthiness.

Trust calculation using 
ACO [56]

Calculate trust path and cycle using probabilistic trust rule.
Using probabilistic trust rule, trust value is calculated from User 
Activity Matrix.

Heuristic algorithms in 
IoT [57]

Heuristic methods like genetic algorithm (GA), ant colony 
optimization (ACO) and particle swarm optimisation (PSO) are opted 
to get optimal solution.
Experimental evaluation proves that PSO outperformed all other 
methods.

Ant Colony System on 
trust (TACS) [58]

TACS algorithms were executed and optimal path of the most 
trustworthy server was fetched.
Pheromone traces are analyzed with the trust value.
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5.6  Uncertainty Reasoning

When we are dealing with real time applications, we may have to handle some 
imperfect information too. In these cases, we can use uncertainty reasoning tech-
niques. In fact, we can measure everything, in our view, even though evaluation 
metric does not contain complete information due to any one of the following case,

 1. Information may be user’s assumption.
 2. Information may well be inaccessible.
 3. Knowledge may be missing.
 4. Given data may be unreliable or ambiguous.
 5. Data could not be acceptable.

Three approaches for handling uncertainty are:

 1. Probabilistic theory
 2. Baye’s Theory
 3. Dampster-Shafer (D-S) Theory

5.6.1  Probabilistic Theory

Regarding the evaluation of trust, some trust management systems takes both prob-
ability and uncertainty in to account [61].

Baye’s Theory

Bayesian theory is the most suitable theory in the case of uncertainty reasoning 
especially in updating believes and decision making.

Simply, Baye’s formula can be expressed as following.

Table 7 Significant IoT trust management works based on fuzzy logic

Approaches Method and inferences

(TRM-IoT) A Trust Management 
Model in IoT based on Fuzzy 
Reputation [22]

Package forwarding behaviour of each neighbour was 
monitored.
Each node keeps data forwarding transaction table 
containing behavioural data.

(FTBAC) Trust Based Access Control 
based on Fuzzy approach [33]

Linguistic information is used to deal with the access 
control in the IoT.
Scalable and energy efficient framework is proposed.

A Fuzzy-based Trust Management 
[60]

Three trust metrics are used including probability of 
successful interactions, feedback of messages 
exchanging and battery energy.
Each node ranks its neighbours to distinguish the selfish 
node.
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Here event ‘B’ has already occurred while event ‘A’ is upcoming. Trust was con-
sidered as a random variable in Baye’s theory, so that probability distribution can be 
simply applied by adding new parameters that were updated during the observation. 
A Bayesian theory based trust management approach for predicting future trust 
behavior of a node using a large number of positive and negative experiences was 
modeled in [62]. Method highlights that the feedback from multiple nodes could be 
combined to get the average trust value. Another important work focused on the 
Bayesian inference rule was proposed in [63] where reputation scores were calcu-
lated from different positive and negative ratings given by other nodes. Using Baye’s 
theorem following formula was created to get the trust value.
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5.6.2  Dampster-Shafer (D-S) Theory

Dampster-Shafer theory is the most commonly used evidence theory in trust man-
agement hence called the mathematical theory of evidence. Evidence theory was 
first proposed by Dempster and then further developed by Shafer. So it was also 
called Dampster-Shafer theory (DST) or evidence theory [41, 42]. Dampster had 
proposed a theory to combine both upper and lower probabilities that are generated 
from independent observations [43]. Moreover, Evidence theory has many advan-
tages over other uncertainty theorems due to the capability of gathering feedback 
generated from the networks. Neither it will directly express or evaluate the uncer-
tainty, but it shrinks the assumptions that are accumulated by the evidence [64]. In 
trust management, evidence can be the set of trust information and parameters gen-
erated during the interaction of devices. A trust model proposed by [65] implements 
a bayesian and entropy based trust model, where entropy theory can efficiently dis-
tribute weights to various trust values. An algorithm for trusted routing based on the 
combination of DS evidence and ant colony method was proposed in [64]. Xiang 
Qiu et al. [66] proposed a D-S trust transitivity model for transforming the triple of 
evidence theory by using nearness degree. Table  8 explains some of the major 
approaches based on uncertainty reasoning.

Table 9 presents some of the major approaches in the trust management tech-
niques in the IoT networks and defines basic methodology inferred from it.
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6  Block Chain Promising the Trust in the Future IoT 
Systems

Decentralized trust domain is the major challenge existing in the big data environ-
ment. With the powerful background of crypto currencies like bitcoin, a significant 
solution for the security concerns for IoT based big data can be provided. Blockchain 
can provide a secure ledger among the untrusted parties that would be expected in 
the big data environment. Any other trust evaluation technique can be tailored to the 
blockchain based trust management.

Table 8 Significant IoT trust management works based on uncertainty reasoning

Approaches Method and inferences

A Probabilistic Trust Based on 
Evidence [61]

Proposed a probabilistic approach for updating the trust 
values.
Amount of trust is updated by an agent.
Trust worthiness provides accurate result where agents 
change frequently its behaviour.

The Beta Reputation System [62] Feedback from different users was combined to get the 
reputation rating.
Applied beta distribution to the observed reputation values.

Reputation-based Framework [63] Reputation values are observed through a Watchdog 
Mechanism.
After applying beta distribution, Bayesian formulation was 
used for reputation integration and updates.

Bayesian and entropy based trust 
management [65]

History records are maintained instead of storing all 
information in node’s memory.

A Trust Transitivity Model 
Based-on D-S Theory [66]

Two types of trust relationship are identified: identity trust 
and behaviour trust.

A trust evaluation algorithm [67] Obtained membership degree using fuzziness theory.

Table 9 Different approaches for trust management in IoT

Approaches Basic methodology

Ant colony To obtain the optimal path to the best server or service.
Genetic 
algorithm

Genetic algorithm finds the optimal solution by maximising or minimising the 
fitness function.

Bayesian theory To predict future trust behaviour of a node using a large number of positive 
and negative experiences.

Game theory Shows how will the device trust or distrust the other node using different 
game-plan.
Derives explicit equilibrium criteria to examine the optimality of the 
outcomes.

Graph theory Visualizes information implies level of trust between devices.
Fuzzy logic Fuzzy logic was used to express the uncertainty in the trust network using the 

subjective logic of the devices.
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Figure 6 shows the blockchain based transaction where each block represents all 
the transaction occurred and it is linked to the previous block. So it is a back linked 
ledger which encodes the transaction occurred in it. Thus, the more the length of the 
blockchain the more difficult it is to attack the same. Such a trust evaluation plat-
form offers a comprehensive solution for convenient and secure communication 
among heterogeneous devices.

Figure 7 shows the connection between IoT networks and block chain. All the 
transactions that happened in IoT network could be stored in each block which is 
linked to the previous one. Here, any device generating a block needs to provide a 
solution for a specialized mathematical problem. So it becomes practically impos-
sible for a fraudulent device to add the blocks to the current blockchain. Based on 
the credit history of a device, another device decides whether a service should be 
accepted or rejected. Instead of verifying the digital assets kept in each device dur-
ing run time, obligations are kept in chain which can be locally accepted during 
transactions.

A blockchain based trust management with a reputation mechanism and access 
control system is designed in [68] where a credit value was maintained in contrast 
to bitcoin. Similarly, An obligation chain was used to explain the block chain based 

Fig. 6 Block chain based transaction

Fig. 7 Trust management done by block chain in IoT network
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credit score system in [69] where in trust evaluation is carried out on the basis of a 
reputation mechanism that also checks the credit history of each peer to provide 
trustful communication among them. Mohamed et al. introduced a bubble of trust 
concept [70] where in the bubble was used to represent a virtual zone that ensures 
the trust of the participants that rely on the blockchain. Even though IoT devices can 
securely communicate in bubbles of Trust, this mechanism is not suitable for real 
time applications. An alternative approach was proposed by Zyskind et  al. who 
combined blockchain and off-blockchain storage to implement secured data storage 
[71]. Juah et al. proposed Hyperledger fabric instead of block chain [72] and imple-
mented the trust management system with the use of Docker Swarm. Apart from 
this, an Ethereum blockchain based trust mechanism was implemented in [73] 
where the transaction records are conserved in a transparent and inflexible manner. 
Similarly, Juan Li et  al. [74] proposed a semantics-based mechanism to explore 
trustworthy services in IoT. This system quickly locates services from the trustwor-
thy nodes based on the feedbacks obtained.

Highly secure implementation done in the blockchain will help to maintain a 
trustful environment in the future IoT and big data era in a promising way. As an 
emerging technology, the combination of the Internet of Things and the blockchain 
has shown its great potential in solving data privacy and security problems. Thus the 
use of blockchain technology promises to provide an avenue of fault resistant and 
decentralized security solution to the big data and Internet of Things.

7  Conclusion and Future Perspectives

As we delve deeper into IoT big data, we can observe that there is a proliferation of 
data being generated by the things surrounding us with the increase of devices con-
nected to the Internet. Furthermore, with the heterogeneous nature of data in big 
data, we must understand how the analytics and platforms are to be leveraged to 
correlate the data. The notion of gathering and processing the existing information 
remains as the biggest challenge. Besides that, if strong security measures are not 
applied in big data storage, it will cause some vital consequences. The speed of 
execution and better decision making may seem to be some other crucial steps in big 
data. The chapter provides an extensive review of the impact of IoT in big data 
emphasising on the solutions to IoT big data. We have analyzed various trust man-
agement techniques to secure big data transmission through IoT and deduced that, 
in order to achieve a better trade off between reliability and security, the necessity 
of building an efficient trust management framework will be mission critical.

As far as in-depth understanding of trust management is concerned, the current 
big data and IoT networks do not consider the behavioural features when deploying 
trust management in it. The issue behind this is that the existing trust management 
techniques do not scale well to establish this necessity in the IoT based big data 
because of the huge amount of entities as well as the limited storage and computa-
tion power. Dynamic nature of the nodes in the IoT network is also a problem to 
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derive an acceptable level of accuracy. Therefore, a trust management mechanism 
that addresses these issues must be implemented to overcome the limits regarding 
IoT and big data. So it is necessary to understand the behaviour of devices in various 
situations to establish a trustworthy connection between them. In this context, it is 
worth considering psychology inspired techniques to provide trust management of 
IoT in more dynamic and practical environment. A psychological framework can 
effectively respond to various trust violation too in the network of IoT big data era.
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Abstract The term “concept drift” refers to a change in statistical distribution of 
the data. In machine learning and predictive analysis, a fundamental assumption 
exits which reasons that the data is a random variable which is being generated 
independently from an underlying stationary distribution. In this chapter we present 
discussions on concept drifts that are inherent in the context big data. We discuss 
different forms of concept drifts that are evident in streaming data and outline dif-
ferent techniques for handling them. Handling concept drift is important for big data 
where the data flow occurs continuously causing existing learned models to lose 
their predictive accuracy. This chapter will serve as a reference to academicians and 
industry practitioners who are interested in the niche area of handling concept drift 
for big data applications.

Keywords Artificial intelligence · Concept drift · Big data · Cyber security · Data 
streams · Machine learning

1  Introduction

The advent of new technologies including IOT has enabled the availability of a vast 
amount of data. In fact studies show that over 2.5 quintillion bytes of data are gener-
ated each day, which reflects the online usage growth. Special field of research 
known as the Big Data analysis has been created that outlines techniques to system-
atically extract information or otherwise to deal with datasets that are very large  
and complex to be dealt with by traditional data processing application schemes.  
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In cyber security applications the availability of these data has enabled us to use 
machine learning techniques and devise automated models that can detect threats. 
However, handling large amounts of streaming data also pose certain challenges 
when learning algorithms are trained on them. We present a subset of one such issue 
which is commonly known as “concept drift” that is evident in streaming datasets. 
We argue that the field of Big Data is rapidly growing and hence certain machine 
learning models need to be adapted accordingly. In particular, care must be taken in 
terms of computational cost as well as the scalability of such models.

In the area of predictive analytics and machine learning, concept drift is the sta-
tistical properties of the predicted target variable that changes over time. Due to 
these changes, the prediction is not always accurate. A fundamental assumption 
exits which reasons that the data is a random variable which is being generated 
independently from an underlying stationary distribution. A stationary distribution 
is one whose underlying statistical properties for example mean, variance etc. does 
not change over time. Consider a labelled dataset D, which consists of features xi 
and labels  yi for each instance i. In standard classification or regression tasks, a 
static map f is obtained that maps the input features xi to provide a corresponding 
predicted output ŷi . For number of instances i → ∞, learning algorithms can model 
the underlying stationary distribution Ω of the data with bounded accuracy. The use 
of a static map y f xi i

 = ( )  is a direct result of the stationarity of the data distribu-
tion. This means that a model learned based on historical observation pair ⟨xi, yi⟩ can 
be effectively used to predict future outcomes with the assumption that the relation 
between the input and the output remains fixed, i.e., the data are being generated 
from a stationary distribution. Now considering the case when the dataset D is sub-
divided into four parts {D1, D2, D3, D4} where in each part, the observation pair 
⟨xi, yi⟩ is being generated from an underlying stationary distribution {Ω1, Ω2, Ω3, Ω4} 
respectively. Thus, the dataset D no longer consists of observations that come from 
a stationary distribution. Hence a static map is not sufficient to maintain a fixed 
input and output relation and predictive models lose their accuracy when observa-
tions come from a different stationary distribution. Also lack of sufficient examples 
from a particular distribution invalidates the model’s power to model the distribu-
tion with a bounded error.

Concept drifts can be widely categorized into two types, namely a gradual and an 
abrupt drift. A pictorial representation of both the gradual and the abrupt drift is 
presented in Fig. 1.

Fig. 1 Representation of concept drifts
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In gradual drifts the underlying distribution of the data, slowly changes over 
time. A gradual shift in distribution is difficult to determine and is often a common 
phenomenon in time series data. In the presence of gradual drifts, examples from 
different distributions may occur concurrently in the dataset, hence change detec-
tion techniques are often not useful for detecting drifts under such circumstances. A 
more common or easily detectable from of drift includes the abrupt or sudden drift 
where the data distribution changes rapidly for a brief period of time and predictive 
models lose their accuracy at that instant. However, when abrupt drift occurs the 
model needs to readjust its parameters for a short time instant after which the old 
model can become valid again. Therefore, the detection phase for abrupt drifts is 
paramount for the update of the model. In the era big data and active AI solutions 
for cyber security, the dataset suffers from both the mixture of abrupt drift as well 
as gradual drift. Gradual drifts are more prominent when a model is trained on 
streaming data as the data flow occurs continuously. On the other hand, abrupt drift 
occurs for cyber security systems when the trend of the generic mode of attack is 
broken or when the new types of attacks originate. Many methods have been pro-
posed for data mining in batch mode, however in the era of big data, new generation 
of data mining incorporates the update of the model whenever new data arrives. 
These techniques involve updating the model at one pass which is adaptive and thus 
provide a robust framework compared to its predecessors in handling concept drift 
for streaming data. In the subsequent sections we broadly define existing approach 
for handling concept drifts in the case of static datasets, we then relate the applica-
bility of these models in the case of streaming Big data.

1.1  Chapter Roadmap

We provide a broad overview of different learning measures that are used to tackle 
these two natures of drifts. Most of the techniques that appear in the literature are 
application specific, i.e., they often include finding hand crafted features or project-
ing the data to different feature spaces that are resistant to drifts. With the availabil-
ity of data and with the advent of deep learning, it is now possible to use state of the 
art deep learning techniques that are both training efficient and can tackle the prob-
lems associated with drifts. Deep neural networks can also be regarded as an auto-
matic feature extractor which essentially alleviated the problems associated with 
crafting hand engineered features. The chapter gradually proceeds towards discuss-
ing simple solution techniques that appeared widely in the literature for handling 
concept drifts followed by a discussion on state-of-the-art deep learning solutions 
which appear to yield promising results. We then provide a section that gives a 
broad overview of adversarial drifts which is a common phenomenon in cyber secu-
rity and information systems domain where we discuss different learning measures 
adapted in the literature in order to handle such drifts.
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2  Incremental Learning

The unbounded growth of real word data and the immediate requirement of process-
ing Big Data have posed new challenges. In streaming data, the underlying data 
pattern evolves over time. As a result, many dynamic learning strategies have been 
proposed. A popular method of training a model with streaming data involves incre-
mental learning algorithms. The most prominent difference between incremental 
learning compared to other traditional learning algorithms is that the incremental 
learning framework does not assume the availability of sufficient training set before 
the learning process begins [1]. Incremental learning plays an important role for 
many real-world applications where the data arrives continuously over time. There 
are several real-world applications including user profiling, computer intrusion 
detection etc. where incremental learning algorithms are relevant since data arrives 
over time. In such a learning mechanism, the model parameters are partially updated 
in an incremental manner in order to accommodate the knowledge about the data 
based on the latest observation. In a nutshell incremental learning allows learning 
for streaming data where it is not possible for the model to fit all the data at once. It 
is a computationally efficient technique that inherently handles the problems associ-
ated with gradually. However, one of the most common tradeoffs encompassing 
incremental learning is the plasticity-stability dilemma. This means that there exists 
a tradeoff between the model’s capacity to keep its knowledge that comes from 
older data and at the same time extend its knowledge based on latest observations. 
Thus, such models would seem ineffective when the data distribution is changed in 
a periodic manner. Due to memory constraints such models can only preserve cer-
tain knowledge built up on data coming from old distributions. Hence, they would 
be effective when gradual drifts are incremental, i.e., the mean distribution of the 
data shifts and does not return back to historical values.

Recently online incremental learning has gained much attention because they 
conflict the traditional assumption of complete observability of the data, addition-
ally incremental learning framework enables updating the model parameters with 
few observations which makes it really suitable for online learning. Among differ-
ent incremental learning algorithms, incremental support vector machine (ISVM) is 
the most popular one and easier to implement. The algorithm initializes limited 
number of support vectors (also known as the candidate support vectors) based on 
the available data observation. These support vectors are then updated based on new 
data [2]. In [3] the authors study incremental learning for robust visual tracking. 
Visual tracking. Drift in visual tracking occurs due to significant variation of the 
object’s appearance or surrounding illumination. The authors presented an incre-
mental learning approach based on principal component analysis to update the 
model. For a detailed analysis of different incremental learning algorithms, the 
reader is directed to the survey paper by [4].
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3  Ensemble Learning Approach

Ensemble learning is a common machine learning paradigm where multiple learner 
are trained to solve the same problem of interest. Typical machine learning algo-
rithms perform predictive analysis based on a single hypothesis which is learned 
from the set of training examples. In contrast, an ensemble learning approach com-
bines a set of hypothesis to obtain a more generalised representation of the data. 
Ensemble learning mechanism consists of a number of learners which are usually 
known as base learners. The generalization ability of an ensemble is usually much 
higher compared to each of the base learners. Ensemble learning is appealing since 
it is able to boost each of these weak learners which are slightly better than random 
guesses and which when combined together results in a strong learner that is able to 
make predictions with very high accuracy [5].

Considering a classification problem, a single classifier is more robust to abrupt 
or sudden drifts. This is primarily due to the fact that a single classifier can quickly 
adapt to the new concept occurring at a particular point in time since its forgetting 
nature causes it to quickly respond to the new concepts. On the other hand, such 
classifier is not suitable when gradual drift is present in the dataset. In the presence 
of gradual drift an ensemble of weak classifiers is suitable. An ensemble learning 
mechanism in the context of a classification problem consists of many weak classi-
fiers which increases the model diversity. A voting mechanism is used where the 
output label is predicted based on the decision of these multiple classifiers. It is this 
voting mechanism that allows handling of gradual drifts [6] since it allows the 
ensemble to decide the most similar concept of the data. Intuitively an appropriate 
number of weak learners should be chosen since increasing the number of weak 
learners will mean that they will not differ significantly from each other i.e., they 
would not be diverse [7]. Although ensemble learning algorithms are promising for 
handling gradual drifts, due to their inability to cope with abrupt drifts these models 
are often not suitable for datasets which contains both the elements of gradual and 
abrupt drifts. Hence much of the research has been focused to design models that 
can effectively handle both forms of drifts. In the era of big data, ensemble learning 
methods can yield significant increase in computational cost. When each individual 
learner is trained with large scale data, the model complexity and computational 
requirements grow exponentially with the amount of data. In order to tackle the 
computation requirements, efficient ensemble have been proposed in [8] that 
focuses on local learning strategy. Such strategy involves partitioning training sam-
ples into different clusters and build separate local models for each cluster. Recent 
works have demonstrated that a local learning strategy is better compared to that of 
the global learning strategy. In fact, local learning strategy enables to train ensemble 
for Big data thereby reducing computational cost and at the same time maintaining 
its performance.
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4  Change Point Detection

Change point detection algorithms mainly focus on detecting abrupt drifts or spe-
cifically for anomaly detection specifically for time series datasets. Anomaly detec-
tion is often considered as a one class classification task where the main idea 
revolves around distinguishing between the normal and the anomalous behavior of 
a particular system. In the presence of concept drift, distinguishing the characteris-
tics of legitimate situations or adversary actions become quite difficult. In the era of 
big data and cyber security, anomaly detection plays an important aspect in particu-
lar, such a detection scheme plays an important role in network intrusion detection 
[9], telecommunication fraud detection [10] or mobile masquerade detection [11]. 
Therefore, change point detection algorithms play an important in applications that 
require anomaly detection.

Change point detection algorithms can be broadly classified as an online or off- 
line algorithm. Offline change point detection algorithms observe the entire dataset 
at once and then go to those instances where changes have occurred. The whole 
process takes data in a batch and then detect possible changes within the batch. 
Since for streaming big data applications, it is not possible to obtain all the data at 
once, one needs to follow a mechanism where algorithms can be used to detect 
change points whenever a dataset becomes available. Online change point detection 
algorithms are suitable for such cases which in contrast to offline algorithms, detect 
the changes right after certain number of data instances become available. Although 
there are subtle differences between online and off-line change point detection anal-
ysis. Online change point analysis is often used in areas such as quality control on 
intrusion detection and other forms of constant monitoring.

Online change point analysis Offline change point analysis

Data arrives in single points or batches. All the data are collected at once.
Data must be processed “on the fly” before the 
new data arrives.

All the data are processed at one go.

The main goal is to detect changes as soon as it 
occurs.

The main aim is to detect the changes as 
accurately as possible.

Tends to make inference about most recent 
changes only.

Detects all the changes that may be of interest.

In a nutshell the main challenge with online change point detection algorithm is 
the extent to which such algorithms can effectively and quickly detect changes for 
streaming data. In practice even, online change point detection algorithms are not 
truly real time since certain instances need to be observed in order to make decision 
regarding abrupt changes of the dataset.

One of the main challenges of change point detection algorithms for tackling 
problems associated with abrupt drift is their scalability. In the era of Big Data scal-
ability is an important concern since the algorithms need to be adjusted to cope up 
with massive data in a computationally efficient manner. To determine the 
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 computational efficiency of a particular change point detection algorithm, one has 
to figure out whether the algorithm takes a parametric or a non-parametric form. In 
a parametric form, a function is learned by the model or in other words an optimal 
set of parameters for the function is learned by the model using a cost function. 
Parametric models are although simpler because gradient based approaches can be 
used with appropriate loss functions, such methods are often not fruitful for large 
datasets. Hence a popular choice in the literature has been the use of non-parametric 
form for very large datasets where the computational costs are significantly lower. 
Non- parametric form does not make an underlying assumption about the function 
that would define the model, instead, all the data available at the current instant 
needs to be stored in order to make an inference. Other important aspects for para-
metric change point detection algorithms is the extent to which the algorithm is 
sensitive to the initial parameter selection. Change point detection algorithms are 
often evaluated based on certain important matrices, which include accuracy, sensi-
tivity, specificity where a drastic change in these values often indicates that a con-
cept drift has occurred and hence the system needs to be retrained.

Change point detection algorithms contain both supervised and unsupervised 
method of training. In supervised models, a target or a class label is explicitly pro-
vided based on which the algorithm computes the loss of its predicted value and 
then tries to minimize the loss. Considering supervised schemes for change point 
detection of a binary or multiclass classification problem. A rolling window is used 
in order to slide over the available data and then compute where the data pertaining 
to a particular window can be considered as a possible change point [12]. While 
such techniques are simple during the training phase, one needs to ensure that the 
training phase include all possible variation of the data which is often difficult to 
determine. On the other hand, supervised changed point detection algorithm can 
also be perceived as a binary classification problem where all possible change point 
sequences can be considered as one class and all points with in a sequence can be 
considered as a second class. A common limitation of parametric change point 
detection algorithms is that they rely on pre-specific density models or autoregres-
sive models whereas in real life scenario this is not often the case [13].

5  Semi-supervised and Active Learning

Task driven approaches for instance malware detection in cyber security applica-
tions, depends on large number of labelled data which contains instances and char-
acteristics of different malware. These data are then traditionally fit into a model 
which is then used to predict the presence of different malwares based on the char-
acteristics and features of the unseen data. This example portrays an application of 
supervised learning which is one of the most commonly used learning approaches. 
However, such a learning approach are used with the primary assumption that a 
large number of labelled examples are available. Consider a typical scenario where 
the nature of malware and the characteristics of these systems are evolving 
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 constantly. Malware designers are constantly trying to evade typical systems such 
that it becomes quite difficult to detect them in the first place. In other words, this 
also presents an instance of concept drift. In such a given scenario, it is not always 
possible to use a large number of labelled data in trying to learn a static model.

Semi-supervised learning and active learning are two mechanism that has been 
widely used in the literature when the inherent distribution of the data changes with 
time. These techniques were specially used when obtaining labelled data in the 
presence of concept drifts become expensive and the algorithm needs to be retrained. 
Semi-supervised learning algorithms are suitable for datasets containing large num-
ber of unlabeled training examples and fewer labelled training examples. This 
means that such an algorithm can be used along with a change point detection 
schemes which makes it possible for retraining the model without an explicit access 
to labelled data. Semi supervised learning algorithms falls in the ball park between 
a supervised and an unsupervised algorithm. The algorithm can be thought of as a 
combination of what is known as a transductive and an inductive learning. In a 
transductive learning scenario, the algorithms learn to assign correct labels to unla-
beled data and in the inductive learning an appropriate functional mapping is learned 
for the input output relation. Often the use of semi supervised framework yields 
higher accuracy compared to solely using a supervised or an unsupervised method. 
In [14] a semi supervised learning approach has been used to detect and handle 
concept drifts in wireless signals. For a multiclass classification problem containing 
drifts, a simple learner for instance a random forest classifier can be used to train the 
model on a small undrifted labelled set. During the testing phase, the confidence 
measure of each of the decision stub is taken in order to assign pseudo labels to the 
test examples. A change point detection algorithm is used alongside which employs 
KL divergence as a distant metric in order to compute the distance between features. 
When a drift occurs, the change detection algorithm provides a feedback to the 
learner that a drift has occurred, the learner then incorporates the test instance with 
the pseudo labels in the training set and then update its parameters.

Active learning also follows similar notion as that of semi supervised learning 
approach. The algorithm selectively asks for labels from the expert rather than 
incorporating all true labels for training. Active learning measures have been exten-
sively used as a common platform for online learning [15]. However, in the pres-
ence of drifts there are considerable differences. In case of streaming data, the 
decision of querying an expert for label is made at each instance. Typically, in an 
online setting active learning defines a fixed threshold based on uncertainly and 
queries the expert for labels when an instance exceeds this threshold. In the case of 
streaming data, due to the presence of concept drifts, this threshold property does 
not remain static because the threshold might be dependent based on an old concept. 
This makes it difficult for existing active learning measures to query the expert for 
labels pertaining to important regions of the instance space. Active learning with 
change point detection schemes can be followed in a similar fashion to that of a 
semi supervised learning. Considering a scenario where streaming data are avail-
able, in an active learning framework a cost is incurred upon querying the expert for 
a label. There is a total budget represented as which indicates the maximum total 
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cost that the algorithm can incur by querying. As mentioned above, in the presence 
of concept drifts, a fixed uncertainty threshold will mean that the algorithm will 
exhaust its budget by having to query for a lot of labels which will eventually make 
the algorithm fail to learn. Therefore, when drift is present a mechanism of variable 
threshold needs to be incorporated in the learning framework. In [16] a variable 
threshold mechanism is proposed where instead of automatically labelling the 
instances that are less than the threshold, the algorithm labels the least certain 
instances with in a time interval. Once the learner becomes for certain this threshold 
expands automatically. In case of concept drifts when a sudden change is detected 
using standard change point detection algorithms or when active learning algorithm 
requests for a lot of labels, the threshold is contracted, and the algorithm automati-
cally queries for the most uncertain instances. Thus, with this variable threshold 
mechanism, the effect of concept drifts can be handled for datasets where obtaining 
labels can be expensive.

6  Handling Concept Drifts with Deep Learning

Over the recent years, deep learning techniques have been quite successful in 
machine learning and artificial intelligence where traditional models were less com-
petitive. Deep learning algorithms are particularly interesting since deep neural net-
works are considered as universal function approximations where such powerful 
model can extract essential nonlinear features from the dataset. In computer vision 
convolution neural network yield promising results with high dimensional image 
datasets, for time series modelling deep recurrent neural networks can be trained for 
prediction of sequence data. Although deep learning algorithms show promising 
results in high dimensional datasets such as image datasets, deep learning for infor-
mation and cyber security is yet to catch up. Malware detection and network intru-
sion detection are the two areas where deep learning algorithms show significant 
improvements compared to traditional rule-based machine learning algorithms. 
Therefore, it is important to analyze whether rigorous feature extraction by a deep 
network always leads to a feature space that is invariant to drifts. While it is not 
straight forward to mention that deep neural network can effectively handle concept 
drifts since automatic feature extraction does not necessary mean that the alternate 
feature space would be resistant to drifts. However, several techniques have been 
employed in the training and the detection phase with a deep neural network for 
streaming data.

Algorithms where neural networks are used as a feature extractor or a parametric 
function approximator are often termed as “deep learning” algorithms. Handling 
concept drifts also remain a problem for deep learning algorithms. In a nutshell a 
convolution neural network (CNN) for handling concept drift. A convolution neural 
network is quite similar to ordinary neural network however, a CNN makes an 
explicit assumption regarding the nature of input data as images that allows to 
exploit and encode certain properties into the architecture. This also means that 
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datasets which are not images by nature can also be used with CNN provided that 
they can be projected into an RGB image. Often training examples grouped together 
can be used and projected as an RGB image that incorporates temporal variation 
with in the data. More over deep architectures have a reputation of extraction essen-
tial information from an out of distribution sample. Thus, samples which are out-
dated due to the occurrence of concept drifts can still be used to train a deep network 
despite of the fact that they do not represent the current concept.

Anomaly detection for time series data has been an important task with several 
practical implications. Often a Recurrent Neural Network (RNN) is used for datas-
ets containing sequential information. An RNN is a class of artificial neural network 
where node connections result in a directed graph along a sequence. RNN allows to 
capture temporal dynamic behavior for a time sequence. RNN has an internal state 
which are used to collect sequential input information and then process them accord-
ingly to predict an output. Information in an RNN flows through a loop which 
means that in the prediction step, RNN uses the information available at the current 
time step and also knowledge learned from the previous inputs in order to make a 
decision. The output of the RNN is then again copied and looped into the network 
to make prediction at the next stage. Traditional anomaly detection techniques used 
to learn a model for normal behavior of the time series, which are then used to detect 
any anomaly for unseen data. However, it is quite important that anomaly detection 
algorithms adapt when there is a change in concept that results in the underlying 
distribution being non-stationary. Much of the focus on anomaly detection using 
RNN has been in the offline phase for time series data, where RNN is trained on 
historical events with the fundamental assumption that the training and the test data 
come from the same distribution. As concept drift becomes a crucial problem for 
generic time series data resulting in non-stationarity training of an RNN needs to be 
adapted. In [17] the authors propose an incremental training approach for RNNs 
which essentially makes the training online. RNNs are trained on incoming data 
streams for a time series and multi-step predictions are made based on historical 
data. These prediction errors are then used to fine tune the model and tackle the 
problems associated with concept drifts. In addition to it, a local normalization tech-
nique is used over a window that also ease the effect of non-stationarity of the data. 
Since training RNNs are quite difficult due to the common problem known as the 
vanishing gradient problem, in order to make training stable, RNN with Long Short- 
Term Memory (LSTM) cell or Gated Recurrent Unit (GRU) cell are used. A com-
prehensive detail on LSTM and GRU can be obtained in [18, 19] which is beyond 
the scope of this chapter.

A more recent analysis for concept drifts with deep neural networks lies in the 
network architecture itself. Spiking neural networks, first introduced in [20] open 
new doors towards finding reliable solutions for concept drifts. The model has been 
inspired from the neuroscience literature with the need to better understand the 
information processing schemes in a mammal brain. It does not suffer from the 
common draw back faced by most traditional algorithms, i.e., retraining when a 
change in concept is detected. Spiking Neural Networks (SNN) have been one of 
the most potential models that can actively represent the behavior and the learning 
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potential of the human brain. SNN makes a learning rule based on spike representa-
tion of the information. This spiking time learning mechanism essentially allows the 
network to capture temporal association between a large number of variables in a 
streaming data. A more successful spiking neural network has been the Evolving 
Spiking Neural Network, where the number of spiking neurons grows with time in 
an incremental manner so as to capture temporal patterns from the data. In [21] the 
authors present an online training phase and an enhanced model of Evolving Spiking 
Neural Networks that introduces a sliding window and deals with the limitation of 
the size of the neuron repository. A hybrid model is proposed along with a drift 
detection mechanism to be used with the Evolving -SNN so that drift can be detected 
and corrected for online. While this chapter only provides a high-level intuition of 
different mechanisms that are being used for concept drift, it does not provide a 
rigorous analysis of each of the network architecture. Hence readers particularly 
attracted to this model are referred to [22] in order to obtain a complete architectural 
review for SNN. Although the concept of SNN for handling drift remains new, their 
application and modelling framework yields promising outcomes opening the doors 
towards new research directions.

7  Beyond Gradual and Abrupt Concept Drifts

This section of the chapter focuses on a special type of drift, that is present in cyber 
and information security domain. In particular we mainly focus on a special class of 
drift which is known as an Adversarial drift. Adversarial drifts are a special class of 
drift that needs specific attention since off the shelf methods for handling concept 
drifts are not effective for adversarial drifts as they are designed from an adversarial 
agnostic perspective. In an adversarial drift, an active adversary tries to evade the 
actively deployed learning model. Thus, when model parameters are updated with 
the primary assumption that drift is a benign change, they fail to work in the pres-
ence of an active adversary. The main characteristics of adversarial drifts are a) the 
drift is a result of changes to malicious class only b) drift is a function of the clas-
sification model, since the adversary learns about the model in order to gain infor-
mation before trying to evade it c) The drift is always targeted to hinder the 
performance of the existing learning algorithm (i.e., the drift leads to a drop in 
performance such as accuracy, predictive confidence measure of the deployed 
model) [23].

Adversarial drifts play a significant role in hindering the performance of a net-
work intrusion detection systems where adversaries change the signature of the mal-
ware in order to evade the traditional intrusion detection systems.

Deep learning-based system with the concept of self-taught learning has proved 
to be quite successful for detecting unknown network intrusions in [24]. Deep learn-
ing techniques have proved to have better generalization capability in the presence 
of adversarial drifts, compared to traditional machine learning algorithms. In [23] 
the authors presented the predict detect framework that handles adversarial drifts for 
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streaming data. The predict detect system signals the presence of adversarial drifts 
with high reliability along with a lifelong learning framework. The robustness of a 
model to adversarial attacks depends on the ease at which the drifts can evade such 
models. Therefore, it is necessary to obtain maximum feature information for such 
systems. The intuition behind extracting maximum information from the features 
comes from the fact that since the model now has more information, it becomes dif-
ficult for the adversary since now it has to have properties where it can cause a 
breach to the system and at the same time it needs to maintain the characteristics of 
the benign data so as to fool the model from detecting it in the first place. As was the 
case mentioned in the previous section where important feature information is para-
mount for extracting knowledge about the data that would remain stationary over 
time, in the case of detecting and maintaining the model performance for adversar-
ial drifts an equal importance for extracting maximum feature information is also 
justified.

In the case of streaming data, this notion of gaining maximum information from 
the features become difficult since one has to now take the time delay between 
detecting a drift and correcting the model for it into account. In fact, it is important 
that adversarial drifts are detectable quickly and the models are updated promptly as 
well in order to make them useable over time. Therefore, complex learning strate-
gies need to be adapted in order to take these situations under consideration. In the 
case of streaming data, obtaining more information about the features of the training 
data, can often lead to a phenomenon known as the leakage of information to the 
adversary. This means that the adversary now has important information and can 
channel the attacks accordingly. Thus, it is very important that during the testing 
time of a model for detecting adversaries, the test is done on samples from the data-
set that is completely separate from that of the benign training set [23]. The predict 
detect approach proposed in [23] uses two orthogonal classifiers which are trained 
on disjoint subset of features of the training data. The first subset of features is used 
to train a model which is known as the Prediction model that perform predictions on 
the input samples. Over time after deployment, this model is expected to get attacked 
due to the nature of the adversarial environment. It is then when the second model 
which is known as the Detection model that had been trained on second subset of 
features become useful as they still remain “hidden” to the adversary since it is not 
used to for the prediction in the first place. Finally, the Detection model declares an 
adversary based on the disagreement with the Prediction model.

Other works on detecting adversarial drifts in security games include developing 
meta learner that will weight its actions against an adaptive adversary evolving its 
tactics in response to the learner’s predictions, [25]. Ensemble in adversarial clas-
sification for spam has also been studied in [26] where the authors present a method 
based on ensemble of classifiers that can detect degradation of its performance and 
hence can retrain themselves without manual intervention. In [27] the authors pres-
ent a statistical test to distinguish the adversarial examples from the model’s train-
ing data, the statistical test has an important property of being model agnostic, at the 
same time the authors present an integrated outlier detection scheme that adds an 
additional class to the model’s output and train the model to recognize adversarial 
examples as part of this new class.
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This section mainly provides a broad overview of how adversarial drifts occur 
and include some measures of how they can be mitigated. While the literature con-
cerning adversarial drifts are more diverse, comprehending all the solution tech-
niques widely adapted in the literature is beyond the scope of this chapter, for more 
details the reader is redirected to a comprehensive study presented in [28].

8  Conclusions

We live in a very interesting time where the technological advancement created 
some challenges such as cyber-attacks, big data, predictive analysis etc. We have 
discussed an important issue called concept drift in this chapter and tried to explore 
different solutions relevant to the issue of concept drift. In recent years, deep learn-
ing is considered to be a great solution for any modelling tasks; therefore, we also 
explored the deep learning for the concept drift issue for solving big data problems. 
The contribution in this chapter will help the graduate students, researchers in the 
area of artificial intelligence to explore more about the issue of concept drift and 
propose more effective solutions.
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Classification of Outlier’s Detection 
Methods Based on Quantitative 
or Semantic Learning

Rasha Kashef, Michael Gencarelli, and Ahmed Ibrahim 

Abstract The problem of outliers (Anomalies) detection has been generally pre-
sented as a single-minded problem, in which outliers are defined as objects that do 
not conform to a given definition. In this chapter, we propose a novel taxonomy that 
groups the methods into two categories: (1) quantitative outlier detection and (2) 
semantic outlier detection. For quantitative outliers, outliers are defined based on a 
calculated outlier score. For semantic outliers, there is a conceptual meaning behind 
the outlier based on the context of the dataset, shifting the focus to finding the 
anomalous class of data. We also discuss the use of the proposed definition of 
semantic learning in detecting credit card frauds.

CCS CONCEPTS
Computing methodologies → Anomaly detection

Keywords Outliers detection · Quantitative and semantic learning

1  Introduction

Outlier detection has traditionally been viewed as a one-dimensional problem, and 
improving the accuracy of one technique leads to improvements in outlier detection 
as a whole. The purpose of this paper is to provide a summary of current research 
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on outlier detection. We fundamentally propose two types of outliers that can be 
detected: (1) quantitative outliers, and (2) semantic outliers.

Quantitative outliers are defined as those that deviate from other data points 
based on a quantitative metric. These outliers are independent of the context of the 
dataset, meaning that any detected outlier is based entirely on some numeric values 
calculated from the data. Semantic outliers place a metaphysical definition of what 
it means to be an outlier. Rather than quantifying an outlier, we can conceptualize 
that an outlier will belong to a specific class in the data, and train an algorithm to 
identify observations that belong to that class. Each outlier detection method defines 
one type of outlier.

We define a novel taxonomy that groups outlier detection methods as either 
quantitative or semantic detection methods. The rest of this chapter is organized as 
follows: in Sect. 2, our taxonomy of outlier’s detection algorithms is presented. 
Quantitative outlier’s detection is defined and discussed in Sect. 3. Semantic outli-
er’s detection is presented in Sect. 4. Section 5 provides insights into the application 
of semantic learning in credit card fraud detection. Finally, we conclude the paper 
in Sect. 6.

2  Taxonomy of Outlier Detection

Traditional Outlier is defined as a data point that deviates from other data points as 
to arouse suspicion that it was generated by another mechanism [8, 10]. The defini-
tion implies that all datasets will mainly have “normal” data and only a selected few 
objects will be outliers. This definition is impractical on its own for detecting outli-
ers because it does not offer criteria to identify “normal” versus “abnormal” data. 
The problem is that “normal” is a relative concept. By examining the outlier detec-
tion techniques proposed in the literature, each technique makes an assumption 
about what “normal” data should be. We have found that these assumptions can be 
grouped into two distinct categories that represent the type of outlier being detected. 
The first option, quantitative learning, is to look at a dataset as a standalone set of 
observations and assign each data point a quantitative outlier score based on an 
evaluation metric. Normal data points will have an outlier score that falls in an 
expected range, while outliers would fall outside of the range. This approach can be 
applied universally to any dataset across many applications, and the underlying cal-
culations with the data remain the same. The second approach is to think of normal 
data within an application-specific context. We formally define these two types of 
outliers as an extension of the traditional definition.
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In Fig. 1, we define a novel taxonomy for grouping outlier detection techniques 
as either quantitative or semantic.

3  Quantitative Outlier Detection

In this section, we discuss those outlier detection techniques that identify quantita-
tive outliers. The common characteristic of these algorithms is that they are inde-
pendent from the context of the dataset. Regardless of which application the data is 
from, outliers are computed using a predefined quantitative metric M. This results 
in an outlier score that measures the degree of outlierness for each data point. Each 
algorithm applies a unique computational strategy to calculate the outlier score. 
Classification is performed by comparing the outlier score to a user-defined cutoff 
threshold, or by taking the top n objects with the largest score. The limitation with 

Fig. 1 Taxonomy of outliers detection methods

Definition: Quantitative Outlier

A Quantitative Outlier is a traditional Outlier such that for any dataset D, an 
object P will be an outlier in D if it is different from all other data points based 
on a quantitative evaluation metric M.

A Semantic Outlier is a traditional Outlier such that for an application space 
A, an object P will be an outlier in A if it belongs to the anomalous class C.

Definition: Semantic Outlier
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the quantitative approach is that the outlier score is only relevant for the current 
data. If more data is provided afterward, the algorithm would need to be recomputed 
to obtain the new outlier scores for every data point. This means that the results from 
the algorithm are static and cannot be extrapolated to future data. Each quantitative 
algorithm detects a unique subset of outliers based on their properties. First, the 
algorithm must consider the relative positioning of a data point against the others. If 
the focus is on detecting global outliers, then the algorithm will detect those points 
that deviate the most from every other point. This is not sufficient in some applica-
tions. Instead, local outliers can be identified by evaluating the degree of outlierness 
against the data within the local neighborhood. As a result, a point may not be con-
sidered a global outlier, but within the same data, it could be considered a local 
outlier. The second property is the number of points that are clustered together to 
form an outlier. The traditional notion of an outlier is that it represents a single 
object, but in some cases, it may be more appropriate to label groups of outliers 
when a similar anomalous event occurs repeatedly. We can divide the quantitative 
algorithms into subcategories based on the properties of the quantitative outlier as 
shown in Table 1.

3.1  Depth-Based Algorithms

The depth-based approach considers the points at the outermost edge of the data to 
be the most likely to be outliers. The algorithm assigns a depth score that increases 
towards the innermost data objects and then identifies groups of global outliers 
based on the data with the lowest depth score.

3.1.1  Convex Hull – First K-2D Depth Contours

The First K-2D Depth Contours algorithm uses convex hulls (As shown in Fig. 2) 
[11] to establish the depth of all points in a dataset. Each hull is constructed itera-
tively by finding the smallest bounding polygon such that every point exists either 
on the boundary of one of the hulls or within its interior. The outer most layer has a 
depth of 1, and the depth increases for each of the interior hulls. If a data point has 
a higher depth, it is considered less likely to be an outlier. The convex hull algorithm 
is efficient for contouring up to a three-dimensional space, but in higher dimensions, 
the computational complexity increases drastically [11].

Table 1 Properties of a 
quantitative outlier

Global Local

Distance-based Density-based
Depth-based Cluster-based
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3.2  Distance-Based Algorithms

A distance-based outlier is defined as an object with at least a fraction p of its neigh-
boring objects lying greater than a distance D [12]. The differentiating characteristic 
of each algorithm is the measure that is used to assess proximity, which is used to 
calculate a score of outlierness for each point. The top n points with the highest 
score are then considered outliers, or a cutoff threshold is used.

3.2.1  Spatial Proximity

Spatial proximity involves a distance calculation between a single point and the 
ones surrounding it. The algorithm defines two parameters:  ε is the radius of a 
bounding circle that encompasses all data points, and π is a percentage threshold. A 
point P will be considered an outlier if at most π percentage of points have a distance 
to P that is less than ε. P is, therefore, an outlier when the majority of points are 
further away than the distance threshold. Spatial proximity calculations are straight-
forward and applicable to a wide range of applications, but they lack efficiency 
because the distance needs to be calculated for every data point.

3.2.2  K-Nearest Neighbours (KNN)

The KNN approach can be applied in a variety of ways to detect outliers. The sim-
plest approach is to calculate the total distance from the object to its 1-NN, 2-NN, 
…, K-NN and use this to calculate an outlier score for each data point. Thus, either 
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Fig. 2 Depth contours [11]

Classification of Outlier’s Detection Methods Based on Quantitative or Semantic Learning



50

the top n scores can be taken as outliers, or a distance threshold can be put in place. 
In comparison with spatial proximity, KNN lacks efficiency because it still requires 
distance calculations to be made to each data point. Figure 3 shows a classification 
of data point as an outlier by majority votes from its 5 nearest neighbors.

3.2.3  Orca – Improved KNN Approach

Orca is an improvement over the simple KNN approach that was designed to 
improve the efficiency of distance-based algorithms. The output from this approach 
is a list of the top t data points that have been classified as outliers [3]. The algorithm 
works by keeping track of a cut-off threshold C, which represents the outlier score 
for the t-th largest outlier. t is a user-defined parameter for the total number of outli-
ers for the algorithm to identify, and the threshold C contains the lowest outlier 
score from the list of current outliers. When the algorithm begins, t data points are 
randomly selected to populate the list of outliers and their outlier scores are calcu-
lated based on the distance to their k nearest neighbors. The cut-off threshold C is 
updated with the outlier score of the t-th largest outlier. The algorithm then begins 
to process each of the other points. It does this by calculating the distance to each of 
its nearest neighbors, and then dynamically comparing the point’s outlier score to 
the cut-off threshold C. If at any time the data point’s current outlier score drops 
below the threshold, the data point is pruned because it can no longer be considered 
an outlier. The Orca method improves the efficiency of distance-based algorithms 
by dynamically eliminating points that are unlikely to be outliers. This reduces the 
number of distance calculations that need to be processed [3].

3.2.4  In-Degree Method

Graph theory can be applied to outlier detection in a variation of the KNN approach. 
We saw that in a traditional KNN approach, an outlier score is calculated based on 
the distance from a point to its nearest neighbors. A variation of this approach 
replaces the scoring approach with a directed graph. For a data point P, each of its 
k-nearest neighbors will have a directed edge drawn from P to itself. The user will 

Fig. 3 Majority vote in 
5-NN classifier
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then define a threshold t for the in-degree of each data point, and if a point doesn’t 
meet this threshold, it will be considered an outlier. The assumption, in this case, is 
that an outlier is any point that is not the nearest neighbor of at least t other points.

3.3  Density-Based Algorithms

Density-based algorithms are used to find densely-populated neighborhoods of 
data. When a data point is located in close proximity to many other points, these 
data points form a cluster and are less likely to be outliers. In contrast, areas with a 
sparse distribution of points are more likely to be outliers. Density-based algorithms 
calculate an outlier score based on the neighborhood that it is found. For this reason, 
they can be used to find single, local outliers.

3.3.1  Local Outlier Factor (LOF)

The local density of a data point is calculated by determining the reachability of an 
object p with respect to another object o. This is calculated by first determining the 
k-distance of an object o, defined as the distance that contains all of its k-nearest 
neighbors. If an object is within the k-distance, its actual distance is replaced by the 
k-distance, and this becomes its reachability. If the object is outside of the k- distance, 
its actual distance is used. Based on this concept of reachability, if an object p is 
outside the k-distance of object o, it will have a sparse local density with respect to 
object o. The LOF is computed by comparing a point’s local density with the local 
densities of its neighbors. If an object is found within a densely populated cluster, 
its local density will be comparable to that of its neighbors, and therefore the LOF 
ratio will be close to 1. For objects that are located slighted outside of a densely 
populated cluster, their local density will be slightly lower, therefore leading to a 
higher LOF. Any object that is significantly outside of a cluster will have a signifi-
cantly higher LOF. The LOF, therefore, becomes a scoring mechanism to determine 
the degree of outlierness of an object with respect to other objects within its neigh-
borhood as shown in Fig. 4. Depending on the application, an upper bound can be 
placed on the LOF to determine how sparse of a local density the user is willing to 
tolerate before considering the data point an outlier [4].

3.4  Cluster-Based Algorithms

Cluster-based algorithms are similar to density based algorithms, but they can iden-
tify small clusters of outliers rather than point outliers. The algorithms assign an 
outlier score based on the cluster that they belong to, rather than at an individ-
ual level.

Classification of Outlier’s Detection Methods Based on Quantitative or Semantic Learning
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3.4.1  Cluster-Based Local Outlier Factor (CBLOF)

For outlier detection, CBLOF identifies outliers based on the assumption that nor-
mal data points should fall within a large cluster. It is less probable for an outlier to 
reside in any of the large clusters. In order to formally define the difference between 
a large cluster and a small cluster, the algorithm checks two conditions: (1) if the 
number of points in a cluster Ci is above a numeric parameter, and (2) if the ratio 
between cluster Ci and cluster Ci+1 is greater or equal to a second numeric param-
eter. If one of these conditions holds true, then cluster Ci becomes the boundary 
between large and small clusters. The algorithm begins by using a clustering 
approach to generate the clusters, and then cluster-based outliers are identified by 
using the cluster-based local outlier factor (CBLOF). The CBLOF is calculated by 
comparing the distance between each point and that of the nearest large cluster. By 
doing this, points that have been captured within a large cluster should have a low 
CBLOF.  However, points that are within a small cluster should all have a large 
CBLOF. These points are more likely to be classified as cluster-based outliers [14]. 
The FindCBLOF algorithm is shown in Fig. 5.

3.4.2  LDBSCAN

The LDBSCAN algorithm computes density-based clusters using the LOF measure 
discussed previously. To identify cluster-based outliers, only clusters with the small-
est number of data points are considered based on an upper-bound threshold. The 
cluster-based outlier factor (CBOF) is computed for each cluster by multiplying the 
number of objects in a small cluster C by the product of the distance between C and 

FindCBLOF Algorithm
Step1: Partition the dataset into k clusters using any clustering technique Ai.
Step2: Assign an outlier factor to each object is, namely, CBLOF, which is a measure of both the size of the cluster the object belongs 
to and the distance between the object and its closest cluster (if the object lies in a small cluster)
Step3: Rank objects based on their CBLOF and return %TopRaio objects with the highest CBLOF as outliers

Fig. 5 FindCBLOF

p2

o

p1
reach-distk(p1,o) = k-distance(o)

reach-distk(p2,o)

Fig. 4 Reachability- 
distance in LOF method 
[4]
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its nearest cluster and the average local reachability of the nearest cluster. This 
means that the CBOF will increase based on three factors: (1) the more objects 
contained in C; (2) the further away it is from its nearest cluster; and (3) the greater 
the density of the nearest cluster [7].

4  Semantic Outlier Detection

In this section, we introduce semantic outlier detection to identify outliers within an 
application-specific context. Semantic outliers have a pre-established meaning 
behind them that can be labeled as class C. The purpose of these algorithms is to 
learn the behavior of the normal and anomalous classes so that when presented with 
new data, the model should be able to accurately classify the data between the two 
classes. The algorithms first train a model using existing data so that it can learn to 
recognize the patterns of normal attributes. When presented with new data after 
training, the model should be able to predict which data points are normal and 
which are anomalous. Each semantic detection method can be used in one-class and 
multi-class training. With one-class techniques, the model is only being trained on 
the normal behavior. If the model then encounters an object that does not fit the 
learned pattern for normal data, it will classify it as an outlier. This is a useful 
method when the characteristics of the known anomalous class C are not always 
known. In contrast, with multi-class techniques, the algorithm is learning to differ-
entiate between both the normal and anomalous behavior. The outlier detection 
problem, therefore, reduces to a classification problem. If supervised learning is 
used, we can compare the classification from the model with the actual data and 
determine the accuracy of the model’s predictions.

4.1  Replicator Neural Networks

Replicator Neural Networks (RNN) are feed-forward, backward propagation per-
ceptron with the purpose of reproducing the same input vector at its output. During 
the learning phase, the training data passes through the network, and the reconstruc-
tion error is calculated. The error term is propagated backward through the network, 
and the weights are adjusted with the objective of minimizing the error for the next 
iteration. The network learns to reproduce common patterns in the data with high 
precision, but it will have difficulty reproducing abnormal patterns that are expected 
to be outliers. The RNN model was proposed by [6] to detect semantic outliers in 
the one-class setting. The model was trained using only normal data points with the 
intent to learn the normal pattern of behavior and classify anything that deviates 
from the normal as an outlier. The largest reconstruction error, therefore, becomes a 
threshold for outlierness. During testing, if a new data point results in a higher error 
than this threshold, then it is considered an outlier. The RNN network was evaluated 
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on a public breast cancer dataset where the data points were labeled either as malig-
nant or benign, with malignant representing an outlier. The advantage of the one- 
class RNN is that it was more accurate in identifying the malignant cases than its 
multi-class counterpart. The supervised RNN was able to detect all malignant cases 
in the top 48 records while the unsupervised RNN could only detect 89.74% [6]. An 
example of a RNN with three hidden layers is shown in Fig. 6.

4.2  Support Vector Machines

Support Vector Machines (SVMs) were first proposed by Schölkopf as a regression 
and classification algorithm with a strong generalization capability [17]. In outlier 
detection, the SVM has been primarily proposed as a one-class outlier detector. The 
one-class SVM is used to create a geometric boundary between the normal data 
points and the outliers. An optimization problem is solved to maximize the margin 
between the two classes, improving the generalization ability of the model. After 
training, any object that falls within the boundary are classified as normal while 
those that fall outside the boundary are classified as outliers. The algorithm begins 
by mapping the data to a higher-dimensional feature space using a non-linear trans-
formation based on a kernel function, defined as φ: X → F. The mapping is required 
to allow for the separation of data in a feature space which would typically be 
inseparable in the input space. The boundary around the data is constructed by solv-
ing for the parameters that will form the geometric shape – a hyperplane and the 
hypersphere are typically used in outlier detection, although a quarter-sphere has 
also been proposed by [13]. The parameters for the optimization problem depend on 
the shape of the boundary. If a hyperplane is used, the parameters to solve for are 
the weight vector w which represents the vector normal to the hyperplane, and a bias 
parameter r. If a hypersphere is used, the parameters are the centroid of the sphere 

Fig. 6 Replicator Neural Networks (RNN)
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and its radius [19]. The generalization ability of the model is characterized by the 
values of a regularization parameter v and a slack parameter ξ. The slack parameter 
represents the cost of misclassifying an object, then the sum of the slack parameter 
for all data points represents the total cost of misclassifying an object. The regular-
ization parameter determines the fraction of objects that are allowed to be misclas-
sified. If the total cost of misclassifying an object is low, then more data will be 
classified as outliers – leading to a higher detection rate but also a higher false- 
positive rate [19] Fig. 7.

4.3  Bayesian Belief Networks

Bayesian Belief Networks are used to construct a probability density model for 
multivariate data [15]. The assumption is that the data contains attributes that are 
conditionally dependent on each other, and these conditional dependencies deter-
mine the likelihood of observing an outcome from the attributes. A Bayesian net-
work is a directed, acyclic graph along with an associated set of probability tables 
for each node n ∈N [5] as shown in Fig. 8.

The nodes represent a set of random variables with mutually exclusive states. 
Given two random variables A and B, if a directed edge exists from nA to nB then 
the state of A is conditionally dependent on the state of B, and the likelihood of 
observing A is the posterior probability after knowing B. Bayesian networks can be 
used for multi-class outlier detection by determining the likelihood that an observa-
tion belongs to an anomalous class. For each observation, the attribute values are the 
inputs into the Bayesian network, and the output is the probability that the observa-
tion belongs to a specific class. If the model predicts that there is a greater probabil-
ity for observing an anomalous class for A, the record will be classified as an outlier.

Fig. 7 One-class SVM (https://en.wikipedia.org/wiki/Support-vector_machine)
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4.4  Rule-Based Approach

The rule-based approach identifies common patterns in the dataset features using 
frequent itemset mining [1]. An itemset is first defined by its length, representing the 
number of attributes and their values that are included in the itemset. In general, 
larger itemsets are considered to be stronger rules for classification because it incor-
porates more features. The defining characteristic of the itemset is its support value, 
defined as the percentage of transactions that coincide with the rule. For outlier 
detection, frequent itemsets can be found for both normal and anomalous data, and 
a new data point will be classified based on the rule that it matches. FraudMiner is 
a rule-based approach for detecting frauds in credit cards [18].

5  Credit Card Fraud Detection

Credit card fraud is a specific application of outlier detection where a fraud transac-
tion is labeled as an outlier [2]. This special case follows the semantic type of outlier 
detection, where a fraud transaction is labeled as a semantic outlier. In this section, 
we examine the use of semantic in detecting credit card fraud. The RNN model was 
first used to detect credit card fraud in the CardWatch application (Aleskerov, 
Freisleben, and Rao). CardWatch was used to learn the spending profile of each 
customer, and therefore an independent network is needed for each customer. An 
artificial dataset was created which grouped spending patterns based on five differ-
ent categories of purchases – two of which were considered fraudulent. The network 
was trained using only the genuine spending categories and then tested with data 
from all five categories. The classification was performed by comparing RMSE < 
0.05 for legal transactions and RMSE > 0.18 for fraudulent transactions. It was 
found that the system had a 100% accuracy rate in detecting legal transactions, and 
an 85% accuracy rate for detecting fraudulent transactions.

Support vector machines were tested against a German credit card dataset from 
the UCI repository [9]. The dataset had 20 attributes and class labels ‘G’ and ‘F’ to 
represents genuine and fraudulent transactions, and there were 300 fraudulent trans-
actions versus 700 genuine transactions available. It was found that the generaliza-

Fig. 8 Bayesian network of four variables with 2 states
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tion capability of the SVM was mostly dependent on the type of kernel function that 
was used (linear, polynomial, or radial-based functions). The best results for each of 
these kernel functions were obtained using a v parameter set to 0.1, allowing for a 
more conservative boundary around the data points. It was concluded that the one- 
class SVM had a superior generalization ability compared with a binary SVM, with 
polynomial kernels achieving 92% accuracy.

A Bayesian network was used to detect fraud for data described by four features 
and a fraud label [16]. After learning, the topology of the network found that two 
features influenced fraud, while fraud influenced the remaining two features. To 
determine the fraudulent transactions, a cutoff threshold needs to be set to  determine 
when transactions should be classified as fraudulent versus genuine. It was found 
that when 68% of fraudulent transactions are correctly classified, only 10% of genu-
ine transactions are incorrectly classified. The same experiment was repeated for a 
dataset with 10 features, and it was found when 15% of fraudulent transactions were 
incorrectly classified, 73% of fraud transactions were identified.

FraudMiner was proposed as a frequent itemset approach for detecting credit 
card fraud [18]. In this approach, a legal transaction and fraud transaction pattern 
was determined by separating the legal and fraud transactions for each customer. 
The largest frequent itemset with the largest support was used as the rule for each 
classification. During testing, a matching algorithm was used to asses which profile 
the new transaction belonged to. It was found that the detection rate was 80% when 
considering 1400 customers, higher than any of the other algorithms involved in the 
experiment. The false alarm rate was also much lower than the other methods. 
Figure 9 shows the fraud catching rate using the FraudMiner as compared to some 
traditional outliers’ detection methods.

Fig. 9 Sensitivity/fraud catching rates by FraudMiner [18]
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6  Conclusion

The traditional approach to outlier detection has been viewed as a one-dimensional 
problem. In this paper, we have categorized the outlier detection problem into two 
different types: (1) quantitative outlier detection, and (2) semantic outlier detection. 
We have shown that quantitative outlier detection is performed independently from 
the context of where the data is collected from. Alternatively, semantic outlier detec-
tion allows us to define the meaning behind an outlier based on its context, and train 
an algorithm to identify a specific class within the data. For credit card fraud, 
semantic outlier detection allows us to label fraud as the type of transaction to be 
identified as an outlier.
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Abstract Digital communication systems as the part of big data are utilized to 
transmit data and information. The increase of the digital communication system 
utilization will increase the value of information and on the other hand also induces 
an increase in the number of attacks on such systems. Side Channel Attack (SCA) 
is an attack model that could disrupt the information security when hardware imple-
ments a cryptographic algorithm. Differential Power Analysis (DPA), a kind of 
SCA, can reveal 75% of secret key used in encryption hardware. Other techniques 
called Correlation Power Analysis (CPA) which uses correlation factor between 
trace and hamming weight from the input of key generation can reveal the right 
secret key of Advanced Encryption Standard (AES) in significantly shorter span of 
time. The objective of this research is to design and implement an electronic coun-
termeasure to deal with power analysis attack. The attacking aspect is reviewed as a 
form of identification of the correct countermeasure method against power analysis 
attack using Cognitive Artificial Intelligence (CAI)‘s method called cognitive coun-
termeasure approach in an AES encryption device. Our main contribution is in the 
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design of cognitive-countermeasure by altering the measured power consumption in 
affecting the secret key value of power analysis. The measured signal is altered by 
generating random masking value using CAI’s information fusion. CAI is a new 
perspective in Artificial Intelligence which is characterized by its capability to grow 
new knowledge based on the information from the sensory system. The random 
alteration of measured signal and continuous evolution of the masking value by 
using CAI’s information fusion is very significant in tackling the risk of power 
analysis. We also succeeded in implementing an AES encryption device based on 
CAI method on the Field-Programmable Gate Array (FPGA) platform.

Keywords Big data · Cognitive Artificial Intelligence · Cognitive-countermeasure 
· Encryption · Field-Programmable Gate Array · Hardware attack · Information 
fusion · Information security · Knowledge-growing system · power analysis attack

1  Introduction

Digital communication systems as the part of big data system have become essential 
part of modern life. Information and data are transmitted electronically through 
digital-based communication systems. Various methods of maintaining information 
so that it is safe from tapping and theft in digital communication become more com-
plex. The value of information will certainly increase when business needs an 
increase. On the other hand, the number of threats has increased as well. So that, the 
security aspect is to be critical in various information exchange transaction activi-
ties not only for the software but also for the hardware [1]. Security on hardware has 
become a very important metric that is needed to be considered among cost, perfor-
mance, and power consumption used. Various forms of information prevention 
methods from attacks in the form of tapping and theft of information on digital 
communications encourage the use of several forms of cryptographic algorithms [2].

Cryptography is the science and technique of protecting information. A crypto-
graphic algorithm is a function that uses a secret key to hide information. Without 
the knowledge of the secret key, the decryption processes of an information will be 
impossible. In general, the attacks on cryptographic algorithms concentrate on the 
mathematical aspects of the cryptographic algorithms. Designers assume that if the 
cryptographic algorithm is safe, then its implementation will also secure. This para-
digm changed when Kocher published his research about timing attack [3], and 
attack based on power analysis [4]. Electronic devices that implement a crypto-
graphic algorithm with mathematical assumptions can leak important information.

Side Channel Attack (SCA) is one model of attacks that can disrupt information 
security when a cryptographic algorithm is implemented on a hardware device [5, 
6]. Differential Power Analysis (DPA) is one type of SCA that can reveal confiden-
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tial information [7, 8]. Confidential information is secret information key used in 
cryptographic algorithms. The process of disclosing classified information is 
obtained by analysing various information leaks. The results show that by using 
DPA technique a 48-bit secret key value of 64 key bits can be revealed or the success 
rate is 75%. The attack technique produces 75% of all secret keys, while the remain-
ing bits or 25%, are obtained with brute force techniques for Data Encryption 
Standard (DES) algorithm. The second technique has been proposed in various 
research namely using a correlation factor between the trace and hamming weight 
of the data being processed [9]. In some previous studies, the subkey of the secret 
key from Advanced Encryption Standard (AES) and DES cryptographic algorithms 
have been obtained with a large number of trace [10, 11]. When the number of 
traces used for the attack is too low the results get wrong. But when increasing the 
number of (big data of traces) the answer gets correct. With all the hardware secu-
rity threats that happen here, intruder and cryptanalyst are fortunate to have big data 
analytics step in to help them. It will improve the reveal confidential information 
such SCA. There are several ways in which this is done by identifying changing use 
traces patterns and performing complex correlations across huge data traces.

The previous DPA attack pattern uses a lot of trace resources (>1000 traces) to 
get 75% of the correct bit value from the master key [12]. Improvements from the 
previous attack model were found when factors were trace and hamming the weight 
of the data processed is correlated. However, the assessment of attack correlation 
must have the ability to fully control the plaintext value which will be encrypted on 
cryptographic devices [13]. In addition to study the aspects of the attack, research-
ers have previously performed various forms of countermeasures software and 
hardware level for SCA-type attacks. Such methods include mechanical counter-
measures on software level which are divided into transforming and masking data 
[8], and handling the form of hardware in the way of desynchronizing and noise 
generators [14–16]. Common weaknesses encountered in countermeasure aspects is 
between the performance and cost values that are considered not suitable in the 
embedded environment system.

At present, the latest approach for solving various problems related to cyberse-
curity with Artificial Intelligence (AI) has been found. The method describes how 
AI can perform the process of combining information, computing, and procedures 
in adapting the solution to a problem. In other research, Cognitive Artificial 
Intelligence (CAI) as a new perspective in AI has also been developed [17] and it 
has a big prospect to deliver solution regarding to problems related to cybersecurity. 
CAI is built based on the observation on how human brain grows new knowledge. 
The growing of knowledge is essentially based on information-inferencing fusion 
which it essentially combines information perceived by the sensory system when 
performing observations to the environment as the time passes. Information- 
inferencing fusion is the fundamental mechanism for gaining new knowledge. 
Information-inferencing fusion is a new and relevant technique for getting informa-
tion (masking) value to provide decision alternatives which are the results from the 
fusion of a lot of information from multiple sources. This method is needed to cope 
with the fast dynamic changing occured in the environment.
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In this research, a new masking technique based on CAI, called as cognitive- 
countermeasure is introduced. This technique uses random values generated through 
the incorporation of information-inferencing fusion. Our proposed technique is 
 followed by its design and implementation on Field Programming Gate Array 
(FPGA) platform.

2  Research Objectives

The primary purpose of the research is the design and implementation of a reliable 
CAI-based countermeasure method for coping with the power analysis-based 
attacks on the AES encryption algorithm. Apart from these primary objectives, this 
research also aims to:

 1. Produce a Device Under Test (DUT) test device for AES encryption on FPGA 
platform

 2. Identify the vulnerabilities of AES encryption devices after a power analysis- 
based attack is carried out

 3. Produce a cognitive-countermeasure method by generating precision and 
dynamic masking values. Changes in the form and the power consumption are 
carried out by using CAI’s information fusion. Changes in the structure and the 
consumption of power in a precise and dynamic manner are considered signifi-
cant in overcoming the risk of attack-based power analysis

 4. Produce an AES encryption device on the FPGA platform based on cognitive- 
countermeasure method

3  Problem Solution

This section discusses the process in the design, implementation, and examine of 
the cognitive-countermeasure model on AES encryption device which is built on 
FPGA platform.

3.1  Use of CAI as DPA Countermeasures

One phenomenon that occurs in the human intelligence system is the ability of human 
brain to increase its knowledge by learning new things that occur around human. This 
phenomenon is then called as knowledge growing. Based on this phenomenon, a 
system that can emulate the mechanism of human brain in increasing human knowl-
edge has been developed. This system is called as Knowledge Growing System 
(KGS) as depicted in Fig. 1, which was developed by Arwin Datumaya Wahyudi 
Sumari and Adang Suwandi Ahmad in 2009. In the brain, inputs regarding a phenom-
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enon in the form of information from each human sensory then undergo a process to 
produce new information that is used as the knowledge for making  decisions or 
actions. Furthermore, the perceived information is combined with prior knowledge, 
if already available, to produce more complete knowledge (posterior knowledge).

The obtained knowledge is then compared to the knowledge that has been previ-
ously stored in the brain to produce a conclusion (inferencing) about the observed 
phenomenon perceived by the sensory system. This conclusion will be the basis for 
making decisions or actions to be taken to the phenomenon. Based on the 
information- inferencing mechanism algorithm on the way of human thinks, a math-
ematical modelling is devised to emulate the mechanism of knowledge growing in 
KGS. This is done by assuming that the sources of information, namely the human 
sensory organs, observe the same phenomenon and each has its own information 
about it. The number of combinations of information delivered by the five sources 
of information can be calculated using Eq. 1 [18].

 l dd= -( ) -2 1 (1)

λ is the maximum number of fused information or Guesses of the Occured 
Phenomenon (GOP), and ǖFF; is the number of the sources of information in this 
case ǖFF; = 5, represents the number of sensor in the human sensory system, namely 
eyes, nose, ears, tongue, and skin. Thus, the maximum number of OGP will be as 
much as λ = (25–5) − 1 = 26 based on the number of fused information will be 
obtained after the computation, which is the knowledge of KGS. KGS which is the 
foundation of CAI, is a system which emulates the way of human brain generateds 
or constructs or grows new knowledge. The knowledge will continue grow as the 
accreation of information received for the sensory system as the time passes. This 
mechanism represents the way of human learns from childhood to adulthood of 
something new by not throwing away the old already learnt, and enriches the 
already-stored knowledge.

Combining a lot of data from various sensors is naturally done by living things 
to assess the accuracy of the state of the surrounding environment and identify 
threats, thereby increasing their chances of survival [19]. Information fusion is 

Fig. 1 The basic concept KGS
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defined as a method of combining information from many sources of information 
(multisource information) into single information. Various information fusion 
methods have been developed with one purpose, namely, to deal with information 
uncertainty in order to produce comprehensive information in order to explain the 
observed phenomena. More advance than it, information-inferencing fusion is not 
just combining the information delivered from multiple sources into single informa-
tion, but also making the inference of it, and then combining the multiple inference 
to obtain new knowledge. BIM is said as a prominent paradigm for dealing with 
uncertainty where the interpretation of a probability value is the degree of trust of 
the subject or one’s personal considerations based on experience [20].

In some way, humans acquire knowledge in probabilistic way. The thought pro-
cess involves creating GOP automatically followed by finding and selecting the 
most appropriated answer from all potential possible GOPs. When thinking, the 
human brain makes GOPs which are considered as possible answers to what is 
being thought. In the context of AI, the inference method which mostly used is BIM 
in which the method is based on Bayesian rules as defined by Eq. (2).
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In the above formula, notation P(Bj| A) means the chance that GOP Bj is occured 
given information A, while P(A| Bj) is prior chance that information A is true given 
GOP Bj, P(Bj) is prior chance that GOP Bj is true, and P(A) = ∑jP(A| Bj)P(Bj). The 
inference extracted from the results of BIM computation can be obtained by apply-
ing Maximum A Posteriori (MAP) Technique or Point Estimation as shown by 
Eq. (3).

 

P B A
P AB P B

P AB P B
j estimate j

j j

j j j

|
|

|
( ) =

( ) ( )
( ) ( )

æ

è

ç
ç

ö

ø

÷
÷å

max

 

(3)

In reality, information received by human sensory system is not only A but also 
Ai, which has a consequence P(Bj| A) becomes P(Bj| Ai). BIM + MAP formula can-
not cope with this situation, namely means the chance that GOP Bj is occured given 
information Ai, information from multiple sources. This one is called as multiple 
information multiple GOP situation. To apprehend the phenomenon such this, 
Arwin Datumaya Wahyudi Sumari and Adang Suwandi Ahmad perfected 
BIM + MAP formula by devising a new formula called as Maximum Score of the 
Total Sum of Joint Probabilities (MSJP) [21] which then renamed as ASSA2010 
(Arwin Sumari-Suwandi Ahmad 2010) [22], as the core engine of KGS. ASSA2010 
is presented in Eq. (4).
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where P jy1( )ÎY is called as New Knowledge Probability Distribution (NKPD) at 
observation time, γ1. The inferencing or the new knowledge at this point can be 
obtained by applying Eq. (5).
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where ⊙[…] =  max […].
In principle, KGS is taking various veracity of the information to produce novel 

knowledge. In this research, KGS is used as a tool for creating randomized signal, 
i.e. take false information to produce a falsehood of information that will be used to 
make deception to be thought as a form of signal leakage by the attacker. Simply 
put, when applied to a cryptographic device, KGS can be used as SCA cognitive- 
countermeasure so that such devices become intelligence to its surrounding envi-
ronment, be able to analyse and draw conclusions from information that has been 
collected by its sensory system, then take action based on the knowledge it obtaines. 
KGS implementation on cryptography device can be a solution to develop SCA 
cognitive-countermeasure. Equipped with KGS algorithm, cryptographic device 
can be used as the main control of an autonomous system and performs randomiza-
tion signal trace, which it has ability to grow its own knowledge continuously, as the 
time passes. With such cognitive system, an early trace analysis for any possibility 
of disaster will be possible.

3.2  The Design of Device under Test Against DPA Attack

AES is the de facto standard worldwide since 2001 where National Institute of 
Standards and Technology (NIST) had chosen Rijndael block cipher as the new 
encryption standard [23]. AES has excellent performance on various forms of appli-
cation and platform. Several approaches to software and hardware design for AES 
is continuing to be developed. The requirements in the context of throughput, 
strength and compact design has challenged the designers to fulfil those ones. Some 
of the best approaches in the AES optimization design are generally divided into 
two things, namely:

• Algorithm Optimization as DUT/CPA attacks: AES is based on finite field opera-
tions (finite fields). Furthermore, round AES has several interesting properties 
which makes possible to design the encryption and decryption process with the 
same technique. In our design, AES is built on the FPGA platform to produce 
efficient results from several AES rotation transforms

Cognitive Artificial Intelligence Countermeasure for Enhancing the Security of Big…



68

• Architecture Optimization: In this DUT design, the standard architecture such as 
pipelining to improve hardware design throughput of AES is produced. For 
example, a systematic design approach for separating data and scheduling key 
generation is needed in producing the design efficiency of the AES DUT

The Finite-State Machine (FSM) for DUT device is shown in Fig. 2. The key 
generation process can produce the key needed to be processed with the secret spin 
key. The clk function is as input in key generation, the generated keys are stored in 
internal Read Only Memory (ROM) and are read by encryption and decryption 
blocks for each round. The encryption/ decryption module will accept 128-bit plain-
text or ciphertext input when decryption is inactive (If En = 1 or 0 the encryption or 
decryption process).

The round operation performed on the DUT are 10 rounds by the form AES128 in 
general. In the first nine rounds of the encryption process, the cipher module will 
use SubByte, ShiftRow, MixColumn, and AddRoundKey operation. The final opera-
tion (round 10) is performed without Mixcolumn operation in completing one block 
of the encryption process. Figure 3 shows the structure of the AES128 algorithm 
that was implemented in the DUT.

The cipher module performs data encryption or decryption. In an AES algorithm 
with a 128-bit key, the cipher module does ten rounds of substitutions and permuta-
tions to encrypt the data input (plaintext). In the first nine rounds of the encryption 
process, the cipher module uses SubByte, ShiftRow, MixColumn, and AddRoundKey 
operations. In the final (tenth) round, Mixcolumn is used to complete the block 
encryption process. The process begins with the key generation module (KEY_EXP) 
which is the initial stage to provide input values to the round key module (key_rnd). 
After the key generation process is done, the AES_CORE module will work by con-
figuring one round for one clock. The reason of giving one round to one clock is to 
speed up the encryption process and minimize the amount of clock usage which 
have implications for the cost value and the performance of the designed device. 
Therefore, the clock value per encryption process is 11 clocks and the frequency 

used in the DUT is worth 
1
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Fig. 2 Finite state of the AES machine [24]
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Throughput obtained for each unit of time is 3.696 Gbps.

3.3  Power Analysis Attack against AES Encryption Device

In this section, the DPA/CPA attack on the AES encryption device that has been 
designed is carried out. The measurement technique with side channel declares a set 
of digital information that is converted from an analog physical leak at a sampling 
frequency. This contains a physical hole that has been digitalized against discrete 
time determined by several sample points. Side-channel measurement data also 

Fig. 3 DUT AES algorithm [24]
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called trace, like power trace in measuring electrical power consumption on a 
device. Trace information that is digitized and changed from analog physical leak-
age is significantly affected by measurement settings, environmental parameters, 
and other information factors. Therefore, trace must have noise measurement. Noise 
in power trace relatively small when compared to side-channel information. Figure 4 
is an illustration of the architecture in measuring data from plaintext or ciphertext 
and power trace.

In this simulation, the attacks on the AES device is done by guessing the key 
used in the initial AddRoundKey operation, that is before entering the encryption 
round. The supposed key is 8-bit in size according to the contents of one state. 
Therefore, the iteration is carried out in order to try every possible key that might be 
used in one state. The test results shown in Table 1. Base from this simulation, the 
use of Difference-of-Means (DoM) techniques is considered less effective and less 
efficient compared to CPA techniques. Seen from the number of traces needed, the 
DoM attack technique requires more traces. The DoM computing time is longer 
than CPA techniques. In general it can be concluded that the weak point of an 
encryption device is when an attacker is able to estimate the value of Hamming 
Weight (HW).

In addition to the examination aspects of the DPA/CPA attack, this research pro-
duced several possible attack surfaces for attacking purpose. Attack surface of the 
DPA/CPA attack technique is the estimated value of power consumption (Phyp) 
which has connection with data and power consumption. The following is the list 
Phyp for the AES encryption algorithm in Electronic Code Book (ECB) mode.

The HW value is obtained by performing operations as follows:

Fig. 4 Attacking AES encryption device with DPA/CPA [25]
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Based on Table 2, the DPA/CPA attack is an attack which is obtained through the 
attacker’s ability to search for the hypothesis of the power consumption (Phyp) accu-
rately. So that the most feasible approach is to decompose the power consumption 
as efficiently as possible. The deception of the power consumption will release the 
connection between data and power consumption of the encryption key used [26].

4  Countermeasure Design on Power Analysis Attacks

Based on the results of the previous tests, it has been obtained several attacks sur-
face in carrying out a DPA/CPA attack from determining the estimated value of 
power consumption. The determination of the estimated cost of power consumption 
is the key success of a DPA attack. Therefore, to protect the estimation of the power 
consumption is to change the amount of power consumption. Dynamic changes in 
the most dominant factors will give a very dynamic phishing effect. One method 
that is used as a contribution and also the novelty in this research is the use of infor-
mation integration approach (information fusion) in DPA/CPA countermeasure. 
Another novelty generated from this research is the improvement of the masking 
method produced by previous researchers (state of the art). This novelty is the 
search mechanism for precision masking values and in a limited amount of mask-
ing. The limitation on the number of masking aims to provide cost as little overhead 
as possible in the design aspects of the device.

Table 1 Simulation results of attack to AES encryption device

Testing variable DPA/DoM results CPA/Pearson results Correlation

Trace amount used 1050 500
Time spent on execution 960 seconds 123.2 seconds
Number of key bits obtained 128-bit 128-bit
Number of key bits that cannot be obtained 0 0

Table 2 Attack surface AES device

No. Attack Surface Information

1 Phyp = HW(SBox(Pi ⊕ Kj)) CPA attack

2 Phyp = HW(Sbox(Pi ⊕ Kj)) mod 2 DPA attack

3 Phyp = HW(Round9 ⊕ Chipertext) DPA/CPA attack from last 
round

4 Phyp = HW(InvSbox(InvShifRow (R10 ⊕ K10)⊕)R10) CPA attack

5 Phyp = LSB(SBox(Pi ⊕ Kj)) DPA attack

Cognitive Artificial Intelligence Countermeasure for Enhancing the Security of Big…



72

The generation of masking numbers is based on the need of determining the right 
masking number and they must be generated quickly. A correct masking value is a 
masking value that has a significant impact and affects key correlations in DPA 
attacks. The association is the value between the key guesses by the attacker and the 
n-trace value generated by the encryption device.

Figure 5 shows the detail description of the mechanism for generating masking 
values   and it is the main novelty of this research, namely CAI countermeasure. 
Specifically, the masking value generation system has subsystems in the form of 
sub-processes consist of calculate Hamming Weight, calculate SFusi, getting 
NKPD, getting the maximum value of NKPD, getting Fmask 1, and getting Fmask 
2. The sub-processes are used for data storage in the form of registers for SFusi, 
masking, NKPD, and SBOx standards. The calculate Hamming Weight sub-process 
receives input from the output of AddRoundKey sub-process. The output of the sub- 
process calculate Hamming Weight is the amount of HW value that will become the 
input for the next sub-process. The calculate SFusi sub-process will produce NKPD 
from the input values of the SFusi table register.

The proposed countermeasure architecture given in Fig. 6 is based on CAI’s infor-
mation fusion. Each input value given in information fusion part is a value that influ-
ences the decisions that will be produced in the future. The first step of the 
cognitive-countermeasure system is to receive fusion data from the Sensors (S1... S16) 
which in this research are represented as output from AddRoundKey and Hypothesis 
(H1... H8) in this research is mentioned as hamming value weight ([0..8]) that has an 
effect. The best hypothesis of each sensor value is the value obtained in the SFusi table. 
The correspondence value from SFusi will be entered and processed to become the 

Fig. 5 Data Flow Diagram of AES architecture with cognitive countermeasure approach
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Fig. 6 AES architecture with cognitive countermeasure approach
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NKPD values to be reprocessed into the right masking value. The process of calculat-
ing the best hypothesis (H) values for all observations with Algorithm 1 as follows.

Algorithm 1. Cognitive Masked Function Cost Times Big O Notation

Input: Output_AddRoundKey and 
Output: Fmask1, Fmask2
0:     State = HammingWeight (Output_Ad-

dRoundKey)
1:       for i= 0 to 4 do
2:      for j= 0 to 4 do
3:                temp = state(i,j);
4:                NKPD[i,j] = SFusi (temp);
5:       end
6:       end
7:   Indexs= maximum(sum(NKPD));
8:    
10:    Fmask1 = randomValueIndexs(Indexs)
11:    Fmask2 = randomValueIndexs(Indexs)

C1

C2
C3
C4
C5
C6

C7

C8
C8

1

1
4
4
1
1

1

1
1

O(1)
O(4)
O(4)
O(1)
O(1)
O(1)

O(16)
O(1)
O(1)

Total = O(42)
 

Big O notation is the analysis to estimate the resource requirements to run the 
algorithms. The focus of the analysis are the resources for memory cost and the 
amount of the computational implementation. The amount of processing time is the 
execution time for each instruction. In the second analysis, the worst case is used as 
the basis for writing Big O notation according to Cormen’s algorithmic analysis 
technique in 2011  in the introduction to algorithms book [27]. The cognitive- 
countermeasure design is divided into two components. In algorithm 1 the value of 
time and cost is T(n) = C1 + C2 + C34 + C44 + C5  + C6 + C7 + C82 with the amount 
of notation O (42)  =  O (1). In algorithm 2, this design has several notations O 
(255)  =  O (1) in the modified SBox generation operation. But theoretically, this 
design is fixed both in time complexity and space complexity. That causes the num-
ber of overhead areas to have a much smaller value than the others’ 
countermeasure-algorithm.

Besides being based on the analysis of the time complexity, other considerations 
regarding the strength of the aspects of the DPA/CPA attack are discussed. In the 
above algorithm, the system receives input in the form of value from the AddroundKey 
output. This value is processed to obtain the Fmask1 value from AddRoundkey out-
comes, and Fmask2 is masking for SubBytes function. The input value in the system 
is represented in binary units, and the hamming value is searched weight it is. HW 
value will be obtained when the corresponding several values   that are not worth 0. 
After getting the HW value, the next step is to represent the HW value from each 
state into the information fusion function.

Information fusion tables, as shown in Table 3 as an example, are the tables used 
in transforming HW values   into processing tables. After getting the values from the 
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information fusion part for a 16-byte matrix, the HW value that most influences the 
observation will be searched. To protect the SubBytes transformation thoroughly, all 
values   in the SBox are recalculated. The process of repeating the SBox computing 
process for each encryption process is carried out by the mechanism shown in 
Algorithm 2.

Algorithm 2. Cognitive Countermeasure SubBytes Cost Times Big O Notation
Input: N Output_AddRoundKey and Fmask1, 

Fmask2 = generated from information fusion
Output: maskingSBox

1: for i= 0 to 255 do
2: MaskedSBox[i Fmask1] = SBox [i]

Fmask2);
3: end 

S1

S2
S3

1

255
S3

S1

O(255)
O(1)

Total = 
O(256)  

To perform the transformation SubBytes with cognitive-countermeasure SBox, each 
output value will be added AddRoundKey XOR function with the value of his Fmask1 
to each byte of the state matrix this time. After this nonlinear transformation, the final 
part will release the masking value Fmask1 of the value sought. Through these two 
possible approaches, masking values Fmask1 and Fmask2 are added to the key sched-
uling process and will cover each round of AES. Every operation of this round key is 
done, it will include the actual state value in such a way that we need it. But we must 
calculate the expanded key every time, we change the mask for the SBox. In the next 
section, the process in more detail is explained, namely in other linear transformations. 
Other linear transformations are ShiftRows and MixColumns operations.

The form of shift-row transformation occurs in the second, three, and fourth 
lines as shown in Fig. 7. Value changes only happen in those lines. The values in 
S0, 0 up to S3, 5 are obtained by looking at the output of the SBox previously pro-
duced. For example on S1, 1  =  SBox(k1, 1  ⨁  p1, 1) and S1, 1  value to be 
S SBox k p Fmask1 2 1 2 1 2 2, , ,
¢ = Å( )Å . When a value change is made in the ShiftRow 

function that is to be, hamming leak distance for the function to be as follows.

Table 3 SFusi Table

H1 H2 H3 H4 H5 H6 H7 H8

HW0 0 0 0 0 0 0 0 0
HW1 1 0 0 0 0 0 0 0
HW2 0 1 0 0 0 0 0 0
HW3 0 0 1 0 0 0 0 0
HW4 0 0 0 1 0 0 0 0
HW5 0 0 0 0 1 0 0 0
HW6 0 0 0 0 0 1 0 0
HW7 0 0 0 0 0 0 1 0
HW8 0 0 0 0 0 0 0 1
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HD S S HW SBox k p HW SBox k p Fma1 1 1 2 1 1 1 1 1 2 1 2, , , , , ,, ¢( ) = Å( )( )Å Å( )( )Å ssk2( ) (9)

In cognitive-countermeasure, changes in masking values give an impact on the 
changes in each state in the second, three, and four rows. The attacker can model the 
power consumption by making hypothesis (H) of it from each change of power by 
estimating at least 216 = 65,536 possible value combinations so that the value of the 
masking value in the ShiftRow function will be very difficult to be analysed for 
power attacks purpose. This change will also result in a more exponential value 
when the masking value is changed in each round and the encryption process. At 
least, in AES with a key length of 128 bits, the H value for estimating the power 
consumption requires 10 × 216 = 655,360 times.

The MixColumn function will multiply each column of the input block state with 
the matrix where the multiplication operations are the same as the matrix multipli-
cation in general. In the cognitive-countermeasure algorithm, the value of each 
MixColumn state is obtained from the previous value, namely the output of the 
ShiftRow function as follows.

 S SBox k p Fmask1 1 1 2 1 2 2, , ,= Å( )Å  (10)

For all states in the MixColumn function, it applies as in the MixColumn matrix 
in NIST FIPS197 standard. However, in the final part, XOR was performed with 
two randomization values obtained from cognitive-countermeasure calculations. 
The value of c shows the value of each column of c = (0, 1, 2, 3). For each column, 
apply MixColumn as follows.

 
S S S S S Fmaskc c c c c3 0 1 2 303 02 2, , , , ,
¢ = { }( )Å Å( )Å { }( )Å× ×

 (11)

When the value changes are made to MixColumn function that is S1, 1 to be S1 2,
¢ , 

hamming leak distance for the function is as follows.

S0,0 S0,1 S0,2 S0,3
S1,0 S1,1 S1,2 S1,3
S2,0 S2,1 S2,2 S2,3
S3,0 S3,1 S3,2 S3,3

S0,0 S0,1 S0,2 S0,3
S1,0S1,1 S1,2 S1,3

S2,0 S2,1S2,2 S2,3
S3,0 S3,1 S3,2S3,3

S0,1

S S’

Fig. 7 ShiftRow function
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HD S S HW S S S S

HW S

c1 1 1 2 0 1 1 1 2 1 3

0

02 03, , , , , ,

,

, ¢( ) = Å { }Å( )Å { }( )Å( )
Å

×

11 1 1 2 1 3 102 03 2Å { }Å( )Å { }( )Å Å( )S S S Fmask, , ,×
 

(12)

4.1  Examining the Performance of Cognitive-Countermeasure 
Method

In AES design with cognitive-countermeasure, changes in masking values give an 
impact on the overall change in the value of the state. The attacker can model the 
power consumption by making H consumption from each power change by making 
estimates of at least 4 bytes of the values in the masking table of cognitive- 
countermeasure is 40 pairs. The power H value is an accumulation of the masking 
value between the ShiftRow and MixColumn functions. So that applying 232–40 
results in 4,294,967,256 possible combination values. Giving a masking value 
greatly gives a very significant change in H power in the MixColumn function. The 
test results on the four validations are shown in Table 4.

The AESVS test results through the Known Answer Test (KAT) test and Monte 
Carlo Test (MCT) have shown results that meet the NIST FIPS197 standard. In this 
section, the results of the AES design are cognitive-countermeasure based with state 
of the current art will be analysed and compared. This comparison begins with 
examining the level of complexity of processing and cost used in DPA/CPA 
countermeasure.

Table 4 Results of testing cognitive AES devices masking

Testing 
Compo-nent

The 
number of 
Iteration

Encrypt/
Decrypt 
Pass

Time Before 
Counter-measure

Time After 
Counter- 
measure

The improve- 
ment 
percentage

AESVS VarKey 
test data for 
ECB AES128 
(KAT)

128 Yes 92,505 ps 98,900 ps 6.91%

AESVS 
KeySBox test 
data for ECB

21 Yes 15,465 ps 17,675 ps 14.29%

AESVS VarTxt 
test data for 
ECB

128 Yes 92,505 ps 102,505 ps 10.81%

AESVS MCT 
test data for 
ECB

128 Yes 28,044,345 ps 38,055,645 ps 35.69%
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4.2  FPGA Implementation of Cognitive-Countermeasure 
Method

AES design with cognitive-countermeasure has been realized with a repetitive 
architecture using 8-bit data lines on the FPGA platform. In this section, the AES 
design without cognitive-countermeasure (DUT) and AES accompanied with 
cognitive- countermeasure is compared. The most dominant difference in the num-
ber of slice is caused by the addition of logic gate for information fusion functions 
on Lookup Table (LUT) of 450 slices which are obtained from the amount of data 
in the masking table of 48 x 8360 plus other utilities. Along with the addition of 
slice to the LUT, it also implies that the use of LUT logic is worth 450 slices. The 
increasing use of slice causes an increase in the component width by 25% compared 
to DUT (Table 5).

This design uses 8-bit-wide data path for each AES round operation, and the 
main key expansion operation is carried out sequentially. In a cognitive- 
countermeasure- based AES design, the operations are carried out in parallel for 
pieces of input data (plaintext/ciphertext) and different keys. The use of this tech-
nique significantly reduces the number of total cycles and increases throughput. 
This design successfully maintains the hardware area and keeps the power con-
sumption low compared to the DUT model. This comparison is shown in Fig. 8. The 
AES floor planning design supports 128-bit keys and counts one round at a time in 
16 clock cycles. This design consists of six components, namely cognitive- 
countermeasure unit (red), AddRoundKey, SubByte, MixColumns, ShiftRow, and 
key expansion units.

After getting the design, we synthesised it in FPGA design software. The use of 
power consumption of the cognitive-countermeasure-based AES design is obtained. 
The main focus on finding the value of power consumption in the model is to look 
at the percentage of overhead over costs of the countermeasure. Table 6 shows the 
comparison of the power use of power consumption when countermeasure was 
given to the AES design. The use of the Application Specific Integrated Circuit 
(ASIC) platform provides a small power consumption, because ASIC is specifically 
used for specific functions. Unlike FPGA, architectural design is used for general 
processing purpose.

Table 5 Comparison of proposed design methods with the study of state of the art

Countermeasure
Circuit Area (slice)

Type CountermeasureCipher Countermeasure Total

Cognitive-countermeasure 2643 882 (25.02%) 3525 Cognitive-countermeasure
With UDRPG 2335 2370 (49.8%) 4750 Hardware
PRNG with DRO 2100 35,000 (>100%) 37,100 Software
With DCRO 2335 1455 (38.39%) 3790 Hardware
With dummy instruction 1424 1491(51.14%) 2915 Logic and gate
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As shown in Table 6, the cognitive-countermeasure process requires high power 
consumption compared to other AES designs. The increase in power consumption 
is the consequence of adding the countermeasure mechanism. The consumption of 
19 mW or an increase of 14.3% power use is the total accumulated consumption for 
carrying out key generation process, AES, Universal Asynchronous Receiver- 
Transmitter (UART) operations, and data storage in the registers. The simulation of 
the AES design attack based on cognitive-countermeasure also carried out key vali-
dation. The predicted keys are the 8-bit size for each state, so 8-bit will be searched 
for 16 states. The attack uses Algorithm 1, the same algorithm in examining the 
vulnerabilities in AES-DUT. The test began with the collection of 5000 pairs of 
traces. SubKey key search begins with finding the hypothesis of power value (H), 
which is doing a bitxor operation between the H key value and the plaintext used.

The output from bitxor operations it is the basis for finding the intermediate val-
ues. The next process is to calculate the mean value by using the value of the Least 
Significant Bit (LSB) as the intermediate value. After that, the simulation calculated 
the average value of the voltage model against the trace. The absolute maximum 

Fig. 8 Floorplanning in AES with and without cognitive-countermeasure approach (a) Without 
countermeasure (b) With countermeasure

Table 6 Comparison of proposed method power consumption with state studies of the art

Countermeasure
Circuit Power

PlatformCipher Counter- measure Total/ Overhead (%)

Cognitive-countermeasure 
method

16.62 mW 2.38 mW 19 mW (14.3%) FPGA

With UDRPG 68 μW 34.5 μW 102.5 μW (50.7%) ASIC
PRNG with DRO 5.9 mW 1.11 mW 7,01 mW (18.8%) ASIC
With DCRO 68 μW 44.5 μW 112,5 μW (65.4%) ASIC
With dummy instruction Not defined Not defined 5% FPGA
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value of the average voltage against trace identifies the most appropriate key guess. 
Testing of DPA-DoM attacks on AES devices based on cognitive-countermeasure 
does not get a single sub-key that is the true value. The test results on keys that are 
considered correct are shown in Fig. 9.

Figure 9 shows the results of applying the most appropriate key to 
the AES sub- key as many as 16 states. Absolute maximum value of 
mean voltage against trace identified the most appropriate key guess is 
9CDF1CFD9E98C54A7FB2C06D26AA6EE0. The key that is the true value 
should be 2B7E151628AED2A6ABF7158809CF4f3C. The trace curve for 
keys that are correctly valued is shown in Fig. 10.

Fig. 9 Search results for AES sub-keys with DPA-DoM

Fig. 10 The results of the curve traces for sub-keys are true
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In Fig. 11, the absolute value for the entire state in the correct key is always 
below the absolute key value of the DPA-DoM attack. These results indicate that the 
use of AES encryption devices based on cognitive-countermeasure can protect 
against DPA-DoM attacks even though they use a few trace curves. On the software 
side, the researchers use MATLAB software to analyse and carry out CPA attacks. 
The CPA attack model focuses on attacks after the SBox value for the entire matrix 
AES state. Several bytes in the matrix AES128bit state amounts to 16 states. The 
attack model used in this test is the CPA method for the First AES HD Round pro-
posed in [9].

5  Concluding Remarks

The conclusions and follow-up of this research that has been carried out are 
explained in this section. The further works are the next research plan that will be 
carried out by the researchers.

5.1  Conclusion

A DPA/CPA attack is a statistical attack based on an analysis of the power usage 
needed by the encryption device. Specifically, the conclusions of this research are as 
follows.

• The DUT AES128 on the FPGA platform as a testing environment for attack and 
anti-attack has successfully been designed. After analysing the DPA and CPA 
attacks on the DUT, the surface (point of vulnerability) of the AES encryption 
device has also been obtained.

Fig. 11 Comparison of correlation values with and without cognitive-countermeasure
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• The main vulnerability of AES128 is located on the estimated value of power 
that is predictable as a function of its SubBytes in each round. Based on the point 
of vulnerability, the best model is obtained as a form of DPA-countermeasure. 
The countermeasure model is to calculate and make significant changes in power 
form on AES attack surfaces. This change in the form of power consumption is 
done by the cognitive masking approach based on cognitive-countermeasure. 
Cognitive-countermeasure is built on the analysis of the most significant power 
usage at one time the message encryption processed. Cognitive-countermeasure 
is a method developed from CAI’s information fusion. The information fusion 
function is to combine information quickly and precisely to obtain the best mask-
ing value decision. The results of the tests show changes in the form and the 
power consumption randomly and precisely manner in overcoming the risk of 
power analysis attacks

• This research presents a new approach to countermeasure power analysis attacks 
efficiently to be implemented in hardware and can prevent such attacks. This 
research also presents attack statistics to calculate the probability that certain 
DPA/CPA attacks cannot be carried out. An AES encryption device has been 
produced on the FPGA platform with dynamic cognitive-countermeasure 
method. Cognitive countermeasure that is dynamically interpreted as randomiz-
ing the value of an AES secret key by giving a masking value which follows the 
message value. With this mechanism, the attacker is not able to search the key. 
The encryption device has been validated by various tests required by the NIST 
FIPS197 standard

• The results of the NIST FIPS197 test on the AES encryption device based on 
cognitive-countermeasure showed an increase in processing time by 16.97%. 
The validation results on CPA attacks show that cognitive-countermeasure 
decreases the correlation value after applying cognitive-countermeasure is 
0.0508, previously the correlation value without masking is 0.8 with the number 
of traces 5000. Regarding the hardware resource usage, there is an increase in the 
sequence number (slice) amounted to 25.02% of the design of the early DUT as 
the consequence of adding the cognitive-countermeasure parts. But the percent-
age value is still smaller compared to the other four comparators studied in the 
state of the art.

• The AES encryption device based on the cognitive-countermeasure method has 
been built and is able to perform deception to the attacker in performing the key 
search. The deception is made possible by using the knowledge obtained from 
CAI approach. This design has higher reliability against various power analysis- 
based attacks (DPA/CPA).
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5.2  Further Works

• With the increasing of hardware security threats nowadays, cryptanalysts are 
fortunate to have big data analytics step to reveal confidential information such 
as SCA (DPA/CPA) by performing complex correlations across huge data traces. 
To anticipate attacks such these, we found that the combination of CAI and 
cryptanalysis gave surprising results. Indeed, we found an improvement of the 
best DPA/CPA countermeasure namely cognitive-countermeasure. Our model 
seems to be more effective than the most effective countermeasure method 
against encryption device. In the design aspect, especially by testing NIST 
FIPS197 on the device shows an increase in processing time by 16.97% whereas 
the elements of the use of hardware resources increases to 25.02% of the designed 
DUT. The potential for future research that can be developed is how to reduce the 
processing time and cost overhead of the AES encryption device design based on 
cognitive-countermeasure

• The future research will also focus on the optimization of the use and the design 
of cognitive-countermeasure as a masking technique. This includes conducting 
the test and the design of DPA/CPA countermeasure on other cryptographic algo-
rithms such as RSA, SHA1, and MD5
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Abstract In the era of big data, the data are produced by numerous sources. 
Though, Mobile Ad hoc Network (MANET) would not be directly related to big 
data technology, there are at least two issues that relate MANET with big data sce-
nario which are: (i) collecting reliable data securely from MANET (ii) obtaining 
meaningful data from the huge data sets and transmission of that securely through 
MANET.  This is why it is needed to talk about the secure routing protocols in 
MANET as in some way; such network setting also would be related to contributing 
to the big data environment. The intent of this chapter is to present a survey on the 
secure routing protocols in MANET.

1  Introduction

The tremendous advancement in nomadic communication and wireless hand-held 
devices yields the communication network paradigm known as Mobile Ad hoc 
Network (MANET), where hand-held mobile devices are collectively organized in 
a network without any preexisting infrastructure (see Fig. 1). The devices are com-
monly referred to as nodes. The main applications of such networks can be found in 
emergency conditions like earthquakes, Tsunami, and other natural disasters, 
unmanned terrain explorations, defense related applications, etc. Also, MANET is 
considered the foundation of Wireless Sensor Network (WSN), Vehicular Ad hoc 
Networks (VANET), Wireless Mesh Network (WMN), and the pervasive networks. 
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MANETs are useful for commercial and civilian applications like managing hospi-
tals, classrooms, seminar halls, shopping malls, etc., as well.

This kind of network has already gained popularity. However, some inherent 
features of a MANET give rise to some challenges to the developers for various 
practical application scenarios. In the last few years, extensive research works have 
been carried out on the issues like routing, location management, connectivity, 
security, and other related fields. Security, scalability, robustness, availability are 
some of the most explored issues in this paradigm.

In this chapter, we present a review of the state-of-the-art research carried out in 
various fields of MANET like secure routing along with selfishness mitigation and 
trust aware security solutions. Secure end-to-end delivery is one of the most impor-
tant issues related to this kind of infrastructure-less distributed networks.

2  Secure Routing in Manet

In a MANET, a node can communicate directly with nodes within its radio range. If 
a node S has to send a packet to D which is not in its radio range, it has to rely on 
other intermediate nodes to forward the packet to reach D. As it is an infrastructure- 
less dynamic network, wired routing protocols are almost inapplicable. Therefore, 
specialized routing protocols are required which could adapt dynamically to the 
changing topologies in MANET. Routing protocols can be broadly classified into 
three categories based on the underlying routing information update mechanism 
employed: reactive (on-demand), proactive (table driven), and hybrid.

Fig. 1 Mobile ad hoc network
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In a reactive routing protocol, it is initiated on a demand basis i.e., whenever 
source requires path to the destination. There is no need to maintain routing tables 
between all the nodes at all times. Therefore, it utilizes network energy and band-
width resources more efficiently, at the cost of increased route discovery delay. 
Ad-hoc on demand distance vector (AODV) [1] and dynamic source routing (DSR) 
[2] are the popular protocols in this category.

AODV has route discovery, route maintenance and neighbor maintenance phases. 
Figure 2a illustrates an AODV route discovery process, where source node S wishes 
to send data packets to destination node D for which it has no route. S broadcasts a 
RREQ (Route Request) message which is flooded to all nodes in the network. When 
D receives multiple RREQ messages from C and F, it computes the shortest path in 
terms of hop-count from source to destination. Thereafter, D unicasts RREP (Route 
Reply) message back to S using the reverse path C and B.

In route maintenance phase, each node monitors the link status of the next hops 
in active routes. When a node detects a link break in an active route, it unicasts a 
Route Error (RERR) message along the reverse route towards source node. The 
route maintenance process is shown in Fig. 2b. Here, node C detects the link break 
and sends RERR to S through B. On receiving RERR message, S re-initiates the 
route discovery process and discovers a new route S-A-E-F-D again. In neighbor 
maintenance phase, each node periodically sends HELLO messages to keep the 
track of its neighboring nodes.

DSR is designed based on the concept of source routing. The source knows the 
complete hop-by-hop route to the destination. The routes are stored in a route cache. 
DSR uses route discovery and route maintenance phases. It works in a similar way 
like AODV except that DSR caches entire route information in each node and does 
not have neighbor maintenance phase. Figure 3a shows a DSR route discovery pro-
cess, where source node S wants to communicate with destination node D. As no 
route exists, S broadcasts a RREQ message which is flooded to all nodes in the 
network. After receiving RREQ, each intermediate node appends its address and 
rebroadcasts towards D. On receiving multiple RREQ messages from C and F, D 
computes the shortest path from source to destination and uses the route cache to 
unicast a RREP message back to S. The route maintenance phase is shown in Fig. 3b 

Fig. 2 AODV (a) Route Discovery: source node S floods a RREQ message to the entire network; 
D unicasts RREP message back to S; computed route is S-B-C-D. (b) Route Maintenance: C 
detects link failure to D; C sends RERR message through B to S; S discovers new route 
S-A-E-F-D
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where C detects the link failure and sends a RERR to S. On receiving RERR, S 
removes link and its route cache reinitiates the route discovery process.

In a proactive routing protocol, such as DSDV [3], each node maintains the net-
work topology information in the form of routing tables. These tables are main-
tained by periodically exchanged routing information, which is generally flooded 
throughout the network. Whenever a node requires a path to a destination, it runs an 
appropriate path finding algorithm on the topology information it maintains. If 
bandwidth and energy resources permit, it is suitable for MANET due to its low 
route discovery latency.

Hybrid routing protocols like zone routing protocol (ZRP) [4] combine the best 
features of both reactive and proactive routing protocols. Each node uses proactive 
routing protocols to reach nodes within certain geographical area (zone), and reac-
tive routing protocols for the rest.

In the following sections, some well-known security schemes will be discussed 
with the merits and demerits of the same. These are designed to provide security to 
reactive and proactive routing protocols using both symmetric and asymmetric key 
cryptography.

2.1  Secure Reactive Routing Protocols

Reactive routing protocols such as DSR and AODV assume that participating nodes 
do not maliciously disrupt the operation of the protocol. Secure routing protocols 
cope with malicious activities like modification of routing information, fabricating 
false routing information, impersonation, etc. These protocols are either completely 
new stand-alone protocols, or in some cases incorporations of security mechanisms 
into existing protocols. Routing protocols incorporate conventional authentication 
and encryption schemes based on cryptography to provide a first line of defense. 
These include asymmetric and symmetric cryptography. Cryptographic primitives 
such as hash functions (message digests) can be used to enhance data integrity in 

Link RREQ RREP Link Link Breakage New Route RERR
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Fig. 3 DSR (a) Route Discovery: source node S floods a RREQ message to the entire network; 
Each intermediate node forwards RREQ after appending its address; D sends RREP message back 
to S with entire route information <S, B, C > in a cache. (b) Route Maintenance: C detects link 
failure to D; C sends RERR message through B to S; S either uses another route from its cache or 
it discovers new route <S-A-E-F> to D
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transmission as well. Threshold cryptography can be used to hide data by dividing 
it into a number of shares. Digital signatures can be used to achieve data integrity 
and authentication services as well. As a second line of defense, trust/reputation 
mechanisms are implemented with the routing protocols in MANET to defend 
against attacks or enforce cooperation, reducing selfish node behavior.

2.1.1  Secure Routing Based on DSR

Ariadne [5] is a secure on-demand ad hoc routing protocol based on DSR. It pre-
vents attackers or compromised nodes from tampering with routes consisting of 
legitimate nodes, and many types of Denial-of-Service (DoS) attacks. It uses only 
highly efficient symmetric cryptographic primitives. One-way hash functions are 
used to verify if any hop has been omitted on the route, which is known as per-hop 
hashing. Ariadne can authenticate messages one of three ways: sharing secrets 
between each pair of nodes, sharing secrets between communicating nodes com-
bined with broadcast authentication, or digital signature. Ariadne uses pair-wise 
shared keys, avoids the need for time synchronization but at the cost of higher key 
setup overhead.

Papadimitratos et al., proposed the secure routing protocol (SRP) [6] that can be 
used with DSR and ZRP. SRP provides end-to-end authentication with the addition 
of several security extensions. SRP can detect modification of the route request 
(RREQ) at the target and route reply (RREP) at the source. However, it does not 
attempt to prevent unauthorized modification of fields that are ordinarily modified 
in the course of forwarding packets. A shared secret is established between two 
nodes, and the non-mutable fields of the exchanged routing messages are protected 
by this shared secret. The scheme is robust in the presence of a number of non- 
colluding malicious nodes, and provides accurate routing information in a timely 
manner. SRP makes no assumption regarding the intermediate nodes, which exhib-
its arbitrary and malicious behavior. Nodes use secure message transmission (SMT) 
[7] to ensure secure successful delivery of data packets.

2.1.2  Secure Routing Based on AODV

Sanzgiri et  al., develop authenticated routing for ad hoc networks (ARAN) [8], 
which is based on AODV and utilizes cryptographic public key certificates signed 
by a trusted third party. The certificate associates an IP address with a public key in 
order to achieve the security goals of authentication, message integrity and non- 
repudiation to the route discovery process. The cost of ARAN is a larger routing 
packet, which results in a higher routing load and latency in route discovery due to 
the cryptographic computation.

Zapata et  al., proposed secure AODV (SAODV) [9], to enforce security in 
AODV. The idea behind SAODV is to use a signature to authenticate most fields of 
RREQ and RREP. Two mechanisms are used to secure the AODV messages: digital 
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signature to authenticate the non-mutable fields of the message and hash chain to 
secure the hop count information [10, 11]. Nodes authenticate AODV routing pack-
ets with an SAODV signature extension that prevents certain impersonation attacks. 
Since the protocol uses asymmetric key cryptography for digital signature, it 
requires the existence of a key management mechanism that enables a node to 
acquire and verify the public key of other nodes in the network.

Ghosh et  al., proposed an identity-based scheme, Secure Dynamic Routing 
Protocol (SDRP) [12] which uses digital signature and message authentication code 
algorithms to provide end-to-end, hop-to-hop and whole-route authentications. The 
protocol has several advantages over the existing RSA-based secure routing solu-
tions as it requires fewer signature generations and verifications on a route. SDRP 
uses an identity-based scheme with a small-size of public key, which is certificate- 
less, thus saving routing overhead (RO) and storage. ID-based scheme secures 
AODV and transmits TCP data to the authorized hosts. The authors also proposed a 
RSA based Scheme [13] that uses a SAS (Sequential Aggregate Signatures) to 
secure AODV. The scheme can securely generate the session key for the MANET 
nodes to secure the TCP.

2.2  Secure Proactive Routing Protocols

Hu et al., proposed secure efficient ad hoc distance vector routing protocol (SEAD) 
[14] based on DSDV. It is robust against multiple uncoordinated attackers creating 
incorrect routing state at other nodes in the network. Efficient one-way hash chains 
are used in the authentication of the sequence number and the metric (hop count) 
field of a routing table update message.

Zhao et  al.’s work presented in [15] is a secure routing protocol which uses 
identity- based cryptography in a proactive security approach. The authors name the 
protocol “proactive” or “preclusive” because they assume security at the beginning 
of starting the operation, and preclude insecurity proactively. They show the com-
parative advantage against some other alternative secure routing protocols in terms 
of routing setup and maintenance. As the protocol does not need any side channel or 
secret channel at all, that simplifies the lower layer design and saves administrative 
overhead. Also, it does not use flooding to set up initial routing and does not use 
multicast to update secret, which improves efficiency. However, this protocol has a 
tricky and strong assumption that the authors are always able to update system 
secret before the adversary nodes in surrounding area can compromise a number of 
nodes and break the secret. In some controlled deployment scenario, this may be 
achieved however, for many cases, it would be impractical. Even the authors also 
mentioned about this assumption, “This is an essential bedrock of the security of the 
system, but is the most tricky assumption.” And “If we can achieve this, we can 
exclude the adversary nodes all through.” Hence, implementation of this protocol in 
most of the practical/usual cases would be really difficult.
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The secure link-state protocol (SLSP) [16] is proposed by Papadimitratos et al., 
which provides a proactive secure link state routing solution for ad hoc networks. It 
uses digital signature and one-way hash chain to ensure the security of link-state 
updates. SLSP can be used as the intra-zone routing protocol in ZRP. It is a periodic 
protocol that receives link-state information through a periodic neighbor location 
protocol (NLP). When receiving a link state update (LSU) packet, nodes verify the 
attached signature using a public key that they have cached in the pubic key distri-
bution phase of the protocol and authenticate the hop count by one-way hash chains. 
Link state information was broadcasted periodically using NLP to detect discrepan-
cies between IP and MAC addresses. SLSP offers protection against individual 
malicious node by securing neighbor discovery process. However, SLSP is vulner-
able to colluding attackers that fabricate non-existing links between themselves and 
flood information to colluding neighbors.

From the above discussion, it becomes clear that security protocols mainly focus 
on authentication based on cryptographic techniques as a first line of defense. This 
may prevent a MANET from being attacked by outsider malicious nodes. However, 
an authenticated node can still compromise the MANET or may behave maliciously 
or selfishly. Therefore, authentication based techniques are not sufficient to prevent 
insider attacks. We need second line of defense to prevent these kinds of attacks.

Another important category of secure routing is cooperation enforcement 
between the nodes; thus increasing the availability. If the primary goal is to increase 
the availability and overall throughput, and achieve the robustness of the network, 
the cooperation enforcement techniques may fit better. In the next section, a brief 
review of works done on such techniques is discussed.

3  Selfishness Mitigation

Cooperation enforcement approaches are categorized as reputation based (based on 
reputation building, supports monitoring of neighbors’ activities) and credit based 
(based on economic incentives: pricing requires the existence of tamper-resistant 
hardware or a virtual bank). These approaches can be used in collaboration with the 
existing secure routing protocols to provide comprehensive security for the data in 
the network.

3.1  Reputation Based Schemes

The reputation based schemes use the reputation of the nodes to forward packets 
through the most reliable nodes. The reputation value (RV) of a node is measured by 
its behavior towards forwarding others’ packets. RV increases if the node rightly 
forwards the packets of its neighbors without modifying them, and decreases other-
wise. They also incorporate techniques to isolate the misbehaving nodes (nodes 
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with a low RV). Depending on the type of observation about a neighbor node, the 
reputation based models can be further divided into two subclasses: models where 
the reputation is based only on a node’s personal/self observation (first-hand reputa-
tion information) and models according to which recommendations/observations of 
other nodes are taken into consideration (second-hand reputation exchanges). If a 
node observes that another node does not behave rightly, it reports this observation 
to the other nodes in the MANET.

Buchegger et al., design a protocol namely Cooperation Of Nodes: Fairness In 
Dynamic Ad-hoc NeTworks (CONFIDANT) [17] as an extension to DSR.  The 
scheme facilitates monitoring and reporting for a route establishment that avoids the 
misbehaving nodes. Both direct and indirect observations are used to detect a mis-
behaving node. Revocation and reintegration of a non-malicious node into network 
is permissible in CONFIDANT if the node is incorrectly accused or turns out to be 
a repentant and no longer malicious. The disadvantage here is the requirement of a 
pre-existed trust relationship.

The first version of CONFIDANT was vulnerable to rumor spreading phenom-
ena [18]. Further, this problem has been addressed through a Bayesian model [19, 
20] that classifies and excludes the liars. Both positive and negative reputations are 
used to calculate a cooperation factor that consists of the frequency of misbehavior 
in relation to the cumulative activity of the node.

CORE [21], introduced by Michiardi et al., relies on the DSR routing protocol. It 
uses first and second-hand experiences, combined by a specialized function, which 
is used by the Watchdog mechanism [22]. The CORE scheme is immune to attacks; 
as no negative ratings are spread; the malicious decrease of node’s reputation is not 
possible. CORE gradually isolates misbehaving nodes when the reputation assigned 
to a neighboring node falls below a predefined threshold. However, misbehaving 
nodes can be reintegrated into the network if they purposefully increase their 
reputation by cooperating with the network operation. CORE does not discriminate 
between malfunctioning and misbehaving nodes. It assumes that every node uses 
identical calculations of the RV, assigning the same weights to the same functions. 
As MANETs consist of devices equipped with different resources providing discrete 
services, they prefer to use different levels of importance on functions [23].

Bansal et al., proposed the Observation-based Cooperation Enforcement in Ad 
hoc Networks (OCEAN) [24], based on DSR, which introduces an intermediate 
layer between the network and the Medium Access Control (MAC) layers for mak-
ing intelligent routing decisions. Every node maintains an avoid list through the 
ratings for each neighboring node. Checking this list, a route is rated good or bad, 
and eventually misbehaving nodes are isolated. However, a second chance mecha-
nism is used to allow nodes that misbehaved in the past to become operational 
again. OCEAN uses a credit-based policy, to deal with nodes that do not participate 
in the route discovery process. It does not require any tamper-proof hardware or a 
centralized server. However, as OCEAN is sensitive to the tuning of the faulty 
threshold parameter, second-hand schemes perform better over a broader range of 
tunings. Additionally, it is not effective in reducing the throughput of misbehaving 
nodes and takes no countermeasures to prevent collusion.
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The Secure and Objective Reputation-based Incentive (SORI) Scheme [25], pro-
posed by He et al., focuses on the packet forwarding function. SORI combines feature 
of the first-hand and reputation spreading schemes. It takes into account the credibility 
of the nodes which contribute to the calculation of the reputation. This makes it difficult 
for an attacker to test multiple identities, trying to impersonate one identity in order to 
improve its reputation. This mechanism is designed to treat generously the nodes that 
do not intentionally drop packets. The security mechanism is based on a one-way hash 
chain and MAC. SORI takes no countermeasures to prevent collusion.

Dewan et al., introduce a first-hand reputation information model [26], based on 
AODV. It uses acknowledgements to observe the behavior of adjacent nodes, rather 
than complex operations to decide the reputation of a node. The source node finds a 
set of paths to a destination using AODV. The first hop node forwards packet to the 
next hop node with the highest reputation and the process is repeated till the packet 
reaches its destination. The destination acknowledges the packet to the source. The 
corresponding entry of the reputation table is updated by rewarding the first hop. If 
a non-cooperative node resides in the route and drops packet, source may not receive 
an acknowledgment within a predefined interval. A load balancing method that bal-
ances the load among the well-reputed nodes might overcome such phenomena. It 
does not include an explicit mechanism for giving a second chance to nodes that 
experience relay failures or have low recourses. However, the authors proposed two 
techniques that extend the basic scheme and handle these situations.

3.2  Credit Based Schemes

For credit based models, the packet forwarding task is treated as a service which can 
be evaluated and charged. These models incorporate a form of virtual currency to 
regulate the dealings between the various nodes for packet forwarding. They require 
the existence of tamper-resistant hardware or a virtual bank.

Tamper resistance is basically some kind of resistance to tampering or inten-
tional sabotage by either the normal users of a system or others with physical access 
to the device/hardware. On the other hand, virtual bank offers trusted third party 
services to the nodes. Sprite, a simple, cheat-proof, credit-based system for 
MANETs [27] was proposed by Zhong et al. It does not require tamper-proof hard-
ware but incorporates a centralized credit clearance service (CCS). The CCS 
believes that a node has forwarded a packet if there is a successor of that node on 
the path reporting a valid receipt of the packet. A potential disadvantage of Sprite is 
the assumption that a fast connection to the CCS is needed for reporting the obtained 
receipts. A generalization of Sprite that encourages the participation of nodes dur-
ing the route discovery is also introduced.

Another Scheme [28], introduced by Yang et al., protects both routing and packet 
forwarding in the context of AODV protocol. It is self-organized and does not 
assume existence of any a-priori trust between the nodes or centralized trust entity. 
It isolates the misbehaving nodes and employs threshold cryptography to enhance 
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the tolerance against these nodes. Nodes actively and collaboratively monitor oth-
ers’ traffic to detect any misbehavior. The neighbor verification employs the RSA 
based cryptographic primitives. Regarding the key setup complexity and the require-
ment for the threshold cryptography, the authors mention that; when light-weight 
cryptography is employed, the computation complexity is decreased whilst hashing 
techniques might decrease the storage overhead.

Anderegg et  al. propose the ad hoc-VCG Scheme [29] based on DSR.  It is a 
credit-based model based on a second best sealed type of auction. The adhoc-VCG 
scheme estimates this cost through the cost-of-energy parameter. If an intermediate 
node does not get a payment to cover its forwarding costs, it refuses to forward. The 
nodes determine the energy emission levels to reach their neighbors using a signal-
ing process and additional control fields on packets. The ad hoc-VCG may fail in 
the presence of collusion of nodes, trying to maximize their payments. Moreover, it 
requires complete knowledge of the network topology to construct the graph, which 
creates significant overhead during the route discovery phase. Finally, it does not 
focus on the actual payment delivery, but only on the estimation of the payments.

The protocols that have been discussed so far provide security to routing proto-
cols either by using cryptography primitives or using trust and reputation based 
schemes to ensure security and availability. Apart from those, there are few proto-
cols which rely on trusted framework to achieve security objective. In the following 
section, some other trust based protocols are briefly described.

4  Trust Management Schemes

This section summarizes the trust management schemes that have been developed 
for ad hoc networks. We describe trust management schemes based on specific 
design purposes such as secure routing, authentication and key management. 
Further, we also describe the existing general frameworks for trust (or reputation) 
evidence distribution and evaluation.

4.1  Secure Routing Using Trust

Most reputation-based trust management schemes are devised for collaborative 
secure routing by detecting misbehaving nodes that are either selfish or malicious. 
The cooperation enforcement schemes for selfish nodes are described in Sect. 3 and 
different secure routing schemes have been already discussed in Sect. 2. In some of 
the secure routing protocols, a-priori trust relationships are assumed. Here, some 
other trust based secure routing protocols are discussed.

Nekkanti et al., proposed an extension to AODV [30] using trust factor and secu-
rity level at each node. This approach deals differently with each RREQ based on 
the node’s trust factor and security level. The routing information for every request 
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is encrypted which leads to large overheads. However, the approach does not address 
evaluation of trust itself.

Pirzada et al. proposed and examined the efficacy of trust based reactive routing 
protocols in the presence of attacks. This work [31] only considers first hand 
information to evaluate others’ trust values. Their trust evaluation scheme is restricted 
to direct neighboring nodes. Pissinou et  al. devised a secure AODV based routing 
protocol [32] for multi-hop MANET to discover a secure end-to-end route. The 
protocol calculates the trust values based only on direct observations, assuming that 
trust is transitive. Ghosh et al., enhanced trust management in their proposal [33] by 
considering the confidence level of trust. The confidence level is used as a weight on 
the computed trust value and the method for calculating trust in a fully distributed way 
provides a general framework that can be applied to non-trust aware routing protocols.

Zouridaki et al., proposed a trust establishment mechanism [34] called Hermes 
to improve the reliability of packet forwarding over multi-hop routes in the presence 
of potentially malicious nodes. Direct observations are used to evaluate opinions 
about others. As an extension, Zouridaki et al., employed both first-hand trust infor-
mation and second-hand trust information forwarded from neighboring nodes about 
non-neighboring nodes. This trust establishment Scheme [35] can cope with more 
attacks, including propagation of false recommendations or information, identify-
ing bad nodes among neighboring nodes, colluding attacks, replay attacks, and 
duplicate attacks.

Li et al., also extended AODV and adopted a trust model to guard against mali-
cious behaviors of nodes at the network layer [36]. They represented trust as opin-
ions stemming from subjective logic. They proposed an Objective Trust Management 
Framework (OTMF) based on both direct and indirect information for reputation 
management and showed the effectiveness of OTMF. However, this work did not 
consider node collusion in obtaining second-hand information, which may lead to 
incorrect recommendations. Sun et  al., proposed trust modeling and evaluation 
methods [37] for secure ad hoc routing and malicious node detection. The unique 
part of their design is to consider trust as a measure of uncertainty that can be cal-
culated using entropy. However, this work considers packet dropping as the only 
component of direct observations to evaluate trust.

Abusalah et al., proposed a trust aware routing protocol (TARP) [38] and devel-
oped a trust metric based on six trust components including software configuration, 
hardware configuration, battery power, credit history, exposure and organizational 
hierarchy. However, no consideration was given to trust decay over time and space 
to reflect uncertainty due to dynamics and incomplete information in MANET 
environments.

Balakrishnnan et al. developed a trust model [39] to strengthen the security and to 
deal with the issues associated with recommendations. This work uniquely considered 
a context dependency characteristic of trust in extended DSR. Their model utilizes 
only trusted routes for communication, and isolates malicious nodes based on the 
evidence obtained from direct interactions and recommendations. In quorum or 
threshold cryptography schemes, a node must successfully interact with at least k of 
n distributed trusted authority (TA) nodes. Finding k such nodes can be resource 
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intensive. Reidt et al., prioritize the TA nodes in their proposal [40]. They find a route 
to connect to k desirable TA nodes so as to minimize a performance metric such as 
overhead, taking into account reliability, and energy consumption of individual nodes.

Wang et al. proposed a mechanism [41] to distinguish selfish peers from coop-
erative ones based solely on local observations of AODV. They use a finite state 
machine model of locally observed AODV actions to construct a statistical descrip-
tion of each peer’s behavior. A series of well-known statistical tests are applied to 
features obtained from the observed AODV actions.

4.2  Authentication Using Trust

There have been efforts to establish trust relationships to ensure authentication in ad hoc 
networks. Weimerskirch et al., developed a trust model [42] based on human behavior, 
noting that society can be considered as an ad hoc network. They used recommendations 
from a distributed trust model to construct trust relationships and extended the proposal 
by adding a request for recommendations. The assumption of low value transactions 
does not require any evidence based mechanism to ensure trust such as authentications 
using public/private keys. Consequently, it is not applicable to systems where hostility 
may be high, or where consequences of misplaced trust can be severe.

Verma et  al., presented an overview of a trust negotiation Scheme [43] using 
DSR and ZRP. This scheme consists of two components. The peer-to-peer compo-
nent deals with secure communications with neighbors in a lightweight manner. The 
main goal of this work is to add robustness to the process of trust negotiation rather 
than trust evaluation. Pirzada et al. proposed a trust based communication model 
[44] based on a notion of a belief. It provides a dynamic measure of reliability and 
trustworthiness in MANETs. The merit of this work can be precisely identified as it 
incorporates utility as general trust and time as situational trust into the overall trust 
metric to evaluate an agent in the network. However, the situational trust considered 
is limited to monitoring dynamics of packet forwarding behaviors.

Ngai et  al. proposed a secure public key authentication service using a trust 
model [45] to prevent propagation of false public keys in the presence of malicious 
nodes. Trust is evaluated based on direct monitoring as well as recommendation. 
However, this work does not consider group membership changes, the distance 
from the evaluator, and their effect on the performance of the trust 
management scheme.

4.3  Key Management Using Trust

A survey of key management techniques for network layer security is presented in 
[46]. Virendra et al. proposed a trust based security architecture [47] for key man-
agement in MANET. It aims to establish keys between nodes based on their trust 
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relationships and to build a secure distributed control framework using trust as a 
metric. The unique part of this work is that it considers the trust level of each node 
in a physical as well as a logical sense. However, establishing pairwise keys based 
on pairwise trust relation may not be feasible in terms of scalability and in the pres-
ence of high network dynamics in a large network.

Li et al. demonstrated an on-demand, fully localized, and hop-by-hop public key 
management protocol [48] for MANETs. In this protocol, each node generates its 
own public/private key pair, issues its certificate to neighboring nodes, and provides 
authentication service by adapting to the dynamic network topology, without reliance 
on any centralized server. However, only certificate chains are used to derive trust.

Chang et al., proposed a Markov chain trust model [49] to obtain the trust values 
(TVs) for one-hop neighbors. They designed a trust based hierarchical key management 
scheme by selecting a certificate authority server (CA) and a backup CA with the highest 
TVs. This work gives a rigorous analysis of TVs and considers a variety of attacks.

4.4  Trust Evidence Distribution and Evaluation

Several trust management schemes have been proposed in order to provide a general 
framework for trust evidence distribution or evaluation in ad hoc networks. Yan et al. 
proposed a trust evaluation mechanism based security solution [50] for data protection, 
secure routing and other network activities. This trust evaluation model is called 
personal trusted bubble (PTB). It considers many factors including experience statistics, 
data value (the higher the value of the data, the higher is the trust needed from other 
PTBs to transfer it), intrusion black list, reference, personal preference, and PTB policy.

Jiang et al. proposed Ant Based trust Evidence Distribution (ABED) [51] based 
on the swarm intelligence paradigm, which is highly distributed and adaptive to 
mobility. In ABED, pheromones are deposited at nodes by mobile agents called ants 
and pheromones provide the mechanism for information exchange and interactions. 
However, no specific attackers are considered to prove the robustness of the scheme 
in presence of attacks. In the continuing work, Jiang et al. [52] addressed distributed 
trust computation and establishment using random graph theory and the theory of 
dynamic cooperative games. Trust relationships are ternary (yes, no, don’t care) and 
the emphasis is on understanding steady state behaviors. This model incorporates 
trust variables with continuous value, dynamics, and transient behaviors.

Theodorakopoulos et al. proposed a trust evidence evaluation Scheme [53] for 
MANETs. The evaluation process is modeled as a path problem in a directed graph 
where vertices represent entities and edges represent trust relations. Their case 
study uses the Pretty Good Privacy (PGP) web of trust to express an example of 
trust model based on semirings and shows that their scheme is robust in presence of 
attackers. However, their work assumes that trust is transitive. Further, trust and 
confidence values are represented as binary rather than continuous values. Even 
though no centralized trusted third party exists, their work makes use of a source 
node as a trusted infrastructure, which incurs vulnerability in MANET.
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Boukerche et al. proposed a distributed reputation management mechanism [54] 
known as generalized reputation evaluation (GRE), using a comprehensive compu-
tational reputation model. GRE seeks to prevent malicious nodes from entering a 
trusted community. However, no specific attack model was addressed.

Cho et al., proposed a trust management Scheme [55] for group communication 
systems in MANETs. This work proposed a composite trust metric reflecting vari-
ous aspects of a node such as sociability (i.e., social trust) and task performance 
capability (i.e., QoS trust), and investigated the effect of the trust chain length used 
by a node to establish acceptable trust levels through subjective trust evaluation.

Chatterjee et al., proposed a distributed secure trust aware clustering protocol 
[56] that provides secure solution for data delivery. The proposed trust model calcu-
lates the trust of a node using self and recommendation evidences of its one-hop 
neighbors. The proposed clustering protocol organizes the network into one-hop 
disjoint clusters and elects the most qualified, trustworthy node as a cluster-head. 
The cluster-head election is made secure by an authenticated voting scheme that 
uses parallel multiple signatures.

5  Conclusions

In our investigation of the area, we have found that most of the secure routing pro-
tocols are based on complex cryptographic computation or key management using 
trusted third party for key distribution. Mitigating selfishness of nodes in MANET 
is an important issue to be handled to achieve proper functionality and availability 
of nodes in the network. Moreover, the security measures must be energy efficient 
to increase the lifetime of nodes as well as the network. Therefore, though trust and 
security are often considered separately [11], trust can play a vital role for securing 
ad hoc routing protocols for MANET (and WSN as well).
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1  Introduction

The confluence of innovative technologies in wireless communications led to the 
evolution of the Internet of Things (IoT). According to recent studies, this cartel of 
things entrenched with electronic components, software, sensors, actuators coupled 
with the Internet, will increase to 50 billion by 2020. The giant stride in the number 
of IoT devices makes them the major genesis of data. IoT is triggering a massive 
influx of big data. To reap out the maximum efficacy of IoT, the massive amount of 
data is harnessed and converted to actionable insights utilizing the big data analyt-
ics. This makes the Internet of Things more intelligent than mere monitoring 
devices. Big data and IoT works well conjointly to offer analysis and insights. With 
the conjunction of the Internet of things, big data analytics shift the computing para-
digm to the edges for real-time decision making.

A vast amount of data can be seen in various arenas like oil exploration, health 
care, social media information, power management etc. The organization and inter-
pretation of these data are very useful in business at all levels. This data is unlayered 
and unstructured which cannot be used in machine learning algorithms which use 
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supervised instructions. Deep learning can avoid this drawback since they excel in 
label-less unsupervised learning especially when it comes to prediction and pattern 
recognition. Deep Learning algorithms create a layered, and hierarchical architec-
ture of learning and representation of data. They have the ability to recognize the 
latent features and translate them into useful insights in no time. In this chapter, we 
are trying to identify, review and analyze the state of art deep learning approaches 
which contribute to the perpetuation of security in the Internet of Things (IoT). We 
mainly concentrate on the deep learning techniques aiding in the process of authen-
tication feature extraction and detection of threatening invasions and malware. The 
chapter concludes with the discussion on the challenges faced while developing the 
algorithms for IoT networks which are suitable for diverse application scenarios and 
also provides a glimpse to the future perspectives.

1.1  Big Data and Internet of Things

The concept of big data which is characterized by the three Vs, volume, velocity, 
and variety is a paradigm which has received wide acceptance in the digital world 
in the last decade. Having more information, big data gave the opportunity to tackle 
the problems using completely different approach the use of social networks, online 
services and the development of open source frameworks expanded the possibility 
of big data. The advent of Cloud computing which offered scalability even broad-
ened the opportunities of big data. IoT was another promising partner to take the big 
data to a higher level. The amount of data created and stored took a giant leap in this 
period with the emergence of the Internet of Things (IoT). The Fig. 1 shows the 
giant stride in the number of IoT devices used, according to the survey done by the 
connectivist.com. Techniques in big data analytics have the ability to handle the 
massive amount of continuous stream of data generated by these devices. Figure 2 
picturizes the data flow in the process of insight creation from the data collected by 
the IoT devices.

1.2  Security in Internet of Things

In spite of the considerable benefits of IoT, it comes along with major security prob-
lems which need to be addressed. The global connectivity brings along the innate 
vulnerabilities and security risks. The vulnerabilities present in the IoT devices acts 
as the entrance for the adversaries to flare up various attacks in the IoT network [1]. 
The relationship between the vulnerabilities is exploited by the adversaries to invade 
into these networks. Therefore the advantages of IoT cannot be reaped out to its 
maximum without the multiple layers of security which safeguards the intercon-
nected systems and devices. The increased rate of diversities, integrated with the 
wide scale of IoT systems, amplified the security threats of the current  communication 

K. S. Sunitha Krishnan and S. M. Thampi

http://connectivist.com


107

scenario, which is being increasingly used to let interact humans, machines, and 
robots, in any combination.

IoT infrastructure is engrossed in the continuous transmission of data across the 
network of things for the achievement of specific goals. In such a symbiotic envi-
ronment the security requirements authentication, authorization, access control, 
trust, integrity, confidentiality, privacy, secure middleware and trust etc. needs much 
importance [2] as shown in Fig. 3. Traditional security measures have to be tailored 
to the limited resource structure and the ad-hoc nature of the IoT network or new 
security solutions should be introduced to satisfy these requirements. Additionally, 
the scalability issue of the structure has to be addressed since the infrastructure is 
more dynamic in nature. These security issues have to be handled with a high degree 
of adaptability. Effective security mechanisms are to be deployed befitting to the 
limited functionality and constraint environment of the IoT systems. This necessi-
tates the techniques for device-level security in communication and network moni-
toring. Traditional security solutions in conjunction with built-in security in the 
devices are needed to achieve dynamic detection, prevention, isolation and counter-
measures against successful breaches.

Security of Internet of Things spans over all layers of the IoT Infrastructure i.e. 
Perception layer, network layer, transport layer and application layer [3]. The per-
ception layer consists of various hardware nodes or sensors entrusted with the job 
of acquisition of various parameters from the residing environment and the network 
which is responsible for the transmission of the collected data to other nodes. 
Transportation layer which is an association of heterogeneous networks provides 
pervasive access atmosphere for the for perception layer, understands the informa-
tion gathered, handles the transmission of data. The application layer consists of the 
application support layer as well as the IoT application layer. The support layer is 

Fig. 1 IoT growth over years
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entrusted with the job of supporting all kind of business services, realizing intelli-
gent computation and the allocation of resources in screening, selecting, producing 
and processing data. They should recognize malicious and benign data. The IoT 
application layer includes integrated or specific business applications. The issues in 
the technologies used in each layer contribute to the security threats of the layer. 
The summary of the issues in each layer is shown in the Table 1.

The security solutions for these problems cannot be realized by a specific quick 
fix in a single layer. Therefore, solutions that support cross layer usage are needed 

Fig. 2 The flow of Big data in Internet of Things
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to be designed for addressing the issues in IoT infrastructure. The resource con-
straints in the nodes of a sensor network and multihop communications in open 
wireless channel make the security of sensor networks even more heavy challenge. 
Due to the explosive demand of IoT devices and their applications nowadays, the 
aspect of security demands high priority.

Fig. 3 IoT Security 
Requirements

Table 1 Summary of security issues in the IoT layers

Sl no IoT Layer Security Issues

1 Perception layer No uniform encoding standard for RFID
Multiple RFID tags send data simultaneously
Lack of privacy protection
Lack of trust management systems
Data confidentiality
Data authenticity
Data integrity
Issues due to heterogeneous integration

2 Transportation layer Access network related issues
Data security
Phishing attacks
Eavesdropping and interference
Illegal node access
DDos/dos attacks
User information leakage

3 Application layer Service interruption and attack issue
Insecure data
Issues related to access control
DDoS attack
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1.3  Overview of Deep Learning Techniques

Deep Learning has been a major focus in data science due to its capability to handle 
the enormous amount of data tactfully. The key benefit of deep learning in big data 
is that they can learn from a massive amount of unsupervised data or raw data which 
is uncategorized. Deep learning in its initial phase was proved to be successful in 
feature learning tasks. Deep Learning acquires the features itself, which enables the 
learning process to be more accurate and helps in the creation of better models. 
Feature extraction using deep learning techniques annex nonlinearity to the data 
analysis and make the discriminative tasks closely to heuristics. They fit perfect in 
the IoT paradigm which involves a large amount of data and complex relationships 
between different parameters, for solving intuitive problems. Nowadays, the poten-
tial for deep learning is utilized for classification tasks like intrusion detection, mal-
ware analysis, authentication etc.

Deep learning has earned success since it needs very little engineering by hand 
utilizing large amount of data. According to the authors of [4] a deep-learning archi-
tecture is a “multilayer stack of simple modules, all (or most) of which are subject 
to learning, and many of which compute non-linear input–output mappings”. Each 
node in the stack converts the input to increase both the selectivity and the invari-
ance of the representation. With multiple non-linear layers a system can implement 
extremely intricate functions of its inputs that are simultaneously sensitive to min-
ute and insensitive to large irrelevant variations.

1.3.1  Evolution of Deep Learning

Deep learning finds its roots in neural networks which were formulated by Walter 
Pitts and Warren McCulloch in 1943. This mathematical model mimicked the work-
ing of neurons, the cells in the human brain which helps them in the thought process 
and decision making. The 50s and 60s saw the development of machine learning 
programs and the groundwork of deep learning was put in by Frank Rosenblatt in 
1957 with the idea of perceptrons. In 1960 the control theory was introduced by 
Henry J Kelly, which laid the basics for the development of backpropagation model. 
The creation of Neocognitron, an ANN mainly used for pattern recognition tasks 
was created by Kunihiko Fukushima. This model which was used for handwritten 
character and pattern recognition tasks, recommender systems etc. influenced Hubel 
and Wiesel which resulted in the formulation of a variant of multilayer perceptrons 
which needs a minimal amount of preprocessing, Convolutional Neural Networks 
in 1979. Subsequently, Recurrent Neural Networks which work well for sequential 
data was introduced in 1980 but gained popularity after the advent of GPUs because 
of its computational complexities. Later, with the significant progress of backpropa-
gation in the 70s, Yann LeCun combined Convolutional Neural Networks with back 
propagation in 1989. Long short-term memory a framework of recurrent neural 
 networks was developed in 1997, by Sepp Hochreiter and Juergen Schmidhuber, 
which works well for sequential data.
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With the rise of fast computing GPUs in the late nineties, deep learning took a 
new dimension. With GPUs faster processing with the images, the computational 
speed increased by a thousand times. Deep Belief Networks, which is widely used 
for dimensionality reduction for unsupervised training and as a classifier for super-
vised training, were introduced by Hinton in 2006. 2008 saw the emergence of 
Denoising Auto encoders which is trained to build up the data from the input con-
taining noise. Deep Boltzmann Machine, in which the output of one BM is cascaded 
to multiple BMs, was introduced in 2009 by the Hinton. Recent advancement in 
deep learning is the introduction of Generative Adversarial Networks (GAN) which 
comprises two networks competing for each other to learn the data and get smarter. 
It is considered the most interesting idea in the last ten years of machine learning. 
Figure 4 shows the time line of the various mile stones in the development of deep 
learning techniques. Deep learning acts as a central axis where the processing of 
Big Data and the evolution of Artificial Intelligence, revolve around. Deep Learning 
is still in its adolescence and needs many innovative ideas to be incorporated.

1.3.2  Deep Learning Architectures

Deep learning has become one of the hot topics of research in the area of artificial 
intelligence. We present various deep learning architectures and their brief descrip-
tions. Figure 5 shows the broad classification of deep learning algorithms.

Unsupervised(Generative) Algorithms

Unsupervised (generative) algorithms make the most of unlabelled data for training. 
They learn the likelihood of a given input to be in a class label and are assigned to 
the label to which it has the highest probability. Following sections explain various 
types of unsupervised mechanisms.

Fig. 4 Evolution of deep learning
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Sparse Auto Encoders

Auto encoders are neural networks which apply back propagation and try an approx-
imation to the identity function such that the output x^ ≈ x, where x is the input. The 
identity function is a trivial function applying several constraints like limiting the 
number of hidden units on the network, discovering inherent structure about the 
data. Auto encoders have an encoding stage and a decoding stage [5]. In the encod-
ing stage, the input x is converted to the hidden layer h using the encoding function h.

 h f W x b= ( ) + ( )( )1 1 . 

Then the hidden representation h is recreated to the original input in the decod-
ing stage.

 y g W h b= ( ) + ( )( )2 2 . 

Stacked (Sparse) auto encoders can be considered as a deep learning model 
which is constructed by stacking multiple auto encoders (as shown in Fig. 6) which 
uses layer-wise unsupervised pre-training. Pre-training in Auto Encoders is to train 
a single auto encoder using a single hidden layer. Each Auto encoder is trained sepa-
rately before cascading it [6]. The number of nodes in hidden layers of the auto 
encoders will be lesser than that in the input layer which represents a new reduced 
feature set. The data is then reconstructed after complicated computations and these 
new transformed features are formed at different depths in the network. Denoising 
Auto encoders are a variant of auto encoders that is trained to build up the data from 
the input containing noise.

Fig. 5 Classification of Deep Learning algorithms
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Sum of Products Network

Sum of Product network(SPN) is a deep probabilistic model representing a tractable 
probability distribution [7]. They can incorporate features into an expressive model 
without requiring approximate inference. It is a rooted directed acyclic graph whose 
leaves are the variables and whose internal nodes are sums and products [8]. The 
sum nodes provide mixture models, while the product nodes express the feature 
hierarchy. Figure 7 shows an example of an SPN implementing a naive Bayes mix-
ture model with three components and two variables. SPNs have achieved remark-
able results on numerous datasets.

Fig. 6 Sparse Auto Encoder with two hidden layers and two class labels
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Fig. 7 SPN implementing 
a naïve Bayes mixture 
model
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Restricted Boltzmann Machine

Restricted Boltzmann Machine (RBM), a network of stochastic neurons is a part of 
the family of energy-based models. At the same time, it is a probabilistic model too. 
They have the easiest architecture with two layers, visible layer and the hidden 
layer, and bias for each layer. Figure  8 shows the schematic representation of 
RBM. The hidden layer takes part in the process of transformation in the system 
maintaining the impervious to the observations. The neurons in the machine are in 
binary state 0 or 1 in a particular point of time. The state refers to the values of neu-
rons in the visible and hidden layers. Conditional Probability is calculated for each 
node at each state P(h|v) to calculate the value of each unit in the hidden layer and 
then uses the conditional probability P(v|h) to calculate the value of each unit in the 
visible layer. This is repeated until convergence.

Deep Belief Networks

Deep Belief networks were constructed by Hinton by stacking various Restricted 
Boltzmann Machines creating a generative model consisting of many layers by 
greedily training each layer (from lowest to highest) as an RBM using the previous 
layer’s activations as inputs (Fig. 9). The RBM in each layer exchanges the informa-
tion with both the former and subsequent layers. Each layer is made up of a set of 
binary or real valued units. The heap of RBMs has a final Softmax layer which 
makes it a classifier that groups the unlabeled data in an unsupervised manner. Other 
than the initial and the final layer in Deep belief networks every layer serves as hid-
den layers to the nodes comes prior to them and as input (visible) to the nodes that 
come later [9].

Recurrent Neural Network

Recurrent Neural Networks are conventional sequential learning models that are 
effective in the processing of sequential information. They are called recurrent net-
works since they carry out the same job for every input independent of the prior 

Fig. 8 RBM architecture
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computations. They learn the features for the data by keeping the former inputs in 
the memory. A directed cycle is brought in to create the connections between neu-
rons, as shown in Fig. 10 [10]. The deepness of the network will be as large as the 
length of the input data sequence. RNN has been found more beneficial in modeling 
the sequential data.

The input units: {x0, x1,….. ,xt , xt+1,……… }
The output units: {y0 , y1,.….,yt , yt+1,….}
The hidden units: {H0, H1,……,Ht, Ht+1,….. }.

At the time step t, the recurrent neural network takes the current sample xt and 
the previous hidden representation Ht-1 as input to obtain the current hidden 
representation

Ht = f (xt , Ht-1), f is the encoder function

Several RNNs can be piled together to get a deep learning model. RNNs and its 
variants have displayed impressive performance in the domains like speech recogni-
tion, natural language processing etc. where there exists dependency among the 
input data.

Long Short term Memory

Recurrent neural networks capture random length dependencies of the input data 
but fail to acquire long-term dependencies because of the vanishing gradient. This 
drawback is surpassed by the model long short term memory model introduced by 
Hochreiter and Schmidhuber by preserving the error forbidding the gradient explo-
sion. LSTM is a variant of RNN with four neural networks in a single layer. The 
main feature of LSTM is the presence of the state cell on the top of every layer, 

Fig. 9 DBN architecture
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which is responsible for the transmission of information from the former layer to the 
next layer. The gates in the LSTM accounts for the management of the information 
to be passed or dropped. To control the flow the information input gate, forget gate 
and output gates are used as shown in Fig. 11.

Gated Recurrent Units

Gated recurrent Unit is a less complex model of LSTM model decreasing the 
number of gates in the architecture. The GRU combines the “forget gate” and “input 
gate” in an LSTM to form an “update gate” and merges the hidden state and cell 
state, which led to the formation of a much simpler architecture of the model as 
shown in Fig. 12.
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Fig. 11 Architecture of LSTM

Fig. 10 RNN Architecture: Unfolded (right)
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Supervised Learning

The main aim of supervised learning or discriminative model is to distinguish some 
parts of data for pattern classification with labeled data. Convolutional Neural 
Networks is the discriminative model among the deep learning models.

Convolutional Neural Networks

Convolutional neural networks are the deep learning model used extensively for 
feature learning and image classification. The main reason for the drastic boom in 
deep learning was the use of Convolutional networks in image recognition. They are 
used to categorize the images, group them by the similarity and do object recogni-
tion within the images. These algorithms had the ability to identify faces, persons, 
street signs and many other variations of perceptible data. Analogous to the other 
traditional neural networks, its structure is influenced by the neurons in animal and 
human brains. It mimics the visual cortex in a cat’s brain containing a complex 
sequence of cells.

The time delay networks were the key influence on the origin of CNN.  The 
reduction in the computation in TDNNS is due to the fact that the weights are been 
shared in a temporal dimension. The matrix multiplication in the conventional neu-
ral networks was replaced by convolutions in Convolutional neural networks. Thus 
the complexity of the network was reduced with the reduction of a number of 
weights. The feature extraction process in the traditional learning algorithms refrains 
in these networks thereby the images can be directly fed into the networks as raw 
input. So minimal preprocessing is done in the case of CNN model. Spatial relation-
ships are utilized to reduce the number of parameters in the network, and leveraging 
the standard back propagation algorithms the performance is improved. Multilayer 
networks can be trained by CNN utilizing gradient descent to learn complex, high 
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Fig. 12 Architecture of Gated Recurrent Unit
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dimensional non linear mappings from large collections of data. Three basic con-
cepts, local receptive fields, shared weights, and pooling is used by these networks. 
AlphaGo by Google is one example of the successfully implemented using CNN.

CNN is composed of a number of Convolutional layers succeeded by pooling 
layers and fully connected layers(similar to Perceptrons) as final layers as shown in 
Fig. 13. The input is three dimensional, p x p x q where p denotes the height and 
width of the input, q refers to the depth of the channel. There exist several filters in 
each layer of size m x m x n where m is smaller than the input image but n can be 
lesser or equal to q. Filters convolve with input and share the parameters, weight, 
and bias to create the feature maps of size p x m x 1. CNN calculates the dot product 
with the weights and its inputs as shown below

 h f W X x bk k k= +( ) 
But the created inputs are small regions of the real input volume. Overfitting is 

controlled by decreasing the parameters in the network by down sampling the fea-
ture map. A small contiguous region of the filter size is selected and the pooling 
operation is done on the region. Pooling might be max pooling or average pooling. 
Similar to the traditional neural networks the final stage layers are fully connected 
layers. They produce a high level abstraction of the data utilizing the prior low level 
and mid-level features. The final layer produces the probability of an instance to in 
a specific class or the classification scores.

For the classification of images as in the case of Fig. 13, the raw pixels will be 
the input to the Convolutional neural network. CNN learns to discover the edges 
from these raw pixels in the first layer. It utilizes these edges to identify simple 
shapes in the next layer. The successive layers will be capable of learning higher 
level features like facial shapes, buildings etc. utilizing the simple shapes from the 
previous layer.

Fig. 13 Architecture of CNN
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Hybrid Learning

Hybrid architecture integrates the advantages of supervised and unsupervised learn-
ing. They try to cluster data as well as identify the data. Generative adversarial 
network is an example of hybrid learning technique.

Generative Adversarial Networks

An innovative framework which trains both supervised and unsupervised simulta-
neously was put forward by Goodfellow in 2014 [11]. It consists of a two models 
generative G and discriminative D as shown in Fig. 14 where G captures the distri-
bution of the data pg in the real data t and D model differentiate the original input 
data and the data from the model G i.e. pm. In every iteration, the generative model 
is opposed against its adversary, a discriminative model which tries to identify 
whether the given sample is generated by the model or the original data. Generative 
Model G generates more realistic data to fool and complicate discriminator model 
D tries to identify the genuine ones. Tug of war among these models helps them 
improve their techniques to identify the genuine one from the fake one. This two- 
player game is conclusively proved with Value function V(G,D).

 
minmax [ log
G D

t pdata m pm mV G D E logd t E D G m,( ) = ( ) + - ( )( )( )é
ë

ù
û( )- - 1

 

Where

D(t): the probability that t came from the data
pdata: distribution of the real-world data.

Fig. 14 Architecture of GAN
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The model reaches the equilibrium when both reach the point where none of them 
can be improved i.e.

pg = pdata. This means that the discriminator can no longer identify between the two 
distributions.

2  Pertinence of deep learning in IoT security

Deep learning techniques which gained remarkable achievements in the area of 
computer vision, automatic speech recognition, pattern recognition etc., have now 
been used extensively for the sustainment of security in IoT [12]. Figure 15 shows 
the taxonomy of the application of deep learning techniques for IoT security. They 
are classified as the approaches used for authentication, intrusion detection, feature 
selection and malware detection.

2.1  Deep Learning for Authentication

The focus of the deep learning techniques while applied in authentication is on 
identity assurance rather than fraud detection. These techniques have been used for 
the authentication of the users as well as the IoT devices. Various deep learning 
approaches used for the authentication process of users and IoT devices are sum-
marized in Table 2.

2.1.1  User Authentication

A user authentication framework was proposed by Lee et al., extracting features 
based on users’ interaction with the touchscreen, which used deep belief networks 
to classify the users [13]. They extracted stroke based features and session-based 
features for authentication. A modified DBN with two hidden layers was used for 

Fig. 15 Applications of deep learning in IoT security
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the classification. DBN produced impressive results compared to other examined 
methods with an identification rate of 81.5% and a median EER of 9.93%. Deep 
Belief Network was used for authentication using another modality, keystroke 
dynamics (a behavior-based unique timing patterns in an individual’s typing rhythm) 
by Saket et al. [14]. They considered the identification of a user as a binary classifi-
cation problem and used the keystroke features like the hold time, key down- key 
downtime and key up-key downtime to authenticate a person. This network model, 
DeepSecure had three hidden layers of 100, 400 and 100 dimensions layers. The 
considerable number of hidden layers introduces sparsity which can secure the 
inter-feature relations. This eliminates the need for manual feature engineering and 
eventually bringing forth a model which is more robust and less prone to over fitting 
on this key-stroke recognition problem when compared to a simpler 1 hidden layer 
model. Another deep learning based user authentication Scheme (as shown in 
Fig. 16) was proposed by the authors of [15], in which representative features were 
extracted from channel state information (CSI) measurements of Wi-Fi signals, to 
accurately identify an individual user. The system performs activity recognition and 
human authentication by building a three-layer deep neural network (DNN) model 
based on AutoEncoder. Unlike other authentication schemes based on high dimen-
sion feature sets and linear classification models (e.g., SVM), non-linear physical 
and biometric abstractions learned by DNN model are computation efficient and are 
robust to small-scale input variations. The stated network roughly identifies the 

Table 2 Deep Learning Techniques for Authentication

Sl 
No

Deep Learning Techniques for 
Authentication Inferences

1 User authentication using 
stacked auto encoders [15]

Authentication of users from the physiological and 
behavioral features from channel state information 
(CSI) measurements of WiFi signals.
Resilient to user spoofing attacks.

2 User authentication using Deep 
Belief Networks [13]

Collects user interaction features, stroke based features 
and session based features to authenticate the user.
DBNs including the dropouts are used thereby avoiding 
overfitting on small training sets.

3 User authentication and 
identification using Deep Belief 
Networks [14]

Provide very less EER in identifying and authenticating 
a user using keystroke timing features.

4 Authentication of IoT devices 
using LSTM [17, 18]

Preserve long term dependencies in sequential data 
which are suited for wireless signals.

5. Signal Authentication using 
LSTM [17]

LSTM reduces complexity and latency of the attack 
detection compared to other security methods
Authenticates the signal, extracting the stochastic 
features from IoT signal and watermarking these 
features inside the original signal.
Allows the cloud to detect sophisticated eavesdropping
Attacks, since the attacker will not be able to extract the 
watermarked information
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activity type in the first layer and subsequently the activity details in the second 
layer. The third layer recognizes each individual user with a softmax function. The 
integration of the SVM model with the DNN, immune the system against spoof-
ing attack.

2.1.2  Device Authentication

The efficacy of the model LSTM was exploited by Rajshekar et al. to learn the hard-
ware imperfections of the low powered radio device and identify the features which 
makes them unique [16]. LSTM capitalize on the temporal correlation between the 
I/Q streams of wireless signals to identify legitimate nodes from high power adver-
saries that transmit identical modulation, coding, and even data, given that these 
adversaries inadvertently introduce their own distinct imperfections. The technique 
was examined with LoRa transmitters and much higher software radio Adversaries 
and found buoyant to noise, multi-path, and signal attenuation. This approach was 
strengthened by Ferdowsi et al. by integrating game theory to the framework [17].
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Fig. 16 Overview of deep learning based user authentication formulated by Shi et al., 2017
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The framework was designed to allow the cloud to authenticate the signals and 
disclose the presence of any adversary who may change the devices’ output signal. 
LSTM extracts the stochastic features like spectral flatness, skewness, kurtosis, and 
central moments from IoT signal and watermark these features inside the original 
signal. Since enormous amount of computational resources is required for the 
authentication, the cloud cannot authenticate all transmitted signals from the IoT 
devices simultaneously. Predicting the vulnerability of IoT devices is considered as 
a non-cooperative game between the cloud and the attacker, considering the con-
straint of the resources in these devices. The cloud optimally chooses the device to 
be authenticated with the help of Nash equilibrium. 30% reduction in the number of 
compromised devices was observed using this approach and improved the protec-
tion of the system in massive IoT scenario.

2.2  Deep Learning for Intrusion Detection

On top of the secure foundation built by the cryptographic techniques and the secure 
protocols Intrusion Detection Systems (IDS) act as the first layer of defense in the 
arena of IoT Security. The ability to recognize, the patterns of typical attacks and 
abnormal activity patterns, makes IDS primary choice which can be deployed over 
all levels. IDS monitors, recognize the patterns of typical attacks and abnormal 
activity patterns and reports to the security management system. Deep learning 
which has been considered as a breakthrough in the arena of Artificial Intelligence 
has raised the potential of intrusion detection to achieve high detection rate and low 
false alarm rate. They utilize the network traffic data to identify the intrusions. 
Tables 3 and 4 summarizes the deep learning approaches used for the classification 
tasks in intrusion detection systems.

Most of the literature has utilized the KDDCUP99, NSL–KDD and UNSW-NB15 
datasets to substantiate their proposed techniques. KDDCUP99 is a collection of 
raw TCP dump data which contains 41 attributes and a label assigned to each 
instance as either attack type or as normal. There are 22 attacks in the training data 
out of the 39 attacks in the test data. The attack types are categorized into 4 groups: 
DOS: Denial of service – e.g. syn flooding, Probing- Surveillance and other prob-
ing, e.g. port scanning, U2R: unauthorized access to local superuser (root) privi-
leges, e.g. buffer overflow attacks, R2L: unauthorized access from a remote machine, 
e.g. password guessing. NSL-KDD is a sophisticated version of KDDCUP99 hav-
ing similar attack types. UNSW-NB15 data set is also raw traffic dataset which 
contains 9 attack groups- Backdoor, Analysis, DoS, Exploits, Fuzzers, Generic, 
Reconnaissance, Shellcode and Worms. There are 49 features in the dataset along 
with the class label. The deep learning architectures act on these raw traffic data to 
categorize benign traffic and attacks.
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2.2.1  Deep Neural Networks

Far-reaching researches have been done in the area of detection of intrusions in the 
cyberspace. A deep learning method was used by Yavuz et al. to identify the routing 
attacks in the Internet of Things [19]. They used highly scalable, deep-learning 
based attack detection methodology for detection of IoT routing attacks with high 
accuracy and precision for continuous monitoring. Another attempt using the same 

Table 3 Deep Learning approaches for Intrusion detection

Sl 
No

Approaches for Intrusion 
detection Inferences

1 Deep neural networks for 
Intrusion detection [21] [19]

Effective attack detection

2 Distributed attack detection 
scheme using DNN([20]

Better performance than the centralized model
Collaborative sharing of learning parameters avoids 
overfitting of local parameters which helps in achieving 
better performance

3 Deep neural networks for 
intrusion detection in 
invehicle security [23]

A real-time response to the attack with a improved 
detection ratio in controller area network (CAN) bus.

4 Ensemble Algorithm using 
DNN for Intrusion Detection 
[24]

DNN along with spectral clustering algorithms is used.
Better performance than shallow counterparts

5 Intrusion detection using Auto 
Encoders [25]

Self taught learning
Works on unlabelled network traffic data collected.

6 Stacked auto encoders for 
Intrusion detection [6].

IDS designed for different layers uses layer specific 
features.
Lightweight IDS achieve comparable detection rate as the 
ordinary IDS.

7 Auto Encoders for traffic 
Identification [26]

Deep structures of works better than shallow counterparts.

8 Intrusion detection using 
Deep Belief Network [27]

Improved classification rate for known and unknown 
attacks with minimum number of false alarm rate.
Achieved higher accuracy with the training done on 
smaller amount training data

9 Deep belief Network for 
Intrusion detection [28]

Uses four hidden layer RBMs.
Efficient use of very large sets of unlabeled data and can 
be pre-trained in completely unsupervised learning.
Limited labeled data is used to fine-tune DBN for a 
classification task

10 Restricted Boltzmann 
machine for Intrusion 
detection [29]

Combines the expressive power of unsupervised models 
with good classification accuracy capabilities to infer part 
of its knowledge from incomplete training data.
Not restricted to a prior knowledge base,
It can enable the detection of any type of unknown 
anomalous events
Effective in coping with the zero-day attacks.
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approach was done by Diro et al. [20] for identifying the intrusions in the IoT net-
work. They utilized the self taught and data compression capabilities of deep learn-
ing techniques to discern attacks from the benign traffic. They proved that the deep 
model outperformed the existing methods available for detecting the attacks. 
Impressive detection rate was observed for the experiments with the stated approach 
[21]. An ensemble model which combines spectral clustering with deep neural net-
works to detect the attack types was proposed by Ma et al. [22]. The Clusters cap-
ture the network features and break down them into k subsets to learn more 
knowledge and patterns from analogous clusters. Deep neural networks help in 

Table 4 Recurrent Neural Networks for Intrusion detection

Sl 
No

Approaches for Intrusion 
detection Inferences

1 LSTM-RNN for intrusion 
detection [35]

Find an optimal hyper-parameter for LSTM-RNN and 
confirm the detection rate and false alarm rate

2 Reduced size recurrent 
neural networks for 
Intrusion detection [32]

a reduced-size structure of RNN is used, based on the four 
group of input features
Improved classification rates

3 Recurrent neural networks 
for Intrusion detection [33]

Fully connected model has stronger modeling ability and 
higher detection rate than the reduced-size RNN model

4 Deep recurrent neural 
Network paradigm for 
intrusion detection [10]

Uses a descriptive model of deep recurrent neural Network 
(RNNs)
Works with low false alarm with new unseen threats
Bi-directional techniques can neutralize sequence 
dependencies via considering forward and backward order 
of request sequences.

5 LSTM-RNN for DDoS 
attack detection [36]

Resolve the vanishing gradient problems
Keep details of attacks learnt from training process and 
make detection decisions based on this stored information 
on gated cell

6 LSTM based ensemble 
method for intrusion 
detection [37]

A language based model for intrusion detection
Learns the semantic meaning and interactions of each 
system call
Needs significant smaller training overhead since no 
database is used for the storage of patterns

7 MS-LSTM for anomaly 
detection [40]

A multiscale LSTM is used assuming the internet flow as a 
multi-dimensional time sequence and learns the traffic 
pattern from historical features in a sliding time window.

8 Traffic classifier using 
CNN-RNN [41]

RNN combined with a convolutional neural network is used 
to provide best detection results.
Robust and gives excellent F1 detection scores under a 
highly unbalanced dataset

9 Gated recurrent unit for 
Intrusion detection [39]

Bi-directional GRU and multi-layer GRU is used for 
intrusion detection

10 CNN –RNN for Intrusion 
detection [42]

CNN with first layer and variants of RNN are used as 
subsequent layers.
Remarkable performance than other classifiers.
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acquiring highly abstract features from these subsets. The model is proficient in 
classifying the sparse attack cases and increases the security in real security sys-
tems. The optimization of the weight parameters and the thresholds of each DNN 
layer remain as a limitation of the work. DNN has been applied to secure the in 
vehicular network inspecting the CAN network packets. Experimental results dem-
onstrate that the stated method demonstrates a superior performance in terms of the 
detection rate.

2.2.2  Auto Encoders

Auto encoders are widely used for dimensionality reduction and data denoising 
nowadays. But attempts were done for the classification tasks too. Niyaz et al. used 
self-taught learning, based on sparse auto-encoder and soft-max regression, to 
develop a Network Intrusion Detection Systems [25]. Auto encoders were used to 
learn the features from the dataset. The learned features were applied to the labeled 
test dataset for classification. They used the n-fold cross-validation technique for the 
evaluation of performance and obtained a reasonable result. Aminanto et  al and 
Wang et al. have examined the applicability of autoencoders as classifiers in net-
work traffic data [6, 26].

2.2.3  Restricted Boltzmann Machines

The capability of Restricted Boltzmann machines to identify the latent factors in the 
data is exploited to find the anomalies in the security domain. The abnormal behav-
ior of the network depends upon several factors and these factors are captured easily 
by Boltzmann machines and classify them as benign traffic or attack traffic. Fiore 
et  al. utilized RBM which belongs to the family of energy based models to find 
anomalies in the network in a semi-supervised manner [30]. The generative power 
and the classification accuracy of DRBM make them efficient to extract the inherent 
aspects of the benign traffic. Since they are not confined to any prior knowledge 
base, they can be used for the detection of anomalous behavior. The performance of 
such IDS is enhanced by combing RBM with SVM by Bo Dong et al. [31].

2.2.4  Deep Belief Networks

Being the most influential deep neural networks, DBN is used for classification 
while associating the class labels with the feature vectors [27]. DBN utilize a very 
large set of unlabeled data and make use of unsupervised learning for pretraining. A 
limited number of labeled data can be used for the process of fine-tuning the model 
for classification. Gao et al. have proved that the deep belief networks perform bet-
ter than the SVM and traditional neural networks [28].
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2.2.5  RNN

RNN are powerful for modeling sequences since they have cyclic connections. 
Sheikhan et al. proposed a reduced-size structure of RNN, based on the four group 
of input features. They showed remarkable classification rates [32]. However, the 
nodes of layers are partially connected, the reduced RNNs do not show the ability 
of deep learning to model high-dimensional features, and the authors do not study 
the performance of the model in the binary classification. Chuan et al. proposed a 
three layer RNN architecture with 41 features to model a deep approach for intru-
sion detection [33]. They proved that fully connected model has stronger modeling 
ability and higher detection rate than the reduced-size RNN model and is superior 
to other classification methods in both binary and multiclass classification.Lopez 
et al. used a combination of RNN with CNN to classify the network traffic [34].

Jihyum etal proposed LSTM- a variant of RNN based model for finding the 
intrusions [35]. They find an optimal hyper-parameter for LSTM-RNN and confirm 
the detection rate and false alarm rate. Two variations of RNN, bi-directional RNN, 
Long Short Term Memory (LSTM) and bi-directional (LSTM) was used by Elsherif 
to develop solution that detects anomaly inside a sequence of user’s requests [10]. 
He used a descriptive model of deep Recurrent Neural Network (RNNs) and works 
with low false alarm with new unseen threats. He proved that bi-directional tech-
niques can neutralize sequence dependencies via considering forward and backward 
order of request sequences. The problem of vanishing gradient is resolved by using 
LSTM for IDS by Bediako et al. [36]. It keeps the details of attacks learnt from 
training process and make detection decisions based on this stored. A language 
based ensemble model for intrusion detection was proposed by Kim et al. which 
learns the semantic meaning and interactions of each system call [37]. It needed 
significant smaller training overhead since no database is used for the storage of 
patterns. Cheng et al. used a multiscale LSTM assuming the Internet flow as a multi- 
dimensional time sequence and learns the traffic pattern from historical features in 
a sliding time window [38]. Gated Recurrent Unit has been used to detect the attacks 
by the authors of [39]. They used bi-directional GRU and multi-layer GRU for 
intrusion detection.

2.2.6  Convolutional Neural Networks

Convolutional Neural Networks have been widely used in the field of computer 
vision since they have proved its efficacy in working with the images. A small 
amount of work in the area of intrusion detection is available in the cyber security 
paradigm using CNN. The capability of CNN to excerpt high-level feature represen-
tations that portrays the abstract form of low-level feature sets of network traffic is 
exploited to distinguish benign and malignant traffic. The authors of [42] assessed 
the efficacy of CNN and the integration of sequential data modeling techniques for 
the classification of benign and malignant network connections. They used CNN as 
the first layer with a recurrent neural network and its variant as subsequent layers. 
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They claim that deep learning based approaches such as CNN and RNN, LSTM, 
GRU are suitable at modeling network traffic as a sequence of TCP/IP packets in 
comparison to other conventional machine learning classifiers. Lopez et al. used a 
combination of RNN with CNN to classify the network traffic [34].

2.3  Deep Learning for Feature Selection

Feature Selection is a major process that influences the performance of a specific 
model. The absence of manual feature manipulation is one of the important advan-
tages of deep learning. Deep learning has been used for feature selection for an 
intrusion detection system by the authors of [6] to prove that the reduced input 
features are sufficient to achieve comparable detection rate as the whole features. 
They provide good feature representation of the unlabelled data collected from the 
network. Wang et al. have used stacked auto encoders to learn an efficient, com-
pressed representation for a set of data for the identification of anomalies in TCP 
flow data [26]. The three-layered architecture transformed the raw data very effi-
ciently with some computations in an unsupervised manner which makes them the 
prime choice for feature extraction. Auto encoders can restore data based on less 
information loss and error. Li et al. used this approach to prepare the data for mali-
cious Code Detection, converting high-dimensional data into low dimensional 
codes with the nonlinear mapping and extracted the main features of the data [24]. 
Tobiyama et al. utilized the efficacy of RNNs with LSTM units to construct behav-
ioral language model for the extraction of features from the process behavior of the 
terminal [43]. The model consists of an input layer a normal hidden layer, two hid-
den LSTM layers, and an output layer. Dropout for non-recurrent connection is used 
in the training phase. The features processed using trained RNN are then converted 
to feature images. The information of previous inputs is accumulated in the last hid-
den layer. Some sort of regularity will be found in the extracted features if the RNN 
is trained well. The model could classify malware processes with more preciseness 
by using a larger amount of data. Pascanu et al. experimented to learn the language 
of malware for the detection of unknown threats [44]. Bidirectional recurrent mod-
els were trained to predict next API call and use the hidden state that encodes the 
past event history as the fixed-length feature vectors. This is given to a separate 
classifier for the classification process. Max-Pooling is used over the values of the 
hidden units in the time since the hidden units may learn to specialize in detecting 
different and potentially reordered temporal patterns.

The efficacy of feature extraction using deep learning is utilized in the paradigm 
of anomaly detection in gas turbine combustors, where Stacked denoising auto 
encoders are used for the learning the features from the sensor readings of exhaust 
gas turbine combustors [45]. The features captured with deep learning approach 
perform better in acquiring the relationship between all sensor measurements and 
the latent behavior of the combustor compared to manual feature engineering. The 
learned features were fed into a neural network for identifying the anomaly in the 
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measurements. This increased the performance of the anomaly detection system 
considerable. Also, the use of SDAE makes the system more immune to the noise in 
the input. The same characteristics of SDAE made Yao Wang et al. use them for the 
identification of malicious JavaScript code in web pages on the Internet. The use of 
feature engineering using deep learning without human intervention increased the 
detection accuracy of the classifier remarkably [46]. Salama et  al. used DBN to 
reduce the dimension of feature sets making them appropriate for intrusion detec-
tion. The hybrid intelligent system combining the advantages of deep belief net-
work and support vector machine. The reduced data output is improved by the use 
of DBN along with back-propagation. The model has the BP-DBN structure com-
posed of 2 RBM layers. The data is reduced from 41 to 13 features by the first RBM 
layer and from 13 features to 5 output features by the second RBM layer on NSL- 
KDD data. DBN gives better performance than the other reduction methods 
(Table 5).

Table 5 Deep learning approaches for feature extraction

Sl 
No

Approaches for feature 
extraction Inferences

1. Feature extraction using 
stacked denoising auto 
encoders [46]

Extract more abstract features of JavaScript code
Yields high classification accuracy compared to its shallow 
counterparts

2. Auto Encoder for 
Dimensionality Reduction 
[47]

Space mapping ability of AutoEncoder’s is utilized for 
reducing dimensionality of the data thereby abstracting the 
main characteristics.
Restore data based on less information loss and error.

3. Feature extraction and 
selection using auto 
encoders [26]

Reduce the manual work since the model is trained 
automatically once inputs of the model and stopping 
criterion of the iteration are determined.

4. Feature extraction using 
stacked denoising auto 
encoders [45]

Features are explicitly learned without class labels

5. Feature learning using 
Recurrent Neural Networks 
[48]

Language of malware is learned for the detection of 
unknown threats.
Bidirectional recurrent models are used.
Max-pooling is used over the values of the hidden units in 
time since the hidden units may learn to specialize in 
detecting different and potentially reordered temporal 
patterns.

6. Recurrent Neural Networks 
for feature Extraction [43]

RNN is used to the extract features of the process behavior 
in a terminal.
Trained features are converted to a feature image which is 
sent to classifier to be labeled malignant or benign.
Regularity will be found in the extracted features RNN is 
trained well

7. Deep belief networks for 
feature reduction [49].

Features were reduced considerably, from 41 features to 5 
features in NSL KDD data
DBN gives better performance than the other reduction 
methods.
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2.4  Deep Learning for Malware Detection

Malware detection has emerged in the past years due to the rise in the threat caused 
by malware to large organizations. The major approaches for malware detection are 
static analysis and dynamic analysis [50]. The malware file or the group of files is 
evaluated precisely in the binary form or unpacked in the static analysis while, the 
binary files are executed, and the actions are reported in dynamic analysis. Dynamic 
detection is less exposed to obfuscation can offer direct observation of malware 
action, and makes it difficult to recycle existing malware. Static analysis, is exposed 
to obfuscation, and need no special set up for the data collection, but they are coop-
erative with the deep learning. Deep models perform efficiently in terms of number 
of fitting parameters than shallow networks. Table 6 summarizes the major works 
that uses deep learning for malware detection.

Saxe et al. proposed a malware detection approach based on deep neural net-
works (DNN) which achieves high a detection rate of 95% and a low false positive 
rate of 0.1% on an empirical dataset of over 400,000 software binaries [50]. This 
approach requires simple computation to perform feature extraction and it can 
achieve good accuracy. Even though the approach gives remarkable results, the per-
formance collapse significantly in the time split validation since relying on syntactic 
features. Lie et al. has proposed a model which adapt to the environment to obtain 
remarkable detection of malicious code. They used DBN as a classifier for several 
times deep learning detecting malicious code. The detection accuracy was improved 
as the number of iterations was increased. The use of multiple deep learning shows 
better performance than surface learning model. An ensemble of deep feed forward 
networks and deep recurrent neural networks was used by Jung et al. for the detec-
tion of zero day flash malware detection [51]. Based on process behavior in possible 
infected terminals, Tobiyama et  al. utilized the efficacy of CNN to annotate the 

Table 6 Deep Learning Approaches for Malware detection

Sl 
No Approaches for malware detection Inferences

1. Deep neural networks for malware 
detection [50].

Requires simple computation to perform 
feature extraction and it can achieve good 
accuracy
Performance decays significantly in the time 
split validation since relying on syntactic 
features

2. Malicious Code Detection using Deep 
Belief Networks [47]

Increase in the number of iterations in the 
DBN, increases the performance

3. Malware Detection with CNN-RNN 
using Process Behavior [43]

Based on process behavior in possible infected 
terminals.
CNN classify the malware process from the 
features extracted by RNN

4. Visualized Malware Classification 
Based-on Convolutional Neural Network 
[52]

Malware features are converted to images and 
these features are fed into CNN for 
classification
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behavior as malware or benign. Another deep learning technique RNN was used to 
convert the features collected to feature images such that they can be fed into CNN 
for the classification. Better performance was obtained for the work done by the 
authors of [52] by using the same approach.

3  Challenges and the Road Ahead

3.1  Challenges in Applying Deep Learning in IoT Security

The security issues in the Internet of Things are application specific, so are their 
solutions. With heterogeneous application contexts and various security require-
ments, they demand application-specific solutions. The network has to be equipped 
with technologies which can adapt to real time changes during the production or to 
foresee and refrain from events that might annihilate various operations. The IoT 
arena demands cross-layer security architecture since a quick fix solution is not 
applicable. Lightweight solutions that meet the specific requirements are to be 
designed for the specific application. The resource constraints and the limited com-
putational capabilities of edge nodes are the major challenges for developing deep 
learning solutions in IoT.

3.2  Future Perspectives

3.2.1  Resource Constraint Deep Learning for Edge Computing

Adopting Artificial Intelligence and machine learning to the security of IoT, lever-
aging the efficiency of deep learning, reaps the reward of enhanced security in the 
system. Deep learning contributes to a feasible solution for the security scenario in 
the IoT networks to prevent the intrusions before any harm is done to the whole 
system. Deep-learning based algorithms surpass the explicit hand-made feature 
extraction methods amassed with traditional classifiers and can achieve equivalent 
accuracies for both noise-free and noisy data. The absence of manual feature manip-
ulation, unsupervised pre-training and compression capabilities makes the applica-
tion of deep learning beneficial for the resource constrained networks. Despite the 
distinguished performance of deep learning techniques, due to the increased com-
putational complexity, there is a high demand in the designing of light weight ver-
sions of these techniques to make them resource friendly in the IoT scenario. 
Resource constrained solutions can be embedded in the device. The data processing 
needs can be contented “at the edge,” where the data is collected, or where the user 
performs certain actions. Including additional capability of intelligence to process 
the data at the edge reduces the overhead of transmission of large chunks of data in 
real time. Furthermore, it reduces the response time to events by forbidding the 
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transit of data to and fro the cloud for the computational purpose. Adding decision 
making capability closer to the devices contributes to the overall performance of the 
systems.

3.2.2  Adversarial Deep Learning

Adversarial deep learning has caught attention recently since they have evolved as 
a serious threat to the machine learning systems. It can be considered as a rendez-
vous of machine learning systems and cyber security systems. ADL which was con-
centrated in computer vision has disseminated to other domains too. ADL refers to 
the alteration in the original data to confuse the machine learning model and force 
them to misclassify the data. DL systems have to deal with mainly two types of 
attacks, Evasion, and poisoning. In evasion, the attacker alters the inherent behavior 
of the data to stay anonymous, and poisoning means the training data itself is altered. 
Robust solutions against the AML should be used along with intrusion detection 
systems to make the approaches impervious. Adversary samples are made with the 
help of evolutionary algorithms, Fast Gradient Sign method (FGSM) and Jacobian- 
based Saliency Map Attack (JSMA). The variations done are hard to be sensed by 
the humans. Although solutions like distillation, incorporation of the adversarial 
component in the loss function, training with adversarial samples first to reduce the 
effect, etc. have been proposed, there exists a large realm for the researchers inter-
ested in ADL to work on.

4  Conclusion

The revolution of connectivity that brewed around the world in the past three 
decades gave rise to the third wave in the development of internet, Internet of Things 
which became an inevitable part of human life. Big data analytics harness the mas-
sive amount of data generated by Internet of Things and convert to well-analyzed 
data which is extremely valuable in today’s world. To discover the sophisticated 
latent features abstract deep learning techniques are used. This abstraction ability 
and capability to handle the enormous amount of data tactfully, makes it a major 
focus in data science. In this chapter we have tried to limelight different deep learn-
ing approaches utilized in the area of cyber security. It gives a broad analysis of the 
deep learning techniques for feature extraction and classification tasks like intrusion 
detection, malware analysis, authentication etc. This chapter provides a sketch of 
the state of the art deep learning techniques, challenges faced and pointers to the 
future research direction. With Internet of things as the senses, big data as the 
 powering force and the deep learning as central processing pivot, we can realize a 
smart connected world in future.
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Deep Learning Meets Malware Detection: 
An Investigation

Biozid Bostami and Mohiuddin Ahmed

Abstract From the dawn of computer programs, malware programs were origi-
nated and still with us. With evolving of technology, malware programs are also 
evolving. It is considered as one of the prime issues regarding cyber world security. 
Damage caused by the malware programs ranges from system failure to financial 
loss. Traditional approach for malware classification approach are not very suitable 
for advance malware programs. For the continuously evolving malware ecosystem 
deep learning approaches are more suitable as they are faster and can predict mal-
ware more effectively. To our best of knowledge, there has not substantial research 
done on deep learning based malware detection on different sectors like: IoT, Bio- 
medical sectors and Cloud platforms. The key contribution of this chapter will be 
creating directions of malware detection depending on deep learning. The chapter 
will be beneficial for graduate level students, academicians and researchers in this 
application domain.

1  Introduction

As technology is evolving at high speed, malware programs are becoming smarter 
than before. The malware programs are still considered to be main threat to the 
cyber security. By definition, malware programs are computer programs which are 
designed to impose harm to user’s computer in various ways e.g.: stealing data, 
destroying data etc. As the malware programs are changing rapidly, the anti-virus 
scanners are failing to provide the protection. As a result more systems are becom-
ing victim of malware attack everyday. According to the report published by kasper-
sky in 2017 around 174,989,956 new malware are being discovered. Also many 
attacking tools are now available through internet. Malware programs can cause 
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major data damage even with a single attack. Android based are also being targeted 
by cyber criminals for exploiting sensitive and personal data. These platforms have 
different architecture that is why the malware programs are also modified. Malware 
programs can even spread through hybrid platforms e.g.: a windows based com-
puter connected to other linux based server can affect other linux servers with mal-
ware and vice versa. Some malware might not harm the user data or system but 
there are some malware like ransomware can do a huge economical loss. Researchers 
have been working on malware classification and detection and presented a many 
different approaches over the past years. Classical malware detection methods were 
based upon mainly signature based or behaviour based. But with the discovery of 
polymorphic malware programs with the ability to change the code classical 
approach could not detect the new malware properly. Then machine learning 
approaches were proposed by the researchers. The machine learning also had some 
limitations but the methods showed higher accuracy over the classical approach and 
able to detect the unknown malware programs with mutation property. With the 
advent of Deep learning the malware detection and classification techniques also 
raised up to a new level. Deep learning approaches has more accuracy over the 
machine learning methods. Also, they are faster than machine learning algorithm in 
detecting malware. In this chapter we mainly explored different methods of mal-
ware detection. Additionally, we will put light to the malware detection on Android 
malware sectors which need to addressed by the research community.

2  Chapter RoadMap

The following chapter is organized as follows: We start by introducing malware 
programs and classifications. Then we revisited the classical detection technologies 
followed by the classical machine learning approaches. After that, we reviews the 
deep learning approach in malware detection. Then we focus on present state of 
android malware detection. Finally conclude the chapter with conclusion.

3  Malware

The word malware is originated from two words: malevolent and software. It is also 
used to indicate unwanted and harmful software or computer program. According to 
G. McGraw and G. Morrisett who defines malware programs by following: “any 
code added, changed, or removed from a software system in order to intentionally 
cause harm or subvert the intended function of the system” [1]. Xufang et al. [2] 
defines malware programs as worms, rootkits, trojans and other malicious intrusive 
programs. In 1983 F. Cohen defines the well known malware known as ‘virus’ to be 
a computer program which infect and alter other programs in order to attach an 
evolved copy of itself [3].
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Malware programs are unwanted softwares. Due to the infection ability, the mal-
ware can propagate through the computer networks. Other abilities and characteris-
tics of malware programs include camouflage, self-replication, self-execution, and 
manipulating other programs. Self-replication is a common characteristics for all 
malware programs which ensures their existence in the cyber world. The camou-
flage ability of the malware helps them to remain undetected in the system. Another 
important and interesting ability of the malware programs is self-execution. Most 
the malware do not need any user interaction to execute itself. Once it is initiated 
these malware programs can execute independently. The main harmful nature of 
malware programs is that they are not harmless. Very few malware may seemed 
harmless but most of the malware programs are created with the intention of cor-
rupting the system in which it resides.

Some malware programs may alter valuable data, some malware programs are 
used to gain monetary gains, even some malware programs disrupts the systems 
incurring huge financial losses.

The usual way of malware infection is to transfer of malicious programs to other 
systems. This transfer can be done in many ways e.g. the user can install the mal-
ware program directly or the malware programs can themselves affect other con-
nected devices by exploiting security. Once a malware is initiated, it can also use the 
captured device to attack other devices disrupting the normal flow of operation.

4  Types of Malware

There are wide ranges of malware programs in the cyber world. With the aid of 
advance technology more malware programs are being created by the cyber crimi-
nals. But the behaviour and purpose of creation remain the same. The primary pur-
pose of these classification is to correlate the different information to further 
identifying unknown and new malware [4]. Based on the network and propagation 
mechanism malware can be classified into two major classes: (1) Ordinary Malware, 
(2) Network-Based Malware.

5  Ordinary Malware

These types of malware resides in the local file systems. They normally use the 
media storages to propagate from one machine to another machine. Most of these 
types can be easily detected based on the signature-based detectors.

Viruses belongs to this family of malware programs. Viruses are self replicating 
program with an urge to reproduce itself based on how it was programmed. During 
the infection stage it can infect other files and applications. Once it is initiated 
viruses can spread rapidly infecting the system it resides which may cause to system 
failure. Viruses are attached to different application following methods like: 
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 concatenation and embedding techniques [5, 6]. For example: cyber criminals attach 
their malicious code into the ‘Autorun.inf’, a file that is searched by the operating 
system when a removal device is attached.

Similar to computer viruses worms has the ability to replicate itself in the infected 
device. They cause similar damages to the system as viruses. But, worms are inde-
pendent program. It can complete own life cycle without another software. It can 
propagate without human interaction or any other program/software. To spread, 
worms exploit the system vulnerabilities or trick the users through social engineer-
ing to execute itself. Once initiated it could use the system features to travel unde-
tected causing harm to the system [7]. Worms can prevent the legitimate users by 
consuming bandwidth and system resources.

A malware named as ‘Logic Bomb’ executes when all the logical conditions are 
met. Among the common activation factor are date and time. It continuously checks 
for system date and time for deciding whether to execute or not. When the condition 
of date and time meet the malware executes [5].

6  Network-Based Malware

In this category Trojans, Spywares, Adwares, BackDoor, Rootkit, Spam, 
RansomWare, Cookies etc. are well known. Among these malware programs one 
exception is Cookies. Unlike other malware cookie itself is not an executable pro-
gram. These are plain text files. They hold device information by the web browser. 
The primary purpose of cookie is to hold server side sessions and user authentica-
tion factors for different sites. Cookies are send to the user by the web server and 
sent back with each HTTP request. Cookies may be permanent or they may expire 
after certain time period. Cookies do not harm the system directly but cookies can 
be used by other malware programs like spywares to exploit the system. That is why 
it is also mentioned in the list.

Spywares are softwares which are installed by other valid softwares without 
user’s direct permission. The spywares comes along with a valid packages of soft-
ware, tricking the users to install it on their system all together. These spyware col-
lects user information from the device and sent back to different servers. Some 
reputed vendors like Microsoft, Google etc. secretly collects user information using 
spywares [5, 8].

Adwares are softwares created for generating revenue based on auto-generating 
advertisements on other software infaces or during installation steps [7]. Most of the 
Adwares are safe by nature. But it cause interrupt users by showing unnecessary ads 
on the screen blocking the main view. Then again not all the Adwares harmless, 
some comes with a integrated key-logger or other spywares along with it [9].

BackDoor, grant attackers the full access to system bypassing the normal authen-
tication. Backdoors are normally created by the primary developers of the system or 
set by other programmers through compromising the system [7]. Attackers use 
backdoors for carrying out future attacks. Sniffers are special kind of malware that 
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intercept the network traffics and collect valuable data. These collected data are then 
analyzed to carry out intrusion attacks.

Trojans are a kind of malware which seemed to be an legitimate software to users 
but actually harmful. The name ‘trojan’ was originated from the wooden horse of 
Greeks history which was used to invade troy. Once a trojan malware is activated 
into a system, it can do damages ranges from disrupting the user works by showing 
pop-up windows frequently to damaging the files and even placing backdoors for 
other malware like: viruses and worms [7, 9]. Unlike other malware trojan do not 
self-replicate or reproduce. It spreads through using sending emails to the users 
attaching itself or by tricking users to get it downloaded from the internet.

Ransomwares are malevolent program that blocks, encrypt the users stored 
informations or threatens to publish those and demands ransom [7]. Even after pay-
ment of ransom the retrieval of data is not ensured. Some ransomware blocks the 
root access which makes it impossible to remove. Many company faces a huge 
financial loss due to ransomwares. Some of the well known ransomware are: 
Cryptowall, CryptoLocker.

Bots are programs to automate tasks. The word is originated from ‘Robot’. These 
programs can be used for good or bad. Malicious bots are self-propagating. They 
can be designed to carry out attacks like Denial of Service attacks. Some bots col-
lects financial information from the compromised systems and send to attacker’s 
original server. Some malicious bots can even place backdoors to the compromised 
system allowing the other malware programs to exploit the network [7]. Advance 
malicious bot can be carry out attacks like: false data injection attacks in Internet of 
Things (IoT) [10]. Crypto Mining is a common example of how malicious bots can 
be used [7].

Another Type of malware programs are known as mobile code [7]. These mali-
cious codes are transmitted through remote servers to local servers and then they 
execute in local server. These codes consist of java, ActiveX or Jsx Script etc.

Malware creators always try to improve their malicious programs so that they are 
not easily detected by the detectors and get enough time and scope spread more. 
That is why they use different methods. Based on the technology used for creating 
and evading detectors malware programs are classified into four classes: (1) 
Encrypted Malware, (2) Oligomorphic Malware, (3) PolyMorphic Malware and (4) 
Metamorphic Malware.

7  Encrypted Malware

The simplest method of hiding the malicious code to evade analyzer is encryption 
techniques. The first encrypted malware was created named Cascade [11] back in 
1987. These malware programs can be divided into two parts: (1) main encryption 
body, (2) Decryption Code. Main malicious code is made encrypted by combination 
of different keys making different signatures of the same malware. The encrypted 
part is the contains the malicious code which remain meaningless at beginning. Th 
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decryption code is responsible for producing the actual malware from the encrypted 
body once it is executed in the victim’s machine. Encryption malware programs 
were discovered to evade code temparing, statical analysis. The main drawback is 
that the signature based detectors can detect these malware based on the decryptor 
part signature (Fig. 1).

8  Oligomorphic Malware

In order to overcome the drawbacks of encrypted malware, new malware programs 
were created where the decryptor section mutate with each infection. These mal-
ware are also called semi-polymorphic malware. These malware use set of different 
decryptor part by which each instance of malware poses different signature. The first 
oligomorphic malware known as ‘Whale’ was documented in 1990 [12]. Win95/
Memorial, an oligomorphic malware had about 96 different decryptor signatures 
which proofs that detection based on decryptors alone is not accurate [13] (Fig. 2).

9  Polymorphic Malware

Polymorphic malware poses the ability to different forms on its own. It can mutate 
decryptor section in the range of millions [12]. First documented polymorphic mal-
ware was found in 1990 known as ‘1260 virus’ created by Mark Washburn [12]. 
These malware uses code obfuscation methods like substitution or addition of junk 
code to mutate the decryptors in each instance [2]. The section which controls the 
mutation is known as mutation engine. Two advance polymorphic malware were 
HPS and Marburg, founded by GriYo in 1998. The mutation engine of HPS was 
relatively advance compared to Marburg. The detailed information can be found in 
[12, 14]. The main drawback of polymorphic malware is that they eventually decrypt 

Fig. 1 Basic structure of encrypted malware
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itself to its original form. The advance detection algorithm thus easily detect them 
easily. Another drawback is the maintenance and creating polymorphic malware is 
much difficult and time consuming [15] (Fig. 3).

10  Metamorphic Malware

Metamorphic malware programs are quite different from polymorphic and oligo-
morphic malware. Unlike others it do not have encryptor part as well as it has no 
decryptor part as well. But it has a mutation engine. Igor Muttik mentioned simple 

Fig. 2 Basic structure of oligomorphic malware

Fig. 3 Basic structure of polymorphic malware
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and precise definition of metamorphic malware as: “Metamorphics are body- 
polymorphics” [12]. Even though every instance of the metamorphic malware pro-
grams consist of different size, property, code sequence, size, structure but the 
behaviour remain same. Metamorphic malware avoids creating variant similar to 
their ancestor. Metamorphic malware uses different methods for creating new 
unique instances. Such methods are: garbage code insertion, register usage 
exchange, insertion of jump sequence, code integration, code mutation etc. [16, 17]. 
Creating a metamorphic malware which retain its size fixed is a challenging task. 
The first metamorphic malware documented was win95/Regswap created at 1998 
by [18]. Metamorphic malwares changes its own code using the mutation engine. 
Some of advanced metamorphic malware programs documented are: Win95/Zmist, 
Win95/Bistro, Win32/Ghost and the Win95/Zperm (Fig. 4).

11  Classical Malware Detection Methods

Ross Greenberg founded the first anti-malware software was documented in 1987 
named ‘Flushot Plus’. It could prevent trojan and viruses to make unauthorized 
alteration to other softwares. John McAfee created the VirusScan program in 1989. 
This anti-malware could repair and detect virus files on windows. After that many 
malware classical detection methods were proposed by different researchers. These 
classical approach are classified into three main category: (1) Signature Based 
Detection, (2) Behaviour Based Approach and (3) Specification Based Detection.

Fig. 4 Metamorphic malware propagation method
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12  Signature Based Detection

Malware programs can be detected comparing their content signature with some 
known malware pattern. These pattern matching based methods are common in 
malware detection field [19]. Signatures of different malware programs are col-
lected and preserved by the anti-virus companies. The signature database is refreshed 
periodically. The malware signatures contains unique identification data about a 
specific malware family. The details of signature based detection and analysis of 
malware can be found in details in [20]. The main drawback of this signature based 
detection is collecting and maintaining of signatures of malware programs. As, met-
amorphic malware produce different and unique signatures for each instance, signa-
ture based detection fails to detect these classes of software. Moreover, to build 
signature of a malware consumes a lot of time.

13  Behaviour-Based Approach

In these detection methods malware programs are identified based on how they 
behave in certain environments [21]. In these detection techniques the programs 
with similarity in their behaviour are collected and based on the behaviour signature 
a program is labelled as malicious or safe. Behaviour based detection can easily 
detect the malware which can mutate their code signatures but have same behaviour 
patterns e.g. the system calls, services and resource allocations etc. The tasks of 
behaviour based detector can be divided into three stages [22] as following:

 1. Data Collector: In the first stage behavioural data is collected from from the 
malware executables in static or dynamic nature.

 2. Interpreter: In this stage the collected data by the collector is transformed into 
intermediate representable format.

 3. Matcher: In the final stage the matcher test the formatted information with the 
known signatures to make the decisions.

Symantec proposed histogram based malware detection which is an example of 
behaviour based detection. Hofmeyr et al. [23] had consider system call sequence to 
detect malware programs. Sato et  al. [24] consider frequency distribution of the 
system calls by malware programs. Though these approaches can detect different 
malware programs with multiple code signature very efficiently but it is very scan 
time consumption and false positive ratio is quite high, which are the main 
disadvantage.
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14  Specification Based Detection

Specification based detection set some defined rules and based on those rules detect 
malware programs. It addresses the limitation of the behaviour based detection 
which is high false alarm rate. These algorithm tries to approximate the require-
ments of the application unlike behaviour based approach. In the training stage, 
algorithm is feed with some set of valid rules for a system which is inspected. The 
fundamental drawback in these approaches is that setting the rules of specification 
is difficult tasks to do when it is for complex system. Even some common specifica-
tion become difficult to transfer into machine instruction. Again, setting the com-
plete set of valid rules set is takes time and sometime is not even possible to specify 
all the valid rules. One example of the specification based detection tools is 
Panorama [25].

15  Machine Learning Based Malware Detection Revisited

The first trial for integrating machine learning approach was proposed by Schultz 
et al. [26]. They trained naive bayes and multi naive bayes algorithms to distinguish 
malware from normal files. Since machine learning algorithms decides based upon 
different features e.g. api or system calls, control flow graph etc. so different 
researchers proposed their work on different features.

Henchiri and Japkowicz in their work presented at [27] four machine learning 
classifier: ID3, J48, SVM and Naive Bayes for classification of malware. Their 
work shows low rate of false positive. Hofmeyr et al. in his work proposed the sys-
tem call to detect malware [23]. In their proposal programs with short sequence of 
api call to system was considered as safe. They proposed hamming distance along 
with a threshold value to detect anomalies. Larger distant values were considered to 
anomalies.

Ye et al. presented Intelligent Malware Detection (IMDS) [28]. Their work they 
used Object Oriented Association (OOA) mining for classify malware. Their work 
was based on windows portable executable files. The OOA classification rules were 
created by OOA-FAST-FP algorithm. This system had two major drawbacks: (1) 
Building the proper rules for unseen malware. (2) Processing the larger rule sets for 
classifier.

In order to overcome the drawbacks Ye et al. [29] presented CIDCPF. In their 
work they apply Chi-squared testing and pessimistic error estimation on the data-
base. Then they made the prediction fetching the best first rule. Then merge the 
CIDCPF and IMDS and merged system is named CIMDS [29]. This system is con-
sidered to be an initial attempt to incorporate the associative classifier in malware 
detection which uses the post processing. The only limitation is it gives only binary 
predictions.
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Jeong and Lee in their work also consider the API call and presented code graph 
to detect malware [30]. They created code graph using the topological tree of sys-
tem calls of executable programs. The code graph of the binary programs are tested 
against the malware code graph for classification. The main drawbacks were that the 
size of the code graph was very large. To overcome the limitations of his previous 
divided the system api calls into 128 categories in [31].

Ye et al. in presented the hierarchical associative classifier [32]. It is build upon 
the system API calls gathered from a grey list. The list was taken from King soft 
corporation. Ahmed et al. [33] in his work use API calls with the spatial and tempo-
ral feature collected from malware executables. They use five classifier to malware 
classification.

OpCode (Operational Code) is used to defines the set of operations which get 
executed when program runs. It is considered to be the subunit of machine instruc-
tion which composed of operational codes and operands. For malware detection this 
feature is also used by different researchers. Bilar et al. [34] in his research pre-
sented that OpCodes can be a feature to detect malware. Santos et al. also consider 
OpCode sequence to detect malware and presented some algorithm. One of their 
work considered the appearing frequency of the OpCodes to detect obfuscated mal-
ware programs [35]. They disassemble executable files and created OpCode profile 
then compute the appearance frequency of OpCodes for malware and safe datasets 
using mutual data. Then the feature vector was extracted from the files using 
weighted terms frequency. This feature vector was used to detect obfuscated mal-
ware programs.

Santos et al. in his future work presented different feature extraction algorithms 
depending on OpCode call sequence [36]. He trained different machine learning 
classifier with the extracted features. Santos et al. also presented different machine 
learning based approach with a view to overcoming the drawback that classifiers 
need large amount of labeled data to train which are harder to find in real world. His 
future researches presented single class learning [37] and collective Classifier [38]. 
Santos et  al. [39] also presented semi-supervised classifier algorithm to detect 
malware.

Runwal et al. also presented methods based on OpCode for metamorphic mal-
ware detection [40]. In their work they use graph based matching for detection. The 
graph are created from the OpCodes from the malicious and benign files comparing 
the pairs of similar OpCodes. Then new files are tested against the OpCode graph 
for similarity for detection.

Shabtai et al. also presented a classifier based on OpCode patterns [41]. They 
collected the features such as: (1) Term Frequency (TF), (2) TF-Inverse Document 
frequency. Then train different machine learning classifier like: SVM, ANN, LR etc. 
Their work consider the windows executables file mainly.

Another feature for malware detection using machine learning is called N-Grams. 
By definition, N-Gram for a string is a set containing all substrings each of length 
N. For example: some 4-Grams of the string ‘MALWARE’ are: ‘MALW’, ‘ALWA’, 
‘LWAR’, ‘WARE’ and so on. Being motivated, many researchers has presented new 
methods to detect unknown malware programs based on the binary contents  patterns. 
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Schultz in his work [26] introduced the concept of malware detection from binary 
codes. He proposed different feature mining methods e.g.: plain text extraction, 
bytecode sequence, PE section.

Tesauro et al. [42] presented malware detection method where N-Gram was used 
as a feature. They targeted the boot sector virus, which hampering normal nature of 
the system as it damages the boot files. N-Grams were built from the malware and 
benign programs. They also used feature reduction methods to select least N-Gram 
to choose from collected N-Gram sets. They used Artificial Neural Networks (ANN) 
to detect the malware.

Tesauro et al. [43] in their future work presented several classifiers using ANN 
and result was collected using voting strategy. They also reduced the N-Grams 
based upon threshold value.

Authors in [44] proposed N-Gram with K-Nearest-Neighbour (KNN). Kotler 
and Maloof in their work [45] considered binary representation of N-Gram for 
detecting malware. Moskovitch et al. [46] considered the byte N-Gram where they 
illustrate the imbalance problem associated to the dataset.

Bruschi et  al. [47] in their work normalized the executable and minimize the 
mutation effects and generate control flow graph (CFG). Then the malware CFG is 
compared with general CFG to check if it contains an isomorphic subgraph of the 
normalized CFG.  Thus malware detection becomes sub-graph isomorphism 
problem.

Zaho et al. [48] presented techniques based on the extracting features from CFG 
to detect malware. These features include node, subgraph and edges. Data is trained 
with the extracted features from CFG. The data mining methods are used for mal-
ware classification e.g.: Decision tree and Random Forest.

Bonfante in his work presented in [49] used the CFG as malware signature for 
classification. As we know CFG contains 4 instruction e.g.: jump, conditional jump, 
function call and return. Along these instruction they introduced two more instruc-
tion node named: ‘inst’ for contiguous instruction sequence and ‘end’ for program 
end. After they initially build the CFG they reduced it following the rules: for a node 
‘inst’ or ‘jmp’ the particular node is removed and connect its predecessors to the 
uniq successor. Thus reduced graph becomes the signature file for malware detec-
tion. The CFG based approach works for simple malware programs but can not 
perform on complex malware with mutation ability.

Eskandari in their work [50] presented a combination CFG and API call for met-
amorphic malware. They used API call to CFG to get better understanding of the 
malware semantic. To graph algorithm complexity was reduced by converting the 
graph into feature vector. Selection methods were proposed to selecting features and 
train the sample data to train, producing the rule dataset. Then decision system 
make the final decision based on the rule set.

Kim and Moon [51] presented dependency graph approach to detect the poly-
morphic malware. They targeted the script viruses. First the malware are trans-
formed into semantic code, then the codes are transformed into directed graph. 
Following some rules the directed graph is transformed into dependency graph. For 
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unknown malware graphs are compared and thus the malware detection is done by 
solving maximum subgraph isomorphism.

Nataraj in his work presented at [52] represent byte code of executables into 
grayscale image. They transform the malware detection into image classifier prob-
lem. They wrap the malware image data into 2-D matrix form and apply different 
feature extraction methods and machine learning classifier to determine malware.

These machine learning based detection poses a common drawback which is 
they all heavily depend on expert knowledge of feature extraction design. While the 
malware prograams are continuously changing and evolving and adding or modify-
ing their features, machine learning algorithm can not keep up the pace as updating 
the human designed feature selection takes a significant amount of time.

16  Deep Learning Based Detection

Deep learning is a advance form of machine learning algorithms. For addressing the 
limitations faced by classical machine learning approaches for detecting malware 
many researchers proposed some deep learning algorithm. Deep learning algorithm 
can work with large number of features and can more accurate than machine learn-
ing algorithms. Here we presented some approaches for detecting malware based on 
deep learning proposed by the researchers.

Dhal et al. [53] presented deep learning using random projection and neural net-
work. In their work they also presented that increasing the hidden layers do not 
affect the accuracy much. Saxe and Berlin [54] worked with feedforward based 
neural network for malware detection. It was a static approach. No dynamic classi-
fication was found in their work. Pascanu et al. [55] proposed recurrent network to 
model the system call sequencing for building a corpus for malware.

Cakir et al. [56] in their work presented deep learning using Word2Vec for mal-
ware presentation and gradient search to classify malware. Their work shows high 
accuracy over detecting unknown malware. Raff et al. [57] proposed a static mal-
ware analysis using binary information form the application. The used raw byte 
from the programs and build a neural network to train and decide. It can detect 
malware without running the program itself.

David et al. [58] introduced signature based malware detection using deep learn-
ing. The malware behaviour were analyzed based using the deep belief network 
(DFN). Their method showed 98.6% accuracy over malware dataset.

Elmouatez et al. [59] proposed MalDozer which is tool for detecting malware 
programs in android system. The tool uses deep learning with raw API calls.

Sunho et al. [60] presented malware detection method based on deep learning 
where they used malware images to along with CNN to classification. First the mal-
ware images are extracted and then train CNN with the images. New malicious 
programs are classified based on the image comparison. Their report shows 96% 
accuracy.
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Boydell et al. [61] in their work consider binary files to represent the malware 
using 1-dimensional binary presentation. Then they introduced CNN to classify the 
malware. In their work they shows 98.2% accuracy. They did not use any feature 
extraction algorithm and their approach takes very short time to detect malware. 
They also indicate the limitation of their that is their approach can detect the code 
semantics.

Hardy et al. in their work [62] a deep learning framework for malware classifica-
tion. They named it DL4MD, which is based on the API call sequence of malicious 
programs. They transform the API calls into 32-bit global ID. For API call to ID 
transformation they use a API call database. The features are then feed to encoders 
based on deep learning platform.

Huang et al. [63] in their research combined the API calls with the function call 
for malware classification. He also combine tri-gram with API calls. Their work do 
both the detection and classification of malware family.

Davis and Wolff in their approach [64] dissemble the malware code using deep 
learning CNN. Then different features were extracted and used for classifiers. They 
collect the code imports, processors instruction to make fixed length of fea-
ture vector.

Tobiyama in their work [65] consider more information than API call sequence, 
they used the process information like ID, naming, directory etc. The collected 
information is then feed into RNN to create feature image. The collected images are 
then feed into CNN to classify the malware.

All the above proposal for deep learning approach have higher accuracy than the 
classical machine learning algorithm but deep learning comes with its own draw-
backs, that is these algorithm need more time to train models and huge amount of 
data is required for better accuracy.

17  Malware Detection in the Android Mobile

We are separately focusing on malware programs on android mobiles is because the 
use of android mobiles is creating a change in the information security. Android OS 
is becoming very popular as it can run very powerful applications comparatively to 
other mobile OS. Again, Moreover, due to its openness and user friendly nature it is 
even gaining more popularity. But, due to the growing popularity it is being used by 
the cyber attackers to carry out illegitimate operations. Due to openness nature mali-
cious codes can be easily integrated with the android applications which has 
increased the security concern at a high level.

Many researcher have proposed different approaches to malware detection in 
android platform. We will not mention some of the latest research proposals only. 
The main purpose of reviewing these separately is the scope of future research.

Some of the proposal based on classical analysis of android malware can be 
found in [66–75], where different statical and dynamic analysis is discussed in 
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details. These signature based algorithms have very low false positive rate for 
known signatures but they fails in case of unknown signatures. In case of anomaly 
based detection, they can detect unseen malware but highly false positive.

Some the deep learning approach for detecting malicious code in android is also 
proposed by some of the researchers over the past years. Authors of [65] proposed 
a deep learning based malware detection for android platform using deep neural 
network consisting of two stage. The result shows high accuracy but the experiment 
was only carried out in smaller datasets.

Authors of [76] also presented a method based on hidden markov model and 
structural entropy. Their work performs well on detecting unknown malware but 
accuracy could be increased using larger dataset.

Authors of [77] also presented deep learning based approach based on sequence 
classification. Their algorithm learns from the API call sequences to classify 
between benign and malevolent apps. Main drawback of their work is that this 
approach can not detect malware when is downloaded and executed at runtime.

In [78] authors proposed a framework for malevolent code on android platform. 
The authors also train their model using API calls. Their work shows better accuracy 
than their previous work presented at [77] but the main drawback is that this frame-
work does not consider native codes.

In [79] authors presented deep learning approach based on malware characteris-
tics extracted by association rule mining techniques. In their work they showed that 
fine-grained feature leads to higher accuracy in malware detection.

Although, some significant proposals based on classical machine learning and 
signature based detection has been presented but there is lot of scope for introducing 
deep learning algorithms. Most the deep learning based proposals were not so accu-
rate for native codes and dynamic code detection, which opens a lot of scope for 
future research.

18  Future Direction and Conclusion

In this study of malware and malware detection methods, our main focus was to 
highlight the future research scopes of integrating deep learning and malware detec-
tion. As, malware programs are evolving at a high speed and also due to the avail-
ability of technology creation of malware programs are getting easy too. With 
advance obfuscation techniques malware programs are outperforming the tradi-
tional anti malware detectors. Even though deep learning algorithms poses better 
accuracy over classical machine learning algorithms, less research has been carried 
out in fields of malware detection in android platform. Moreover, The main chal-
lenge in introducing deep learning to classify malware is that these algorithms need 
large data set and time to learn which need to be addressed. We presented this sur-
vey in a manner which will be a key reference to future research.
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1  Introduction

Abundant data from mobile platforms, social media, and the Internet of Things 
(IoT) has brought complexity to the data. Since its introduction, social media has 
become the most used media for sending and broadcasting any form of data (text, 
image, video, and voice) with the help of mobile platforms as well as non-mobile 
ones such as laptop and Personal Computers (PCs). With the huge number of social 
media users all over the world, those activities have created a huge volume of data 
in cyberspace. Meanwhile, the increase used of IoT also contributes in the increas-
ing volume of data in such space. This huge-volume data is not just structured data, 
but also unstructured one. It is also understood that within such data, there may be 
valuable information which is hidden in it and this information may bring fortune to 
business. The data such this is called as Big Data, which needs special treatment 
compared to traditional database. Big Data analytics is the use of advanced analytic 
techniques against very large, diverse data sets that include structured, semi- 
structured and unstructured data, from different sources, and in different sizes from 
terabytes to zettabytes [1].

Big Data is a data set whose size or type is beyond the ability of traditional rela-
tional database and it needs a specific method or technique to capture, manage, and 
process it. Big Data has one or more of the following characteristics, namely high 
volume, high velocity, high variety, or veracity. Volume and velocity characteritics 
state how much and how soon the data is generated, then variety characteristic states 
the condition of the data, structured or not, and veracity characteristic speaks about 
the level of trust in data validity. Big data comes from many types of sensors, 
devices, video/audio, networks, log files, transactional applications, web, and social 
media, which is usually generated in real time and in a very large scale.

Analysts, researchers, and business users can make better and faster decisions 
using the results of the analysis of the data that was previously inaccessible or 
thought as unusable. There are many advanced analytics techniques to be used such 
as text analytics, Artificial Intelligence (AI) such as machine learning and Artificial 
Neural Networks (ANN), predictive analytics, data mining, statistics, and natural 
language processing, to extract new information or gain new insights from older 
abandoned data or previously untapped data sources resulting in better and faster 
decisions.

Data is the new oil. Institution that owns data and is capable of making use it will 
gain more benefits than others. In the age of information, protecting the security of 
the data and having trusted level of it, has become the most essential part in busi-
ness. Therefore, the technology to enhance the security and the veracity of the data 
is critical to ensure the continuity of business.
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2  Big Data Security

With Big Data comes bigger responsibilities. The most discussed issue in Big Data 
is the security of the information and the protection of the privacy in its platforms. 
Since all the tools used in the industry are relatively new and there is no recent 
Structured Query Language (SQL) database too, it brings a high risk for potential 
attacks and security breaches since none of those tools equipped with robust built-in 
security policies and mechanisms.

Generally, the systems are not compromised due to the exploitation of the com-
munication protocols vulnerabilities or the cryptographic primitives. Most of the 
breaches come from bad configuration of the access controls and the authentication 
policies. So the authentication and the access control technologies are the main ele-
ments to address the security and the privacy issues in Big Data. Actually, any effec-
tive access control system should satisfy the main security properties namely, 
Confidentiality, Integrity, and Availability or abbreviated as CIA and called as 
CIA Triad.

Integrating Big data and Cloud computing has been gaining attention recent days 
because of its cost effective and operational easiness even though sacrificing con-
trol. The fundamental issue that should be considered is the security of the Big Data 
cloud environment. There are some security vulnerabilities that rise in their integra-
tion, and it is creating a new unfamiliar platform. One of the most known Big Data 
cloud security vulnerability is platform heterogeneity. There are many Big Data 
deployments that require deploying a new platform in the cloud while the existing 
security tools and practices will not work for such platform because new security 
tools are needed to be developed. These security tools could include authentication, 
access control, encryption, intrusion detection, and event logging and monitoring. 
In addition to the security policies, the Big Data consolidation plans should be taken 
into consideration while the integration with the cloud environment [2].

It seems like every week business, a new company must notify its customers that 
their data may have been compromised, or a personal information may have been 
affected. Data breaches can happen for various reasons such as data can be mis-
handled or sold to the third parties, or holes in a website’s security system can leave 
information unprotected. One of the latest victims was Marriott hotel, which 
recently revealed that hackers had been able to access the information of an esti-
mated 500 million customers. Some of the biggest victims in 2018 include T-Mobile, 
Quora, Google, and Orbitz. Facebook dealt with a slew of major breaches and inci-
dents that affected more than 100 million users of the popular social network [3]. 
Huge-volume data needs security more than just the traditional one. In this paper, 
we are proposing an approach to enhance Big Data security by apprehending that 
the security threats are evolving and more dangerous than before.
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3  Big Data Veracity

Data is generated at a tremendous pace and there must be enough measures in place 
to verify the nature of Big Data. A research has shown that 80% of data in the Big 
Data is uncertain one [4]. An analysis carried out on such uncertain data may lead 
to untrusted result and shape poor decisions. The aspect of Big Data that deals with 
its correctness is known as Big Data veracity. Veracity means that the data can be 
trusted. However, the data can also be comprehended only to some extent or to some 
confidence level, such the data observed by sensor that is only comprehended up to 
some level.

According to IBM as depicted in Fig. 1, the red curve shows the proportion of the 
data whose veracity is unknown. By the end of 2015 the percentage of uncertain data 
approximately reached 80%. The uncertainty of the veracity of the data can come 
from various sources. For instance, the measurement error of sensors or lack of cre-
dential of social media. From this point of view, if there is no solution, it is becoming 
harder and harder to trust the analysis of Big Data because the low of data veracity. 
In this paper, we are also proposing an approach to enhance the Big Data veracity by 
apprehending that its veracity is a warranty for a trusted result of its analysis.

3.1  Problem Statement

The rise of Blockchain technology is encouraged by Bitcoin fame in 2017. Even 
though its value now is already stable below USD 4000, Bitcoin ever reached USD 
19,000 at the end of 2017. This causes many institution started to learn other bene-

Fig. 1 Data veracity [4]
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fits of Blockchain implementation. Can Blockchain give a solution for enhancing 
Big Data security and veracity? That question is the problem statement of this paper. 
In the effort to deliver solutions to the problem, we will dig in detail what Blockchain 
can do for Big Data security and veracity in the next following sections.

4  Blockchain

Three technologies hype that supports 4.0 industry jargon and digital economy are 
Big Data Analytic, IoT, and Blockchain. IoT takes the responsibility on the data 
capture and Blockchain acts as the data storage based on secure peer-to-peer con-
nections of distributed databases. However, it will not eliminate the centralized 
database, especially on massive data storage that fuels Big Data. Blockchain is more 
suitable for applications that require logs of information that always moves and 
updates compared to quality passive data or massive data on traditional database.

As defined by the World Economic Forum (WEF), “Blockchain technology 
allows parties to transfer assets to each other in a secure way without intermediaries. 
It enables transparency, immutable records, and autonomous execution of business 
rules.” Blockchain actually is a part of database technology, however have a distinc-
tive working concept like: distributed database, peer-to-peer transmission, transpar-
ency, irreversible notes, and computational logic. Using a decentralized concept, 
Blockchain uses the concept of consensus to decide a transaction. Because of its 
nature, this solution is not for every problem. Blockchain Implementation 
Assessment Framework (BIAF) is used for assessing suitable problem for 
Blockchain solution and how to implement it.

4.1  Blockchain Based on Database Technology

Blockchain is a distributed-type database technology. Distributed database is a type 
of database where the data is stored across multiple computing devices. Moreover, 
Blockchain is a distributed ledger, a type of distributed database that assumes the 
possible presence of malicious users (nodes) and composed of a chain of crypto-
graphically linked ‘blocks’ containing batched transactions and generally broad-
casts all data to all participants in the network. It has a data structure like paper with 
page numbers arranged in a book. When a new page is added and filled, the previous 
pages’ contents cannot be changed anymore [5].

Based on the read and write access, Blockchain generally are divided into many 
platforms. ‘Read’ access refers to who can access a distributed ledger network and 
sees the transactions. It is called Public if anybody can access the ledger and sees 
the transactions, or Private if only selected parties are able to access the ledger and 
see the transactions. ‘Write/Commit’ access refers to who can take part in making 
changes to a distributed ledger (e.g., who can add blocks to a Blockchain). It is 
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called Permissionless (open) that is, anyone can, in theory, participate in the consen-
sus process (in practice, however, often limited by resource requirements such as 
owning suitable hardware or cryptocurrency) or Permissioned (closed) that is, only 
selected parties can make changes to the distributed ledger. These things greatly 
influence the form of consensus, data confidentiality, and transaction speed so that 
the selection of a platform is crucial.

The following chart (Fig. 2) is the Blockchain in the database technology tree 
compiled by Blockchain Nusantara Research Group from several sources [6]. 
Blockchain Nusantara Research Group or Blockchain Nusantara is a research group 
established in Jakarta, Indonesia and Melbourne, Australia focusing on Blockchain 
research where the first author is one of its founder. “Nusantara” means “the 
Indonesian Archipelago”.

From the tree, we can see that Blockchain is located on Distributed Ledger 
branch and it has two more branches where each branch has other two branches. 
They are as follows:

 (a) Public Permissioned. It this sheme, the data is transparent and anyone can read 
it. However, not anyone can join the network and write the data. It is a special 
case when a consortium needs to control public information.

 (b) Private Permissioned. In this scheme, the data is restricted to read and write. 
Only parties with permission that have the access to do that especially if it is a 
private, corporate, or state classified information. Hyperledger and Quorum 

Fig. 2 Database Tree and the position of Blockchain in this tree [6]
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platforms are developed based on this method. The first one is built on open 
source platform than the latter one.

 (c) Public Permissionless. The data is transparent where anyone can read and write 
it even though the privacy is secured by pseudoanonym concept.

 (d) Private Permissionless. In this scheme, the permission to join the network is 
more flexible but not anyone can read the data. Boeing develops Blockchain 
with this concept for its internal use.

The Private Permissioned (Private Blockchain) and Public Permissionless 
(Public Blockchain) are platforms that have more attention. Those two concepts will 
be discussion in this paper along with example of use-case to give more understand-
ing to the readers.

4.2  The Concept of Blockchain

In general, Blockchain works like a distributed database, carries out peer-to-peer 
transmission, transparent, irreversible notes, and computational logic. Distributed 
database means that each party that joins Blockchain has access to all data and com-
pleted transaction history without exception. It is a form of pure transparency and 
adopts a decentralized database system. Each party may verify its partner transac-
tion directly without a middleman.

Peer-to-peer transmission means that the communication or the transaction 
occurs between one party and another is done without intermediary node. Each 
node can store and forward information to another node. Transparency with pseudo- 
anonymity (idle identity (ID), especially on Public Blockchain) means that such 
node or user in Blockchain has an address that contains 30 alphanumeric characters 
or more for user identification marks (such as username id). Users can choose to 
keep their original name hidden or visible when making a transaction. Irreversible 
notes or finality means that if the transaction has been recorded in the database, then 
the record cannot be changed because of Blockchain’s security system. The system 
comes with a variety of algorithms that make all transactions in chronological order 
and accessible to all parties. If you want to change the data of one transaction, then 
all data must be deleted and you have to start all from the scratch.

Computational logic means that Blockchain can be programmed specifically so 
that transactions can be automatically performed when a criterion has been met. For 
example, companies can program their Blockchain accounts for automatic payment 
of a procurement of raw material when the material carrier truck has entered the 
company’s Headquarters (HQ). Ccomputational logic is also called as smart con-
tract but not all platform has this capability. Bitcoin as a platform only focuses on 
transaction capability. Ethereum is a public platform that introduces the concept of 
smart contract and many Initial Coin Offering (ICO) is built based on it. If transac-
tion is just the act of sell and buy, so in the smart contract there will be if… then… 
to make the transaction occurred.
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4.3  The Consensus in Blockchain

Just like the crowd, there must be a consensus on how to make a decision on some-
thing. Because of the different in the nature, the consensus on Public Blockchain is 
very different from the Private Blockchain. Public Blockchain exists on untrusted 
network where anybody can join the network and can read and write the ledger. 
Because of that the consensus is rather difficult to filter the fraudster and hacker. 
There are three base models of consensus known and used in Public Blockchain, 
namely Proof of Work (PoW), Proof of Stake (PoS), and Proof of Assignment 
(PoA) [7].

PoW is used by cryptocurrency pioneer like Bitcoin, Ethereum, and Litecoin. 
They have miner concept, the party that creates block for containing the transaction. 
To choose which miner that has accepted blocks, the system creates mathematical 
problem to solve. Whoever solves that equation, their blocks are accepted and got 
the payment. This method is proven resilience against the internal and external 
attacks, however it needs high energy consumption. Moreover, only the miner with 
huge processing power wins the race and it creates centralize power among 
the system.

PoS tries to overcome the problem of energy consumption by using the stake 
concept so that the party that provides higher stakes will win and authorizes the 
transaction. The system actively penalizes dishonest behavior among validators, but 
it will increase risk of forks. Forks happen if many parties of miners already create 
chained blocks so long that unwillingly give up of consensus decision. Hard fork 
creates a new coin beside the original one. This method is used by Redcoin and 
NavCoin. PoA uses another method by assigning a party to be validator. This 
method speeds up the transaction, but the system will be a centralized and is prone 
to be attacked. This method is used by IOTW.

The consensus on Private Blockchain is much easier because it is naturally built 
on a trusted network. However, it still uses a Byzantine Fault Tolerant (BFT) to 
make sure all the information is delivered and there is no compromised node that 
can influence the validation. Hyperledger as private platform uses different model 
of consensus on each platform. Fabric uses Practical BFT (PBFT), Indy uses 
Redundant BFT (RBFT), Iroha uses Sumeragi, and Sawtooth uses Proof of Elapsed 
Time (PoET). Their consensus are based on crash tolerant, election based, reputa-
tion based, or lottery based. Naturally, this kind of consensus is faster that Public 
Blockchain [8].

4.4  Blockchain Implementation Assessment Framework

As stated above, Blockchain is a fresh addition for a complex system of data storage 
that provide a solution for certain problems. Data stored at the distributed ledger is 
considered more secure than the centralized one that is prone to have vulnerability 
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because of its single point of failure. Certainly, not all data can be treated like that, 
there will be an assessment which problem can be solved by Blockchain.

BIAF, as depicted in Fig. 3, is a framework for measuring suitability of a use- 
case with Blockchain implementation [9]. It is built for a general purpose because 
not all problem can be solved by Blockchain. For example, even though logistic, 
supply chain management, and remittance are ideal use-cases, but if the regulation 
does not take a place yet, then the Blockchain implementation surely will suffer. 
There are two level of assessment. The first one is a set of question to make sure the 
case is a suitable case for Blockchain implementation. The second one is a frame-
work built from the triangle of Process-People-Technology framework [10]. For 
each kind, there will be set of assessment to ensure that everything is ready before 
implementing the Blockchain. These are the checkpoints to ascertain how 
Blockchain could be the solution to problems, as follows.

 1. centralized database solution is considered a deficiency, maybe because it is less 
secure, too many synchronization process, hard to track data history, and so on;

 2. the asset, or key data that moves across the system and will be changed by trans-
action, is a historical asset that its history matters;

 3. the system needs single database with redundant dataset so that all stakeholder 
can improve the performance altogether;

 4. there are multi-stakeholders that hold different sets of data but complement to 
each other to enrich the asset;

 5. the location of each data source is spread over many locations;
 6. a lot of participants who need to change the data, but only certain participants 

can change basic application;
 7. there is personal data protection requirement.

The most important checkpoints are the asset and multi-stakeholder because 
Blockchain will be seen as a giant database by all nodes, even though there are 
many stakeholders that have their own datasets. Moreover, Blockchain can be set to 
permit the communication on specific group not to be accessed by others. The sec-

Fig. 3 Blockchain Implementation Assessment Framework [9]
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ond level is performed after there are conclusions that the case is a suitable for 
Blockchain implementation. The assessment is based on Process-People-Technology 
method that must be prepared before the implementation could take place. It is not 
all serial steps, mostly is parallel one to make sure of gaining enough momentum to 
move forward.

Process assessment is focused on the preparation of the implementation process 
to identify the problems, mitigate the risks, coordinate between multi stakeholders, 
and the most importantly buy in all organization level about Blockchain. There will 
be a lot of discussions and changing procedure that affect the organization behavior, 
structure, process business, and tasks. From this point of view, there will be check-
points to fill such as:

 1. stakeholder’s identification, to identify multi-stakeholder that exist and have 
interest on the data;

 2. regulation or governance readiness to ensure that all of stakeholder is already to 
bind with the regulation or the contract to store the data;

 3. risk identification of the implementation that will be occured;
 4. identification of the business process that can be changed after the 

implementation;
 5. the future vision of the system so that there will be no mistake in choosing the 

right platform.

People assessment is focused on the preparation of human resource, which is the 
most important part of an organization. Everybody on the board must understand 
the risks, cost, and benefit of the Blockchain implementation. It is important that the 
organization has enough resources and understanding on it as well. Moreover, it is 
crucial that the internal organization resources have capabilities on Blockchain in 
order to avoid any dependency on the external ones. There will be checkpoints to fill 
such as:

 1. high level understanding, a very important session to make sure there will be no 
hindrance from the leader, and the cost and benefit of this implementation is 
already accepted;

 2. middle level acceptability is important because they are the person to implement 
and maintain the system;

 3. technical resources, to make sure there will be an assistance when needed;
 4. local talent, to increase the independency from the outsiders.

Technology assessment is focused on the technological solution for the use-case. 
Blockchain is still a growing technology and looking for its best suitability. Choosing 
a platform that has future-proof, has firm support from community and business, 
and has capabilities to grow is very important. So that, there will be checkpoints to 
fill such as:

 1. platform choosing, because many platform are competing and not all resources 
understand the other;

 2. resources planning, maintaining human resources, the cost and time to develop;
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 3. cost and license scheme.

This kind of assessment needs careful and lengthy discussion with the problem 
owner and the most time costing is regulation or governance readiness. For the pri-
vate sector, this assessment may not be too difficult as long as there is a business 
between stakeholders. However, for public sector, this part seems forever because 
they must comply the regulations. If there is no regulation or worse, the regulation 
is against this move, then this will be the highest hindrance for the Blockchain 
implementation.

5  The Blockchain’s Role in Big Data Security

As stated above, the authentication and access control technologies are the main 
elements to address the security and privacy issues in Big Data. Es-Samaali, 
Outchakoutch, and Leroy [11] proposed a Blockchain-based access control for Big 
Data and demonstrated the feasibility of using blockchain technology to manage 
access control process for Big Data through the description of their proposed frame-
work. It leverages the salient features of Blockchain that are, distribution, full- 
fledged and append-only ledger to make a promising solution for addressing the 
aforementioned access control challenges in Big Data. However, adopting the 
Blockchain technology to handle access control functions is not straightforward and 
additional critical issues emerge.

Although several parties claim that Blockchain is a technology that disrupts 
security concepts, however, large-scale robbery cases against Blockchain-based 
cryptos are still occurring. Disruption of the security concept at Blockchain is only 
on its storage concept. The data is stored in the block, and then the hash of the pay-
load inserted to be the header on the next block. Changing the data is no longer 
possible and the longer the block is made, it is difficult to do data destruction. This 
security feature can be utilized for Big Data security. Attacks on a system usually 
lead to attack tthree things in information security known as CIA triad: Confidentiality, 
Integrity, and Availability. CIA Triad is a model to guide the policy of information 
security in an organization. This term is stated on ISO/IEC 27001:2013 as compo-
nents to protect and secure the information. Attacks on the confidentiality of data 
are either forced or veiled attempts to steal data and information. Attacks on data 
integrity try to change the contents of the data and information for the benefit of the 
attacker, while attacks on availability make such data or information inaccessible to 
cause material loss. From the descriptions above, data integrity in Blockchain is 
maintained by chaining the blocks and its availability is secured by the consen-
sus method.

Figure 4 below shows a case example on Hyperledger Sawtooth. The idea is 
simple, use “intkey create_batch” command to prepare batches of transactions that 
set a few keys to random values, which then randomly increment and decrement 
those values. These batches are saved locally in batches.intkey file. There are two 
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blocks which are formed from the command. Figure 5 shows the information of 
block ID number 0. The discussion about that will be explained further more espe-
cially on confidentiality and integrity sub sections.

5.1  The Security on Confidentiality

Confidentiality is about protecting sensitive and private information from unauthor-
ized accesses. Ayyub and Mohammad [12] are worried about confidentiality in 
Blockchain. They pointed on Bitcoin that has pseudo anonym method so that every-
body can investigate the value inside a wallet even though the owner ID is unknown. 
For example, police can track wallet address and its value movement used by 
WannaCry ransomware but cannot detain the culprit if they keep the bitcoin and not 
change it to fiat money. This is the characteristic of Public Permissionless 
Blockchain. It is different from Private Permissioned Blockchain that is designed to 
be more private and secure. Therefore without permission, nobody can read and 
write the data, or even join the network. This kind of platform fits for corporate, 
business, or government use-cases even though they must build their own network.

Private Blockchain ensures only those who have permission to read and write 
data who can access the data. Public Blockchain is more transparent but nobody 
knows the owner and it is as pseudo-anonym. Attacks on one point will not cause 
the collapse of the system because there are still many other living and synchronized 
points. Blockchain increases the data protection by using encryption technology. 
Figure 5 shows the payload is encrypted, even though it is only a simple data con-
taining command to increment ABM’s by 2. The payload then will be hashed by 
SHA512 algorithm to be written on the header of the next block, and form a chain 
between the two blocks.

5.2  The Security on Integrity

Data Integrity is about designing a protection to the data from deletion or modifica-
tion by any unauthorized party but ensuring an authorized person can reverse the 
damage he has done. Public Blockchain is like a big book where all transactions are 
transparent and can be checked by anyone to ensure the transactions’ credibility. 
Their data structure is cannot be changed after, it can only be added. Each data from 
the Blockchain is connected to each other where if there is a change in one of the 
data blocks it will affect the next data.

From Fig. 6, it can seen that every transaction is saved on a block with a certain 
size so that one block can contain zero or more transactions and some additional 
metadata. A Blockchain is made up of a series of blocks with new blocks always 
added to the end. Each block has a header that contain hash information of the previ-
ous block and it is how the block achieves immutability. When a new block is 
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 created, the process will be repeated again and again, to make a chain of blocks 
containing transactions. The writing of these blocks is stopped if there are mistakes 
on the data input which we cannot edit. We must put a new transaction contain an 
information about the correction on the previous data. To make the ledger light and 
the network not burden with heavy data, then only the transaction that will be saved 
on the ledger. That transaction will point at a database that contain passive data. It 
is analogy with the movement of a batch of coffee on a supply chain based on 
Blockchain. The property of the batch will stay off grid, but there will be an update 
on the ledger pointing to that batch.

Another technique for enhancing the integrity of security is by using digital cer-
tification. As we can see in Fig. 5, it shows the number of signer public key, batcher 
public key, transaction ID and header signature. Those are digital certificates for 
encryption and ensuring the ID of signer, batcher, and nodes. Digital certificate 
enhances the security on data integrity because hacker cannot easily falsify the 
information or act as a trusted node to input fraudulent data.

5.3  The Security on Availability

Availability refers to the actual availability of the data even though there is an 
authentication or access policy to prevent unauthorized person. There are two kinds 
of data protections on Blockchain, namely chain of block and consensus. 
Transactions using Blockchain are peer-to-peer, meaning that data (can be mes-
sages, money, or important information) can be moved from one user to another 
without the help of the third party. User no longer depends on one server because all 
transactions are replicated throughout the network so that avoiding various forms of 
fraud such as modified data, server down, or hacked accounts. All transactions and 
data storage are guaranteed to be safe because they are replicated throughout the 
Blockchain network so that if a hacker wants to change one data, he must get the 

Fig. 6 Block on chain [8]
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consensus agreement first to change the same data on all other users’ computers at 
the same time. The consensus is what makes Blockchain different because it is a 
scheme to protect the system from fraud. Blockchain’s consensus mechanism 
ensures that the next block in a blockchain is the one and only version of the valid 
transactions, and it keeps powerful adversaries impossible in trying to derail the 
system and successfully fork the chain. The consensus mechanism solves the incon-
sistency hurdle and makes it possible to have a reliable distributed system.

The most common consensus mechanism is POW, which is being used by 
Bitcoin’s and Ethereum Classic. As part of the POW system, a nonce is inserted into 
every block header. A new block is only accepted to be appended to the chain if the 
hash of the whole block begins with a certain number of zeros (this is known as a 
“hash puzzle”). Solving the hash puzzle in POW is probabilistic and this lends well 
to the security assumption of bitcoin system, i.e. most attacks on Bitcoin are unsuc-
cessful if the majority of the miners weighted by hash power are honest in following 
the protocol, even though there always concern about a vulnerability called 51% 
attack, when 51% of miner are not honest and try to change the data on their own. 
The most common criticisms on POW are that it needs a large amount of computa-
tional energy and mostly centralized in areas of the world where electricity is cheap 
or the heat generated as a by-product of mining is needed, China and North of 
Europe by example. To address these criticisms, a number of alternative consensus 
protocols (such as Practical PBFT, PoS, Proof of Activity, and PoET) have been 
proposed [7].

5.4  Blockchain Use-Case on Big Data Security

In this section we use Bettium [13] and TravelChain [14] as an example of the solu-
tion of combining Big data and Blockchain for two very different use-case. Bettium 
is a betting platform of a decentralized marketplace that allows smart sports bets to 
be made between individuals. The resident experts and the latest analytical data are 
both on hand for gamers to adopt more calculated strategies for winning. Both the 
contestants and the teams in a wager who can access Big Data, AI, and many poten-
tial analytical tools to enable player’s decisions. The platform, rich UX, is applying 
blockchain technology in ways to give users the benefit of a sophisticated analytical 
approach in placing bets.

Meanwhile TravelChain describes itself as a decentralized blockchain-based 
platform which provides accessible and authentic smart data to let business knows 
their clients better and to help travellers experience the best customer service. When 
users download the TravelChain application, they will be able to determine how 
much of their personal data can be accessed by the system. The data that the system 
can access will be used to figure out the user’s personal preferences; like Chinese 
food, the system will figure that out, and if like horror movies it will see that too. It 
will be able to put all the things about the user together to generate the best offers 
for the trip.
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Both cases are using Blockchain and Big data for different reasons. Bettium uses 
Blockchain for enhancing peer-to-peer experience on betting and offering analytics 
on betting strategy, while TravelChain uses Blockchain for customizing the per-
sonal preferences and offering Big data of travel data based on these preferences. 
However, both applications consider the security features of Blockchain for protect-
ing the value integrity of betting and user’s personal data.

A report said that Blockchain system may replace the Society for Worldwide 
Interbank Financial Telecommunications (SWIFT) system [15] so that more than 
100 banks will reduce transfer time for international payments from 3  days to 
10 minutes by using the digital currency base of Ripple. Among the banks using 
Ripple there are such famous banks such as UBS, Unicredit, BBVA, Credit Agricole, 
and Mizuho. They must consider the security features of Blockchain in deep before 
deciding that move especially after SWIFT heist occured on Central Bank of 
Bangladesh in February 2016.

In this context, security is the terminology that is generally called as information 
security (INFOSEC). On the other hand, veracity is a special characteristic of Big 
Data. Blockchain with encryption and hash chaining concept is already attracted 
security industry, and their implementation on improving data veracity via crowd-
sourcing and provenance methods attracts Big Data industry.

6  The Blockchain’s Role in Improving Data Veracity

The defining factors of data collection on Big Data are volume, velocity, variety, and 
veracity. As has been mentioned at the beginning, volume and velocity characteris-
tics state how much and how soon the data is generated. Variety characteristic states 
the condition of the data is structured or not, while veracity characteristic speaks 
about the level of trust in data validity. This level of veracity is where Blockchain 
can play its role. The final feature of the data where the data is recorded cannot be 
changed without the record, and make the attacks on data integrity can be avoided. 
However, Blockchain can only maintain the validity of input devices not the verac-
ity of the data, so that if the garbage data is entered, the junk that will be stored.

Berti-Equille and Borge-Holthoefer presented how to achieve veracity of data 
based on trust discovery and modelling misinformation [16]. To discover the truth 
from a structured data, there are many methods like agreement-based method that 
measures source reputation via hubs and authorities, page ranks, and source ranks, 
and then source-claim iterative models to fine-grained classification. Another meth-
ods are MAP-Estimation-based, Analytical, and Bayesian Methods. Truth discovery 
from the extracted information came from semi or unstructured data, can be done by 
using knowledge-based trust and slot filling validation. Another advance methods 
like evolving truth, truth finding from crowdsourced data, long-tail phenomenon, 
and approximation of truth existence method can also be used.

Understanding how misinformation spreads is another important thing to achieve 
veracity of the data. The theory of rumour spreading and its dynamics, information 
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cascading, and how to track meme and ID the source are another methods to under-
stand how misinformation spreads. Figure 7 above shows the map to achieve verac-
ity of data.

TrueCaller is a crowdsourcing example to help user in avoiding disturbing calls, 
by collecting report of it. Crowdsourcing and source identification are applications 
that can be provided by Blockchain. Some cases using token as a tool to improve the 
quality of the input data. Startup like Hara offers this concept of validation by 
providing a token of appreciation for inputting and validating the data. Another 
way is to check the ID of data retrieval and measure the level of data truth based on 
other data. A token-based validation method already proposed to Ministry of 
Transportation Republic of Indonesia, to validate and reward the data input of pas-
sengers on bus transportation mode. On recent development, there are new efforts to 
enhance data provenance by using decentralised ID based on Blockchain. This 
method will ensure the ID of data source and enhance data veracity. All of these 
methods will be explained further below.

6.1  HARA Token

Established in 2003 as Mediatrac, Dattabot’s origins were “Big Data” and content 
acquisition from online and offline sources. Dattabot is focused on solving large 
societal problems by developing HARA’s decentralized data exchange and ecosys-
tem which will support better data-driven decisions for data buyers and incentivize 
data providers to share their data. The value of data comes from its accuracy. The 
moment new data enters the system, data qualifiers are incentivized to validate the 
data which acts as a crowd-sourced indicator of its quality. Overtime, this will help 
improve the overall robustness of the data and help generate healthy, ongoing 
demand. Furthermore, data also becomes more valuable when it is processed. So 

Fig. 7 Veracity of Data [16]
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HARA also provides an ‘enriched data’ category that allows data buyers to resubmit 
data that has been analysed and rendered useful while the sharing proceeds with the 
original data provider(s).

HARA Ecosystem provides decentralized data exchange for data providers to 
provide their data and the data buyers to access the data. Powered by Blockchain 
technology, this exchange is traceable, transparent, and secured. Vast amount of 
data, ranging from farmers identification data, cultivation data, location specific 
data, ecological data, and market information and transaction data, are collected via 
a variety of data sources including IoTs and satellites as well as from third-parties 
such as farmers, governments, scientists, academia, farm-input manufactures, and 
other entities. The platform will be automated by the smart contracts on HARA’s 
Blockchain and different methods of data submissions, including the HARA suite 
of mobile applications, IoT devices, satellites imagery data, and more. These data 
originators are enabled to upload datasets to the data exchange and sell their data to 
other third-party data buyers via the decentralized token based data exchange [17]. 
This token-based concept will ensure the veracity of data because there always be a 
person to update the data and get rewards for it (Fig. 8).

Data providers include all individual data contributors, data companies, coopera-
tives, Non Government Organizations (NGOs), field agents, and governments. They 
can use the data exchange to assess the quality of their data and monetize it by 
exchanging it for tokens. Data qualifiers add value to the ecosystem by providing 

Fig. 8 HARA Ecosystem [17]
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verification in the form of PoW. They acts as a crowd-source indicator of data qual-
ity, which overtime, will help improve the overall robustness of the data and help 
generate healthy, ongoing demand. Data qualifiers will receive tokens based on their 
efforts related to the tasks they perform in verifying data on the exchange. Data 
qualifiers can be any HARA token holders. Data buyers include enterprises such as 
banks, insurance companies, retailers, agriculture input suppliers, NGOs, and gov-
ernment – all the way down to local communities or even individuals.

Companies and institutions that access and process raw data from HARA eco-
system, and resubmit it as ‘enriched data’. These can be academic institutions, 
brands, data analytics, financial technology and agriculture technology companies. 
They create value-added insights from the raw data and share in the proceeds with 
the original data providers by submitting the cleansed, organized, and structured 
data back to the HARA ecosystem. An example is described simply by using small-
holder farmer as any data provider. The following diagram illustrates the flow a 
farmer will follow to add data to his account and other inputs such as GPS data, crop 
planting suggestions, pest data and other information associated with their farming 
practice (Fig. 9).

Smallholder farmers use the HARA platform with the expectation of receiving 
multiple benefits from the various value-added providers in the ecosystem. By being 
a part of HARA, they gain access to many benefits such as access to precision farm-
ing advice catered specifically to their farm to help them produce greater yields per 
hectare accompanied with instructions and guidance, recommendations regarding 
the best farm inputs – crop types, seed types, fertilizers, pest controls, irrigation and 
more that are specific to each farmer’s location and environment, access to market 
information specific to each farm including: local supply chain partners, post- 
harvest off-takers, traders, and wholesalers, access to loans and other financial 

Fig. 9 Loyalty Points To Enhance Data Veracity [17]
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 services by uploading certified land title document and other associated data, access 
to other non-banking financial services such as crop/health/life insurance, access to 
market data related to supply and demand levels and local market prices for each 
type of crop, and ability to earn loyalty points that can be redeemed for a variety of 
goods and services provided by HARA partners.

By using this method, HARA can gain trusted data and enrich it by utilizing the 
field officers with HARA token as the loyalty point. This ecosystem will continue 
to grow because each stakeholder gets their reward and benefit from the platform 
based on crowdsourcing method.

6.2  Passengers Data Case

On the Ministry of Transportation, there were problems to get valid information of 
passenger number especially on each bus transported from one terminal to another. 
Even though they already gave assignment to terminal officer, it still lacked achieve-
ment on this task and its data validity. The information needed are total passenger, 
men, women, and child number. This data can only be achieved at Aidil Fitr, 
Christmas, and New Year moments because there are special team assigned for the 
job [18].

Figure below is taken from Information System of Indonesia Transportation and 
Infrastructure or SIASATI (Sistem Informasi Angkutan dan Sarana Transportasi 
Indonesia), a web sites hosted by Ministry of Transportation located on http://sia-
sati-dev.dephub.go.id/dashboard/event. The site is only on Bahasa Indonesia lan-
guage, shows number of passenger on all of transportation mode at Christmas 2018. 
There are five modes of transportation: land transportation (green line), ferriage 
(blue line), train (red line), sea transportation (purple line), and air transportation 
(light brown line). The data is presented from 20 to 31 of December 2018 in the 
form of line chart and table. As stated before, the Ministry of Transportation still 
failed to achieve all year data because of the lack of input and the data validity on 
land-sea-ferriage transportation modes, even though the data from train and air pas-
senger were received (Fig. 10).

To cope with the problem on the land transportation, the proposed solution is 
token-based achievement control. Using smartphone, the officer gets a targeted 
number of tokens to be fulfilled each day. The inputs will be compared with inputs 
from the next terminal. If they carelessly input the data, the system will punish them 
by reducing their token, vice versa. There must be adjustment calculation too 
because some passengers are in and out from the bus not inside the terminal.

From the illustration in Fig. 11, the yellow bus is the asset data that moves along 
the time and updated by many points. What components are updated? For dataset 
example here are Departure time, Passenger Number, and Arrival Time. The officer 
at Bus Station A will be the first of the day updater, and then the bus driver updates 
the dataset based on passenger who gets on and gets off the bus during the travel. 
The officer of Bus Station B at the next stop will be another updater. An AI can be 
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Fig. 10 The number of passenger on Christmas for all transportation modes in year 2018 (Source: 
The Ministry of Transportation – Republic of Indonesia)
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used for comparing all the update so that the system will know which data is the 
correct one and gives reward to the updater.

With adjustment and feedback, this concept will enhance the veracity of Big 
Data regarding bus passengers on land transportation. This validity is very impor-
tant to prepare and plan the development of facilities and infrastructure of land 
transportation, especially intercity transportation. For inner-city transportation, the 
solution will need IoT tools because passenger gets on and gets off more frequently.

6.3  Decentralized Identity

Another approach to enhance data veracity is by using data ID for data provenance. 
Provenance describes the origin, derivation, and ownership of data products so that 
it enhances their trustworthiness. However, data with proven ID will have a privacy 
risk and may contain private information, thus, it may need to be sanitized before 
released. Parisa Kianmajd [19] presented a model-based diagnosis framework to 
pinpoint conflict among the policies and showed how it can be used to find conflicts 
between two sets of publication and customization when sanitizing a provenance 
graph using ProPub [20]. In this paper we use ID terminology as the abbreviation of 
word “Identity”, except in a special case such as Decentralized Identifiers (DIDs) 
where ID refers to “Identifier”.

Digital identifications have the potential to solve many of the problems associ-
ated with physical ID such as government-issued cards or papers. Countries like 
Estonia and Pakistan with their national ID programs, and India with its Aadhaar 
platform, have successfully established large-scale national ID systems to stream-
line the service access for their citizenry with a single identity. United Nations High 

Fig. 11 Illustration of the data movement in Blockchain
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Commissioner for Refugees (UNHCR) also creates biometrically-enabled digital 
IDs for hundreds of thousands of undocumented refugees to allow them having bet-
ter access to the aid programs and supports. They empower a user to have control 
over their ID claims without relying on physical document that could easily be lost, 
damaged, or controlled by a malevolent party.

However, digital IDs must provide security through mechanisms like multi- 
factor authentication, and have increased resistance to forgery, misuse, or theft. 
They can also enhance the privacy through the contextual and consent-based disclo-
sure of personal information when others wish to validate claims, such as license 
status or if a person has reached age of majority, without having to disclose irrele-
vant details like full date of birth or home address. One of the main risks of tradi-
tional digital IDs is in the centralized storage of personally identifying information 
that possible to become a target of data breaches. News reports of data breaches 
compromising the privacy and personal information of millions of people are often 
publicized to harm public confidence in the ability of companies and government to 
protect their data. Not only that, having a master copy of the data stored in a single 
location as single point of failure opens up the chances of data corruption or data 
loss. This makes data security, storage, and privacy protection mechanisms are the 
key points when evaluating the ID providers. Filling the gap of securing the IDs, 
Blockchain finds a place in many new digital ID services on the market. Its various 
cryptographic security mechanisms, data immutability, and decentralized network 
architectures can be leveraged for the design of secure, user-owned, attestation- 
based digital ID solutions.

Decentralized Identifiers (DIDs) are a new type of identifier for verifiable, self- 
sovereign digital identity. DIDs are fully under the control of the DID subject, inde-
pendent from any centralized registry, identity provider, or certificate authority. 
Each DID Document may contain at least three things, namely proof purposes, veri-
fication methods, and service endpoints. Proof purposes are combined with verifica-
tion methods to provide mechanisms for proving things. For example, a DID 
document can specify that a particular verification method, such as a cryptographic 
public key or pseudonymous biometric protocol, can be used to verify a proof that 
was created for the purpose of authentication. Service endpoints enable trusted 
interactions with the DID controller.

This specification of W3C-DID [21] was published by the W3C Credentials 
Community Group, a group which mission is to explore the creation, storage, pre-
sentation, verification, and user control of credentials, focus on a verifiable creden-
tial (a set of claims) created by an issuer about a subject—a person, group, or 
thing—and seek solutions inclusive of approaches such as self-sovereign identity, 
presentation of proofs by the bearer, data minimization, and centralized, federated, 
and decentralized registry and identity systems.

A DID is like a Uniform Resource Locator (URL), it can be resolved or derefer-
enced to a standard resource describing the entity and unlike a URL.  The DID 
Document typically contains cryptographic material that enables authentication of 
an entity associated with the DID. Figure 12 is an example of a DID Document that 
describes the DID based on example ID ‘did:example:123456789abcdefghi’. The 
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‘example’ column is the method like Sovrin, Civic, etc. The ‘123456789abcdefghi’ 
is the ID number but it usually uses base58 string encoder. The standard assumes 
that the entity that controls the private keys for this identifier is authoritative for the 
DID Document.

The following is an example of ID Provider based on Blockchain based on docu-
ment from Blockchain Learning Group and Blockscale Solution [22]. The report 
compares ID providers, platform, and national ID. It focuses on the issues of their 
purpose, the solution, unique features, status, position on self-sovereign ID, General 
Data Protection Regulation (GDPR) compliant, Blockchain based, private storage 
mechanism, recovery mechanism, problem and mitigation, interoperability, attri-
butes attestation, business model, liability framework, attributes sharing, user pri-
vacy, claims made and verifying mechanism, application, and so on. Civic, uPort, 
Sovrin, and ShoCard are decentralised ID based on Blockchain.

Civic is a Blockchain-powered identity company that provides businesses and 
individuals with tools to control and protect their identity. The Civic Secure ID 
enables personal verified information to be stored on user mobile device using bank 
level encryption and biometric locks. Users safely access partner websites and ser-
vices using the Civic Secure ID. Civics’ Secure ID Platform (SIP) enables busi-
nesses to leverage the Civic Secure ID via the Civic App, Integration Portal, Civic 
Web Connect, and Civic App Connect to perform login, age verification, and know 
your customer verification activities. uPort is a platform for self-sovereign identity 
and user-centric data management, anchored in Ethereum Blockchain. It provides a 
mobile application which enables users to create a digital identity in a few simple 
clicks. From there, users can start interacting with uPort compliant services. For 
example, in the city of Zug, Switzerland, a citizen can receive a credential verifying 
that he/she is a resident, and uses that credential via uPort for multiple services like 
eVoting or eBiking. uPort also provides a rich set of tools and Software Development 
Kits (SDKs) that developers can use to add uPort capabilities into their applications 
or solutions, guaranteeing they will deliver services their end users can trust.

Fig. 12 Minimal Self-Managed DID Document [21]
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The Sovrin Network is a public service utility enabling self-sovereign identity on 
the Internet. This decentralized identity network offers enterprises and developers 
free, open source code to create private and secure data management solutions that 
run on Sovrin’s identity network. The Sovrin Network allows individuals to collect, 
share, and manage the individual components that make up their identities. ShoCard 
is a digital identity and authentication platform built on a public blockchain data 
layer, using public/private key encryption and data hashing to safely store and 
exchange identity data, which includes biometrics such as fingerprint, facial, iris 
and voice. ShoCard’s approach to identity is different than the existing solutions in 
that the user owns and carries his/her own data within his/her mobile application 
and is the sole person who decides with whom to share it with and which pieces of 
identification to share. The blockchain is then used to validate that information and 
confirm other third parties who have definitively certified the identity of the user.

The main problems of identification method are the registration and the valida-
tion. Physical ID card costs a lot of money and time for them but it is state respon-
sibility to serve their citizen. However for digital purposes, such physical ID often 
has a limited function and easily faked. Therefore, Blockchain decentralised iden-
tity will ensure the provenance of data by using various type of authentication such 
as biometric, Personal Identity Number (PIN), or password.

6.4  The Comparison among Methods

Based on Fig. 7, the methods presented in this paper are crowdsourcing and decen-
tralized identity. Using decentralized identifier will enhance data provenance even 
though they need to be sanitized at first to comply with the data privacy protection 
rules. However, the standard of decentralized identifier is not taking place yet to be 
an international standard so all DID applications can talk to each other.

The similarity among TrueCaller, HARA Token, and Ministry of Transportation’s 
case are crowdsourcing methods. The etymology of the word “crowdsourcing” 
comes from a combination of ‘crowd’ and ‘outsourcing’. In layman’s terms, crowd-
sourcing is the process of making content openly available to the public for use and 
verification. Crowdsourcing is the practice of engaging a ‘crowd’ or group for a 
common goal  - often innovation, problem solving, or efficiency. It is now easier 
than ever for individuals to collectively contribute - whether with ideas, time, exper-
tise, or funds - to a project or cause. The underlying idea is to divide a project or task 
into smaller pieces and assign it to the masses. The major advantage is that one has 
the resources of tens of thousands of people at one’s disposal to accomplish the task. 
Owing to the large number of participants, the quality of resulting content is far 
more superior, especially in terms of ideas and diversity [23].

The differences are their business process. TrueCaller using vast amount of con-
tact databases collected from their user and allow their user to report inappropriate 
number so that another user can benefit from it. Sample given, a number using by 
trickster will be reported and show when that number calls another user as a  trickster 
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number. The more user reports the number, the more reliable is the data. TrueCaller 
then asks a donation or offers premium services such as online information of con-
tact and trusted number for small amount of money.

The similarities and the differences can be seen on Table 1. The question still 
remains, is TrueCaller will be a better solution if using Blockchain? The answer can 
be yes or no. If TrueCaller will change their business model by using token as a tool 
for appreciating the value, Public Blockchain will be a good platform for it. 
However, actually TrueCaller is not a solution based on multi stakeholder problem 
that needs a common data set, so that centralised database is enough for now.

The HARA Token and the Ministry of Transportation’s case use different 
approach of crowdsourcing. HARA Token offers a token for inputting and validat-
ing data which can be changed to fiat money. By having highly data veracity, HARA 
can offer the analytics for the business and gains margin. Ministry of Transportation’s 
case on collecting data passenger uses the token for key performance index of their 
officers. The officers have targets to be fulfilled and therefore their working perfor-
mance will be depended on it. On the other hand, the Ministry can give them rewards 
for achieving certain targets to boost their morale. Blockchain-based decentralized 
ID can enhance crowdsourcing method over data provenance. The data source can 
be traced because the ID of data source can be trusted. The method will enhance the 
data veracity of Big Data.

Furthermore, Blockchain can be used to enhance security and veracity of 
Ministry of Transportation’s SIASATI Big Data. Back to Fig. 10, one solution is 
already proposed to cope with the problem of data input and its validation. However, 
the application itself is still built on centralised database while after the assessment 
using BIAF, this application is passed for Blockchain solution. Using Blockchain, 
the data that was previously collected on the Ministry will be a common dataset that 
can be used by other stakeholders (Fig. 13).

Before implementing Blockchain, the data is centralised on Ministry’s premise(s). 
Centralization increases the security risk because if the datacentre is compromised, 
the system will be breached and all data will be possibly stolen, or lost its integrity. 

Table 1 The comparison results among methods

Comparution TrueCaller HARA Token
Data Passenger 

Case Decentralized ID

Using Blockchaln no yes yes yes
Data Processed contact number agriculture data passenger data identity claims
Target filtering irritating 

caller
data accuracy data accuracy sell sovereign 

identity
Methods crowdsourcing token of 

appreciation
token of 

appreciation
W3C-DID

Reward for Data 
Source

none money performance 
index

money

Business Model freemium selling data 
analytics

government 
report

consortium fee

Big Data Aspect veracity veracity veracity provenance

The Utilization of Blockchain for Enhancing Big Data Security and Veracity



184

Besides security consideration, there is usage consideration, too because only the 
Ministry of Transportation which can use the data. After the implementation, there 
will be a common data set that is agreed by each stakeholder to be shared and 
updated. Each party can read and write the data based on the permission rule and 
each data source has a responsibility on the data veracity and the data provenance 
using variety of methods such as crowdsourcing and decentralized ID. From secu-
rity point of view, an attack on one premise cannot change the data because the data 
set is already protected with a robust encryption method and a consensus. To 
increase the privacy and the security, Private Blockchain is more recommended to 
be used than Public one.

7  Concluding Remarks

7.1  Conclusions

Blockchain is not a solution for all problem. Understanding of the problem and the 
technology are needed to select the best solution for it. For a specific problem, 
Blockchain can enhance the security of Big Data by strengthening the security of 
the data storage. Blockchain enhances data confidentiality by data encryption, 
enhances data integrity by using digital certificate and chaining the block using hash 
of previous block, and enhances data availability using peer-to-peer transmission, 
distributed nodes, and consensus method.

Blockchain can also enhance the performance of Big Data Analytic by providing 
a better data veracity from token-based validation and ID decentralization. Token- 
based validation enhances truth discovery by crowdsourcing method using token of 
appreciation concept as reward or just performance measuring. Data veracity can be 

Fig. 13 The view of the system before and after the Blockchain implementation
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enhanced more by using decentralized identifier to prove the identity of data source. 
However, it must be sanitized first to comply privacy data protection rules.

7.2  Further Works

Blockchain is a disrupting technology, still a long way to be mature. There are many 
research and development efforts around the world to take the opportunity of this 
technology as well as the effort to make standardization of Blockchain. Further 
works to be done as follows:

• using feature off-ledger and on-ledger for storing massive data in quantity
• true implementation of sanitized DID on Big Data use-case and comparing its 

veracity level after implementation
• using Blockchain as a tool for another enhancement effort on Big Data Analytics 

industry
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Machine-to-Machine Communication 
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Abstract The bidirectional communication between the smart grid users and util-
ity company is facilitated through Advanced Metering Infrastructure (AMI) com-
prising numerous smart meters, sensors, and other Internet of Things (IoT) devices 
by employing Machine-to-Machine (M2M) communication. Triggered by advances 
in the M2M technologies recently, the smart meters do not require any human inter-
vention to characterize power demand and energy distribution. While there are 
many challenges in the design of the smart grid communications network, security 
is a major obstacle in realizing smart grid communication. This is because of the 
convergence of the advanced IoT and M2M technologies at the smart grid arising 
many new unforeseen challenges leading to security vulnerabilities and malicious 
threats. Therefore, practical and lightweight authentication mechanism for fulfilling 
the specific requirements of the smart grid communication should be carefully taken 
into consideration and adequate authentication methodology should be developed 
tailored for the smart grid context. In this vein, in this chapter, we first overview the 
M2M communication framework in the smart grid system and highlight its short-
comings including security vulnerabilities such as communication trust, and privacy 
issues. In order to deal with the security concerns, a lightweight message authenti-
cation method is presented to carry out mutual authentication among the smart 
meters distributed at the various hierarchical networks of the smart grid. The adopted 
lightweight authentication method is based on Diffie-Hellman key exchange proto-
col. A cryptographic analysis of the adopted authentication method demonstrates its 
ability to satisfy the desirable security demands of the smart grid communications. 
Simulation results are also provided to demonstrate the viability of the adopted 
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authentication method. In addition, the need for developing another specific type of 
authentication for securing targeted broadcast in the smart grid system is discussed 
and the applicability of Key Policy Attributed Based Encryption (KP-ABE) is inves-
tigated for this purpose. It is shown that the smart grid’s control center can employ 
KP-ABE to broadcast a single, encrypted message to specific groups of recipients 
whereby each group consists of numerous users. Each user in the targeted group is 
able to individually exploit the defined key policy to decrypt the broadcasted mes-
sage. It is demonstrated that in such highly specialized communication scenario, the 
adopted KP-ABE targeted broadcast methodology is capable of eliminating the 
need to issue redundant/unicast messages to ensure both communication and com-
putation efficiency while protecting the confidentiality of the exchanged informa-
tion in the smart grid.

1  Introduction

Human civilization owes a great to the advancement of power generation and distri-
bution technologies. Undoubtedly the proliferation of the power grid transformed 
our civilization during the last century. On the other hand, in the current century, 
digitization is again transforming our societies in an unprecedented manner toward 
a smart society. Indeed, the smart buzzword has engulfed us in all walks of life with 
a plethora of smart devices and technologies such as smart home, smart industry, 
smart health, smart driving, and so forth. The current power generation and dissemi-
nation grids are almost a century old and they are facing both capacity and scalabil-
ity issues to meet the growing, dynamic power requirement of the highly connected 
population in the current Internet age era. Governments of various countries have 
acknowledged this fact and have commenced the smart grid projects to address this 
growing concern which may permit intelligent power control and monitoring. Thus, 
idea of smart grid has been receiving tremendous attention amongst both research-
ers and utility companies recently. In particular, in the smart grid, advanced tech-
nologies like the Internet of Things (IoT) sensing, control, instrumentation, digital 
communication, and network information, as shown in Fig. 1, are taken into account 
in addition to the traditional one-way power system engineering. This is done so as 
to efficiently address a number of major issues which restrict the performance of 
existing electricity grids including the lack of appropriate demand response, scal-
ability, energy conservation, reduction of carbon emission, and control of energy 
distribution. Smart grid is regarded as a transforming technology for the energy 
industry to facilitate bi-directional communication between the electricity company 
and its customers [1–10]. The two-way communication can take place by means of 
smart meters deployed at homes, buildings, neighbor sites and control centers. 
Smart meters, along with various power instrumentation and monitoring sensors, 
form the Advanced Metering Infrastructure (AMI) as shown in Fig. 2. The smart 
meters “talk” to one another using the Machine-to-Machine (M2M) communication 
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paradigm using wireless communication channels. M2M is at the core of the Internet 
of Things (IoT) based Cyber Physical Systems (CPSs) like the smart grid which 
enable the smart meters and sensors to communicate the data it records on power 
quality, power consumption, energy demand, temperature, sleep/wake up time of 
devices, interference, coverage area, interoperability, and so forth. The M2M com-
munication architecture allows the heterogeneous devices in the smart grid to inter-
act with one another without the human intervention. In this chapter, we review how 

Fig. 1 The evolution of the modern smart grid as a two-way Cyber Physical System (CPS) from 
the traditional one way power grid system. The enabling technologies are shown that include M2M 
control, network information, digital communication, and IoT sensing

Fig. 2 Considered smart grid architecture. NAN, BAN, and HAN refer to Neighborhood Area 
Network, Building Area Network, and Home Area Network, respectively
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existing communication technologies like IEEE 802.11 (WiFi), IEEE 802.15.4 
(ZigBee), Bluetooth, and so on address the bandwidth and delay requirements of the 
M2M communication in the smart grid. Then, we provide a detailed Machine-Type 
Communication (MTC) model for the smart grid and verify the effectiveness of dif-
ferent adopted communication technologies. Next, we delineate the security vulner-
abilities of the M2M communication in the considered smart grid system and 
discuss the need of adequate security provisioning technique tailored for the 
smart grid.

Indeed, researchers and practitioners dealing with various smart grid pilot proj-
ects have often articulated the need to seamlessly place a security infrastructure at 
the AMI of the smart grid [3]. This is because many smart grid initiatives are widely 
employing the state-of-the-art wireless communication networks to connect a mul-
titude of sensors and smart meters to link customers with the utility company so that 
they can exchange information both ways. As the readers may guess, the first idea 
would be to use the existing Internet infrastructure to provide the connectivity in the 
smart grid system. In the recent years, however, there have been a plethora of attacks 
on the Internet such as the Distributed Denial of Service (DDoS) attacks, spoofing, 
privacy leakage, worm infection, etc. This means that exchanging grid related infor-
mation over the Internet are likely to be exposed to such cyber-attacks also [11]. In 
addition, various communication networks have various security enforcement tech-
niques. For instance, the heterogeneity of cryptographic techniques used to protect 
information exchange in WiFi is different from 4G and beyond 4G cellular com-
munications poses a significant challenge to determine which security measure 
should be adopted. In addition, due to a number of unique requirements of the smart 
grid, the security provisioning technique like authentication of the smart meters 
need to be lightweight and practical without incurring much computation and com-
munication overhead.

Traditionally speaking, the smart grid security consists of authentication, autho-
rization, access control, and encryption techniques. These techniques can offer the 
basic yet critical security provisioning demands in the smart grid communication by 
securing the customer data, incentive plans, and other confidential information. 
Therefore, the first step is to design a lightweight and efficient authentication 
method for the smart meters so that only legitimate users are serviced. Beyond the 
authentication process, there are other security needs which should be taken into 
account. For instance, the smart grid’s control center, from time to time, may dis-
seminate some sensitive information to a specific group of users, and the sensitive 
information should be transmitted in a secure manner. If the control center carries 
out unicast transmission to each user individually, the communication cost will be 
quite high due to the large pool of smart grid users/customers. Furthermore, this 
issue may become even more complicated when the control center generates differ-
ent service types for different groups of users. Hence, how to securely and effi-
ciently disseminate sensitive information to the targeted user groups is a significant 
challenge. Intuitively, to address this issue, conventional broadcast encryption tech-
niques may be employed whereby the control center initially chooses a set of privi-
leged users, and then transmits a single encrypted message to those users, and later 
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only those privileged users are able to decrypt and access the message. However, 
when the set of privileged users is dynamically changed, the traditional techniques 
are rendered impractical. In this chapter, towards secure and flexible targeted broad-
cast in the smart grid, we consider a new targeted broadcast mechanism with Key 
Policy Attribute-Based Encryption (KP-ABE) [12], where the control center is per-
mitted to dynamically choose user-groups based on their attributes. In this method-
ology, each user in the smart grid is associated with a set of attributes based on 
which the user’s decryption key is derived. Upon receiving an encrypted message 
transmitted by the control center along with an access policy based on these attri-
butes, the appropriate users, who satisfy the access policy, alone, are able to decrypt 
the message.

The remainder of the chapter is organized as follows. Section 2 discusses the 
background and related research work. Our considered smart grid communication 
architecture is described in Sect. 3. Based on this, a number of wireless communica-
tion technologies are discussed and an appropriate technology is adopted for M2M 
communication in the smart grid in Sect. 4. Next, in Sect. 5, the security challenges 
in the smart grid M2M communication are discussed and a lightweight authentica-
tion scheme to address these challenges is presented. In Sect. 6, a special scenario 
involving targeted broadcast in the smart grid is discussed and a Key Policy Attribute 
Based Encryption (KP-ABE) methodology is presented to secure such targeted 
broadcast. Finally, concluding remarks are provided in Sect. 7.

2  Background and Related Research

The IEEE P2030 led the smart grid standardization through three task forces for 
power engineering, information technology, and communication technology with a 
substantial overlap between the latter two task forces [13]. The communication 
technology work group provided broad directives on smart grid design standards 
focusing on choosing appropriate M2M communication protocol. The technology 
giants like Verizon Wireless and Qualcomm joined hands to bring M2M capabilities 
to the smart grid by facilitating technologies to wirelessly connect utility companies 
to grid elements like circuit breakers, transformers, substation equipment, and so 
forth. The wireless network based machine-centric communication allows the util-
ity company to develop interactive services. The M2M market is expected to grow 
at a high rate due to increasing investment by both government and private enter-
prises to adopt M2M services in the coming years [14]. The work in [14] explored 
M2M communication applications and scenarios such as medicine, transportation, 
environmental monitoring and smart grid, which are growing and leading the way 
to new business cases. The work revealed the practical requirements and threats of 
M2M application scenarios and pointed out the delay sensitive requirement of M2M 
applications. Due to such unpredictable connectivity to the core network and the 
demand for high configurability and flexibility of M2M devices, an earlier research 
work in [15] attempted to identify security threats against M2M communications. 
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However, the exact technologies upon which M2M communications are based were 
not taken into account in that research work.

The research work conducted in [16] analyzed the main performances of Internet 
Protocol version 6 or IPv6 over Low Power Personal Areal Network (6LoWPAN) in 
order to evaluate their applicability in supporting the smart grid operations. Their 
research showed the inter-cluster collision problem arising in such a short range 
wireless network. However, the work did not investigate the exact smart grid appli-
cations which may be benefited from the deployment of such wireless personal area 
networks in the smart grid home area network level. A number of challenges in the 
design of the home M2M network were, on the other hand, discussed in [17] that 
demonstrated that the home networks require effective M2M gateways to carry out 
information exchange between the numerous M2M devices and to provide a link to 
the smart grid core network or backhaul. While the backhaul connectivity could be 
implemented by optical fiber, cable, DSL, Ethernet, or even cellular links, the work 
suggested that it is also critical to select adequate network protocols to enable M2M 
devices to communicate in the home networks of the smart grid. As the home area 
network technology, the work investigated IEEE 802.15.4 (ZigBee/6LoWPAN), 
IEEE 802.11 (WiFi), and Bluetooth protocols albeit without the consideration of the 
impact of selecting these technologies in the specific case of smart grid M2M com-
munications in the home area network. In the early part of this chapter, we focus on 
our chapter on investigating the appropriate M2M communication technology 
suited for the residential networks belonging to a typical smart grid. Then, we dis-
cuss the security issues in the M2M based smart grid communication.

A number of research works addressed the basic security issues of the smart 
grid communication. For instance, the work in [18] considered power system com-
munication and digital security issues as critical components of the smart grid. The 
work indicated that several cyber security issues need to be addressed for smart 
grid communication, and particularly focused on the impact of merging the 
Supervisory Control and Data Acquisition/Energy Management System (SCADA/
EMS) with information technology networks. Such fusion of the physical and 
cyber elements of the smart grid were pointed out to lead to substantial security 
threats. Additionally, it was indicated in [18] that broadband Internet technologies 
could allow intruders to access smart meters and even the SCADA by which they 
may collect critical information such as the metering data, price information, spe-
cial offers, and so on. Thus, the privacy protection was identified to be a key secu-
rity concern in the smart grid. Furthermore, in [19], the stringent security demands 
of smart grid systems were discussed. For instance, a strong authentication tech-
nique was pointed out to be a must for all heterogeneous user devices belonging to 
the smart grid system. However, this raises interoperability and scalability issues. 
This is because the strongest authentication methods may not necessarily be the 
quickest in the smart grid due to the large number of users and things like IoT sen-
sors, machines, home appliances, smart meters, phasor units, and so forth. Hence, 
scalable key and trust management systems, designed to the particular require-
ments of the utility company and users, is essential from the smart grid communi-
cation perspective.
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The research work conducted in [20] showed the need for secure aggregation of 
data gathered from different smart meters. The work presented 4 protocols to 
securely aggregate data readings from the smart meters: an interactive protocol, 
Diffie-Hellman Key-exchange based protocol, Diffie-Hellman and Bilienar-map 
based protocol, and a low-overhead protocol. Only the first approach does not 
depend on the original Diffie-Hellman key exchange protocol. On the other hand, 
the remaining approaches all are based on the Diffie-Hellman key exchange proto-
col or its other variants with relaxed assumptions. However, the work did not take 
into account smart meter authentication for which Diffie-hellman based approaches 
could be adopted. Next, in [21], three methods were compared to authenticate 
demand response messages through smart meters in the smart grid. The methods 
were called Bins and Balls (BiBa), Hash to Obtain Random Subsets Extension 
(HORSE), and Elliptic Curve Digital Signature Algorithm (ECDSA). Among these 
approaches, ECDSA offers stronger security. However, the higher level of security 
could be obtained with added computational complexity. In this chapter, based on 
our presented smart grid M2M communication framework, we present a lightweight 
message authentication method for smart meters while considering the specific 
needs of the smart grid communication.

Next, we investigate more unified approaches to secure smart grid communica-
tions as discussed in [22], which showed that the traditional approach to facilitate 
smart grid security is not adequate and may leave the British power supply system 
vulnerable to cyber attacks. Additionally, the study in [22] also demonstrated that 
the security mechanisms of smart grid are scattered. Even though the smart meter 
deployment has recently gained much attention, particularly on the safety and pri-
vacy, the way to formulate a holistic security framework for the smart grid commu-
nication remains unclear. The viability of recent security mechanisms like Attribute 
Based Encryption (ABE) methodology [12] in the context of smart grid communi-
cation, remains to be explored. In the ABE paradigm [12, 23, 24], descriptive attri-
butes and policies (associated with the user) are employed to decrypt encrypted 
messages. In this paradigm, at first, a centralized entity generates secret keys for the 
users based on attributes or policies for each of the users. To permit a user to decrypt 
an encrypted message, a minimum number of attributes needs to be satisfied regard-
ing the encrypted message and the user’s private key. A modified version of ABE, 
referred to as the Ciphertext-Policy ABE (CP-ABE), was envisioned in [24], where 
the private key of the user is associated with a set of attributes, and the encrypted 
message defines an access policy over the attributes. In order to decrypt a certain 
ciphertext, the user is required to ensure that her attributes satisfies the access pol-
icy, specified in the ciphertext. How CP-ABE can be exploited for smart grid com-
munication was demonstrated in [25], where an example shows how CP-ABE offers 
selective access to the user data stored in the smart grid data repositories. Another 
variant of ABE referred to as the Key-Policy ABE (KP-ABE) [12] labels each 
encrypted message with a set of attributes. Every private key is associated with an 
access structure, which defines which type of ciphertexts the key is able to decrypt. 
This means that the access structure and ciphertexts in KP-ABE are specified by the 
private key and the attributes set, respectively. It has been demonstrated that a tree 
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access structure can be adopted in KP-ABE, where the internal nodes consist of 
AND and OR gates, and the leaves denote the attributes of different users. If a set of 
users satisfies the tree access structure, each user in that set is able to reconstruct the 
secret. Later in the chapter, we adopt the KP-ABE technique to achieve secure and 
flexible targeted broadcast, a very specific requirement of the smart grid which can-
not be addressed by traditional security methodologies.

3  Considered Architecture for Smart Grid Communications

Before delving into detail of the M2M communication technologies, let us have an 
overview of our considered smart grid communication framework as depicted in 
Fig. 2. As shown in the figure, the smart grid power transmission and distribution 
system and the communication system, representing the physical and cyber parts of 
the smart grid CPS, are separated into two planes. We first briefly describe the power 
Distribution Network of the physical plane of the smart grid. The power plant or 
plants (which can range from traditional fossil fuel based generation to hydroelec-
tric plant to renewable generation sources) are part of an energy market based on an 
wholesaler-retailer-distributor model. The power generated at the power plant is 
delivered to the end users or customers through the Transmission Substation (TS) 
and several Distribution Substations (DSs). The Transmission Substation, located 
near the power generation plant site, delivers power from the power plant over high 
voltage transmission lines (usually over 230 kilo volts) to the Distribution 
Substations. These Distribution Substations are situated in various regions, and they 
transform the electric power to medium voltage levels. This medium-voltage level 
power is distributed to the building-feeders. The building feeders convert the 
medium-voltage level into a lower level to be used by home appliances.

However, if we consider the communication side or the cyber element of the 
smart grid, the above consideration may not be applicable since the communication 
links have requirements that differ from those of the power lines. The Transmission 
Substation and the Control Centers of the Distribution Substations are linked in a 
meshed topology using optical fiber. The remaining communication topology of the 
smart grid is split into a number of networks that mimic urban planning which 
divides a city into a number of wards and neighborhoods, each comprising many 
buildings, which may have a number of apartments. Motivated by the urban plan-
ning, the communication topology of the smart grid considered in this chapter is 
shown in Fig. 2, which is split into three levels of networks: Neighborhood Area 
Network (NAN), Building Area Network (BAN), and Home Area Network (HAN). 
To keep things simple, consider that each Distribution Substation covers only one 
neighborhood zone. Each NAN can be considered to be composed of a number of 
BANs. On the other hand, each BAN contains a number of apartments. In Fig. 1, the 
apartments are shown to consist of their respective local area networks, each of 
which is denoted as a HAN. Furthermore, the smart meters deployed in the smart 
grid architecture is part of the earlier mentioned AMI for enabling the automated, 

Z. Md. Fadlullah and M. M. Fouda



197

two-way communication between the utility meter and the utility company. The 
smart meters are equipped with cyber physical interfaces, i.e., the communication 
gateway and energy dashboard. The smart meters deployed in NAN, BAN, and 
HAN are referred to as NAN GW (GateWay), BAN GW, and HAN GW, respec-
tively. Additionally, it is also worth noting that based on the existing standards of 
smart grid, Internet Protocol (IP) based communications network is preferred to 
allow virtually effortless inter-connections with HANs, BANs and NANs. Below, 
we describe the smart grid communication networks.

3.1  Neighborhood Area Network – NAN

A NAN is a localized or regional network of the considered smart grid communica-
tion framework. A NAN consists of one or more cellular (4G/4G+) base stations and 
a number of BANs. It is worth stressing that the cellular framework used for smart 
grid communications could be physically or virtually separated from the existing 
Internet access networks and core networks to avoid possible security and reliability 
issues. This is not a must but a recommended assumption. Also, note that other 
modes of communications such as satellite connectivity, vehicular connectivity, 
wireless ad hoc and mesh networks, could be potentially alternative solutions to 
facilitate NAN communications. However, the advantages and challenges of each of 
these enabling technologies are beyond the scope of this chapter. We are interested 
in exploring how the cyber interface of the NAN, referred to as the NAN GW, is able 
to monitor how much power is being distributed to a particular neighborhood by the 
corresponding Control Center at the Distribution Substation.

3.2  Building Area Network – BAN

Every building hooked up with the smart power grid maintains its own BAN. A 
BAN covers a number of apartments having HANs. The BAN smart meter, also 
known as the BAN GW, is typically set up at the building’s power feeder. The BAN 
GW can be leveraged to monitor the energy demand and power consumption of the 
residents of the corresponding building. In order to facilitate BAN-HANs commu-
nication, cellular communication may be harnessed to cover more areas.

3.3  Home Area Network – HAN

A HAN is a subsystem within the smart grid dedicated to effectively manage the 
on-demand power requirements of the customers. For instance, HAN1 in Fig. 2 con-
nects the home appliances (e.g., television, washing machine, oven, and so forth) in 
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the customer’s apartment to a HAN GW, which, in turn, communicates with BAN1. 
Indeed, the HAN GWs are the entities which facilitate M2M communications in the 
smart grid framework. In other words, the HAN GW of a residence communicates 
with the electrical appliances of that residence using the M2M communication para-
digm. Next, we investigate the available M2M network protocols and compare their 
performances in the smart grid system.

4  Towards Effective Smart Grid Communication

In the early part of this section, we investigate the unique communication require-
ments of the smart grid followed by reviewing a number of available network tech-
nologies to facilitate M2M communication by fulfilling these requirements. Then, 
we present the best possible technology to be adopted for the M2M communication 
in the smart grid, and also show how simple yet effective enhancement can be made 
to the existing M2M technology to increase the effectiveness of the smart grid com-
munication system.

4.1  Smart Grid Communication Requirements

The smart grid communication depends on two important parameters [26]. The first 
parameter is the communication delay while the second one is the large volume of 
messages. Actually these parameters can be relevant to the current big data concept, 
which is influenced by the velocity and volume requirements. Indeed, smart grid is 
projected to be part of the big data generating domains and these requirements 
should be carefully considered. If the Control Center at the NAN site of the smart 
grid misses any input from a HAN GW, this may influence the decision made by the 
Control Center. If any congestion happens at the BAN GW, the communication 
packets (referred to as the message) may be delayed to be sent to the NAN GW and 
the Control Center. To make matters worse, the message may also be dropped if the 
memory of the HAN GW becomes full either because of the limited processing 
power of the HAN GWs or many messages arriving from different M2M devices at 
the same time. In such a case, the HAN GW may request the M2M device to retrans-
mit the required packets. This also increases the communication delay. While the 
overall smart grid communication delay in the order of a few milliseconds may not 
be practically achievable in large scale smart grid systems [26], focus should be 
given to minimizing the communication delay starting from the HAN level.

The work in [26] also indicated that the smart grid communication network 
should be able to accommodate more messages simultaneously without signifi-
cantly influencing the communication delay. The massive amount of messages 
exchanged in the smart grid network will affect the available bandwidth. Therefore, 
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it is important to take into consideration if it is possible to reduce the number of 
messages received from a large number of M2M devices at each HAN GW. This can 
assure that the total number of messages generated in the whole building does not 
disrupt the normal operation of the BAN GW.

4.2  M2M Network Technologies for HAN

To meet the demands of the smart grid communications, a number of short and 
medium range wireless technologies may be adopted. As mentioned earlier, the 
home appliances connected to a HAN form the M2M devices. To select an appropri-
ate M2M network protocol in the smart grid HAN, we need to take into account the 
features of M2M devices in terms of low power consumption. Several low power 
and low cost technologies have emerged in the literature as enablers of M2M com-
munication in the smart grid such as Bluetooth, IEEE 802.11 (WiFi), Ultra Wide 
Band (UWB), IEEE 802.15.4 ZigBee, 6LoWPAN, and so forth. The main technolo-
gies enabling HAN communications are delineated next.

4.2.1  IEEE 802.15.3a – Ultra-Wide Band (UWB)

UWB communication evolved for a number of applications that can be categorized 
into two types. The first type of application is for high data rate communications 
(typically over 1 Mbps) like High Definition Television (HDTV) transmission. The 
other type of applications with data rate below 1 Mbit/s (e.g., sensor networks) can 
also use UWB technology for exchanging information. The M2M devices in a HAN 
which can be considered as sensors may use UWB technology. The high power 
need of UWB, however, poses a significant challenge. In fact, this is one of the main 
reasons why the IEEE 802.15.3a task group was dissolved. Hence, further support 
for UWB may not be possible in the future if UWB is adopted as the communication 
technology in the smart grid HAN.

4.2.2  IEEE 802.11 – WiFi

The IEEE 802.11 protocol, popularly known as WiFi, is suited to facilitate high data 
rate applications over larger areas compared to UWB communications. For residen-
tial users, WiFi is the most recognized and commonly used technology. WiFi brings 
multiple band communication to take into account both coverage and capacity for 
residences and support IPv6 addressing. Despite these advantages, the main short-
coming of the WiFi technology is similar to that of UWB, in terms of the high power 
requirement of WiFi devices. As a consequence, WiFi is considered not to be practi-
cal for the smart grid M2M communications in the HAN level.
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4.2.3  IEEE 802.15.1 – Bluetooth

The Bluetooth protocol has emerged as a popular choice for wireless connectivity 
for voice, data, and audio applications over short range. Because the Bluetooth pro-
tocol stack supports IP addressing, it can be adopted in the HAN communication. 
Unlike UWB and WiFi technologies, the Bluetooth protocol works well for low 
power/low data rate applications in peer-to-peer communications over a short dis-
tance. However, Bluetooth networks or “piconets” are able to support up to a limited 
number of devices simultaneously. To provide scalability among the M2M devices 
using Bluetooth, a HAN, therefore, requires to have a number of piconets (each hav-
ing no more than 8 M2M devices). Each piconet consists of a master M2M node. 
The piconets can communicate with each other via the respective master nodes. 
However, this topology results in an increased communication delay. Another limi-
tation of the Bluetooth technology is its periodical wake up and synchronization 
with the master node of the piconet. A Bluetooth device may take approximately 
3 seconds to wake before the synchronization operation.

4.2.4  IEEE 802.15.4 – ZigBee

IEEE 802.15.4 ZigBee is now a well-known technology which is used in many 
home networking systems including HANs of the smart gid. ZigBee was developed, 
specifically, for the wireless devices requiring low power and long life time. The 
ZigBee network layer permits the M2M devices to form a cluster tree, self-healing 
mesh network, or star topologies. Thus, the HAN GW and the M2M devices within 
the HAN can be configured in a flexible manner. Also, a ZigBee device may con-
sume only few milliseconds to wake up from the sleep state. This outperforms the 
wake up time performance of the Bluetooth or WiFi devices. Furthermore, a ZigBee 
device using the Carrier Sense Multiple Access With Collision Avoidance (CSMA/
CA) protocol does not need to schedule special wake up events to communicate and 
maintain synchronization with the HAN GW. Thus, the ZigBee technology can per-
form and scale well in the smart grid HAN in contrast with the other competing 
technologies like UWB, WiFi, and Bluetooth.

In Fig. 3 [27], the power consumption comparison for each candidate technology 
(to be adopted as the enabler for the M2M communication in the Home Area 
Network of the smart grid) is shown. The comparison demonstrates that the 
Bluetooth and ZigBee protocols consume less transmission and reception power in 
contrast with those needed by WiFi and UWB technologies. In addition, IEEE 
802.15.4 ZigBee with the Smart Energy Profile (SEP) Version 1.5 has more func-
tionality compared to Bluetooth in the HAN communication context. Therefore, the 
Zigbee radio technology is adopted as the communication protocol in HANs owing 
to its low power demands (1–100 mW), simple network configuration and manage-
ment features, and a reasonable communication range of 10–100 m.

While we expect the smart power grids to continue to evolve in the next decade, 
it is necessary to consider the most robust and reliable technology to facilitate M2M 
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communication in the home area networks. In this article, we highlighted the infra-
structure of a smart grid and described the major technologies available today for 
enabling the smart grid home area communication. We emphasized on choosing 
ZigBee protocol for the enabler of M2M communication in smart grid environments 
as it performs far better than other communication technologies such as UWB, 
WiFi, and Bluetooth. It should be emphasized, however, that the described M2M 
communication in the smart grid takes place within the considered home area net-
work, and that the communications between the other entities (i.e., between home 
and building area networks, and between building and neighborhood area networks) 
are for data forwarding only. In other words, M2M communication is not occurring 
in the later entities in the presented smart grid model.

5  Security Challenge in Smart Grid Communication

As discussed in the earlier section, smart grid communication depends on two 
important parameters, namely the communication delay and large volume of mes-
sages in the smart grid. These two parameters lead to unique security issues for the 
smart grid communication. For instance, if the Control Center of the smart grid 
misses any input from a HAN smart meter, this may affect the decision made by the 
Control Center which may be critical in terms of demand response, load balancing, 
or even dynamic billing. Table 1 lists the power requirements of different home 
appliances that form the M2M nodes in a typical HAN. The smart grid communica-
tion system needs to be able to handle the message delivery to the Control Center 
via the BAN and NAN GWs with the minimum possible delay to ensure that near 
real-time decision making can be carried out regarding demand response and other 
operations. The power requirements of the HAN devices listed in Table I are sent to 
the respective BAN using the meter periodic data read. The size of each raw peri-
odic request message is 32 bytes [3]. With the mandatory headers, the packet size 

Fig. 3 Comparison of power consumption for different communication technologies that can be 
adopted for the M2M communication in the HAN of the smart grid
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can be approximately (50 + 32=) 82 bytes. Additionally, there are TCP/IP headers 
and optional security headers if any security protocol is employed. If congestion 
happens at the BAN GW, the packet delivery to the NAN GW and the Control 
Center may be delayed. Furthermore, the packet may also be dropped if the Random 
Access Memory (RAM) and the on-chip flash of the BAN GW are occupied due to 
(i) multiple messages arriving from different HANs at the same time, and (ii) lim-
ited processing capability of the BAN GWs. In case of dropped packets, the BAN 
GW can request the HAN GW to retransmit the required packets. This also results 
in an increased communication delay. In practice, the smart grid communication 
latency should be in the order of a few milliseconds [3, 8]. However, this is difficult 
to achieve in large scale smart grid systems and security operations can lead to cryp-
tographic overheads which may further increase the communication delay. As a 
result, how to keep the communication delay within reasonable margin while incor-
porating security and privacy operations has appeared as an important research 
focus in the smart grid research domain.

Furthermore, the work in [26] suggested that the smart grid communication net-
work should be able to accommodate more messages simultaneously without any 
major influence on the communication delay. The large volume of messages in the 
smart grid communication will impact the required bandwidth in a significant way. 
For example, let us consider a model where a Control Center, connected to 10,000 
building feeders/BAN GWs, serves 100,000 customers. Suppose that each HAN 
GW generates a message per second to the BAN GW in a typically power-intensive 
period, e.g., during a hot summer day when many customers simultaneously run 
their air-conditioners. The total number of generated messages per second is 
100,000. The BAN GWs also generate messages to each other and also to the 
Control Center through the NAN GW. If we consider an average packet size of 100 
bytes, the required transmission line bandwidth should be at least 800 Mbps.

From this simple example, it can be understood that the cryptographic operations 
to incorporate security and privacy to the information exchanged over the smart grid 
communication framework must be lightweight. Otherwise they will put more bur-
den on the communication bandwidth and also lead to increased communication 
delay and communication overhead. Furthermore, the security headers should also 
be as small as possible so that they do not contribute to increased packet size. Hence, 
it may be inferred that a lightweight mechanism is critical for designing an effective 
authentication protocol for HAN/BAN/NAN GWs in the smart grid.

Table 1 Power demands of 
various home appliances 
which form the M2M nodes 
of a typical HAN

Electrical appliance (M2M node)

Power 
requirement 
(kW/hour)

Air conditioner 1
Refrigerator 0.2
Microwave oven 0.1
Light bulb 0.05
Personal computer 0.2
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However, many of the traditional smart grid security protocols lack the detailed 
documentation, including the choice of adequate cryptosystems. Also, there is a lack 
of a holistic approach to use the same authentication procedure across all the com-
munication networks of the smart grid. In other words, a particular authentication 
scheme can be effective in the HAN while it may incur significant communication 
overhead when applied to BAN/NAN. In a much needed holistic model, the BAN 
GW should authenticate the requesting HAN GWs while the NAN GW should be 
able to authenticate its BAN GWs in a lightweight yet secure manner. In addition, 
note that the cryptographic operations also contribute to significant computation cost, 
both in the receiver-end, which verifies the message, and in the Control Center’s side. 
In the previous example containing 100,000 customers, if a smart meter sends mes-
sage every second, the number of messages which need to be verified per second by 
the NAN GW is significantly high. Also, the processing delay at the respective smart 
meters for decrypting the incoming encrypted messages is substantially high. This 
affects the communication delay. Because the conventional Public Key Infrastructure 
(PKI) schemes are not adequate for the stringent time requirement of smart grid com-
munications, a lightweight verification algorithm tailored for smart grid communica-
tions is required so that the incoming messages can be processed faster.

5.1  Envisioned Architecture of Smart Grid Communication 
and Security

First, we present our envisioned architecture of smart grid communication and secu-
rity as depicted in Fig. 4. Here, the communication and security planes are split, and 
the interactions between them are shown using the blue arrows. For interested read-
ers, the individual modules of the two planes can be found in [3]. Note that the blue 
arrows are bi-directional, which reflect the information exchanged between the two 
planes. For instance, the AMI captures some data from the smart meters and passes 
to the light-weight authentication protocol, which carries out some cryptographic 
functions and shares with the AMI. Our adopted light-weight authentication scheme, 
based on Diffie Hellman key exchanged protocol, (highlighted in red, in the figure) 
is discussed next.

5.2  Adopted Lightweight Authentication Scheme

Before delving into the adopted lightweight authentication Scheme [3] for the smart 
grid M2M communication, let us describe its core design objectives as follows.

 1. Source authentication and message integrity: The smart meters need to be able to 
verify the origin and integrity of a received packet. For instance, if a BAN GW 
receives a packet from one of its HAN GWs, the BAN GW needs to authenticate 
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the HAN GW.  After successful authentication, it needs to check whether the 
packet is unmodified.

 2. Low communication overhead and fast verification: The security scheme should 
be efficient in terms of small communication overhead and reasonable process-
ing delay. Thus, a large number of message signatures from many smart meters 
should be verified in a short time interval.

 3. Conditional privacy preservation: The actual identity of a smart meter (contain-
ing the name of the owner, the apartment number, and so on) should be pro-
tected/masked by adequate encryption technology.

 4. Prevention of internal attack and upholding privacy: A HAN GW owner, having 
his/her own keying material, should not be able to intercept the neighboring 
HAN GWs’ keying material. Thus, even if a smart meter is compromised, an 
adversary is unable to abuse the compromised smart meter to access and exploit 
other smart meters’ important information.

 5. Maintaining forward secrecy: A session key obtained from a set of long-term 
public and private keys cannot be compromised if one of the long-term private 
keys is compromised in the future.

Based on the above design objectives, a Diffie-Hellman key exchange based 
authentication procedure is adopted for facilitating light-weight, secure communi-
cation between the HAN/BAN/NAN GWs [3], as depicted in Fig. 5.

Fig. 4 Envisioned smart grid communication and security layers
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Assume that HAN GW i and BAN GW j have their private and public key 
pairs, which have been distributed securely beforehand. This assumption is impor-
tant, however, can be guaranteed a number of techniques for establishing secure 
channels in the literature. HAN GW i first chooses a random number a, and 
requests to be associated to BAN GW j by sending ga. The request is encrypted 
using public key of BAN GW j. Here, (g) = G is a group of large prime order g 
such that the Computational Diffie-Hellman assumption holds. In other words, if 
ga and gb are given for unknown integers a and b, computation of gab ∈ G is hard. 
BAN GW j decrypts it using its private key and sends an encrypted response con-
sisting of gb, where b is a random number by using HAN GW i’s public key. After 
receiving BAN GW j’s response packet, HAN GW i recovers ga, gb with its private 
key. If the recovered ga is correct, BAN GW j is authenticated by HAN GW i. 
Then, with gb and a, HAN GW i can compute the shared session key based on a 
function of gab.

The HAN GW i then sends gb in the plaintext form. If the received gb is correct, 
BAN GW j authenticates HAN GW i and is able to compute the same shared session 
key which the HAN GW i holds. To ensure data integrity in the subsequent trans-
missions, a Hash-based Message Authentication Code (HMAC) generation algo-
rithm is used by employing the shared session key. The HMAC is based on the 
message and recorded time instance for sending the message to thwart replay 
attacks.

Fig. 5 Adopted lightweight message authentication scheme
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Figures 6, 7, 8, 9 and 10 demonstrate the performance of the adopted lightweight 
authentication method. In Fig. 6, the average communication overhead experienced 
at the BAN GW for an increasing number of HAN GWs from 10 to 140 is plotted. 
As shown in the figure, the adopted approach significantly outperforms the existing 
ellipict curve based authentication (ECDSA-256) for the growing number of smart 
meters or HAN GWs. On the other hand, the average delay experienced by the BAN 
GW for the same number of HAN GWs is shown in Fig. 7. The result in this figure 
shows that the adopted method incurs a much lower average delay as the authentica-
tion steps take shorter time compared to ECDSA-256 algorithm.
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Next, the memory consumption at the BAN GW is compared for the adopted and 
existing methods in Fig. 8. The adopted method exhibits the same performance as 
that of the existing method for the packet generation rate of 70 messages/second. On 
the other hand, when the generation rate is doubled to 140 messages/second, the 
existing method exceeds the available memory (RAM plus flash memory) of the 
BAN GW while our adopted method still performs well within the available mem-
ory bound.

Figures 9 and 10 demonstrate the number of HANs supported by the existing and 
adopted methods, respectively. The results show that our adopted lightweight 
authentication method allows about 40% more HANs to be supported compared to 
the existing method.

6  Special Scenario: Securing Targeted Broadcast 
in Smart Grid

To improve the transmission delay and communication overhead issue discussed 
earlier in the chapter, it is essential to minimize message transmission as much as 
possible in the smart grid while securely and flexibly authenticating the M2M 
devices and smart meters. In this section, we consider a special scenario whereby 
the smart grid Control Center needs to transmit different messages to different 
neighborhoods and different customers. The Control Center has two options, either 
to encrypt and dispatch these messages sequentially in a unicast manner, or broad-
cast a single encrypted message and allow the appropriate receivers (neighborhood/
building/home users) to extract the information intended for them. With the broad-
cast methodology, the Control Center benefits by only sending once, saving pre-
cious processing, memory, and network resources and also time. This is because this 
method allows the receiver or user-side smart meters to decrypt and access the 
information intended only for them. The problem, however, is how to facilitate this 
in the smart grid communication?

To better understand the problem, consider the following scenario with two small 
towns called Port Hope and Wellington in Ontario, Canada. In the scenario, the 
Control Center may only want to send sensitive information to the Port Hope resi-
dences. Is it possible for the Control Center to flexibly only send one encrypted 
information so that all residences at Port Hope can read the information while the 
users of Wellington are not able to decrypt it? Consider another scenario in which 
the customers of the smart grid subscribe to different packages, and are due to 
receive different energy pricing. Then, if the Control Center wants to share pricing 
events with some specific package holders, is it possible for the Control Center to 
flexibly send just a single encrypted message so that the appropriate users can 
decrypt and access the information? For both the scenarios, how to issue a secure 
targeted broadcast message opens up an interesting problem.

To solve the aforementioned problem, in the remainder of this chapter, we adopt 
the Key Policy Attribute Based Encryption (KP-ABE) [24] to offer a flexible  
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solution [2]. Why do we choose this methodology for this purpose? Because, 
KP-ABE is able to provide an efficient public key cryptography primitive for  
one-to-many encryption, which fits well with the targeted broadcast scenario in the 
smart grid context.

Let us first describe the KP-ABE preliminaries. Suppose that all the smart grid 
users have some attributes. Choosing a proper set of attributes is the initial step to 
construct an efficient KP-ABE targeted broadcast for smart grid.

Assume that U is the universal set of all user attributes. Suppose that A is a tree- 
based access structure comprising simple AND, OR logic gates. A sample tree- 
based access structure for the considered KP-ABE targeted broadcast for the 
considered smart grid is depicted in Fig. 11. Every non-leaf node denotes a logic 
gate, and has a threshold. If its threshold is equal to one, it is an OR gate. On the 
other hand, if its threshold equals its children number, it is expressed as an AND 
gate. In addition, each leaf node is considered as an attribute. All the nodes in the 
access tree are ordered by index numbers as demonstrated in the figure.

The access tree, A, is served as input to the KP-ABE algorithm, which executes 
in the following steps.

 1. In the initialization step, KP-ABE uses a cyclic group G1 generated by a genera-
tor g of prime order p and another cyclic group G2 of the same order to construct 
a bilinear map represented by e: G1 × G1 ➔ G2. Then, the Control Center of the 
smart grid generates the KP-ABE public key set PK = (T1, T2, …, TN, Y) where 
Y = e(g,g)y with a random number y ∈ Zp

∗, and master key set MK = (t1, t2, …, 
tN, y).

 2. Then, the message to be broadcast from the smart grid’s Control Center, denoted 
by M, is encrypted under k attributes with a random number input s, and the 
ciphertext C is generated.

 3. The secret decryption key, D, is then generated by taking as inputs the leaf  
nodes of the access tree A (i.e., the attributes) and master key MK. The secret 

decryption key of node x, denoted by Dx can be expressed as: g

q index x

t

parent x

i

( ) ( )( )

.

Fig. 11 A sample tree-based access structure (A) employing KP-ABE in the considered smart grid
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 4. Each smart meter obtains its KP-ABE private key from the Control Center. This 
is a one-time key-distribution process, which should be performed over secure 
transmission like Secure Socket Layer (SSL).

 5. When there is an encrypted broadcast transmission from the Control Center, the 
smart meters perform decryption operation on the received ciphertext by using 
its decryption key D. This is a recursive decryption operation, which starts on the 
root node of the access tree A, and then recursively iterates through all non-leave 
nodes, finally to the leaf nodes. The complex conditions are satisfied if and only 
if the ciphertext satisfies the tree, and the original message M can, thus, be 
recovered.

Thus, the ciphertexts are linked with the smart grid users’ different attributes, 
while the user secret keys are defined with the access structures on the attributes. 
Hence, a user is able to decrypt the ciphertext only if the ciphertext attributes satisfy 
the user’s access structure.

Now, an example is presented to illustrate how KP-ABE targeted broadcast per-
forms secure broadcast to targeted users. Suppose that there are three types of mes-
sages exchanged between the Control Center and the smart meters: maintenance 
schedule announcement, real-time price event, and meter firmware update request. 
The attributes of the smart meters to correspond to these three message types are: 
location (zip-code/address), subscription package profile, and firmware version. Let 
P1, P2, and P3 represent governmental, industrial, and residential subscriptions, 
respectively. If the Control Center needs to send the real-time price event only appli-
cable to the industries, it should encrypt the message using the proposed KP-ABE 
targeted broadcast with the industrial subscription attribute. Similarly, it can also be 
performed to announce for maintenance periods to residents of a specific location. 
For example, the Control Center can broadcast a firmware update request targeting 
residential subscribers, which can be decrypted only by the residential smart meters. 
This type of flexible targeted broadcast is secure and efficient, where the encrypted 
messages can be decrypted by the targeted group alone without the need for  multiple 
encrypted message generation accompanied with multiple unicast transmissions.

In Table 2, an efficiency comparison among the secure broadcast using KP-ABE 
and that with two other implementations of CP-ABE (namely BCP-ABE1 and 
BCP-ABE2) are listed. The size of ciphertext, private key, and public key are com-
pared amongst these three schemes. Here, n and r denote the total number of users 
and number of revoked users, respectively. t denotes the access structure size, which 
can be at most l. The number of attributes linked with the private key in the consid-
ered ABE schemes is represented by k, which can be maximum up to m. Table 2 
demonstrates that KP-ABE has smaller cipher text size compared to both the BCP- 

Table 2 Comparison of KP-ABE and other ABE-based broadcast methods

Scheme Cipher size Private key size Public key size

KP-ABE broadcast (k + 1) + 1 2 t (m + 4) + (2n-2)

BCP-ABE1 (t + 1) + 1 k + 2 m + l + 3 + (2n-1)

BCP-ABE2 (t + 1) + 2r (k + 2) + 2 (m + l + 3) + 4
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ABE1 and BCP-ABE2. BCP-ABE1 performs better than the KP- ABE approach in 
terms of the private key size. But, the public key size for KP-ABE is much smaller 
than both BCP-ABE1 and BCP-ABE2 methods. With this trade-off, KP-ABE out-
performs the other ABE methodologies and emerges as a viable candidate to be 
used for secure targeted broadcast in the smart grid communication.

7  Concluding Remarks

The smart grid communication is often taken for granted due to simplified applica-
tion or overlaying of the communication infrastructure with the power grid system. 
Researchers and practitioners of the smart grid have traditionally ignored the impli-
cations brought by the merging of the physical and cyber components. By incorpo-
rating communication framework on top of the energy distribution system, cyber 
threats like Distribute Denial of Service (DDoS) attacks, worm propagation, Man- 
in- the-Middle Attacks, and many other threats can jeopardise the security and pri-
vacy of the grid operator as well as the users. This becomes more complicated as 
much of the communication takes place as among IoT sensors, machines, and other 
things deployed all over the smart grid including home area networks and energy 
distribution sites. Such M2M communication has its own requirements leading to 
difficulty in incorporating legacy authentication methods borrowed from the exist-
ing literature. As a solution, we demonstrated how to adopt a lightweight authenti-
cation scheme for the various hierarchical networks in the smart grid. In addition, a 
specific scenario where targeted broadcast is required in the smart grid was dis-
cussed and a unique authentication methodology based on Key Policy Attributed 
Based Encryption (KP-ABE) was presented.
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Abstract The smart grid represents one the biggest growth potentials of the Internet 
of Things (IoT) use case. The smart grid communication is a typical example of the 
inter-machine communication, which is popularly referred to as the Machine to 
Machine (M2M) communications whereby the deployed “things” such as smart 
meters and numerous sensors require none/minimal human intervention to charac-
terize power requirements and energy distribution. The plethora of sensors have the 
ability to report back critical information like power consumption of the users and 
other monitoring signals on power quality to the control center. Thus, the energy 
distribution grid is coupled with the IoT sensing and delivery networks in the smart 
grid. However, this inherent design of the smart grid poses a significant security 
challenge, particularly from the networking domain, in terms of malicious events 
like Distributed Denial of Service (DDoS) attacks against smart meters and other 
devices. In this chapter, we overview two attack scenarios in the smart grid, at the 
Home Area Network (HAN) and the Building Area Network (BAN), respectively. 
HAN is a key part of the smart grid communications framework through which the 
customers are able to communicate with the electricity provider. In a HAN, there is 
typically a smart-meter and a number of electric appliances which communicate 
over ZigBee (IEEE 802.15.4) wireless technology. Even though ZigBee incorpo-
rates some security features, the technology still suffers from a number of security 
vulnerabilities in the smart grid environment. To demonstrate this, we present a 
HANIdentifier (HANId) conflict attack against ZigBee for HAN communications 
and demonstrate the impact of the attack on the smart grid communications. Then, 
an appropriate framework is presented to prevent the attack from taking place. Next 
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in the chapter, we introduce more advanced concept using Gaussian Process to 
model the malicious attacks on a broader network level which may compromise the 
security and privacy of smart grid users. Based on our Gaussian Process based 
model, a lightweight and practical method to forecast intrusions in the smart grid 
communication network is proposed. By leveraging the proposed approach, the 
smart grid control center is able to predict malicious attacks so that early action can 
be taken to protect the smart grid from being adversely affected. Simulations results 
demonstrate the viability of the proposed forecasting method.

1  Introduction

Recently, the Internet of Things (IoT) and Machine-to-Machine (M2M) [1] com-
munications have digitally transformed our society. Various use cases of IoT and 
M2M are starting to appear a plethora of domains including smart homes, smart 
cities, smart health, autonomous driving, smart grid, and so on [2–6]. In particular, 
the proliferation of IoT and the machine-centric communication among the IoT 
devices spurred the growth of the smart energy grid sector [7–11]. The smart grid is 
basically an energy grid comprising smart or intelligent capability to permit the 
power providers, distributors, and customers to be able to maintain a real-time or 
even near real-time awareness of their respective operating needs and capabilities. 
By leveraging this awareness, the smart grid is able to generate the electricity by 
appropriately matching the specified demands of the customers as well as distribute 
it to the consumers in an efficient fashion. Typically, there are numerous electrical 
equipment connected in an intricate way to the smart grid. The interconnection 
between the huge number of devices is to ensure that they have the ability to report 
to the smart grid’s control center regarding the power demand, consumption, and 
quality related information. This allows the power distribution network to make 
“smart” decisions by anticipating how much power will be needed to homes and 
factories and providing them with the demanded power at a significantly lower cost 
by diverting energy from distributed and renewable sources like solar and wind 
generators. While there has been a lot of effort given toward designing an integrated 
communication and power grid system, serious attention is required for smart grid 
security [3]. Just to illustrate how security is important at a typical home, consider 
a single residence scenario whereby an end-user may have many electric appli-
ances. Those appliances need to be connected to the home network’s coordinator, 
with which they may exchange information on power requirements and usage by 
utilizing IEEE 802.15.4 or ZigBee specification (zigbee). ZigBee is a wireless and 
media access protocol for cheap and power-saving personal area networking 
devices. The smart grid, along with the rest of the IoT community, started using 
protocols like ZigBee particularly in HANs. Although the 802.15.4 specification 
supports a number of security features using a link-layer security mechanism, those 
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security features are not designed to address some fundamental yet significantly 
impactful attacks. In this chapter, we investigate such a fundamental link-layer 
attack that exploits the HANIdentifier (HANId) conflict message and demonstrate 
how it degrades the smart grid communication performance in the HAN level.

Furthermore, because smart grid communication is based on the conventional 
networking technologies, the same security concerns which frequently arise in con-
temporary networks are also relevant in the smart grid scenario. In particular, the 
smart meters are vulnerable to network threats. Even though the smart meters typi-
cally need to carry out authentication to communicate with the other smart meters 
and devices, the authentication scheme itself can be targeted by Distributed Denial 
of Service (DDoS) attackers. In this chapter, we consider the spread of worms in the 
smart grid that compromises a number of machines (i.e., smart meters and electrical 
appliances), which begin to transmit malicious authentication requests to the victim 
smart meters. These malicious cases observed in a smart grid network are reported 
to the upper network tiers. By this way, the information is conveyed to the smart 
grid’s control center. By modeling the malicious attack event as a Gaussian process, 
the control center has the ability to forecast the occurrence of future malicious 
events in the smart grid system.

The cyber threats like DDoS attacks are likely to have more impact on smart grid 
communication due to the involvement of so many electrical equipment on the cus-
tomer’s premise. By adopting an early prediction technique for malicious threats on 
the smart grid, it may be possible to promptly respond to protect the cyber physical 
system from being overwhelmed or even compromised by the malicious entity. In 
order to design such a forecasting framework, however, we need to consider a light- 
weight algorithm and also the fact that human intervention is inappropriate for the 
machine type communication in the smart grid. The nature of the smart grid requires 
that the machines within the smart grid cyber physical system should have an ade-
quate framework to forecast malicious and/or abnormal events such as cyber-attacks 
and equipment failures. The machines in the smart grid are deployed in different 
network settings, e.g., residential networks and wide area networks. The smart 
meters deployed in these different networks may be harnessed to create an informa-
tion sharing network. This kind of information sharing can offer an important 
resource for developing global and timely assessments of emerging malicious 
threats against smart grid communication.

The remainder of the chapter is organized as follows. First, we present the litera-
ture review on link layer security vulnerability at the HAN level, followed by the 
research work conducted on early prediction of network threats in the smart grid 
context. Then, the considered architecture for smart grid communication is 
described. Then, a unique attack model based on the HANId conflict message is 
presented. Next, the need for forecasting malicious threats against the smart grid is 
discussed. Our solution adopting Gaussian process based attack prediction method 
is then presented and evaluated. Finally, concluding remarks on caveats and future 
directions are provided.
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2  Background and Related Research

In order to meet all the functional requirements of a smart grid from a communica-
tion viewpoint, it is essential to take into consideration many standards. The Institute 
of Electrical and Electronics Engineers (IEEE)’s initiative to define these standards 
and provide guidelines on the smart grid functionality is worth following in this 
regard. The IEEE devised standards merged the recent advances in power engineer-
ing, communications, and Information Technology (IT) in a holistic manner. This 
led to the formation of the IEEE P2030 which consists of a number of taskforces 
focusing on the integration of various energy sources, load side requirements, cyber 
security, and so on (kowa). By this way, they committed to take into account differ-
ent aspects of power engineering along with IT and communications techniques. It 
was also worth mentioning that the IT group would investigate issues such as pri-
vacy, security, data integrity, interfaces, and interoperability in the smart grid. 
However, the security has been traditionally dealt in a loose manner by not consid-
ering the unique needs of the smart grid cyber physical system. On the other hand, 
the communications technology group was handed the responsibility to find the 
communication requirements of the heterogeneous devices used in the smart grid. 
In other words, the aim of the power group was to define boundaries on power gen-
eration, transmission, and distribution by considering the customers. In the end, the 
policies designed by the aforementioned work-groups appeared to be rather broad 
in nature resulting in coarse design directives to enforce security in the smart grid 
communications.

One of the first notable research works in the smart grid security was [12], which 
came up with a computer network oriented security and authentication management 
system for servicing actions and commands request in the smart grid control center. 
The shortcoming of the work, however, consisted in its sole focus on only securing 
the electric power systems and electric circuits in the host/control center area. In 
other words, the work failed to address the holistic smart grid security need by miss-
ing the smart grid communication framework in its model. Indeed, the work in [13] 
demonstrated how crucial it is to take into account the power system communica-
tion and address the cyber security elements. This particular work advised research-
ers to address and resolve a plethora of cyber security vulnerabilities affecting the 
smart grid communications. For instance, integrated SCADA/EMS systems and 
administrative office IT environments were shown to potentially result in significant 
security threats. The work also demonstrated the security vulnerability emanating 
from the adoption of broadband to connect smart meters with the central control 
system of the smart grid. While the utility companies are interested in transferring 
data to the residences which may include price information and special offers, such 
data may also contain control signals, which may raise delicate security issues and 
privacy breaches.

Next, in [14], it was revealed that the smart grid deployments have to meet strict 
security demands. For example, strong authentication is regarded to be a paramount 
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requirement for all customer devices and appliances connected to the smart grid 
network. As a consequence, the work stressed upon the need of a scalable key and 
trust management system, tailored to the particular requirements of the utility com-
pany, given the large number of customer devices which can be impacted in the 
advent of a security breach like a malicious intrusion or cyber attack.

The research work mentioned above, however, do not address the security 
requirements of the IEEE 802.15.4 (ZigBee) technology, which is leveraged for the 
Home Area Network (HAN) communications. In this chapter, by providing a broad 
smart grid communications framework, we point out a security concern in the 
ZigBee-oriented home area network and try to deal with this security vulnerabil-
ity [15].

On the other hand, regression has been used in many areas of computer science 
and engineering for predicting various things in a plethora of models. In particular, 
in the applied network security field, a number of machine learning based security 
mechanisms for predicting anomalies and clustering abnormal behaviors from nor-
mal baselines have been carried out. The smart grid domain can also be benefited by 
the already mature science of prediction. However, the prediction tasks in the smart 
grid are often relevant to load forecasting, storage battery depletion warning, and so 
forth. For instance, in [16], accurate real-time load forecasting was reported to be 
essential for reliable as well as efficient operation of a smart power grid system. The 
work in [16] utilizes the accurate reporting of the emerging Advanced Metering 
Infrastructure (AMI) to track the incoming load requests from Plug-in Hybrid 
Electric Vehicles (PHEVs). It exhibits the benefits of the smart use of AMI data in 
generation planning and load forecasting. Also, a data forecasting scheme for esti-
mating the electricity consumption beforehand was proposed in the work in [17]. 
This method adopts three-point Gaussian quadrature approach to build the forecast-
ing model. Another approach for predicting power use was developed in [18] that 
leveraged kernel regression based on local models for large-scale data mining sce-
narios in smart grid. The work in [19] surveyed various techniques for load forecast-
ing in power grids that consist of various techniques such as regression, exponential 
smoothing, iterative re-weighted least-squares, stochastic time series, and so forth. 
The survey in [19] also stresses on an important trend, i.e., hybrid mechanisms are 
required to forecast events in the power grid that combine two or more of these 
techniques.

However, the afore-mentioned research endeavors only take into account the 
smart grid power consumption information and do not investigate whether such 
models can be effectively employed for forecasting abnormal events in the smart 
grid power distribution and/or communication networks. Although Gaussian pro-
cesses have been considered in many learning scenarios in literature [20], they have 
not been utilized in learning abnormal modes of operation in smart grid. In this 
chapter, we simplify the modeling of Gaussian process in smart grid communica-
tion for predicting malicious events, which may disrupt the operation of the 
smart meters.

Combating Intrusions in Smart Grid: Practical Defense and Forecasting Approaches



220

3  Smart Grid Communication Framework

This section covers the basics of smart grid communication framework. The smart 
grid power transmission and distribution system delivers power, which is generated 
from the power plant, to the customers over a transmission substation and a number 
of distribution substations. The transmission substation delivers power from the 
power plant through high voltage transmission lines (usually over 230 kilo volts) to 
distribution substations. The distribution substations are placed in different regions, 
and are responsible for converting the electric power into medium voltage levels and 
distributing this medium-voltage level power to the building-feeders. In order to 
make it usable by the consumers, the building feeders have to convert the medium 
voltage level into a lower level.

Our considered smart grid communication system, i.e., the cyber element, is 
separated from the physical component (power transmission and distribution sys-
tem), and can be regarded as an information sharing network consisting of a number 
of hierarchical components. For communication, however, the above consideration 
may not be hold because the communication links have different requirements than 
those of the power lines. The transmission substation and the control centers of the 
distribution substations are connected with one another in a meshed network, which 
can be constructed over optical fiber technology. The remaining components of the 
considered smart communication topology is divided into a number of networks, as 
depicted in Fig. 1, which feature real-life set-ups of a city or a metropolitan area. 
Generally speaking, a city can be divided into a number of regions (e.g., wards), 
each of which is serviced by a distribution substation. Every region consists of sev-
eral neighborhoods, each neighborhood has many buildings and houses. Each build-
ing may have a number of apartments and each house/apartment of a building may 
have a number of rooms. Our smart grid communication framework is inspired from 
this real-life planning of a metropolitan area as follows.

Fig. 1 Considered smart grid architecture. NAN, BAN, and HAN refer to Neighborhood Area 
Network, Building Area Network, and Home Area Network, respectively 
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The communication architecture for the lower distribution network (beneath the 
control center) is divided into a number of hierarchical networks, namely 
Neighborhood Area Network (NAN), Building Area Network (BAN), and Home 
Area Network (HAN). This design is, in spirit, similar to the smart grid system 
model and processes described in the work in [21]. Each NAN can be regarded to be 
composed of a number of BANs. On the other hand, every BAN is composed of a 
number of apartments. The apartments have their respective local area networks, 
each of which is referred to as a HAN. Additionally, there are advanced meters, 
referred to as the smart meters, which are deployed in the smart grid architecture 
that represent AMI for enabling an automated, two-way communication between 
the utility meter and the utility provider. The smart meters are equipped with two 
interfaces: (a) power reading interface and (b) communication gateway interface. 
The smart meters are cyber physical devices and have both physical and cyber inter-
faces. Its physical interface deals with the electricity supply and delivery system 
while the cyber element acts as a communication gateway (GW). Therefore, for 
brevity, the smart meters used in the NAN, BAN, and HAN are referred to as NAN 
GW, BAN GW, and HAN GW, respectively. Furthermore, it is also worth mention-
ing that based on the existing standards of smart grid, Internet Protocol (IP)-based 
communication is preferred to allow virtually effortless inter- connections with 
HANs, BANs and NANs.

3.1  Neighborhood Area Network – NAN

A NAN is a localized network of the considered smart grid communication topol-
ogy. A NAN consists of one or more cellular base stations and a number of BANs. 
Notice that the cellular framework adopted for smart grid communications should 
be different from the existing ones used for providing other services, e.g., Internet. 
This assumption is made in order to prevent network congestion. Also, it is possible 
to avoid security threats arising from the Internet that may have impact on the delay- 
sensitive smart grid communications. The NAN GW can monitor how much power 
is being distributed to a particular neighborhood by the corresponding control cen-
ter at the distribution substation.

3.2  Building Area Network – BAN

Every building connected to the smart power grid maintains its own BAN. A BAN 
consists of a number of apartments having HANs. The BAN smart meter/GW is 
typically set up at the building’s power feeder. The BAN GW can be used to partici-
pate in power demand and response negotiation. Similarly, a BAN GW needs to be 
authenticated with the NAN GW.
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However, the smart meter’s authentication scheme may be susceptible to 
Distributed Denial of Services or DDoS attacks. For instance, we consider a worm 
propagation scenario in the smart grid whereby the worm forces the infected host, 
e.g., a smart meter or some consumer-device, to inject bogus or mal-formed authen-
tication packets to legitimate smart meters. The smart meters at the HAN or BAN 
are, thus, forced to perform expensive signature verifications to authenticate the 
compromised hosts. As a consequence, the victim smart meters end up exhausting 
their already limited memory and processing resources.

In the next section, we propose an early warning system for smart grid to forecast 
the afore-mentioned DDoS attack.

3.3  Home Area Network – HAN

A HAN is a subsystem within the smart grid dedicated to effectively manage the 
on-demand power requirements of the end-users. For example, HAN 1 in Fig. 1 is 
responsible for the equipment (such as television, washing machine, oven, and so 
forth) in the first apartment of the considered building to a HAN GW, which, in turn, 
communicates with BAN 1. It is worth noting that a HAN can also consist of renew-
able and/or backup power sources including electrical vehicle, solar panel, battery 
storage, small wind turbine, and so on.

4  HAN ZigBee Attack Model

In this section, we address a type of attack towards the ZigBee based wireless net-
work at the HAN. The attack exploits the HANIdentifier (HANId) conflict. In a 
HAN of an apartment employing ZigBee, there are a smart meter acting as the HAN 
coordinator and a group of nodes, which represent the home appliances. Let us refer 
to the smart meter’s unique identifier as the HANId. The members of a given HAN 
know their HANId. In case there exists more than one HAN coordinator, which runs 
in the same operating space, a HANId conflict may occur. We derive this attack 
model in spirit with the one for wireless sensor networks based on the IEEE 802.15.4 
technology. In the event of such a HANId conflict, the HAN coordinator can detect 
the conflict through its received beacons or one of the home appliances belonging to 
the HAN could notify the HAN coordinator on receiving signal from two HAN 
coordinators with the same HANId. Upon receiving the notification, the HAN coor-
dinator performs the conflict resolution procedure (mac). This mechanism mainly 
covers the channel scans and coordinator realignment procedure that includes 
choosing a new HANId and broadcasting it to all its HAN nodes. After resynchro-
nization with beacons, the network is ready to communicate in a stable way. Thus, 
the conflict resolution is resolved. We present an attack scenario whereby a mali-
cious user, using a compromised home appliance, can frequently send forged 
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 conflict notification messages to the HAN coordinator and force the coordinator to 
carry out the conflict resolution procedure repeatedly. A smart attacker, which is 
able to easily produce HANId conflict notification messages by setting the related 
field in the message frames, is then able to exploit these forged messages to prevent 
or significantly delay communication between the smart meter (i.e., the HAN coor-
dinator) and the home appliances. We demonstrate the impact of the HANId conflict 
attacks on smart grid communications through computer simulations in 
MATLAB. Particularly, we simulate the considered HANId conflict attack to study 
its influence on HAN communications delay. The simulation model is typically a 
HAN employing IEEE 802.15.4 (ZigBee) technology. The simulated HAN consists 
of a HAN coordinator (i.e., smart meter) and 15 devices that are connected to the 
HAN coordinator in a star topology formation. Several of the devices act as mali-
cious users (i.e., attackers) in the course of the simulation. After the association 
process between the HAN coordinator and the devices, the attack-node(s) is/are 
assumed to transmit fake HANId conflict notification messages at random intervals. 
When the HAN coordinator receives a conflict notification, it performs the appro-
priate handling mechanism as part of the IEEE 802.15.4 specification [22].

An important parameter in the simulation model is the interval time between 
receiving a conflict event at the HAN coordinator and the end of the realignment 
process. We set this parameter to 3 s as being observed in [23]. Because the HAN 
coordinator is not able to process any other conflict notifications during this realign-
ment process, it just ignores any HANId conflict notification during the stated 3 s 
periods. The simulation time is set to 100 s within which the attacker(s) are assumed 
to send 10 fake HANId conflict notification messages at arbitrarily chosen time 
intervals. Because the attack-node(s) may not be synchronized with one another, 
some attacker(s) may transmit the fake conflict during the realignment process of 
the coordinator. This may lead to missing or ignoring some conflict notifications 
from the attacker(s).

The HAN coordinator parameters are referred to as Tl, T2, and T3. Tl is defined 
as the maximum number of conflicts for an attacker while T2 is the maximum num-
ber of HANId conflicts in a duration time (T3) for an attacker. Three scenarios are 
taken into account with the number of attacker(s) varying from one to four. The 
results are depicted in Figs. 2, 3, and 4.

First, we consider a scenario whereby only Tl is considered as shown in Fig. 2. 
Two cases are chosen, namely for Tl = 3 and Tl = 4. In the first case, when the maxi-
mum number of allowed attacks is set to three (i.e., T1 = 3), the total conflict resolu-
tion delay at the HAN coordinator continues to increase. For example, for a single 
attacker model with T1 = 3, the detection latency is 5 s in contrast with almost 20s 
of detection delay when there are four attackers in the system. On the other hand, 
when the system is relaxed to permit one more HANId conflict (i.e., when T1 = 4), 
the detection delay approaches approximately 30s for four attackers. This shows 
that even with conventional threshold-based detection schemes, multiple attackers 
may have a significant impact on the smart grid communications for nearly 20–30s, 
during which other legitimate devices are deprived of the utility service as they are 
detached from the HAN coordinator, which goes through the realignment process.
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In the second scenario, only T2 and T3 are taken into account and the total con-
flict resolution delays are plotted for varying numbers of HANId conflict attackers 
as depicted in Fig. 3. When T2 = 2 and T3 = 35 s, the HAN coordinator takes about 
5 s and 13 s to detect the cases comprising a single attacker and 4 attackers, respec-
tively. On the other hand, when T2 is set to 3 for T3 = 40s, the HAN coordinator 
experiences a significantly longer time (approximately 25 s) to resolve the HANId 
conflict notifications from the 4 attackers. The reason for this is due to the fact that 
the conflict resolution mechanism is executed by the HAN coordinator repeatedly in 
this case.

In the third and final scenario, we merge the influence of all the parameters (i.e., 
T1, T2, and T3) at the HAN coordinator to investigate the influence of the attack 

Fig. 2 Decision delay when using only a single threshold (T1) for up to 4 attackers 

Fig. 3 Attack resolution delay with two thresholds (𝑇2 and 𝑇3) for number of attackers varied 
from 1 to 4
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resolution on smart grid communications. As evident by the results shown in Fig. 4, 
the HANId conflict resolution delays are significant for the different parameter set-
tings and increase more with the growing number of attackers.

Thus, these results elucidate that the HANId conflict attacks affect the smart grid 
communications if they are simply ignored. Therefore, it is essential that we prevent 
them from occurring in the first place by envisioning an appropriate smart grid com-
munication framework.

5  HanID Attack Prevention Framework

In this section, we present a smart grid communications framework so that the 
HANId conflict attack is prevented from taking place. Our proposed framework is 
assumed to consist of two data repositories at the NAN GW and the BAN GW, 
respectively. The NAN GW repository contains the building information and the 
BANIds that refer to unique identifiers to represent each BAN in the considered 
neighborhood area. When a new building is constructed in a neighborhood, the new 
BAN GW dispatches a request, over cellular link, to its corresponding NAN GW 
manager to register with the NAN GW. NAN GW constructs a BANId for this new 
building area network by incrementing the total number of already existing build-
ings in its covered neighborhood by one. It is worth noting that the NAN GW may 
use other information related to the building (e.g., building name, owner name, and 
so on) to construct the BANId. Then, it shares the registered BANId with the appro-
priate BAN GW. The BAN GW saves this information in its own repository. Thus, 
the NAN GW is able to also track the number of buildings in an efficient manner. 
On the other hand, at the BAN GW, the BANId is used to construct the HANIds of 
all the HANs belonging to that particular BAN. For a particular apartment’s HAN, 
the HANId consists of its BANId as the preamble following by the apartment num-
ber. In this simple model, the apartment number is used to follow the preamble to 

Fig. 4 Impact of using all three thresholds (T1, T2, and T3) on the HANId attack resolution delay
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obtain a unique HANId for each apartment. Following the activation of the HAN of 
a new apartment in a specific building, the BAN GW creates a HANId and other 
details related to the apartment. It is worth noting that the BAN GW may use other 
information regarding the apartment to create its HANId. By this way, in such a 
managed framework, it is not possible for an apartment to obtain a duplicate HANId. 
This eliminates the chance of HANId conflict attacks. In other words, if a compro-
mised device connected to a HAN attempts to carry out a HANId conflict attack, the 
HAN GW will immediately know that this HAN is the only one to subscribe that 
particular HANId. At this stage, the HAN GW can take the following actions:

 (1) The HAN GW considers the node, which sent the HANId conflict message, as 
malicious, and ignores future HANId conflict messages from the malicious 
node. Note that the HAN GW does not entirely block the malicious node as this 
may deny service to the appliance and isolate it from the power supply.

 (2) The HAN GW then downloads and forces the secure framework update for the 
node acting in a malicious manner.

 (3)  It informs the owner (e.g., by sending a text message or email to his/her cell-
phone) regarding the event so that he/she may manually check and repair the 
equipment.

Consider the worst case scenario whereby there are two adjacent buildings. In the 
absence of our envisioned framework, the HANs in the two neighboring build-
ings may be assigned the same HANId. Since the appliances in these two HANs 
are to operate in a work space quite close to each other, they would continuously 
send HANId conflict messages to their respective HAN GWs. Our adopted solu-
tion deals with this scenario by assigning unique BANIds to each building net-
works which are, in turn, used to formulate unique HANIds even in this 
exceptional case.

6  DDoS Attack Model in Smart Grid Network

In this section, we present a DDoS attack model against smart grid communication 
framework which is based on the DDoS targeting broadcast authentication in wire-
less sensor networks. In the considered attack model, an attacker is assumed to be 
able to eavesdrop, inject, and modify packets transmitted in the smart grid network. 
Additionally, the attacker is assumed to possess access to at least a smart meter (e.g., 
a HAN GW) to infect the network by running computationally resourceful nodes, 
e.g., laptops and workstations. Furthermore, the attacker may also employ multiple 
smart meters to run distributed attacks concurrently. Particularly, through worm 
infection attacks, the attacker may exploit already compromised multiple colluding 
smart meters in different hierarchical networks of the smart grid. However, we 
assume that the infected smart meters cannot compromise the cryptographic secrets 
of other smart meters that are used during authentication.
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Authentication is a basic yet critical security service in smart grid networks. The 
authentication primarily involves the smart meters in the different component 
 networks of the smart grid. For instance, a HAN GW needs to be authenticated with 
its corresponding BAN GW prior to communication.

7  Light-Weight Forecasting of Malicious Events 
in Smart Grid

In this section, we initially discuss a set of guidelines for designing an effective 
early warning system for smart grid. The discussion reveals why Gaussian process 
regression is chosen for formulating our adopted prediction scheme.

7.1  Smart Grid Early Warning System Design Guidelines

The main objective of an early warning system is to reliably and accurately forecast 
problems in the smart grid communication network and raise alerts regarding the 
problems. Since the smart grid users are paying customers, they expect to get noti-
fied quickly about problems emerging in the grid. Particularly, the problems that 
lead to service interruption or service denial should be detected as early as possible. 
If such events can be predicted and notified to the users ahead of time, it is an even 
better option. For the smart grid control center, early forecasting and warning can 
help to promptly localize network problems so that they may be addressed more 
quickly in order to provide uninterrupted service to the customers.

Traditionally the problem detection/prediction is limited to the control center of 
the existing energy grids. It is worth noting that a smart grid network problem can 
be anywhere, including HANs, BANs, and NANs. The emergence of the problem 
may be related to either communication or power- related issues, or both. In other 
words, a wide variety of problems such as network congestion, power distribution 
anomalies (e.g., voltage level spikes), malicious attacks, and so on may fall into the 
scope of prediction. Another design consideration of the prediction system should 
be whether it should be centralized or distributed. Even though distributed predic-
tion systems may be preferred to centralized ones, we should ask ourselves whether 
it is practically feasible. Individual smart meters at home or building premises have 
limited processing and memory resources. As a result, it may not be practical to 
integrate the early forecasting feature on these devices. On the other hand, the smart 
grid control center or the NAN GWs may be equipped with forecasting capability 
because of more advanced resources. For instance, unusual activities monitored at a 
building level can be reported to the NAN, and then forwarded to the control center. 
The control center can, then, predict whether a problem is imminent at the respec-
tive smart meter, contact with the smart meter confronting the anomaly or malicious 
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intrusion so that it may take appropriate action to mitigate the problem. Additionally, 
the control center can issue emergency notifications to the building or neighborhood 
smart meters, or even other regional control centers, to inform them regarding pos-
sible occurrence of similar abnormal activities.

Next, an effective early warning system should not be limited to dealing with 
only a single type of malicious activity. For brevity, in this chapter, only a particular 
malicious use case involving the DDoS attack model is discussed. From the design 
perspective, the prediction scheme should be common to different malicious activi-
ties in order to avoid additional complexity because of the adoption or combination 
of different methodologies. A common architecture for smart grid warning system 
should be non-parametric. This means that the warning system should not be influ-
enced by the different types of inputs or patterns obtained from various malicious 
activities. For instance, Gaussian process based techniques are well known in devel-
oping various spatial and temporal models since Gaussian processes offer a princi-
pled, probabilistic approach to facilitate machine learning [24]. In the remainder of 
the chapter, we propose the adoption of Gaussian process regression to forecast the 
malicious events in the smart grid. Gaussian process formulation can also be applied 
in a similar way to other malicious activities such as equipment malfunction, worm 
propagation, and so forth.

7.2  Gaussian process formulation in smart grid

Let us consider the concept of random variables to represent abnormal and/or mali-
cious activity features in smart grid communication. These random variables may 
be the number of defective smart meters in a building, the fraction of malicious 
authentication attempts in a given unit of time, and so on. By considering such a 
collection of random variables in the smart grid communication, it is possible to 
formulate a Gaussian process. In the assortment of random variables, any finite 
subset of these variables can be found to have a joint multi-variate Gaussian distri-
bution. It is worth noting that a Gaussian distribution is fully specified by a mean 
vector and a covariance matrix. On the other hand, a Gaussian process is fully char-
acterized by a mean function and a covariance or kernel function. Also, it is worth 
reminding that the valid covariance functions result in positive semi-definite covari-
ance matrices. For two arbitrary inputs to the covariance function, the correspond-
ing functional outputs indicate the level of similarity.

Gaussian processes can be leveraged to offer a rich class of models and when 
fitted appropriately, they are quite flexible. Gaussian Process Regression is an 
example of such flexible features of the Gaussian processes that we adopt for our 
forecasting purpose in the smart grid.
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7.3  Gaussian Process Regression

Gaussian Process Regression can be defined as a Bayesian data modeling method, 
which accounts for uncertainty in a comprehensive manner. Similar to other 
Bayesian-based inference methods, a Gaussian process consists of a prior and a 
posterior. The distributions are defined over functions using the Gaussian process 
that is used as a prior for the Bayesian inference. This prior can be flexibly derived 
from the training or observation data. This means that we obtain prior beliefs regard-
ing the form of the underlying model. Through observations or experiments, data 
regarding the model are obtained. For example, in the smart grid environment, the 
data gathered from the smart meters can be utilized to form the prior beliefs of a 
Gaussian process which represents the different aspects of the smart grid 
communication.

Let us suppose that the prior belief about the considered function conforms to a 
Gaussian process with a prior mean and covariance matrix. Through the Gaussian 
Process Regression, samples of the function at different locations in the domain are 
observed. When a set of observation points and their corresponding real valued 
observations are known, it is possible to estimate the posterior distribution of a new 
point. It is worth noting that this posterior distribution is also Gaussian with mean 
and variance functions. The optimal parameters of the Gaussian process are com-
puted by maximizing the log likelihood of the training data with respect to the 
parameters. Thus, it is possible to make predictions for unseen test cases by estimat-
ing the posterior.

7.4  Covariance function selection

Next, we discuss the importance of covariance function selection in order to appro-
priately model the Gaussian process. This is because it must generate a non- negative 
definite covariance matrix for any set of points or observations in the smart grid. 
While stationary and non-stationary covariance functions can be used, the selection 
of a covariance function relies on the specific nature of the targeted problem. In the 
aforementioned forecasting approach based on Gaussian Process Regression, we 
adopt a composite covariance function since it is more flexible in the considered 
smart grid scenario that sums covariance contributions from long and short term 
trends, the periodic component, and fluctuations comprising various observation 
lengths. Two isotropic squared exponential covariance functions are employed to 
characterize the long and short term trends. The periodic component is the product 
of a smooth periodic covariance function and another isotropic squared exponential 
covariance function without the latent scale. The fluctuations are denoted by an 
isotropic rational quadratic covariance function.

Combating Intrusions in Smart Grid: Practical Defense and Forecasting Approaches



230

8  Performance Evaluation of the Forecasting Scheme

In order to demonstrate the performance of the proposed forecasting scheme, we 
describe the following scenario comprising the considered DDoS attack against the 
smart grid environment. In the experimental scenario, we suppose a large building 
comprising 20 apartments, i.e., the BAN GW is assigned to 20 HAN GWs. The 
BAN GW is assumed to have ten times higher specification/configuration than that 
of a HAN GW. The BAN GW is considered to be a smart meter with 160 MHz CPU, 
128  KB RAM, and 1  MB flash memory. Also, let us assume that half of these 
apartment- owners did not install the latest patches/updates on their smart meters. 
This results in half of the HAN GWs to get infected by a worm, which gradually 
propagates over the considered building area network. The remaining apartment 
owners are assumed to have the latest updates on their smart meters and therefore, 
they are susceptible to the worm infection. The HAN GWs, infected by the worm, 
gradually commence generating malicious authentication requests to the BAN GW 
at variable rates. The BAN GW sends responses to their authentication requests. 
The authentication process is simulated with Elliptic Curve Digital Signature 
Algorithm (ECDSA) [2]. Thus, the malicious smart meters attempt at consuming 
the rather constrained memory resources available at the BAN GW to deny the 
legitimate authentication requests from the HAN GWs which are not infected.

First, we verify the impact of this simple yet effective attack against the BAN 
GW through experiments conducted in MATLAB. Fig. 5 shows the memory con-
sumption at the victim BAN GW over time for various average rates of malicious 
authentication requests, denoted by n. In the conducted simulations, the value of n 
is varied from 100–200 per attack launch interval, ∆. The value of ∆ is set to a par-
ticularly large value of 10 s. Also, it is worth noting that n is contributed by the 10 
infected HAN GWs during ∆. The results in Fig. 5 show that the BAN GW memory 

Fig. 5 Memory consumption at the victim smart meter at the BAN level for different attack rates 
in terms of number of malicious authentications per time interval ranging from 100 to 200
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is fully consumed, i.e., the BAN GW is overwhelmed, more rapidly as the value of 
n grows. For example, for the lowest considered DDoS attack rate (with n = 100), it 
takes 500 s to exceed the BAN GW memory limit. On the other hand, for the higher 
attack rates with n = 180 and n = 200, it takes just about 80–100 s to consume the 
entire memory of the BAN GW. Then, the BAN GW remains busy to verify the 
malicious authentication signatures, and its limited yet precious memory is not 
available to service legitimate requests from the remaining uninfected HAN GWs. 
As a result, the legitimate smart meters are denied communication with the BAN 
GW and are not able to specify their power requirements to the smart grid con-
trol center.

Next, we report the simulation result of our forecasting algorithm for n = 100 as 
illustrated in Fig. 6. In this case, a training time of 400 s is considered to clearly 
explain how the results are obtained in the conducted experiment. The training and 
test data sets are highlighted in Fig. 6. Notice that the orange lines show the proba-
bilistic predictions, in terms of the projected highest and lowest values of memory 
usage due to the attack. Also, the average of the highest and lowest values of the 
predicted data corresponds well with the actual test data set. Given this information 
conveyed from the BAN GW to the NAN GW, the smart grid control center evalu-
ates the forecasting time, and alerts other BAN GWs about possible malicious 
threats for adequate response such as requesting their respective HAN GWs to 
update the firmware to prevent worm infection. Furthermore, it is worth reminding 
that for a substantially large training time, the predicted attack occurrence time cor-
responds with the test data with significant accuracy as depicted in Fig. 6.

In Fig. 7, the time instances at which BAN GW memory is predicted to become 
exhausted, for various values of n, are plotted. Note that the delay of BAN GW to 
control center communication has not been considered in this result since it does not 

Fig. 6 Adopted forecasting method to predict when the victim BAN device will be overwhelmed 
by the DDoS attack
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change the purpose and the fundamental results of the conducted simulations. The 
training time considered in Fig. 7 is much lower than that considered in the result 
shown in Fig. 6. The reason behind this is the fact that higher values of n cause the 
BAN GW to be overwhelmed by the corresponding DDoS attack fairly quickly. 
Therefore, the training time is set to 50 s, i.e., lower than the actual value of the 
BAN GW memory exhaustion time (i.e., 80  s) for the considered highest DDoS 
attack rate (i.e., n=200). As evident in Fig. 7, the time required by the control center 
to predict the attack occurrence is reasonable. However, the only limitation is that 
the BAN GW memory exhaustion due to the lowest attack rate is not predicted by 
the control center because it does not manifest enough attack features during the 
short period. Hence, it is also important to adopt different windows of training time 
simultaneously in order to trap the effect of both the moderate and high rates of 
DDoS attacks.

9  Concluding Remarks and Future Directions

In this chapter, we described a HANId conflict attack and showed how to address 
the attack by designing an efficient framework for smart grid communication. Then, 
we presented a Gaussian Process Regression based model for forecasting malicious 
attacks, which may arise in emerging smart power grids. The framework employs 
probabilistic distribution to forecast if some abnormal mode of operation may dis-
rupt smart grid communications. Simulation results revealed that the proposed 
method can warn the smart grid users regarding the malicious DDoS attacks before-
hand. In addition to the described attack in this chapter, other malicious threats and 

Fig. 7 The time predicted by the proposal to the BAN device memory exhaustion. The training 
time of 50 s is considered for different DDoS attack rates from 100 to 200 malicious authentication 
packets per time interval
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anomalies (e.g., abnormal voltage surges and fluctuations, equipment failure, and so 
forth) can also be predicted using the proposed method so that the control center can 
instruct smart meters to take relevant actions against such anomalies in a prompt 
and efficient manner. However, for smart grid cyber physical systems with back-
ground network traffic, we need to establish a baseline for assessing errors to dif-
ferentiate actual abnormal activities. Machine learning techniques like deep neural 
networks can be used to address such challenges in the future.
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Abstract Smart grid (SG) is a new technology which enables the electrical power 
grid to be efficient, resilient and less pollutant. The Advanced Metering Infrastructure 
(AMI) is one of the key components in smart grids that enables two-way communi-
cation between end users and the utility using smart meters installed at end users. 
Cyber security plays a fundamental role to secure communications in the AMI. To 
ensure confidentiality and integrity, key management is considered a challenge in 
the AMI. Unfortunately, most of the existing key management schemes adopt a cen-
tralized architecture, which depends on a single entity to distribute keys and update 
them. In this chapter, we propose a distributed key management approach to secure 
communications in the SG. First, a key agreement protocol between the utility and 
smart meters is proposed. Then, we propose an efficient distributed multicast key 
management scheme so that group members can manage the group communication 
in a contributory way. This is attributed to blockchain technology that allows a 
distributed peer-to-peer network in which distrusted entities can interact with 
each other securely without the need to a trusted intermediary. The security and 
performance evaluations of our proposed approach demonstrates its effectiveness 
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and scalability by taking into account the computation and communication costs 
which are main concerns in the big data era.

Keywords Key management · Blockchain · Smart grid · AMI networks · Cyber 
security

1  Introduction

The Smart Grid (SG), also known as the intelligent grid, the future grid, or the so- 
called intelligrid, is the convergence of information technology, communications, 
and power system engineering to provide a more robust, efficient and flexible elec-
trical power system [1]. It enables two-way flows of both electricity and real-time 
energy-related information sent by smart devices. Some of the expected benefits of 
SG are preventing blackouts and providing greater availability of electricity to 
homes at a low cost, and also opening the door to new grid paradigms such as 
microgrids and Plug-in Hybrid Electric Vehicles (PHEVs) [2]. Thus, the SG para-
digm will dramatically transform the state-of-the-art energy grid into a distributed 
power generation system which reduces the cost of the electricity generation and 
distribution [3].

One component of the smart Grid is Advanced Metering Infrastructure (AMI) 
that installs smart meters (SMs) at customer side [4]. The SMs should send fine 
grained power consumption readings to the utility for energy management purposes. 
Moreover, AMI is responsible for maintaining Demand Response (DR) tasks, which 
aim to reduce the consumption of electricity or shift it from on-peak to off-peak 
periods depending on choices of the end users. A typical AMI involves SMs, 
Neighbor Area Networks (NANs), wide area network infrastructure, and Meter 
Data Management Systems (MDMSs).

In order to secure the communication between SG entities, data confidentiality, 
integrity, and availability should be ensured. Data confidentiality ensures that the 
data exchanged between two entities should be protected from unauthorized access 
of other entities. Data integrity indicates that the received data (e.g., DR commands 
and so forth) should be similar to the transmitted data with no modifications or addi-
tions. Moreover, availability aims to ensure that the data is accessible and the sys-
tem is available. To meet these security requirements in the smart grid, several 
organizations (e.g., Cyber Security Working Group (CSWG) led by National 
Institute of Standards and Technology (NIST) [5]) are interested in finding solutions 
to thwart known attacks such as man-in-the-middle (MITM) attack, Denial of 
Service (DoS) attack, sniffing on SMs, impersonation attack, spoofing and replay 
attacks [6, 7] and so forth.

To ensure both confidentiality and integrity in the SG system, the key manage-
ment is a critical yet open research issue [8, 9]. The key management of the SG 
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system needs to effectively deal with the process of key generation, establishment, 
storage, revocation, and update [10]. Most of the existing schemes depend on a 
traditional client-server model for the key management process in the SG. However, 
such client-server model may not be efficient in the AMI for many reasons. First, 
AMI has a large number of SMs, whose number may be at magnitude of millions. 
As a result, depending on a client server model is not scalable and may impose huge 
overhead on the server-end. Second, securing multicast communications needs the 
group key to be refreshed and redistributed (rekeying) securely whenever a group 
member changes to achieve forward and backward secrecy. As a result, the client- 
server approach poses challenges of rekeying efficiency, especially in a very scal-
able complex network such as AMI. Third, future SG will enable different network 
structures such as microgrids which can be defined as a small-scale SG system that 
may be isolated from the main grid and can supply the SG system with electricity. 
However, existing key management schemes do not consider the possibility of iso-
lation of the microgrid.

Recently, blockchain has gained a notable attention from various fields [11, 12] 
since it can solve problems that have afflicted us for many years. The blockchain 
is a synchronized and distributed ledger which stores a list of blocks. No central 
managers are required to maintain the blockchain structure, and instead, the public 
ledger is secured by all the network participants. Each peer acts as a node in the 
network and can participate in calculating the solution to a hash-based mathemati-
cal problem to assure the integrity of transactions. Each transaction record is added 
to the existing block chains. All information is then updated synchronously to the 
entire network so that each peer keeps a record of the same ledger. Moreover, the 
distributed structure of blockchain can improve robustness against the single point 
of failure.

In this chapter, we contribute by taking into account the shortcoming of the exist-
ing key management schemes used for the SG leveraging blockchain technology. 
The main contributions of our work are as follows. (1) We propose an efficient end- 
to- end key agreement protocol, which is based on the Diffie-Hellman (DH) key 
establishment with less computation overhead. (2) We propose a blockchain-based 
self-organized or distributed multicast key management for secure communication 
through the SG. A one-purpose blockchain is presented to allow group members in 
a distributed way to securely manage the group rekeying operations whenever a 
meter joins or leaves the group. Then, we explain how the group members can 
achieve forward and backward secrecy. (3) We conduct security and performance 
evaluations for our proposed scheme and compare them with existing schemes to 
prove that our proposal is secure, efficient and scalable.

The remainder of this chapter is organized as follows. In Sect. 2, a review of the 
previous efforts on key management in smart grids is presented. In Sect. 3, we 
describe our considered system model with the relevant security considerations. In 
Sect. 4, we present our end-to-end key agreement protocol and a blockchain based 
distributed multicast key management. Then, in Sect. 5, we provide a security and 
performance analysis of our proposed scheme. Finally, the chapter is concluded in 
Sect. 6 and acknowledgment is added below the Sect. 6.
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2  Literature Review

This section discusses the related works in the area of key management in smart 
grid. The discussion in this section is divided into two parts; key management in 
AMI and blockchain research on smart grid.

2.1  Key Management in AMI

Several key management schemes have been proposed for securing communica-
tions through the different elements of the smart grid. In this section, we review 
these efforts and critically analyze several relevant ones.

Baza et al. [13] proposed a light-weight authentication scheme based on the DH 
[14] protocol. This scheme provides a solution for authenticated key agreement 
between the Home Area Network (HAN) gateway and the Building Area Network 
(BAN) gateway. The objective of this scheme is to reduce the computation cost on 
the resource-constrained HAN gateways. However, the scheme is vulnerable to 
replay and MITM attacks [15, 16].

Kamto et al. [18] developed a light-weight key management protocol based on 
the DH key agreement [14]. The scheme achieves a low computation overhead, 
especially on the SMs. However, it suffers from inefficient group key management 
and the MITM attack in which an adversary is able to easily share a key with both 
the SM and gateway as discussed in [17].

Xia and Wang [19] proposed a key distribution scheme with a low computation 
overhead. However, it has a high communication overhead due to the large number 
of exchanged messages. It also does not conider the multicast key management. It 
has been proven that this scheme is vulnerable to MITM attack and a common type 
of DoS attack, called desynchronization attack [20].

Liu et al. [21] proposed a key management scheme to provide secure unicast, 
multicast, and broadcast communication based on the key graph technique [22]. The 
proposed scheme depends on generating the session keys based on previously stored 
keys and additional counters. The scheme uses simple cryptographic algorithms for 
key generation and refreshing to overcome the computation and storage constraints 
of SMs. However, it suffers from desynchronization attacks in which once an 
attacker blocks the path of data, the counters on both the SM and the management 
side will be different. As a consequence, both parties are unable to establish shared 
session key. Also, the scheme proposed in [21] suffers from inefficient group key 
update [10].

Inspired by the work conducted by Liu et al., another scalable key management 
scheme was envisioned by Wan et al. in [10]. First, Wan et al. proposed an end-to- 
end key establishment protocol between the SMs and the head end based on the 
bilinear pairing [23]. However, the end-to-end key agreement protocol suffers from 
a substantially high computation overhead, especially on the resource constrained 
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SMs due to using pairing operations. Then, Wan et al. used the session keys created 
by the key establishment protocol to provide a centralized multicast key manage-
ment adopted from the One-way Function Tree (OFT) approach for key manage-
ment [24]. Although the scheme provides less computation overhead in the rekeying 
process, the SM has significantly high storage overhead to maintain the binary tree 
in a balanced manner [25].

In [26], we introduced the idea of using self-organized or distributed multicast 
key management in which no central server is used to manage the group communi-
cation in the microgrids. Through public key table stored in each meter, meters can 
collaborate in a decentralized way to manage and update a multicast key manage-
ment protocol. However, the scheme suffers from false data injection attack since a 
malicious meter can insert false data to the public key table stored in meters memory.

2.2  Blockchain in SG

The blockchain has become widely popular especially in financial applications [27]. 
In this section, we review some of the efforts of adopting blockchain technology in 
the SG. Guan et al. [28] propose a privacy-preserving and efficient data aggregation 
scheme based on the blockchain for smart grid communications. Instead of existing 
aggregation schemes that need a third-party to collect meter readings, the SG is 
divided into different groups, and each group has a private blockchain to record its 
members’ data. In each time slot, a mining node is selected based on the user’s 
electricity consumption data. Then, the mining node records all user’s data into the 
blockchain and publishes it to other meters in the group to ensure the readings’ 
integrity. To preserve users’ privacy from other users in the same group, the scheme 
uses pseudonyms to hide user’s identity and each user associates his data with mul-
tiple pseudonyms for further obfuscation.

In [29], Liang et al. proposed a distributed blockchain-based distributed frame-
work for SG. The authors first point out the consequences of external cyber-attacks 
like false data injection attacks which may lead to wrong decisions by the control 
center. Then, they proposed a distributed blockchain-based data protection frame-
work for enhancing the security of the modern power system against cyber-attack. 
A distributed blockchain is presented so that readings of meters are stored in immu-
table ledger. The simulation experiments indicate that using the blockchain in SG 
can efficiently protect against data manipulation attacks.

In [12], Baza et al. proposed a blockchain based firmware update for autonomous 
vehicles. A consortium blockchain made of different AVs manufacturers is used to 
ensure the authenticity and integrity of firmware updates. Instead of depending on 
centralized third parties to distribute the new updates, AVs, namely distributors, are 
allowed to participate in the distribution process by taking advantage of their mobil-
ity to guarantee high availability and fast delivery of the updates. To incentivize AVs 
to distribute the updates, a reward system is established that maintains a credit repu-
tation for each distributor account in the blockchain. A zero-knowledge proof 
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 protocol is used to exchange the update in return for a proof of distribution in a 
trust-less environment. Moreover, attribute-based encryption (ABE) scheme is used 
to ensure that only authorized AVs will be able to download and use a new update.

3  System Model and Problem Formulation

In this section, we discuss the considered network model followed by pointing out 
the problem statement to clarify the basic requirements to secure communication 
within the AMI.

3.1  System Model

As shown in Fig. 1, the main components of the smart grid are the SMs, the Wide 
Area Network (WAN), the utility management system and the microgrids.

Smart Meters (SMs) SMs are digital devices, which are responsible for measuring 
electricity usage, maximum demand, current, voltage, and managing dynamic pric-
ing policies, and remote turn on/off. Moreover, they can allow Demand Response 
(DR) programs [3] to increase the efficiency of SG [30]. In our scheme, we assume 
that meters are able to communicate with each other through wireless communica-
tion channels.

Wide Area Network (WAN) It allows the two-way communication between differ-
ent SG elements (i.e., consumers) and the utility. Various communication technolo-
gies can be used such as optical fiber, power line carrier, copper [37], radio frequency 
cellular networks or Internet Protocol (IP)-based networks [31].

Utility Management System It includes the “brain” of the AMI. Particularly, the 
Meter Data Management System (MDMS) has a database of the whole system with 
analytical tools [10]. Furthermore, it includes an AMI Head End (AHE) to commu-
nicate with SG end users i.e., customers or consumers.

Neighborhood Area Networks (NAN) The NAN is formed by a large number of 
SMs in a certain neighborhood. NANs can be divided into different groups. One 
possible way is according to their electricity consumption type, or the coverage 
area. In addition, by exploiting the consumers’ ability to generate electricity locally, 
recently, a new concept called microgrid, is gaining significant research attention. 
A microgrid [32] generally is defined as a low voltage network with distributed 
generation sources, together with local storage devices and controllable loads, e.g., 
water heaters and air conditioner. The microgrid may be either connected to the 
main power grid or in an isolated (i.e., “island”) mode. In the normal situation, users 
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in the microgrid can use Distributed Energy Resources such as wind turbines, solar 
panels, and fuel cells to generate low voltage electricity and provide the power grid 
with electricity. On the other hand, it may operate in an “island” mode whereby it 
can still generate electricity but without exchanging electricity with the main grid 
[8]. Communications of the NAN can be facilitated by the Fourth Generation (4G) 
cellular technologies such as Long-Term Evolution (LTE), WiMAX, and so forth 
[33–36] as shown in Fig. 1. In addition, the notations and abbreviations that will be 
used in this chapter is defined in Table 1.

3.2  Problem Formulation

Securing the AMI is a key element to increase the reliability and efficiency of 
SG.  Several vulnerabilities may exist in the AMI system including attacks like 
MITM, DoS, eavesdropping, masquerading, message replay, message modification, 
traffic analysis, and unauthorized access. In order to combat such malicious attacks 
and, at the same time, to ensure data confidentiality and integrity in the AMI, an 
efficient key management is required to secure communications through it. Most of 

Fig. 1 Illustration for the considered network model with three different NANs. (1) A group of 
industrial users, (2) a group of home users and, (3) a microgrid
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the existing key management schemes are centralized which rely on a single entity 
to manage keys. However, key management techniques can take other forms than 
being centralized [38]. In this chapter, we extend our previous work in [26] which 
introduces the idea of using distributed key management protocol in which no cen-
tral server is required to secure the communication. Therefore, in the following 
section, we first present an end-to-end key agreement protocol that establishes a 
shared key between the AHE and SMs in different NANs. Secondly, we present a 
blockchain-based distributed multicast key management scheme tailored for secur-
ing communications within the NANs in the SG.

4  Proposed Scheme

In this section, we present our key management schemes tailored for securing com-
munications of AMI in the SG. An end-to-end key agreement is first presented to 
secure unicast communication between the AHE and SMs in the NAN. Second, a 
blockchain based distributed key multicast management is presented to secure 
group communications within the NAN (Fig. 2).

4.1  End-to-End Key Establishment

Initialization Let G =  < g> a multiplicative group with a generator. The following 
preliminaries and assumptions should be considered.

Table 1 Notations

Symbol Description

⊕ An exclusive OR operation.
n Number of SMs in a multicast group.
H A secure hash function.
kG The group key.
kNG The new group key after a member change.
k A concatenation operator.
σd(m) The signature on a message (m) using a private key d.
Kgen(1b) A secure b-bit key generation algorithm.
Ti The recorded time instance of sending the message.
mi The message.
PKT A public key table contains the parent binary code associated with the member 

public key.
HMACKi A hash-based message Authentication code (MAC) generation algorithm by using 

the shared session key Ki.
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• The discrete logarithm assumptions should hold, i.e., given gxi  and g, it is com-
putationally hard to calculate xi given gxi . Also, the assumptions of Computational 
Diffie-Hellman (CDH) hold, i.e., given g

xa
 and gxb  where xa, xb∈ G, it should be 

computationally hard to calculate gx xa b .
• AMI Head-End should have a private/public key pair (e, d) which is used for the 

signing algorithm [39].
• Each SM should be preloaded by the parameters (g, p, e) and corresponding 

certificates [8].

The Proposed End-to-End Key Agreement Protocol The AHE with identity 
(IDA) and smart meter SMi with identity (IDi) in a NAN run the following authenti-
cated key agreement that needs only three messages.

Step 1. First, the meter SMi chooses a random number, xi ∈ G to compute its public 
ke yPK gi

xi=  then it calculates hi  =  H(0  ‖ IDi  ‖  PKi). Finally, it sends 
M1 = (hi ‖ IDi ‖ PKi) to the AHE.

Step 2. Upon receiving the initiating message from SMi, AHE does the following.

 1. Verifies the received hi by making sure that if hi = H(0 ‖ IDi ‖  PKi) where-
IDi ‖ PKi are the received IDi and PKi respectively.

 2. Generates a random element xj ∈ G and computes PK PKi i

x j= ( )
 3. Computes the shared key K PKAHE SM i

x

i

j

- = ( ) .

Fig. 2 Our proposed end-to-end key establishment scheme
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 4. Computes
 
C H KAHE AHE SMi

= ( )-1 .

 5. Sends M2  =  (  IDA ‖  PKAHE  ‖ CAHE  ) as  well  as σd(M2) to SMi. Where 
σd(M2) is the AHE signature on M2

Step 3. The SM verifies the signature of the AHE. Then, if the verification is “ok”, 
it calculates K PKSM AHE AHE

x

i

i

- = ( ) . After that, it computes C H KSM SM AHEi i
= ( )-1 . It 

checks the integrity of CAHE by determining whether CSMi
is equal to received 

CAHE or not. At the end, it calculate K = H(IDA ‖ IDi|| KSM AHEi -
)  as the shared ses-

sion key with the AHE, and then computes M H KSM AHEi3 2= ( )-

 and sends it to 
AHE.

Step 4. Upon receiving the message M3, AHE computes M H KAHE SMi
¢ = ( )-3 2  and 

checks if M3 = M′3, if it is “ok”, this acts as a key confirmation acknowledgment 
and then it sets K = H(IDA ‖ IDi|| KAHE SMi- )  as the shared se session key.

4.2  Blockchain-Based Multicast Key Management

For efficient management of multicast keys in the AMI, the end-to-end key obtained 
in the above protocol is integrated with the key tree technique as well as the block-
chain technology. We adopt the key tree technique scheme in [40] to be employed 
with a group of SMs. Indeed, the scheme is based on the one-way function tree 
technique [24] in which meters are organized in a binary tree as depicted in Fig. 3 
where each node has two codes as follows.

 1. A binary code is used to discover the position of the member. A decimal code is 
used to compute the intermediate nodes’ key(s). Any meter can calculate all 
decimal codes which belongs to it by removing the last digit from the right. For 
instance, in Fig. 3, if SM1 has a decimal code (045) as its decimal parent code, 
the meter can remove the last digit to get (04) as the decimal code for (00) node.

Fig. 3 A group of eight SMs that consists a multicast group which is organized in a binary tree. 
Each node has two codes, i.e., a decimal one and a binary one. Also, the intermediate codes are 
shown in green boxes
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 2. A decimal code is used to compute the intermediate nodes’ keys (KI) which are 
used to encrypt data to specific meters (multicast communications) within the 
group. The intermediate node key KI is calculated by the following formula:

 K H K CodeI G I= Å( ) 
Where KG is the group key and CodeI the decimal code that is associated with the 
binary node and can be calculated by concatenating the decimal code of its parent 
node with a random digit as illustrated by following expression,

 Code Code RandomnumberChild Parent= Å  

As an example, in Fig. 3, SM1 has a parent code (000) and a decimal code (045). By 
removing the last digit in 045,  SM1 can obtain (04) as the decimal code for the 
binary node (00). It also can determine its intermediate node keys as follows.

 K H K K H KG G1 2 1 4045 04, ,= Å( ) = Å( )and  

Where: K1, 2 can be used to encrypt group key communication between SM1 and 
SM2. Also, K1, 4 can be used to encrypt data between SM1, SM2, SM3 and SM4.

Besides, each meter is equipped with specific software to support the generation 
of a public key and private key. Finally, each meter should maintain Public Key 
Table (PKT) in its memory. Indeed, PKT is used to store the public key of SMs 
associated with their parent binary codes. Meters can use PKT to share a secret ses-
sion key between group members. The contents of the PKT is updated once a meter 
joins or leaves a multi-cast group. To ensure integrity of keys of PKT, the keys are 
stored in a blockchain.

Blockchain Construction To guarantee the integrity of the PKT since there is no 
central server to execute the key management process, we propose the use of 
blockchain technology to allow SMs in a decentralized way to keep records of the 
PKT so that once any meter joins or leaves the group, the PKT is updated in the 
blockchain. Any change to the PKT is stored in a ledger formed by chronologically 
connected blocks. Construction of the proposed blockchain is shown in Fig. 4. 

Fig. 4 Distributed ledger 
structure
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In the following, we discuss in detail construction of the one-purpose blockchain 
used in our scheme, which consists of the following steps:

 1. Data Broadcast and Verification. In this phase, once a SM joins or leaves the 
group, the PKT should be updated and stored on the blockchain. The joined 
smart meter should broadcast its newly public key signed with its private key to 
all meters. All meters which receive the broadcast information need to verify the 
received message signature. To achieve consensus on the received message 
before a verified data is added to a block, we adopt an address-based distributed 
voting mechanism [29]. The basic idea is that each meter has one chance to 
verify the authenticity of the received message. The voting scheme works as fol-
lows, assume K meter in a NAN where each one votes on the verification result 
for the received message. The data is accepted only when the following condi-
tion is true:

 

N

K
T>

 
(1)

Where N represents the number of most votes and T is a threshold whose value 
should be greater than 50% so that meters can make sure that the voting result on 
certain message has been approved by the majority of meters.

 2. Mining and Generation of Blocks. The data in the blockchain is stored through 
chain of linked blocks. In the blockchain network, each block has the following 
contents: block number, data content, timestamp, previous block hash, block 
hash result, and nonce solution [41, 42]. The descriptions of the contents are 
given in Table. 2. As in Bitcoin [27], SHA-256 is used to mine the block to obtain 
a hash value with certain criterion, using data content on the (i − 1)-th block and 
the current timestamp, some meters can solve a puzzle to find a certain nonce 
value. Let Ci be the current block content as follows:

 
C B D t H C noncei s i= ( )-   1  (2)

Where, B is block number, D is the updated PKT data, ts, Ci − 1 is the previous 
block content and nonce which is a random number. SHA-256 is applied to the 

Table 2 Block contents

Item Description

Block number Current block sequence number.
Data content Current block PKT encapsulated data.
Timestamp The time when the last verified PKT data is added into the 

current block
Previous block hash The hash value of the previous block.
Block hash A hash value of the current block.
Nonce solution Puzzle solution for the current block.
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block content Ci to find a certain nonce value such that Digest is less than a certain 
target value,  as:

  (3)

To solve that puzzle, there is no way other than trying different values till the 
required  is obtained. The difficulty of solving the puzzle depends on the value of . 
The lower the target value, the higher the difficulty of finding solution for the puzzle. 
Any meter in the network can work as a miner to find the puzzle’s solution. After find-
ing the nonce, it will be broadcasted to the remaining meters so they can check if (3) 
applies. Then, the address-based voting scheme in (1) is used to vote on the puzzle’s 
solution. The voting is required to ensure that majority of meters agreed on the received 
nonce solution. Once, the two conditions are satisfied, the block content can be added 
to the ledger. The major challenge is the selection of the meter who are able to solve 
the puzzle problem in the mining process. One possible way is that some pre-determined 
meters should have high computational resources to be able to act as miners, and are 
responsible for solving the puzzle problem. The main advantage of that solution is its 
low deployment cost. Another solution is that all meters have the same computational 
resources and miners are selected on a random basis. However, this solution is more 
complex and costlier since it requires upgrading the hardware of current meters.

Smart Meter Joining When a new SM joins the group, the joining protocol is 
executed to update the group key and the intermediate node codes. The SM joining 
protocol is illustrated in Fig. 5. First, when the new meter SM8 joins the group, it 

Fig. 5 Smart meter joining and eviction
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should select a random element and x8 ∈ Zp
*
 and calculates gx8 . Then, it computes 

a signature on gx8  using its private key. Then, it broadcasts gx8  as well as its signa-
ture to other meters. All meters which receive the broadcast message to verify the 
received message signature. Then, the result is tested by the address-based distrib-
uted voting mechanism in Eq. 1, which ensures if there are enough meters agreeing 
on the received gx8  value. Note that the voting is required to ensure that the joining 
meter SM8 does not pollute the PKT by sending different values for gx8 . Then, some 
meters can operate as miners by attempting to solve the puzzle problem in Eq. 3. 
Once the first meter gets the nonce value, it broadcasts the nonce to other meters so 
that they can verify whether the solution is valid by checking whether it satisfies the 
condition in 4 or not. The address- based distributed voting mechanism is utilized 
again to vote on the verification result before the current PKT block to be allowed 
to cryptographically connect to the previous ledger (Fig. 6).

Second, the meter, SM7 , which has no sibling, updates its position from (01) to 
(011), and then computes a decimal code associated with its parent code (011) as in 
Eq. 4. After that, it uses the PKT to share a shared session key (Ks) with SM8  as in 
5). Then, it updates the group key by applying a one-way function to the previous 
group key as in (6) and sends them to SM8 encrypted by the shared session key. 
Also, we employ a hash-based Message Authentication Code (MAC) generation 
algorithm by using Ks on the sent message to ensure integrity as in (7).

 
codenode011 08 9 089= ( ) =

 (4)

 
SM K H g SM K H gs

x x

s
x x

7 8
8

7
7

8

: , := ( )( ) = ( )( )
 

(5)

 
K H KNG G= ( )  (6)

 
SM SM K HMACNG K s EncrKs

7 8 089® { }: , ,
 

(7)

The other remaining group members update their group key by just applying the 
one-way function as in Eq. (3). Also, SMs in the affected path renew the intermedi-
ate node codes as illustrated in Eqs. (8) and (9).

Fig. 6 PKT is updated 
when SM8 joins
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SM SM K H KNG7 8 7 8 089, ,« = Å( )  (8)

 
SM SM K H KNG5 8 5 8 08, , ,¼ « = Å( )  (9)

Smart Meter Eviction When a SM leaves a group (e.g., when it is defected/encoun-
ters malfunctions, or requires maintenance), the forward secrecy needs to be ensured. 
In this vein, the group key needs to be renewed using the following SM eviction pro-
tocol. If SM8 is to leave the group, its sibling (SM7) upgrades its position in the tree to 
(01) and updates the PKT by deleting the leaving meter’s associated key as shown in 
Fig. 7. Also, it informs the other SMs about the change by sending a broadcast mes-
sage. Note that the same procedures regarding updating the PKT in the blockchain is 
followed as in Sec. 4.2. This is mandatory to ensure the integrity of the PKT in a dis-
tributed network. Then, SM7 computes a new group key (KNG) by employing the 
Kgen(1b) algorithm and uses its PKT to share a key with any SM in each branch of the 
tree. Then, it sends the new group key to them as illustrated in (10) and (11).

 
SM SM K HMACNG K EncrK7 1 1

1
® Å{ }:

 
(10)

 
SM SM K HMACNG K EncrK7 5 2

2
® Å{ }:

 
(11)

Where K H gx x

1
1

7= ( ) and K H gx x

2
5

7

= ( ) are shared secret keys between (SM7 and 
SM1) and (SM7 and SM5 respectively. On the other hand, SM1 and SM5 can make use 
of the intermediate keys to send encrypted to other SMs in the group as in 13 and 14.

 
SM SM SM K HMACNG K EncrK

1 2 4 1 4
1 4

® ¼ Å{ }, , : ,
,  

(12)

 
SM SM K HMACNG K EncrK

5 6 5 6
2

® Å{ }: ,
 

(13)

In order to ensure the forward secrecy, the SMs in the affected branch should update 
their intermediate node codes as in (14).

 SM SM SM K H KNG5 6 7 5 7 08, , ,« = Å( ) (14)

Fig. 7 PKT is updated 
when SM8 leaves

Blockchain-Based Distributed Key Management Approach Tailored for Smart Grid



252

Secure Unicast and Multicast Communication Our scheme adopts the following 
message transmission methods in order to achieve confidentiality and integrity.

Secure Unicast Communications When the AHE wants to send a message (mi) to 
SMi, both of them can use the key agreement protocol discussed earlier to generate 
a shared secret session key (Ks) and send the following message,

 
AHE SM m T HMACi i i K s EncrKs

® { }: , ,
 

Where Ti is the recorded time stamp of sending the message in order to prevent 
replay attacks. Also, HMAC is based on the MAC of (mi), and is used to ensure the 
integrity of the message.

Secure Multicast Communications The group key KG is used to secure the multi-
cast communication. As discussed earlier, our multicast management approach is 
used to maintain KG in a self-organized manner so that the group key can be sent by 
any group member to the AHE. To illustrate the multicast communication, the AHE 
or a meter SMi can send a multicast message (mi) to other meters in the group as 
follows.

 
AHE SM SM m T HMACi i i KG EncrKG

/ :® { }* , ,
 

Where, SM∗ refers to all other meters. Also, HMAC and Ti are used to ensure the 
integrity of the message and prevent replay attacks, respectively.

5  Security Analysis and Performance Analysis

In this section, the security features of our proposal are discussed, and then, we 
evaluate the performance of our scheme using real devices.

5.1  Security Analysis

In this subsection, we analyze the security features of the end-to-end key establish-
ment protocol first, and then we analyze the blockchain based multicast key man-
agement protocol.

Analysis of the Proposed Key Agreement Protocol Our proposed key agreement 
protocol is able to achieve the following security features.
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Resistance to the MITM and Replay Attacks In the MITM attack, the adversary 
secretly relays and probably changes the communication between two participants 
so that they believe that they are communicating directly, while they are talking 
through the attacker. Also, replay attacks is by resending the same message so the 
attacker can establish a session key with the AHE. In our end-to-end key agreement, 
we allow only legitimate meters to share a shared secret keys with the AHE. An 
adversary who want to deceive the meter and share a key with him, should compro-
mise the AHE private keys. To further illustrate, upon receiving M2 from the AHE, 
the meter verifies the AHE signature on it. That ensures only AHE to establish 
shared keys with the meters. Then, to confirm the shared key, the meter com-
putes  M3, which includes the number two and sends it to the AHE who in turn 
checks the message M3. The role of M3 to act as a key management confirmation 
message and thwart the replay attack since if an attacker try to reply the message M1 
to establish the same share key with the AHE, that would be hard due to the 
incremental numbers used through the protocol. In this fashion, the MITM attack 
scenarios can be thwarted by adopting our proposal.

Data Integrity Data integrity can be ensured in our scheme because of the imple-
mented hash function (H) as follows consider a situation where SMi sends its iden-
tity IDi and the public key (PKi) concatenated with the hash value of both. Upon 
receiving the message, the AHE can verify the integrity of the received message by 
recalculating its hash value. In our protocol, SM1can be verified by verifying and h1 
is ensured by the AHE signature and M3 is ensured by the established shared secret 
key between AHE and SMi.

The Blockchain Based Multicast Key Management Protocol The proposed 
multicast key management protocol has the following security properties.

Distributed Feature Based on the Blockchain Technology Our proposed multicast 
key management scheme removes the need for a centralized entity to generate 
or update security keys while facilitating the re-keying process. Moreover, the 
blockchain network can protect against manipulation attacks of the public keys. It is 
required to ensure the integrity of the PKT allowing meters in a distributed way to 
collaboratively update their group keys whenever a meter joins or leaves the group. 
If an external attacker (who is not eligible to join the group e.g., not having a valid 
certificates [8, 16]) wants to join the multicast group, he should manipulate the 
majority of nodes by compromising their private keys. However, taking control of 
the majority of meters to produce a false agreement on the voting result is hard to 
achieve. To further illustrate, consider a NAN with 1000 meters and the threshold 
according to Eq. 1 is set to be 60%. Then, to achieve false agreement on the voting 
result, an attacker needs to control at least 600 meters simultaneously which is 
considered completely hard.
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Backward Secrecy Our proposal achieves backward secrecy to prevent a new 
member from decoding exchanged messages prior to the actual joining time. As 
illustrated in the joining process, when SM8 joins the group, the group key is renewed 
and the intermediate node codes in the affected path should be updated. By doing 
so, the SM is not able to decipher even the previous messages.

Forward Secrecy Our proposal achieves forward secrecy to prevent an evicted or 
removed group member from continuing to access the communication within the 
group. This can be achieved as follows. When SM8 leaves the group, the tree, and the 
PKT are updated so that it is not able to further decrypt group messages encrypted 
with the new group key after it has left the group.

5.2  Performance Evaluations

In order to evaluate the performance of our proposed scheme, we consider two 
aspects, namely, computation and communication cost. Then, we compare these 
results with two relevant, existing schemes, which were proposed by Liu et al. [21] 
and Wan et al. [10], respectively. Since a comparable distributed key management 
protocol does not exist in the literature, we compare our proposal with these two 
schemes to demonstrate the effectiveness of our scheme, particularly when dealing 
with SMs.

Computation Cost Computation cost is the processing overhead needed by the 
meters in the key management scheme. The computation costs of the end-to-end 
key establishment and the multicast key management are shown in Table 3. The 
results for both Liu et al.’s and Wan et al.’s schemes are readily obtained from [10]. 
For the end-to-end key agreement, in our scheme, each SM needs to compute two 
exponentiation operations, one signature verification operation and four hashes. 
Meanwhile, the head end needs two exponentiation operations, one digital signature 
operation, and three hashes.

Table 3 Computation Cost Comparison

Liu et al. [21] Wan et al. [10] Our Proposed Scheme

End-to-end key AHE − n(2CP + CM) 2Cexp + Csig + 3CH

Establishment SM − 3CM 2Cexp + Cver + 4CH

Adding a member AHE (4n + 5)Cf + (n + 2)CE Cf + Cr 0
SM 4nCf + nCE Cf 2nCf

Evicting a member AHE (4n + 5)Cf + (n + 2)CE h(CE + 2Cf) h(CE 0
SM 4nCf + nCE +Cf) 2nCE − 4Cf

n is the number of SMs in the group, h is height of the binary tree. CP, CM, Csig, Cver, CH, Cf and CE 
are, respectively, the computational cost for the bilinear pairing, the point multiplication, the RSA 
signing function, the RSA signature verification, the hash function H, one-way function calculation 
and the encryption function E
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For the multicast key management, we analyze the computation cost required by 
SMs. Three criteria are used to estimate the overall computation cost needed by 
group members which are cost due to group key update, encryption overhead, and 
intermediate node keys update [10, 40] as illustrated below.

 – For the join operation: Each SM needs to compute one Cf to get the new group 
key that totally costs nCf and two CE encryption overhead. Also, the computation 
cost due to the update of intermediate node codes can be approximated to 
(n − 2)Cf. Hence, the total computation overhead = n Cf + (n − 2) Cf + 2 CE = 2nCf.

 – For the departure operation: Only one Cf is required for the new group key gen-
eration. Then, each SM should perform at least one encryption operation to get 
the group key which costs nCE. Also, the computation cost due to the update of 
the intermediate node codes can be approximated to (n − 5) Cf. Therefore, the 
total computation overhead is equal to Cf + nCE + (n − 5) Cf = 2nCE − 4Cf.

In order to simulate our scheme on a real environment, cryptographic operations 
are carried out in wireless sensor nodes such as MICAZ sensors, which emulate 
SMs in nature. Each emulated SM has 4  KB Random Access Memory (RAM), 
128 KB Read Only Memory (ROM), and equipped with a low-power ATmega128L 
micro-controller working at 7.3 MHz. Also, a 3GHz Pentium IV PC is set up as the 
head end. We assume that the encryption is conducted by employing the Advanced 
Encryption

Standard (AES) with a 128-bit symmetric key. Table 4 lists the estimated time for 
performing the various cryptographic operations (adopted from [39, 43]). For this 
particular performance evaluation of our proposed scheme, we conduct simulations 
based on MATLAB [44]. The simulation results are depicted in Figs. 8, 9a and b. 
First, for the end-to-end key agreement protocol, from Fig. 8, it can be noticed that 
the computation overhead on the SMs in our proposed scheme is less than that in 
Wan et al.’s scheme. Wan et al.’s scheme has less overhead on the head end which is 
a server with high computation capabilities.

However, it performs rather poorly on the SMs which typically have low compu-
tation capabilities. For the multicast key management protocol as shown in Fig. 9a 
and Fig. 9b, we can conclude that our scheme exhibits a much lower computation 
overhead on the SMs in the rekeying process than Liu et al.’s scheme. Even though 
Wan et al.’s scheme shows a better efficiency, our scheme has no overhead on the 
centralized node due to the decentralized nature of our proposed scheme. As a 
result, our scheme can achieve scalability and efficiency despite its distributed nature.

Table 4 Computation time 
for cryptographic operations

Cryptographic operation MICAZ Pentium IV 3GHz

Paring operation 5.32 s 3.88 ms
Point multiplication 2.45 s 1.82 ms
Hash function 0.023 ms ≈ 0 ms
AES encryption/decryption 0.023 ms ≈ 0 ms
Public decryption/sign(.) 21 s 16 ms
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Communication Overhead Communication overhead is measured by the number 
of messages required to be transmitted [45–50] in the key agreement protocol or 
during the group re-keying process when a member joins/leaves the group. 
Communication overhead results are given in Table 5. As indicated in Table 5, our 
scheme costs only three unicast messages to run the end-to-end key establishment 
which is the same as that achieved by Wan et al.’s scheme. Moreover, for the rekey-
ing process, in our distributed multicast key management scheme, it only requires a 
single message to be delivered to the new member at the and one broadcast message 
to update the PKT by the public value of the newly added meter. Also, the eviction 
phase needs a number of messages of the order of log2n as the unicast messages to 
renew the PKT.  These results demonstrate that our scheme incurs a low 
 communication overhead compared to that achieved by Liu et al.’s scheme and is as 
efficient as Wan et al.’s scheme.

Fig. 8 Simulation result for the proposed key establishment protocol comparing with Wan et al’s 
scheme. AHE-Wan and SM-Wan refer to the computation costs of the AHE and SM in Wan et al.’s 
scheme, respectively
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Fig. 9 Computation cost comparison on SMs for joining or departing events of a meter
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6  Conclusion

Secure and efficient key management is crucial for ensuring security in smart grid. 
In this chapter, we introduced a key management scheme to secure communications 
with in the AMI of the SG. First, a key agreement protocol between the AHE and 
SMs was proposed. Then, to secure group communication, a blockchain based mul-
ticast key management was introduced to secure group communications in which no 
central server needs to be used to distribute keys or update them when a member’s 
status changes. Also, we conducted the performance evaluations of our scheme 
which demonstrates that also it has low computation and communication overhead 
on the smart meters. Our security analysis demonstrates that our scheme achieves 
forward and backward secrecy.
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