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Abstract. Gradual argumentation frameworks allow modeling argu-
ments and their relationships and have been applied to problems like
decision support and social media analysis. Semantics assign strength
values to arguments based on an initial belief and their relationships.
The final assignment should usually satisfy some common-sense prop-
erties. One property that may currently be missing in the literature is
Open-Mindedness. Intuitively, Open-Mindedness is the ability to move
away from the initial belief in an argument if sufficient evidence against
this belief is given by other arguments. We generalize and refine a pre-
viously introduced notion of Open-Mindedness and use this definition to
analyze nine gradual argumentation approaches from the literature.

Keywords: Gradual argumentation · Weighted argumentation ·
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1 Introduction

The basic idea of abstract argumentation is to study the acceptability of argu-
ments abstracted from their content, just based on their relationships [13]. While
arguments can only be accepted or rejected under classical semantics, gradual
argumentation semantics consider a more fine-grained scale between these two
extremes [3,6–8,10,16,20,22]. Arguments may have a base score that reflects a
degree of belief that the argument is accepted when considered independent of
all the other arguments. Semantics then assign strength values to all arguments
based on their relationships and the base score if provided.

Of course, strength values should not be assigned in an arbitrary manner, but
should satisfy some common-sense properties. Baroni, Rago and Toni recently
showed that 29 properties from the literature can be reduced to basically two
fundamental properties called Balance and Monotonicity [8] that we will discuss
later. Balance and Monotonicity already capture a great deal of what we should
expect from strength values of arguments, but they do not (and do not attempt
to) capture everything. One desiderata that may be missing in many applications
is Open-Mindedness. To illustrate the idea, suppose that we evaluate arguments
by strength values between 0 and 1, where 0 means that we fully reject and 1
means that we fully accept an argument. Then, as we increase the number of
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Fig. 1. Argument attacked by N other arguments.

supporters of an argument while keeping everything else equal, we should expect
that its strength steadily approaches 1. Symmetrically, as we increase the number
of attackers of an argument, we should expect that its strength approaches 0.
To illustrate this, consider the graph in Fig. 1 that shows an argument A that is
initially accepted (base score 1), but has N attackers that are initially accepted
as well. For example, we could model a trial in law, where A corresponds to the
argument that we should find the accused not guilty because we do not want to
convict an innocent person. The N attackers correspond to pieces of evidence
without reasonable doubt. Then, as N grows, we should expect that the strength
of A goes to 0. Similar, in medical diagnosis, it is reasonable to initially accept
that a patient with an infectious disease has a common cold because this is
usually the case. However, as the number of symptoms for a more serious disease
grows, we should be able to reject our default diagnosis at some point. Of course,
we should expect a dual behaviour for support relations: if we initially reject A
and have N supporters that are initially accepted, we should expect that the
strength of A goes to 1 as N increases. A gradual argumentation approach that
respects this idea is called open-minded. Open-Mindedness may not be necessary
in every application, but it seems natural in many domains. Therefore, our goal
here is to investigate which gradual argumentation semantics from the literature
respect this property.

2 Compact QBAFs, Balance and Monotonicity

In our investigation, we consider quantitative bipolar argumentation frameworks
(QBAFs) similar to [8]. However, for now, we will restrict to frameworks that
assign values from a compact real interval to arguments in order to keep the
formalism simple. At the end of this article, we will explain how the idea can be
extended to more general QBAFs.

Definition 1 (Compact QBAF). Let D be a compact real interval. A QBAF
over D is a quadruple (A,Att,Sup, β) consisting of a set of arguments A, two
binary relations Att and Sup called attack and support and a function β : A → D
that assigns a base score β(a) to every argument a ∈ A.

Typical instantiations of the interval D are [0, 1] and [−1, 1]. Sometimes non-
compact intervals like open or unbounded intervals are considered as well, but
we exclude these cases for now. We can consider different subclasses of QBAFs
that use only some of the possible building blocks [8]. Among others, we will
look at subclasses that contain QBAFs of the following restricted forms:
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Attack-only: (A,Att,Sup, β) where Sup = ∅,
Support-only: (A,Att,Sup, β) where Att = ∅,
Bipolar without Base Score: (A,Att,Sup, β) where β is a constant function.

In order to interpret a given QBAF, we want to assign strength values to every
argument. The strength values should be connected in a reasonable way to the
base score of an argument and the strength of its attackers and supporters. Of
course, this can be done in many different ways. However, eventually we want a
function that assigns a strength value to every argument.

Definition 2 (QBAF interpretation). Let Q = (A,Att,Sup, β) be a QBAF
over a real interval D. An interpretation of Q is a function σ : A → D and σ(a)
is called the strength of a for all a ∈ A.

Gradual argumentation semantics can define interpretations for the whole class
of QBAFs or for a subclass only. One simple example is the h-categorizer seman-
tics from [10] that interprets only acyclic attack-only QBAFs without base score.
For all a ∈ A, the h-categorizer semantics defines σ(a) = 1

1+
∑

(b,a)∈Att σ(b) . That
is, unattacked arguments have strength 1, and the strength of all other argu-
ments decreases monotonically based on the strength of their attackers. Since it
only interprets acyclic QBAFs, the strength values can be evaluated in topologi-
cal order, so that the strength values of all parents are known when interpreting
the next argument.

Of course, we do not want to assign final strength values in an arbitrary way.
Many desirable properties for different families of QBAFs have been proposed
in the literature, see, e.g., [2–4,16,22]. Dependent on whether base scores, only
attack, only support or both relations are considered, different properties have
been proposed. However, as shown in [8], most properties can be reduced to
basically two fundamental principles that are called Balance and Monotonicity.
Roughly speaking, Balance says that the strength of an argument should be
equal to its base score if its attackers and supporters are equally strong and that
it should be smaller (greater) if the attackers are stronger (weaker) than the
supporters. Monotonicity says, intuitively, that if the same impact (in terms of
base score, attack and support) acts on two arguments a1, a2, then they should
have the same strength, whereas if the impact on a1 is more positive, it should
have a larger strength than a2. Several variants of Balance and Monotonicity
have been discussed in [8]. For example, the stronger-than relationship between
arguments can be formalized in a qualitative (focusing on the number of attackers
and supporters) or quantitative manner (focusing on the strength of attackers
and supporters). We refer to [8] for more details.

3 Open-Mindedness

Intuitively, it seems that Balance and Monotonicity could already imply Open-
Mindedness. After all, they demand that adding attacks (supports) increases
(decreases) the strength in a sense. However, this is not sufficient to guarantee
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that the strength can be moved arbitrarily close to the boundary values. To
illustrate this, let us consider the Euler-based semantics that has been introduced
for the whole class of QBAFs in [4]. Strength values are defined by

σ(a) = 1 − 1 − β(a)2

1 + β(a) · exp(
∑

(b,a)∈Sup σ(b) − ∑
(b,a)∈Att σ(b))

Note that if there are no attackers or supporters, the strength becomes just
1 − (1+β(a))(1−β(a))

1+β(a)·1 = β(a). If the strength of a’s attackers accumulates to a
larger (smaller) value than the strength of a’s supporters, the strength will be
smaller (larger) than the base score. The Euler-based semantics satisfies the
basic Balance and Monotonicity properties in most cases, see [4] for more details.
However, it does not satisfy Open-Mindedness as has been noted in [21] already.
There are two reasons for this. The first reason is somewhat weak and regards
the boundary case β(a) = 0. In this case, the strength becomes 1 − 1−02

1+0 = 0
independent of the supporters. In this boundary case, the Euler-based semantics
does not satisfy Balance and Monotonicity either. The second reason is more
profound and corresponds to the fact that the exponential function always yields
positive values. Therefore, 1 + β(a) · exp(x) ≥ 1 and σ(a) ≥ 1 − 1−β(a)2

1 = β(a)2

independent of the attackers. Hence, the strength value can never be smaller
than the base score squared. The reason that the Euler-based semantics can still
satisfy Balance and Monotonicity is that the limit β(a)2 can never actually be
taken, but is only approximated as the number of attackers goes to infinity.

Hence, Open-Mindedness is indeed a property that is currently not captured
by Balance and Monotonicity. To begin with, we give a formal definition for a
restricted case. We assume that larger values in D are stronger to avoid tedious
case differentiations. This assumption is satisfied by the first eight semantics
that we consider. We will give a more general definition later that also makes
sense when this assumption is not satisfied. Open-Mindedness includes two dual
conditions, one for attack- and one for support-relations. Intuitively, we want
that in every QBAF, the strength of every argument with arbitrary base score
can be moved arbitrarily close to min(D) (max(D)) if we only add a sufficient
number of strong attackers (supporters). In the following definition, ε captures
the closeness and N the sufficiently large number.

Definition 3 (Open-Mindedness). Consider a semantics that defines an
interpretation σ : A → D for every QBAF from a particular class F of QBAFs
over a compact interval D. We call the semantics open-minded if for every QBAF
(A,Att,Sup, β) in F , for every argument a ∈ A and for every ε > 0, the fol-
lowing condition is satisfied: there is an N ∈ N such that when adding N new
arguments AN = {a1, . . . , aN}, A ∩ AN = ∅, with maximum base score, then

1. if F allows attacks, then for (A ∪ AN ,Att ∪ {(ai, a) | 1 ≤ i ≤ N},Sup, β′),
we have |σ(a) − min(D)| < ε and

2. if F allows supports, then for (A ∪ AN ,Att,Sup ∪ {(ai, a) | 1 ≤ i ≤ N}, β′),
we have |σ(a) − max(D)| < ε,

where β′(b) = β(b) for all b ∈ A and β′(ai) = max(D) for i = 1, . . . , n.
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Some explanations are in order. Note that we do not make any assumptions
about the base score of a in Definition 3. Hence, we demand that the strength
of a must become arbitrary small (large) within the domain D, no matter what
its base score is. One may consider a weaker notion of Open-Mindedness that
excludes the boundary base scores for a. However, this distinction does not make
a difference for our investigation and so we will not consider it here. Note also
that we do not demand that the strength of a ever takes the extreme value
max(D) (min(D)), but only that it can become arbitrarily close. Finally note
that item 1 in Definition 3 is trivially satisfied for support-only QBAFs, and item
2 for attack-only QBAFs.

3.1 Attack-Only QBAFs over D = [0, 1]

In this section, we consider three semantics for attack-only QBAFs over D =
[0, 1]. Recall from Sect. 2 that the h-categorizer semantics from [10] inter-
prets acyclic attack-only QBAFs without base score. The definition has been
extended to arbitrary (including cycles) attack-only QBAFs and base scores from
D = [0, 1] in [6]. The strength of an argument under the weighted h-categorizer
semantics is then defined by

σ(a) =
β(a)

1 +
∑

(b,a)∈Att σ(b)
(1)

for all a ∈ A. Note that the original definition of the h-categorizer seman-
tics from [10] is obtained when all base scores are 1. The strength values in
(cyclic) graphs can be computed by initializing the strength values with the
base scores and applying formula (1) repeatedly to all arguments simultaneously
until the strength values converge [6]. It is not difficult to see that the weighted h-
categorizer semantics satisfies Open-Mindedness. However, in order to illustrate
our definition, we give a detailed proof of the claim.

Proposition 1. The weighted h-categorizer semantics is open-minded.

Proof. In the subclass of attack-only QBAFs, it suffices to check the first condi-
tion of Definition 3. Consider an arbitrary attack-only QBAF (A,Att, ∅, β), an
arbitrary argument a ∈ A and an arbitrary ε > 0. Let N = 	 1

ε 
+1 and consider
the QBAF (A ∪ {a1, . . . , aN},Att ∪ {(ai, a) | 1 ≤ i ≤ N},Sup, β′) as defined
in Definition 3. Recall that the N new attackers {a1, . . . , aN} have base score
1 and do not have any attackers. Therefore, σ(ai) = β(ai)

1 = 1 for i = 1, . . . , n

and
∑

(b,a)∈Att σ(a) ≥ ∑N
i=1 σ(ai) = N . Furthermore, we have β(a) ≤ 1 because

D = [0, 1]. Hence, |σ(a) − 0| = β(a)
1+

∑
(b,a)∈Att σ(a) < 1

N < ε. ��

The weighted max-based semantics from [6] can be seen as a variant of the
h-categorizer semantics that aggregates the strength of attackers by means of
the maximum instead of the sum. The strength of arguments is defined by

σ(a) =
β(a)

1 + max(b,a)∈Att σ(b)
. (2)
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If there are no attackers, the maximum yields 0 by convention. The motivation
for using the maximum is to satisfy a property called Quality Precedence, which
guarantees that when arguments a1 and a2 have the same base score, but a1 has
an attacker that is stronger than all attackers of a2, then the strength of a1 must
be smaller than the strength of a2. The strength values under the weighted max-
based semantics can again be computed iteratively [6]. Since all strength values
are in [0, 1] and the maximum is used for aggregating the strength values, we can
immediately see that σ(a) ≥ β(a)

2 . Therefore, the weighted max-based semantics
is clearly not open-minded. For example, if β(a) = 1, the final strength cannot
be smaller than 1

2 , no matter how many attackers there are.

Proposition 2. The weighted max-based semantics is not open-minded.

One may wonder if Quality Precedence and Open-Mindedness are incompatible.
This is actually not the case. For example, when defining strength values by

σ(a) = β(a) · (
1 − max

(b,a)∈Att
σ(b)

)

both Quality Precedence and Open-Mindedness are satisfied. In particular, the
strength now decreases linearly from β(a) to 0 with respect to the strongest
attacker, which makes this perhaps a more natural way to satisfy Quality Prece-
dence when it is desired.

The weighted card-based semantics from [6] is another variant of the h-
categorizer semantics. Instead of putting extra emphasis on the strength of
attackers, it now puts extra emphasis on the number of attackers. Let Att+ =
{(a, b) ∈ Att | β(a) > 0}. Then the strength of arguments is defined by

σ(a) =
β(a)

1 + |Att+| +
∑

(b,a)∈Att+ σ(b)

|Att+|
. (3)

When reordering terms in the denominator, we can see that the only difference to
the h-categorizer semantics is that every attacker b with non-zero strength adds
1+σ(b) instead of just σ(b) in the sum in the denominator (attacker with strength
0 do not add anything anyway). This enforces a property called Cardinality
Precedence, which basically means that when arguments a1 and a2 have the
same base score and a1 has a larger number of non-rejected attackers (σ(b) > 0)
than a2, then the strength of a1 must be smaller than the strength of a2. The
strength values under the weighted card-based semantics can again be computed
iteratively [6]. Analogously to the weighted h-categorizer semantics, it can be
checked that the weighted card-based semantics satisfies Open-Mindedness.

Proposition 3. The weighted card-based semantics is open-minded.

3.2 Support-Only QBAFs over D = [0, 1]

We now consider three semantics for support-only QBAFs over D = [0, 1]. For
all semantics, the strength of arguments is defined by equations of the form

σ(a) = β(a) + (1 − β(a)) · S(a),
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where S(a) is an aggregate of the strength of a’s supporters. Therefore, the ques-
tion whether Open-Mindedness is satisfied boils down to the question whether
S(a) converges to 1 as we keep adding supporters.

The top-based semantics from [3] defines the strength of arguments by

σ(a) = β(a) + (1 − β(a)) max
(b,a)∈Sup

σ(b). (4)

If there are no supporters, the maximum again yields 0 by convention. Similar
to the semantics in the previous section, the strength values can be computed
iteratively by setting the initial strength values to the base score and applying
formula (4) repeatedly until the values converge [3]. It is easy to check that the
top-based semantics is open-minded. In fact, a single supporter with strength
1 is sufficient to move the strength all the way to 1 independently of the base
score.

Proposition 4. The top-based semantics is open-minded.

The aggregation-based semantics from [3] defines the strength of arguments
by the formula

σ(a) = β(a) + (1 − β(a))

∑
(b,a)∈Sup σ(b)

1 +
∑

(b,a)∈Sup σ(b)
. (5)

The strength values can again be computed iteratively [6]. It is easy to check
that the aggregation-based semantics is open-minded. Just note that the fraction
in (5) has the form N

1+N and therefore approaches 1 as N → ∞. Therefore, the
strength of an argument will go to 1 as we keep adding supporters under the
aggregation-based semantics.

Proposition 5. The aggregation-based semantics is open-minded.

The reward-based semantics from [3] is based on the idea of founded argu-
ments. An argument a is called founded if there exists a sequence of argu-
ments (a0, . . . , an) such that an = a, (ai−1, ai) ∈ Sup for i = 1, . . . , n and
β(a0) > 0. That is, a has non-zero base score or is supported by a sequence
of supporters such that the first argument in the sequence has a non-zero
base score. Intuitively, this implies that a must have non-zero strength. We let
Sup+ = {(a, b) ∈ Sup | a is founded} denote the founded supports. For every
a ∈ A, we let N(a) = |Sup+| denote the number of founded supporters of a and

M(a) =
∑

(b,a)∈Sup+ σ(b)

N(A) the mean strength of the founded supporters. Then the
strength of a is defined as

σ(a) = β(a) + (1 − β(a))
(

N(a)−1∑

i=1

1
2i

+
M(a)
2N(a)

)
. (6)

The strength values can again be computed iteratively [6]. As we show next, the
reward-based semantics also satisfies Open-Mindedness.
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Proposition 6. The reward-based semantics is open-minded.

Proof. In the subclass of support-only QBAFs, it suffices to check the second
condition of Definition 3. Let us first note that

∑N(a)−1
i=1

1
2i is a geometric sum

without the first term and therefore evaluates to

1 − 1
2N(a)

1 − 1
2

− 1 = 1 − 1
2N(a)−1

Note that this term already goes to 1 as the number of founded supporters N(a)

increases. We additionally add the non-negative term M(a)
2N(a) =

∑
(b,a)∈Sup+ σ(b)

N(A)·2N(a)

which is bounded from above by 1
2N(a) . Therefore, the factor

( ∑N(a)−1
i=1

1
2i +

M(a)
2N(a)

)
is always between 0 and 1 and approaches 1 as |N(A)| → ∞.

To complete the proof, consider any support-only QBAF (A, ∅,Sup, β), any
argument a ∈ A, any ε > 0 and let (A∪{a1, . . . , aN},Att,Sup∪{(ai, a) | 1 ≤ i ≤
N}, β′) be the QBAF defined in Definition 3 for some N ∈ N. Note that every
argument in {a1, . . . , aN} is a founded supporter of a. Therefore, N(A) ≥ N and
σ(a) → β(a) + (1 − β(a)) = 1 as N → ∞. This then implies that there exists an
N0 ∈ N such that |σ(a) − 1| < ε. ��

3.3 Bipolar QBAFs Without Base Score over D = [−1, 1]

In this section, we consider two semantics for bipolar QBAFs without base score
over D = [−1, 1] that have been introduced in [7]. It has not been explained how
the strength values are computed in [7]. However, given an acyclic graph, the
strength values can again be computed in topological order because the strength
of every argument depends only on the strength of its parents. For cyclic graphs,
one may consider an iterative procedure as before, but convergence may be an
issue. In our investigation, we will just assume that the strength values are well-
defined.

Following [8], we call the first semantics from [7], the loc-max semantics. It
defines strength values by the formula

σ(a) =
max(b,a)∈Sup σ(b) − max(b,a)∈Att σ(b)

2
(7)

By convention, the maximum now yields −1 if there are no supporters/attackers
(this is consistent with the previous conventions in that −1 is now the minimum
of the domain, whereas the minimum was 0 before). If a has neither attack-
ers nor supporters, then σ(a) = −1−(−1)

2 = 0. As we keep adding supporters
(attackers), the first (second) term in the numerator will take the maximum
strength value. From this we can see that the loc-sum semantics is open-minded
for attack-only QBAFs without base score and for support-only QBAFs with-
out base score. However, it is not open-minded for bipolar QBAFs without base
score. For example, suppose that a has a single supporter b′, which has a single
supporter b′′ and no attackers. Further assume that b′′ has neither attackers nor
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supporters, so that σ(b′′) = 0, σ(b′) = 0−(−1)
2 = 1

2 and σ(a) ≥ 1
2−max(b,a)∈Att σ(b)

2 .
Since the maximum of the attackers can never become larger than 1, we have
σ(a) ≥ 1

2−1

2 ≥ − 1
4 , no matter how many attackers we add. Thus, the first condi-

tion of Open-Mindedness is violated. Using a symmetrical example, we can show
that the second condition can be violated as well.

Proposition 7. The loc-max semantics is not open-minded. It is open-minded
when restricting to attack-only QBAFs without base score or to support-only
QBAFs without base score.

Following [8], we call the second semantics from [7], the loc-sum semantics.
It defines strength values by the formula

σ(a) =
1

1 +
∑

(b,a)∈Att
σ(b)+1

2

− 1

1 +
∑

(b,a)∈Sup
σ(b)+1

2

(8)

Note that if there are neither attackers nor supporters, then both fractions are
1 such that their difference is just 0. As we keep adding attackers (supporters),
the first (second) fraction goes to 0. It follows again that the loc-sum semantics
is open-minded for attack-only QBAFs without base score and for support-only
QBAFs without base score. However, it is again not open-minded for bipolar
QBAFs without base score. For example, if a has a single supporter b′ that has
neither attackers nor supporters, then σ(b′) = 0 and the second fraction evaluates
to 1

1+ 1
2

= 2
3 . As we keep adding attackers, the first fraction will to 0 so that the

strength of a will converge to − 2
3 rather than to −1 as the first condition of

Open-Mindedness demands. It is again easy to construct a symmetrical example
to show that the second condition of Open-Mindedness can be violated as well.

Proposition 8. The loc-sum semantics is not open-minded. It is open-minded
when restricting to attack-only QBAFs without base score or to support-only
QBAFs without base score.

4 General QBAFs and Open-Mindedness

We now consider the general form of QBAFs as introduced in [8]. The domain
D = (S,�) is now an arbitrary set along with a preorder �, that is, a reflexive
and transitive relation over S. We further assume that there is an infimum inf(S)
and a supremum sup(S) that may or may not be contained in S. For example,
the open interval (0,∞), contains neither its infimum 0 nor its supremum ∞,
whereas the half-open interval [0,∞) contains its infimum, but not its supremum.

Definition 4 (QBAF). A QBAF over D = (S,�) is a quadruple
(A,Att,Sup, β) consisting of a set of arguments A, a binary attack relation Att,
a binary support relation Sup and a function β : A → D that assigns a base
score β(a) to every argument a ∈ A.
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We now define a generalized form of Open-Mindedness for general QBAFs. We
have to take account of the fact that there may no longer exist a minimum
or maximum of the set. So instead we ask that strength values can be made
smaller/larger than every element from S\{inf(S), sup(S)} by adding a sufficient
number of attackers/supporters. Intuitively, we want to add strong supporters.
In Definition 3, we just assumed that the maximum corresponds to the strongest
value, but there are semantics that regard smaller values as stronger and, again,
S may neither contain a maximal nor a minimal element. Therefore, we will just
demand that there is some base score s∗, such that adding attackers/supporters
with base score s∗ has the desired consequence.

Definition 5 (Open-Mindedness (General Form)). Consider a semantics
that defines an interpretation σ : A → D for every QBAF from a particular
class F of QBAFs over D = (S,�). We call the semantics open-minded if for
every QBAF (A,Att,Sup, β) in F , for every argument a ∈ A and for every
s ∈ S \ {inf(S), sup(S)}, the following condition is satisfied: there is an N ∈ N

and an s∗ ∈ S such that when adding N new arguments AN = {a1, . . . , aN},
A ∩ AN = ∅, then
1. if F allows attacks, then for (A ∪ AN ,Att ∪ {(ai, a) | 1 ≤ i ≤ N},Sup, β′),

we have σ(a) � s and
2. if F allows supports, then for (A ∪ AN ,Att,Sup ∪ {(ai, a) | 1 ≤ i ≤ N}, β′),

we have s � σ(a),

where β′(b) = β(b) for all b ∈ A and β′(ai) = s∗ for i = 1, . . . , n.

Note that if S is a compact real interval, s ∈ S \ {inf(S), sup(S)} can be chosen
arbitrarily close to sup(S) = max(S) or inf(S) = min(S), so that s in Defini-
tion 5 plays the role of ε in Definition 3. In particular, if Definition 3 is satisfied,
Definition 5 can be satisfied as well for an arbitrary s by choosing base score
s∗ = max(S) and choosing N with respect to ε = max(S)−s

2 or ε = s−min(S)
2 .

Definitions 5 and 3 are actually equivalent for compact real intervals provided
that max(S) corresponds to the strongest initialization of the base score under
the given semantics, which is indeed the case in all previous examples.

As an example, for more general QBAFs, let us now consider the α-burden-
semantics from [5]. It defines strength values for attack-only QBAFs without
base score over the half-open interval [1,∞). As opposed to our previous exam-
ples, the minimum 1 now corresponds to the strongest value and increasing values
correspond to less plausibility. The α-burden-semantics defines strength values
via the formula

σ(a) = 1 +
( ∑

(b,a)∈Att

1
(σ(b))α

) 1
α

. (9)

α is called the burden-parameter and can be used to modify the semantics, see [5]
for more details about the influence of α. For α ∈ [1,∞)∪{∞}, (9) is equivalent
to arranging the reciprocals of strength values of all attackers in a vector v and

to take the p-norm ‖v‖p =
(∑

i vp
i

) 1
p

of this vector with respect to p = α
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and adding 1. Popular examples of p-norms are the Manhattan-, Euclidean- and
Maximum-norm that are obtained for p = 1, p = 2 and the limit-case p = ∞,
respectively. An unattacked argument has just strength 1 under the α-burden-
semantics. Hence, when adding N new attackers to a, we have σ(a) ≥ 1+N

1
α for

α ∈ [1,∞). Hence, the α-burden-semantics is clearly open-minded in this case,
even though it becomes more conservative as α increases. In particular, for the
limit case α = ∞, it is not open-minded. This can be seen from the observation,
that the second term in (9) now corresponds to the maximum norm. Since the
strength of each attacker is in [1,∞), their reciprocals are in (0, 1]. Therefore,
σ(a) ≤ 2 independent of the number of attackers of a.

Proposition 9. The α-burden-semantics is open-minded for α ∈ [1,∞), but is
not open-minded for α = ∞.

5 Related Work

Gradual argumentation has become a very active research area and found appli-
cations in areas like information retrieval [24], decision support [9,22] and social
media analysis [1,12,16]. Our selection of semantics followed the selection in [8].
One difference is that we did not consider social abstract argumentation [16]
here. The reason is that social abstract argumentation has been formulated in a
very abstract form, which makes it difficult to formulate interesting conditions
under which Open-Mindedness is guaranteed. Instead, we added the α-burden-
semantics from [5] because it gives a nice example for a more general semantics
that neither uses strength values from a compact interval nor regards larger
values as stronger.

The authors in [8] also view ranking-based semantics [11] as gradual argu-
mentation frameworks. In their most general form, ranking-based semantics just
order arguments qualitatively, so that our notion of Open-Mindedness is not very
meaningful. A variant may be interesting, however, that demands, that in every
argumentation graph, every argument can become first or last in the order if
only a sufficient number of supporters or attackers is added to this argument.
However, in many cases, this notion of Open-Mindedness may be entailed by
other properties already. For example, Cardinality Precedence [11] states that if
argument a1 has more attackers than a2, then a1 must be weaker than a2. In
finite argumentation graphs, this already implies that a1 will be last in the order
if we add a sufficient number of attackers.

There are other quantitative argumentation frameworks like probabilis-
tic argumentation frameworks [14,15,17,19,23]. In this area, Open-Mindedness
would simply state that the probability of an argument must go to 0 (1) as we
keep adding attackers (supporters). It may be interesting to perform a similar
analysis for probabilistic argumentation frameworks.

An operational definition of Open-Mindedness for the class of modular seman-
tics [18] for weighted bipolar argumentation frameworks has been given in [21].
The Df-QuAD semantics [22] and the Quadratic-energy Semantics [20] satisfy
this notion of open-mindedness [21]. However, in case of DF-QuAD and some
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other semantics, this is actually counterintuitive because they cannot move the
strength of an argument towards 0 if there is a supporter with non-zero strength.
Indeed, DF-QuAD does not satisfy Open-Mindedness as defined here (every
QBAF with a non-zero strength supporter provides a counterexample). How-
ever, the quadratic energy model from [21] still satisfies the more restrictive
definition of Open-Mindedness that we considered here.

Another interesting property for bipolar QBAFs that is not captured by
Balance and Monotonicity is Duality [20]. Duality basically states that attack
and support should behave in a symmetrical manner. Roughly speaking, when
we convert an attack relation into a support relation or vice versa, the effect
of the relation should just be inverted. Duality is satisfied by the Df-QuAD
semantics [22] and the Quadratic-energy Semantics [20], but not by the Euler-
based semantics [4]. A formal analysis can be found in [20,21].

6 Conclusions

We investigated 9 gradual argumentation semantics from the literature. 5 of
them satisfy Open-Mindedness unconditionally. This includes the weighted h-
categorizer semantics and the weighted card-based semantics for attack-only
QBAFs from [6] and all three semantics for support-only QBAFs from [3]. The
α-burden-semantics for attack-only QBAFs without base score from [5] is open-
minded for α ∈ [1,∞), but not for the limit case α = ∞. The loc-max seman-
tics and the loc-sum semantics for bipolar QBAFs without base score from [7]
are only open-minded when restricted to either attack-only or to support-only
QBAFs. Finally, the weighted max-based semantics for attack-only QBAFs from
[6] is not open-minded. However, as we saw, it can easily be adapted to satisfy
both Open-Mindedness and Quality Precedence.

In future work, it may be interesting to complement Open-Mindedness with
a Conservativeness property that demands that the original base scores are not
given up too easily. For the class of modular semantics [18] that iteratively com-
pute strength values by repeatedly aggregating strength values and combining
them with the base score, Conservativeness can actually be quantified analyti-
cally [21]. Intuitively, this can be done by analyzing the maximal local growth
of the aggregation and influence functions. There is actually an interesting rela-
tionship between Conservativeness and Well-Definedness of strength values. For
general QBAFs, procedures that compute strength values iteratively, can actu-
ally diverge [18] so that some strength values remain undefined. However, the
mechanics that make semantics more conservative, simultaneously improve con-
vergence guarantees [21]. In other words, convergence guarantees can often be
improved by giving up Open-Mindedness. The extreme case would be the naive
semantics that just assigns the base score as final strength to every argument
independent of the attackers and supporters. This semantics is clearly most con-
servative and always well-defined, but does not make much sense.

My personal impression is indeed that gradual argumentation semantics for
general QBAFs with strong convergence guarantees are too conservative at the
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moment. Some well-defined semantics for general QBAFs have been presented
recently in [18], but they are not open-minded. I am indeed unaware of any
semantics for general QBAFs that is generally well-defined and open-minded.
It is actually possible to define for every k ∈ N, an open-minded semantics
that is well-defined for all QBAFs where arguments have at most k parents.
One example is the 1-max(k) semantics, see Corollary 3.5 in [21]. However,
as k grows, these semantics become more and more conservative even though
they remain open-minded. More precisely, every single argument can change the
strength value of another argument by at most 1

k , so that at least k arguments
are required to move the strength all the way from 0 to 1 and vice versa. A
better way to improve convergence guarantees may be to define strength values
not by discrete iterative procedures, but to replace them with continuous pro-
cedures that maintain the strength values in the limit, but improve convergence
guarantees [20,21]. However, while I find this approach promising, I admit that
it requires further analysis.

In conclusion, I think that Open-Mindedness is an interesting property that
is important for many applications. It is indeed satisfied by many semantics from
the literature. For others, like the weighted max-based semantics, we may be able
to adapt the definition. One interesting open question is whether we can define
semantics for general QBAFs that are generally well-defined and open-minded.
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