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Preface

These are the proceedings of the 13th International Conference on Scalable Uncertainty
Management (SUM 2019) held during December 16–18, 2019, in Compiègne, France.
The SUM conferences are annual events which gather researchers interested in the
management of imperfect information from a wide range of fields, such as artificial
intelligence, databases, information retrieval, machine learning, and risk analysis, and
with the aim of fostering the collaboration and cross-fertilization of ideas from different
communities.

The first SUM conference was held in Washington DC in 2007. Since then, the
SUM conferences have successively taken place in Napoli in 2008, Washington DC in
2009, Toulouse in 2010, Dayton in 2011, Marburg in 2012, Washington DC in 2013,
Oxford in 2014, Québec in 2015, Nice in 2016, Granada in 2017, and Milano in 2018.

The 25 full, 4 short, 4 tutorial, 2 invited keynote papers gathered in this volume
were selected from an overall amount of 44 submissions (5 of which were desk-rejected
or withdrawn by the authors), after a rigorous peer-review process by at least 3 Pro-
gram Committee members. In addition to the regular presentations, the technical
program of SUM 2019 also included invited lectures by three outstanding researchers:
Cassio P. de Campos (Eindhoven University of Technology, The Netherlands) on
“Scalable Reliable Machine Learning Using Sum-Product Networks,” Jérôme Lang
(CNRS, Paris, France) on “Computational Social Choice,” and Wolfgang Gatterbauer
(Northeastern University, Boston, USA) on “Algebraic approximations of the Proba-
bility of Boolean Functions.”

An originality of the SUM conferences is the care for dedicating a large space
of their programs to invited tutorials about a wide range of topics related to uncertainty
management, to further embrace the aim of facilitating interdisciplinary collaboration
and cross-fertilization of ideas. This edition includes five tutorials, for which we thank
Christophe Gonzales, Thierry Denœux, Marie-Jeanne Lesot, Maximilian Schleich, and
the Kay R. Amel working group for preparing and presenting these tutorials (four
of these tutorials have a companion paper included in this volume).

We would like to thank all of the authors, invited speakers, and tutorial speakers for
their valuable contributions. We in particular also express our gratitude to the members
of the Program Committee as well as to the external reviewers for their constructive
comments on the submissions. We would like to extend our appreciation to all par-
ticipants of SUM 2019 for their great contribution and the success of the conference.
We are grateful to the Steering Committee for their suggestions and support, and to the
Organization Committee for their support in the organization for the great work
accomplished. We are also very grateful to the Université de Technologie de
Compiègne (UTC) for hosting the conference, to the Heudiasyc laboratory and the



MS2T laboratory of excellence for their financial and technical support, and to Springer
for sponsoring the Best Paper Award as well as for the ongoing support of its staff in
publishing this volume.

December 2019 Nahla Ben Amor
Benjamin Quost
Martin Theobald

vi Preface
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An Experimental Study on the Behaviour
of Inconsistency Measures

Matthias Thimm(B)

University of Koblenz-Landau, Koblenz, Germany
thimm@uni-koblenz.de

Abstract. We apply a selection of 19 inconsistency measures from the
literature on artificially generated knowledge bases and study the dis-
tribution of their values and their pairwise correlation. This study aug-
ments previous analytical evaluations on the expressivity and the pair-
wise incompatibility of these measures and our findings show that (1)
many measures assign only few distinct values to many different knowl-
edge bases, and (2) many measures, although founded on different theo-
retical concepts, correlate significantly.

1 Introduction

An inconsistency measure I is a function that assigns to a knowledge base K
(usually assumed to be formalised in propositional logic) a non-negative real
value I(K) such that I(K) = 0 iff K is consistent and larger values of I(K)
indicate “larger” inconsistency in K [3,5,12]. Thus, each inconsistency measure
I formalises a notion of a degree of inconsistency and a lot of different concrete
approaches have been proposed so far, see [11–13] for some surveys. The quest
for the “right” way to measure inconsistency is still ongoing and many (usually
controversial) rationality postulates to describe the desirable behaviour of an
inconsistency measure have been proposed so far [2,12].

Our study aims at providing a new perspective on the analysis of exist-
ing approaches to inconsistency measurement by experimentally analysing the
behaviour of inconsistency measures. More precisely, our study provides a quan-
titative analysis of two aspects of inconsistency measures:

A1 the distribution of inconsistency values on actual knowledge bases, and
A2 the correlation of different inconsistency measures.

Regarding the first item, [11] investigated the theoretical expressivity of incon-
sistency measures, i. e., the number of different inconsistency values a measure
attains when some dimension of the knowledge base is bounded (such as the
number of formulas or the size of the signature). One result in [11] is that e. g.
the measure IΣ

dalal (see Sect. 3) has maximal expressivity and the number of dif-
ferent inconsistency values is not bounded if only one of these two dimensions
is bounded. However, [11] does not investigate the distribution of inconsistency
values. It may be the case that, although a measure can attain many different
c© Springer Nature Switzerland AG 2019
N. Ben Amor et al. (Eds.): SUM 2019, LNAI 11940, pp. 1–8, 2019.
https://doi.org/10.1007/978-3-030-35514-2_1
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2 M. Thimm

values, most inconsistent knowledge bases are clustered on very few inconsistency
values. Regarding the second item, previous works have shown—see [12] for an
overview—that all inconsistency measures developed so far are “essentially” dif-
ferent. More precisely, for each pair of measures one can find a property that is
satisfied by one measure but not by the other. Moreover, for each pair of incon-
sistency measures one can find knowledge bases that are ordered different wrt.
their inconsistency. However, until now it has not been investigated how “sig-
nificant” the difference between measures actually is. It may be the case that
two measures order all but just a very few knowledge bases differently (or the
other way around). In order to analyse these two aspects we applied 19 different
inconsistency measures from the literature on artificially generated knowledge
bases and performed a statistical analysis on the results. After a brief review of
necessary preliminaries in Sect. 2 and the considered inconsistency measures in
Sect. 3, we provide some details on our experiments and our findings in Sect. 4
and conclude in Sect. 5.

2 Preliminaries

Let At be some fixed propositional signature, i. e., a (possibly infinite) set of
propositions, and let L(At) be the corresponding propositional language con-
structed using the usual connectives ∧ (and), ∨ (or), and ¬ (negation).

Definition 1. A knowledge base K is a finite set of formulas K ⊆ L(At). Let K

be the set of all knowledge bases.

If X is a formula or a set of formulas we write At(X) to denote the set of
propositions appearing in X. Semantics to a propositional language is given by
interpretations and an interpretation ω on At is a function ω : At → {true, false}.
Let Ω(At) denote the set of all interpretations for At. An interpretation ω satisfies
(or is a model of) an atom a ∈ At, denoted by ω |= a, if and only if ω(a) = true.
The satisfaction relation |= is extended to formulas in the usual way.

For Φ ⊆ L(At) we also define ω |= Φ if and only if ω |= φ for every φ ∈ Φ.
Define furthermore the set of models Mod(X) = {ω ∈ Ω(At) | ω |= X} for every
formula or set of formulas X. By abusing notation, a formula or set of formulas
X1 entails another formula or set of formulas X2, denoted by X1 |= X2, if
Mod(X1) ⊆ Mod(X2). Two formulas or sets of formulas X1,X2 are equivalent,
denoted by X1 ≡ X2, if Mod(X1) = Mod(X2). If Mod(X) = ∅ we also write
X |=⊥ and say that X is inconsistent.

3 Inconsistency Measures

Let R
∞
≥0 be the set of non-negative real values including ∞. Inconsistency mea-

sures are functions I : K → R
∞
≥0 that aim at assessing the severity of the

inconsistency in a knowledge base K. The basic idea is that the larger the incon-
sistency in K the larger the value I(K). We refer to [11–13] for surveys.
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Fig. 1. Definitions of the considered measures

The formal definitions of the considered inconsistency measures can be found
in Fig. 1 while the necessary notation for understanding these measures follows
below. Please see the above-mentioned surveys and the original papers referenced
therein for explanations and examples.

A set M ⊆ K is called minimal inconsistent subset (MI) of K if M |=⊥
and there is no M ′ ⊂ M with M ′ |=⊥. Let MI(K) be the set of all MIs of
K. Let furthermore MC(K) be the set of maximal consistent subsets of K, i. e.,
MC(K) = {K′ ⊆ K | K′ �|=⊥ ∧∀K′′

� K′ : K′′ |=⊥}, and let SC(K) be the set of
self-contradictory formulas of K, i. e., SC(K) = {φ ∈ K | φ |=⊥}.

A probability function P is of the form P : Ω(At) → [0, 1] with∑
ω∈Ω(At) P (ω) = 1. Let P(At) be the set of all those probability functions and

for a given probability function P ∈ P(At) define the probability of an arbitrary
formula φ via P (φ) =

∑
ω|=φ P (ω).
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A three-valued interpretation υ on At is a function υ : At → {T, F,B} where
the values T and F correspond to the classical true and false, respectively. The
additional truth value B stands for both and is meant to represent a conflicting
truth value for a proposition. Taking into account the truth order ≺ defined
via T ≺ B ≺ F , an interpretation υ is extended to arbitrary formulas via
υ(φ1∧φ2) = min≺(υ(φ1), υ(φ2)), υ(φ1∨φ2) = max≺(υ(φ1), υ(φ2)), and υ(¬T ) =
F , υ(¬F ) = T , υ(¬B) = B. An interpretation υ satisfies a formula α, denoted
by υ |=3 α if either υ(α) = T or υ(α) = B.

The Dalal distance dd is a distance function for interpretations in Ω(At) and
is defined as d(ω, ω′) = |{a ∈ At | ω(a) �= ω′(a)}| for all ω, ω′ ∈ Ω(At). If
X ⊆ Ω(At) is a set of interpretations we define dd(X,ω) = minω′∈X dd(ω′, ω)
(if X = ∅ we define dd(X,ω) = ∞). We consider the inconsistency measures
IΣ
dalal, Imax

dalal, and Ihit
dalal from [4] but only for the Dalal distance. Note that in [4]

these measures were considered for arbitrary distances and that we use a slightly
different but equivalent definition of these measures.

For every knowledge base K, i = 1, . . . , |K| define MI(i)(K) = {M ∈
MI(K) | |M | = i} and CN(i)(K) = {C ⊆ K | |C| = i ∧ C �|=⊥}. Fur-
thermore define Ri(K) = 0 if |MI(i)(K)| + |CN(i)(K)| = 0 and otherwise
Ri(K) = |MI(i)(K)|/(|MI(i)(K)| + |CN(i)(K)|). Note that the definition of IDf

in Table 1 is only one instance of the family studied in [9], other variants can be
obtained by different ways of aggregating the values Ri(K).

A set of maximal consistent subsets C ⊆ MC(K) is called an MC-cover [1] if⋃
C∈C C = K. An MC-cover C is normal if no proper subset of C is an MC-cover.

A normal MC-cover is maximal if λ(C) = |⋂C∈C C| is maximal for all normal
MC-covers.

For a formula φ let φ[a1, i1 → ψ1; . . . , ak, ik → ψk] denote the formula φ
where the ijth occurrence of the proposition aj is replaced by the formula ψj ,
for all j = 1, . . . , k.

A set {K1, . . . ,Kn} of pairwise disjoint subsets of K is called a conditional
independent MUS (CI) partition of K [6], iff each Ki is inconsistent and MI(K1∪
. . . ∪ Kn) is the disjoint union of all MI(Ki).

An ordered set P = {P1, . . . , Pn} with Pi ⊆ MI(K) for i = 1, . . . , n is called
an ordered CSP-partition [7] of MI(K) if 1.) MI(K) is the disjoint union of all
Pi for i = 1, . . . , n, 2.) each Pi is a conditional independent MUS partition of
K for i = 1, . . . , n, and 3.) |Pi| ≥ |Pi+1| for i = 1, . . . , n − 1. For such P define
furthermore W(P) =

∑n
i=1 |Pi|/i.

4 Experiments

In the following, we give some details on our experiments, the evaluation method-
ology, and our findings.

4.1 Knowledge Base Generation

Due to the lack of a dataset of real-world knowledge bases with a significantly rich
profile of inconsistencies, we used artificially generated knowledge bases. In order



An Experimental Study on the Behaviour of Inconsistency Measures 5

to avoid biasing our study on random instances of a specific probabilistic model
for knowledge base generation, we developed an algorithm that enumerates all
syntactically different knowledge bases with increasing size and considered the
first 188900 bases generated this way. For example, the first five knowledge bases
generated this way are ∅, {x1}, {¬x1}, {¬¬x1}, {x1, x2} and, e. g., number 72793
is {x1, x2,¬x2,¬(¬x2 ∧ ¬¬x2)}. From the 188900 generated knowledge bases,
127814 are consistent and 61086 are inconsistent. For the remainder of this paper,
let K̂ denote the set of all 188900 knowledge bases and let K̂⊥ ⊆ K̂ be only the
inconsistent ones.

The implementation1 for this algorithm is available in the Tweety project2

[10]. The generated knowledge bases and their inconsistency values wrt. each of
considered inconsistency measures are available online3.

4.2 Evaluation Measures

In order to evaluate A1, we apply the entropy on the distribution of inconsistency
values of each measure. For K ⊆ K let I(K) = {I(K) | K ∈ K} denote the image
of K wrt. I.

Definition 2. Let K be a set of knowledge bases and I be an inconsistency
measure. The entropy HK(I) of I wrt. K is defined via

HK(I) = −
∑

x∈I(K)

|I−1(x)|
|K| ln

|I−1(x)|
|K|

where ln x denotes the natural logarithm with 0 ln 0 = 0.

For example, if a measure I∗ assigns to a set K∗ of 10 knowledge bases 5 times
the value X, 3 times the value Y , and 2 times the value Z, we have

HK∗(I∗) = − 5
10

ln
5
10

− 3
10

ln
3
10

− 2
10

ln
2
10

≈ 1.03

The interpretation behind the entropy here is that a larger value HK(I) indicates
a more uniform distribution of the inconsistency values on elements of K, a
value HK(I) = 0 indicates that all elements are assigned the same inconsistency
value. Thus, the larger HK(I) the “more use” the measure makes of its available
inconsistency values.

In order to evaluate A2, we use a specific notion of a correlation coefficient.
For two measures I1 and I2 and two knowledge bases K1 and K2 we say that I1

and I2 are order-compatible wrt. K1 and K2, denoted by I1 ∼K1,K2 I2 iff

I1(K1) > I1(K2) ∧ I2(K1) > I2(K2)
or I1(K1) < I1(K2) ∧ I2(K1) < I2(K2)
or I1(K1) = I1(K2) ∧ I2(K1) = I2(K2)

1 http://mthimm.de/r/?r=tweety-ckb.
2 http://tweetyproject.org.
3 http://mthimm.de/misc/exim mt.zip.

http://mthimm.de/r/?r=tweety-ckb
http://tweetyproject.org
http://mthimm.de/misc/exim_mt.zip
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Table 1. Entropy values of the investigated measures wrt. K̂⊥ (rounded to two deci-
mals and sorted by increasing entropy).

Id ICC Ihit
dalal Ic Imc Iforget IMI Iis Imax

dalal ICSP

HK̂⊥(I) 0 0.08 0.09 0.12 0.13 0.18 0.24 0.28 0.29 0.29

Ihs Iη IΣ
dalal IMIC Imv Imcsc Ip Inc IDf

HK̂⊥(I) 0.29 0.33 0.36 0.37 0.45 0.48 0.51 0.52 0.78

Table 2. Correlation coefficients CK̂⊥(·, ·) of the investigated measures wrt. K̂⊥

(rounded to two decimals).

Id IMI I
MIC

Iη Ic Imc Ip Ihs IΣ
dalal Imax

dalal Ihit
dalal IDf

Imv Inc Imcsc ICSP Iforget ICC Iis

Id 1 0.69 0.44 0.5 0.86 0.87 0.35 0.52 0.47 0.52 0.9 0.22 0.48 0.33 0.37 0.68 0.76 0.92 0.67

IMI 1 0.54 0.37 0.72 0.74 0.65 0.38 0.41 0.38 0.76 0.28 0.41 0.47 0.52 0.99 0.7 0.75 0.99

I
MIC

1 0.72 0.47 0.51 0.53 0.7 0.73 0.7 0.52 0.49 0.41 0.43 0.84 0.55 0.51 0.5 0.55

Iη 1 0.47 0.48 0.36 0.98 0.93 0.98 0.49 0.53 0.39 0.33 0.84 0.37 0.48 0.5 0.37

Ic 1 0.85 0.4 0.49 0.53 0.49 0.88 0.25 0.45 0.38 0.42 0.72 0.88 0.87 0.72

Imc 1 0.45 0.48 0.48 0.48 0.95 0.26 0.45 0.39 0.39 0.75 0.8 0.94 0.75

Ip 1 0.36 0.39 0.36 0.43 0.25 0.32 0.43 0.5 0.64 0.42 0.41 0.64

Ihs 1 0.95 0.99 0.51 0.52 0.4 0.32 0.85 0.38 0.5 0.52 0.38

IΣ
dalal 1 0.95 0.51 0.53 0.4 0.34 0.89 0.42 0.54 0.5 0.42

Imax
dalal 1 0.5 0.52 0.4 0.32 0.85 0.38 0.5 0.52 0.38

Ihit
dalal 1 0.26 0.46 0.4 0.41 0.77 0.85 0.98 0.77

IDf
1 0.53 0.19 0.56 0.29 0.29 0.26 0.29

Imv 1 0.25 0.39 0.41 0.43 0.46 0.41

Inc 1 0.39 0.47 0.4 0.39 0.47

Imcsc 1 0.53 0.44 0.4 0.53

ICSP 1 0.71 0.76 0.99

Iforget 1 0.82 0.71

ICC 1 0.76

Iis 1

Let ‖A‖ be the indicator function, which is defined as ‖A‖ = 1 iff A is true and
‖A‖ = 0 otherwise.

Definition 3. Let K be a set of knowledge bases and I1, I2 be two inconsistency
measures. The correlation coefficient CK(I1, I2) of I1 and I2 wrt. K is defined
via

CK(I1, I2) =

∑
K,K′∈K,K
=K′ ‖I1 ∼K,K′ I2‖

|K|(|K| − 1)

In other words, CK(I1, I2) gives the ratio of how much I1 and I2 agree on
the inconsistency order of any pair of knowledge bases from K.4 Observe that
CK(I1, I2) = CK(I2, I1).

4 Note that CK is equivalent to the Kendall’s tau coefficient [8] but scaled onto [0, 1].
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4.3 Results

Tables 1 and 2 show the results of analysing the considered measures on K̂⊥ wrt.
the two evaluation measures from before5.

Regarding A1, it can be seen that Id has minimal entropy (by definition).
However, also measures Ihit

dalal and ICC and to some extent most of the other
measures are quite indifferent in assigning their values. For example, out of 61086
inconsistent knowledge bases, ICC assigns to 58523 of them the same value 1.
On the other hand, measure IDf

has maximal entropy among the considered
measures.

Regarding A2, we can observe some surprising correlations between mea-
sures, even those which are based on different concepts. For example, we have
CK̂⊥(Imax

dalal, Ihs) ≈ 0.99 indicating a high correlation between Imax
dalal and Ihs

although Imax
dalal is defined using distances and Ihs is defined using hitting sets.

Equally high correlations can be observed between the three measures IMI, ICSP,
and Iis. Further high correlations (e. g. above 0.8) can be observed between many
other measures. On the other hand, the measure IDf

has (on average) the small-
est correlation to all other measures, backing up the observation from before.

5 Conclusion

Our experimental analysis showed that many existing measures have low entropy
on the distribution of inconsistency values and correlate significantly in their
ranking of inconsistent knowledge bases. A web application for trying out all
the discussed inconsistency measures can be found on the website of Tweety-
Project6, cf. [10]. Most of these measures have been implemented using naive
algorithms and research on the algorithmic issues of inconsistency measure is
still desirable future work, see also [13].
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Abstract. The field of Inconsistency Measurement is concerned with
the development of principles and approaches to quantitatively assess
the severity of inconsistency in knowledge bases. In this survey, we give
a broad overview on this field by outlining its basic motivation and dis-
cussing some of these core principles and approaches. We focus on the
work that has been done for classical propositional logic but also give
some pointers to applications on other logical formalisms.

1 Introduction

Inconsistency is a ubiquitous phenomenon whenever knowledge1 is compiled in
some formal language. The notion of inconsistency refers (usually) to multiple
pieces of information and represents a conflict between those, i. e., they cannot
hold at the same time. The two statements “It is sunny outside” and “It is not
sunny outside” represent inconsistent information and in order to draw meaning-
ful conclusions from a knowledge base containing these statements, this conflict
has to be resolved somehow. In applications such as decision-support systems,
a knowledge base is usually compiled by merging the formalised knowledge of
many different experts. It is unavoidable that different experts contradict each
other and that the merged knowledge base becomes inconsistent. The field of
Knowledge Representation and Reasoning (KR) [7] is the subfield of Artificial
Intelligence (AI) that deals with the issues of logical formalisations of informa-
tion and the modelling of rational reasoning behaviour, in particular in light
of inconsistent or uncertain information. One paradigm to deal with inconsis-
tent information is to abandon classical inference and define new ways of rea-
soning. Some examples of such formalisms are, e. g., paraconsistent logics [6],
default logic [34], answer set programming [15], and, more recently, computa-
tional models of argumentation [1]. Moreover, the fields of belief revision [21] and
belief merging [10,28] deal with the particular case of inconsistencies in dynamic
settings.

The field of Inconsistency Measurement—see the seminal work [20] and the
recent book [19]—provides an analytical perspective on the issue of inconsis-
tency. Its aim is to quantitatively assess the severity of inconsistency in order
1 We use the term knowledge to refer to subjective knowledge or beliefs, i. e., pieces of
information that may not necessary be true in the real world but are only assumed
to be true for the agent(s) under consideration.

c© Springer Nature Switzerland AG 2019
N. Ben Amor et al. (Eds.): SUM 2019, LNAI 11940, pp. 9–23, 2019.
https://doi.org/10.1007/978-3-030-35514-2_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35514-2_2&domain=pdf
https://doi.org/10.1007/978-3-030-35514-2_2
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to both guide automatic reasoning mechanisms and to help human modellers in
identifying issues and compare different alternative formalisations. Consider the
following two knowledge bases K1 and K2 formalised in classical propositional
logic (see Sect. 2 for the formal background) modelling some information about
the weather:

K1 = {sunny,¬sunny,hot,¬hot}
K2 = {¬hot, sunny, sunny → hot,humid}

Both K1 and K2 are classically inconsistent, i. e., there is no interpretation satis-
fying any of them. But looking closer into the structure of the knowledge bases
one can identify differences in the severity of the inconsistency. In K1 there are
two “obvious” contradictions, i. e., {sunny,¬sunny} and {hot,¬hot} are directly
conflicting formulas. In K2, the conflict is a bit more hidden. Here, three for-
mulas are necessary to produce a contradiction ({¬hot, sunny, sunny → hot}).
Moreover, there is one formula in K2 (humid), which is not participating in any
conflict and one could still infer meaningful information from this by relying on
e. g. paraconsistent reasoning techniques [6]. In conclusion, one should regard
K1 as more inconsistent than K2. So a decision-maker should prefer using K2

instead of K1.
The analysis of the severity of inconsistency in the knowledge bases K1 and

K2 above was informal. Formal accounts to the problem of assessing the severity
of inconsistency are given by inconsistency measures and there have been a lot
of proposals of those in recent years. Up to today, the concept of severity of
inconsistency has not been axiomatised in a satisfactory manner and the series
of different inconsistency measures approach this challenge from different points
of view and focus on different aspects on what constitutes severity. Consider the
next two knowledge bases (with abstract propositions a and b)

K3 = {a,¬a, b} K4 = {a ∨ b,¬a ∨ b, a ∨ ¬b,¬a ∨ ¬b}
Again both K3 and K4 are inconsistent, but which one is more inconsistent
than the other? Our reasoning from above cannot be applied here in the same
fashion. The knowledge base K3 contains an apparent contradiction ({a,¬a})
but also a formula not participating in the inconsistency ({b}). The knowledge
base K4 contains a “hidden” conflict as four formulas are necessary to produce a
contradiction, but all formulas of K4 are participating in this. In this case, it is
not clear how to assess the inconsistency of these knowledge bases and different
measures may order these knowledge bases differently. More generally speaking,
it is not universally agreed upon which so-called rationality postulates should
be satisfied by a reasonable account of inconsistency measurement, see [3,5,41]
for a discussion. Besides concrete approaches to inconsistency measurement the
community has also proposed a series of those rationality postulates in order
to describe general desirable behaviour and the classification of inconsistency
measures by the postulates they satisfy is still one the most important ways to
evaluate the quality of a measure, even if the set of desirable postulates is not
universally accepted. For example, one of the most popular rationality postulates
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is monotony which states that for any K ⊆ K′, the knowledge base K cannot
be regarded as more inconsistent as K′. The justification for this demand is
that inconsistency cannot be resolved when adding new information but only
increased2. While this is usually regarded as a reasonable demand there are also
situations where monotony may be seen as counterintuitive, even in monotonic
logics. Consider the next two knowledge bases

K5 = {a,¬a} K6 = {a,¬a, b1, . . . , b998}

We have K5 ⊆ K6 and following monotony, K6 should be regarded as least as
inconsistent as K5. However, when judging the content of the knowledge bases
“relatively”, K5 may seem more inconsistent: K5 contains no useful information
and all formulas of K5 are in conflict with another formula. In K6, however, only
2 out of 1000 formulas are participating in the contradiction. So it may also be
a reasonable point of view to judge K5 more inconsistent than K6.

In this survey paper, we give a brief overview on formal accounts to inconsis-
tency measurement. We focus on approaches building on classical propositional
logic but also briefly discuss approaches for other formalisms. A more technical
survey of inconsistency measures can be found in [41] and the book [19] captures
the recent state-of-the-art as a whole. An older survey can also be found in [22].

The remainder of this paper is organised as follows. In Sect. 2 we give some
necessary technical preliminaries. Section 3 introduces the concept of inconsis-
tency measures formally and discusses rationality postulates. In Sect. 4 we dis-
cuss some of the most important concrete approaches to inconsistency mea-
surement for classical propositional logic and in Sect. 5 we give an overview on
approaches for other formalisms. Section 6 concludes.

2 Preliminaries

Let At be some fixed set of propositions and let L(At) be the corresponding
propositional language constructed using the usual connectives ∧ (conjunction),
∨ (disjunction), → (implication), and ¬ (negation).

Definition 1. A knowledge base K is a finite set of formulas K ⊆ L(At). Let K

be the set of all knowledge bases.

If X is a formula or a set of formulas we write At(X) to denote the set of
propositions appearing in X.

Semantics for a propositional language is given by interpretations where an
interpretation ω on At is a function ω : At → {true, false}. Let Ω(At) denote
the set of all interpretations for At. An interpretation ω satisfies (or is a model
of) a proposition a ∈ At, denoted by ω |= a, if and only if ω(a) = true. The
satisfaction relation |= is extended to formulas in the usual way.

2 At least in monotonic logics; for a discussion about inconsistency measurement in
non-monotonic logics see [9,43] and Sect. 5.3.
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For Φ ⊆ L(At) we also define ω |= Φ if and only if ω |= φ for every φ ∈ Φ.
A formula or set of formulas X1 entails another formula or set of formulas X2,
denoted by X1 |= X2, if and only if ω |= X1 implies ω |= X2. If there is no ω
with ω |= X we also write X |=⊥ and say that X is inconsistent.

3 Measuring Inconsistency

Let R
∞
≥0 be the set of non-negative real values including infinity. The most general

form of an inconsistency measure is as follows.

Definition 2. An inconsistency measure I is any function I : K → R
∞
≥0.

The above definition is, of course, under-constrained for the purpose of provid-
ing a quantitative means to measure inconsistency. The intuition we intend to
be behind any concrete approach to inconsistency measure I is that a larger
value I(K) for a knowledge base K indicates more severe inconsistency in K
than lower values. Moreover, we wish to reserve the minimal value (0) to indi-
cate the complete absence of inconsistency. This is captured by the following
postulate [23]:

Consistency I(K) = 0 iff K is consistent.

Satisfaction of the consistency postulate is a basic demand for any reasonable
inconsistency measure and is satisfied by all known concrete approaches [39,
41]. Beyond the consistency postulates a series of further postulates has been
proposed in the literature [41]. We only recall the basic ones initially proposed
in [23]. In order to state these postulates we need two further definitions.

Definition 3. A set M ⊆ K is a minimal inconsistent subset of K iff M |=⊥
and there is no M ′

� M with M ′ |=⊥. Let MI(K) be the set of all minimal
inconsistent subsets of K.

Definition 4. A formula α ∈ K is called free formula if α /∈ ⋃
MI(K). Let

Free(K) be the set of all free formulas of K.

In other words, a minimal inconsistent subset characterises a minimal conflict in
a knowledge base and a free formula is a formula that is not directly participating
in any derivation of a contradiction. Let I be any function I : K → R

∞
≥0,

K,K′ ∈ K, and α, β ∈ L(At). The remaining rationality postulates from [23] are:

Normalisation 0 ≤ I(K) ≤ 1.
Monotony If K ⊆ K′ then I(K) ≤ I(K′).
Free-formula independence If α ∈ Free(K) then

I(K) = I(K \ {α}).
Dominance If α 	|=⊥ and α |= β then I(K ∪ {α}) ≥ I(K ∪ {β}).
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The postulate normalisation states that the inconsistency value is always in
the unit interval, thus allowing inconsistency values to be comparable even if
knowledge bases are of different sizes. Monotony requires that adding formulas
to the knowledge base cannot decrease the inconsistency value. Free-formula
independence states that removing free formulas from the knowledge base should
not change the inconsistency value. The motivation here is that free formulas do
not participate in inconsistencies and should not contribute to having a certain
inconsistency value. Dominance says that substituting a consistent formula α by
a weaker formula β should not increase the inconsistency value. Here, as β carries
less information than α there should be less opportunities for inconsistencies to
occur.

The five postulates from above are independent (no single postulates entails
another one) and compatible (as e. g. the drastic measure Id, see below, satisfies
all of them). However, they do not characterise a single concrete approach but
leave ample room for various different approaches. Moreover, for all rationality
postulates (except consistency) there is at least one inconsistency measure in
the literature that does not satisfy it [41] and there is no general agreement on
whether these postulates are indeed desirable at all [3,5,41]. We already gave
an example why monotony may not be desirable in the introduction. Here is
another example for free-formula independence taken from [3].

Example 1. Consider the knowledge base K7 defined via

K7 = {a ∧ c, b ∧ ¬c,¬a ∨ ¬b}

Notice that K7 has a single minimal inconsistent subset {a ∧ c, b ∧ ¬c} and
¬a∨¬b is a free formula. If I satisfies free-formula independence we have I(K7) =
I(K7 \ {¬a ∨ ¬b}). However, ¬a ∨ ¬b adds another “conflict” about the truth of
propositions a and b.

We will continue the discussion on rationality postulates later in Sect. 6. But
first we will have a look at some concrete approaches.

4 Approaches

There is a wide variety of inconsistency measures in the literature, the work [41]
alone lists 22 measures in 2018 and more have been proposed since then3. In this
paper we consider only a few to illustrate the main concepts.

The measure Id is usually referred to as a baseline for inconsistency measures
as it only distinguishes between consistent and inconsistent knowledge bases.

3 Implementations of most of these measures can also be found in the Tweety
Libraries for Artificial Intelligence [40] and an online interface is available at http://
tweetyproject.org/w/incmes.

http://tweetyproject.org/w/incmes
http://tweetyproject.org/w/incmes
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Definition 5 ([24]). The drastic inconsistency measure Id : K → R
∞
≥0 is

defined as

Id(K) =
{

1 if K |=⊥
0 otherwise

for K ∈ K.

While not being particularly useful for the purpose of actually differentiating
between inconsistent knowledge bases, the measure Id already satisfies the basic
five postulates from above [24].

In [22] several dimensions for measuring inconsistency have been discussed.
A particular observation from this discussion is that inconsistency measures
can be roughly divided into two categories: syntactic and semantic approaches.
While this distinction is not clearly defined4 it has been used in following works
to classify many inconsistency measures. Using this categorisation, syntactic
approaches refer to inconsistency measures that make use of syntactic objects
such as minimal inconsistent sets (or maximal consistent sets). On the other
hand, semantic approaches refer to measures employing non-classical semantics
for that purpose. However, there are further measures which fall into neither (or
both) categories. In the following, we will look at some measures from each of
these categories.

4.1 Measures Based on Minimal Inconsistent Sets

A minimal inconsistent subset M of a knowledge base K represents the “essence”
of a single conflict in K. Naturally, a simple approach to measure inconsistency
is to take the number of minimal inconsistent subsets as a measure.

Definition 6 ([24]). The MI-inconsistency measure IMI : K → R
∞
≥0 is defined

as IMI(K) = |MI(K)| for K ∈ K.

The above measure complies with the postulates of consistency, monotony,
and free-formula independence but fails to satisfy dominance and normalisation
(although a normalised variant that suffers from other shortcomings can easily
be defined). Table 2 below gives an overview on the compliance of the measures
formally considered in this paper with the basic postulates from above, see [41]
for proofs or references to proofs. The idea behind the MI-inconsistency measure
can be refined in several ways, taking e. g. the sizes of the individual minimal
inconsistent sets and how they overlap into account [13,25,26]. One example
being the following measure.

Definition 7 ([24]). The MIc-inconsistency measure IMIC : K → R
∞
≥0 is

defined as

IMIC(K) =
∑

M∈MI(K)

1
|M |

for K ∈ K.
4 And in this author’s opinion also a bit mislabelled.
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The MIc-inconsistency measure takes also the sizes of the individual minimal
inconsistent subsets into account. The intuition here is that larger minimal incon-
sistent subsets represent less inconsistency (as the conflict is more “hidden”) and
small minimal inconsistent subsets represent more inconsistency (as it is more
“apparent”).

Example 2. Consider again knowledge bases K1 and K2 from before defined via

K1 = {sunny,¬sunny,hot,¬hot}
K2 = {¬hot, sunny, sunny → hot,humid}

Here we have

IMI(K1) = 2 IMI(K2) = 1
IMIC(K1) = 1 IMIC(K2) = 1/3

Observe that, while IMI and IMIC disagree on the exact values of the inconsistency
in K1 and K2 they do agree on their order (K1 is more inconsistent than K2).
This is not generally true, consider

K8 = {a,¬a}
K9 = {a1,¬a1 ∨ b1,¬b1 ∨ c1,¬ ∨ d1,¬d1 ∨ ¬a1,

a2,¬a2 ∨ b2,¬b2 ∨ c2,¬ ∨ d2,¬d2 ∨ ¬a2}

IMI(K8) = 1 IMI(K9) = 2
IMIC(K8) = 1/2 IMIC(K9) = 2/5

where K8 is less inconsistent than K9 according to IMI and the other way around
for IMIC .

4.2 Measures Based on Non-classical Semantics

Measures based on minimal inconsistent subsets provide a formula-centric view
on the matter of inconsistency [22]. If a formula (as a whole) is part of a conflict, it
is taken into account for measuring inconsistency. Another possibility is to focus
on propositions rather than formulas. Consider again the knowledge base K7 =
{a∧c, b∧¬c,¬a∨¬b} from Example 1 which possesses one minimal inconsistent
subset {a ∧ c, b ∧ ¬c}. However, it is clear that there is also a conflict involving
the propositions a and b, which is not “detected” by measures based on minimal
inconsistent subsets. Thus, another angle for measuring inconsistency consists
in counting how many propositions participate in the inconsistency. A possible
means for doing this is by relying on non-classical semantics. The contension
measure [17] makes use of Priest’s logic of paradox, which has a paraconsistent
semantics that we briefly recall now. A three-valued interpretation υ on At is a
function υ : At → {T, F,B} where the values T and F correspond to the classical
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true and false, respectively. The additional truth value B stands for both and is
meant to represent a conflicting truth value for a proposition. The function υ is
extended to arbitrary formulas as shown in Table 1. An interpretation υ satisfies
a formula α, denoted by υ |=3 α if either υ(α) = T or υ(α) = B. Define υ |=3 K
for a knowledge base K accordingly. Now inconsistency can be measured by
seeking an interpretation υ that assigns B to a minimal number of propositions.

Definition 8 ([17]). The contension inconsistency measure Ic : K → R
∞
≥0 is

defined as

Ic(K) = min{|υ−1(B) ∩ At| | υ |=3 K}

for K ∈ K.

Note that Ic is well-defined as for every knowledge K there is always at least
one interpretation υ satisfying it, e. g., the interpretation that assigns B to all
propositions.

Table 1. Truth tables for propositional three-valued logic.

α β υ(α ∧ β) υ(α ∨ β) α υ(¬α)
T T T T T F
T B B T B B
T F F T F T
B T B T
B B B B
B F F B
F T F T
F B F B
F F F F

A further approach—that is in contrast to Ic still formula-centric—is to make
use of probability logic to define an inconsistency measure [27]. A probability
function P on L(At) is a function P : Ω(At) → [0, 1] with

∑
ω∈Ω(At) P (ω) = 1.

We extend P to assign a probability to any formula φ ∈ L(At) by defining

P (φ) =
∑

ω|=φ

P (ω)

Let P(At) be the set of all those probability functions.

Definition 9 ([27]). The η-inconsistency measure Iη : K → R
∞
≥0 is defined as

Iη(K) = 1 − max{ξ | ∃P ∈ P(At) : ∀α ∈ K : P (α) ≥ ξ}

for K ∈ K.
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The measure Iη looks for a probability function P that maximises the minimum
probability of all formulas in K. The larger this probability the less inconsistent
K is assessed (if there is a probability function assigning 1 to all formulas then
K is obviously consistent).

Example 3. Consider again knowledge bases K1 and K2 from before defined via

K1 = {sunny,¬sunny,hot,¬hot}
K2 = {¬hot, sunny, sunny → hot,humid}

Here we have

Ic(K1) = 2 Ic(K2) = 1
Iη(K1) = 0.5 Iη(K2) = 1/3

where, in particular, Ic also agrees with IMI (see Example 2). Consider now

K10 = {a,¬a} K11 = {a ∧ b ∧ c,¬a ∧ ¬b ∧ ¬c}

where

Ic(K1) = 1 Ic(K2) = 3
Iη(K1) = 0.5 Iη(K2) = 0.5

IMI(K1) = 1 Ic(K2) = 1

So Ic looks inside formulas to determine the severity of inconsistency.

While Ic makes use of paraconsistent logic and Iη of probability logic other
logics can be used for that purpose as well. In [38] a general framework is estab-
lished that allows to plugin any many-valued logic (such as fuzzy logic) to define
inconsistency measures.

4.3 Further Measures

There are further ways to define inconsistency measures that do not fall strictly
in one of the two paradigms above. We have a look at some now.

A simple approach to obtain a more proposition-centric measure (as Ic) while
still relying on minimal inconsistent sets is the following measure.

Definition 10 ([44]). The mv inconsistency measure Imv : K → R
∞
≥0 is

defined as

Imv(K) =
|⋃M∈MI(K) At(M)|

|At(K)|
for K ∈ K.
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In other words, Imv(K) is the ratio of the number of propositions that appear
in at least one minimal inconsistent set and the number of all propositions.

Another approach that makes no use of either minimal inconsistent sets or
non-classical semantics is the following one. A subset H ⊆ Ω(At) is called a
hitting set of K if for every φ ∈ K there is ω ∈ H with ω |= φ.

Definition 11 ([37]). The hitting-set inconsistency measure Ihs : K → R
∞
≥0 is

defined as

Ihs(K) = min{|H| | H is a hitting set of K} − 1

for K ∈ K with min ∅ = ∞.

So Ihs seeks a minimal number of (classical) interpretations such that for each
formula there is at least one model in this set.

Example 4. Consider again knowledge bases K1 and K2 from before defined via

K1 = {sunny,¬sunny,hot,¬hot}
K2 = {¬hot, sunny, sunny → hot,humid}

Here we have

Imv(K1) = 1 Imv(K2) = 2/3
Ihs(K1) = 1 Ihs(K2) = 1

Moreover, Grant and Hunter [18] define new families of inconsistency mea-
sures based on distances of classical interpretations to being models of a knowl-
edge base. Besnard [4] counts how many propositions have to be forgotten—i. e.
removed from the underlying signature of the knowledge base—to turn an incon-
sistent knowledge base into a consistent one.

Table 2. Compliance of inconsistency measures with rationality postulates consistency
(CO), normalisation (NO), monotony (MO), free-formula independence (IN), and dom-
inance (DO)

I CO NO MO IN DO

Id ✓ ✓ ✓ ✓ ✓

IMI ✓ ✗ ✓ ✓ ✗

IMIC ✓ ✗ ✓ ✓ ✗

Ic ✓ ✗ ✓ ✓ ✓

Iη ✓ ✓ ✓ ✓ ✓

Imv ✓ ✓ ✗ ✗ ✗

Ihs ✓ ✗ ✓ ✓ ✓
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5 Beyond Propositional Logic

While most work in the field of inconsistency measurement is concerned with
using propositional logic as the knowledge representation formalism, there are
some few works, which consider measuring inconsistency in other logics. We will
have a brief overview on some of these works now, see [19] for some others.

5.1 First-Order and Description Logic

In [16], first-order logic is considered as the base logic. Allowing for objects and
quantification brings new challenges to measuring inconsistency as one should
distinguish in a more fine-grained manner how much certain formulas contribute
to inconsistency. For example, a formula ∀X : bird(X) → flies(X)—which mod-
els that all birds fly—is probably the culprit of some inconsistency in any knowl-
edge base. However, depending on how many objects actually satisfy/violate
the implication, the severity of the inconsistency of the overall knowledge base
may differ (compare having a knowledge base with 10 flying birds and 1 non-
flying bird to a knowledge base with 1000 flying birds and 1 non-flying bird).
[16] address this challenge by proposing some new inconsistency measures for
first-order logic.

There are also several works—see e. g. [29,45]—that deal with measuring
inconsistency in ontologies formalised in certain description logics.

5.2 Probabilistic Logic

In probabilistic logic, classical propositional formulas are augmented by prob-
abilities yielding statements such as (sunny ∧ humid)[0.7] meaning “it will be
sunny and humid with probability 0.7”. Semantics are given to such a logic by
means of probability distributions over sets of propositions. Inconsistencies in
modelling with such a logic can appear, in particular, when “the numbers do
not add up”. In addition to the previous formula consider (humid)[0.5] which
states that “it will be humid with probability 0.5”. Both formulas together are
inconsistent as it cannot be the case the probability of being humid is at least
0.7 (which is implied by the first formula) and 0.5 at the same time. Measures
for probabilistic logic, see the recent survey [12], focus on measuring distances of
the probabilities of the formulas to a consistent state or propose weaker notions
of satisfying probability distributions and measure distances between those and
classical probability distributions.

5.3 Non-monotonic Logics

In non-monotonic logics, inconsistency in a knowledge base may be resolved by
adding formulas. Consider e. g. the following rules in answer set programming [8]:
{b ←,¬b ← not a}. Informally, these rules state that b is the case and that if a is
not the case, ¬b is the case. The negation “not” is a negation-as-failure and the
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whole program is inconsistent as both b and ¬b can be derived. However, adding
the rule a ← stating that a is the case, makes the program consistent again as the
second rule is not applicable any more. An implication of this observation is that
consistent programs may have inconsistent subsets, which make the application
of classical measures based on minimal inconsistent sets useless. In [9] a stronger
notion for minimal inconsistent sets for non-monotonic logics is proposed that
is used for inconsistency measurement in [43], and, in particular, for answer set
programming in [42].

6 Summary and Discussion

In this paper we gave a brief overview on the field of inconsistency measurement.
We motivated the field, discussed several rationality postulates for concrete mea-
sures, and surveyed some of its basic approaches. We also gave a short overview
on approaches that use formalisms other than propositional logic as the base
knowledge representation formalism.

Inconsistency measures can be used to compare different formalisations of
knowledge, to help debug flawed knowledge bases, and guide automatic repair
methods. For example, inconsistency measures have been used to estimate reli-
ability of agents in multi-agent systems [11], to allow for inconsistency-tolerant
reasoning in probabilistic logic [33], or to monitor and maintain quality in
database settings [14].

Inconsistency measurement is a problem that is not easily defined in a formal
manner. Many approaches have been proposed, in particular in recent years, each
taking a different perspective on this issue. We discussed rationality postulates
as a means to prescribe general desirable behaviour of an inconsistency mea-
sure and there have also been a lot of proposals in the recent past, [41] lists an
additional 13 compared to the five postulates we discussed here. Many of them
are mutually exclusive, describe orthogonal requirements, and are not generally
accepted in the community. Besides rationality postulates, other dimensions for
comparing inconsistency measures are their expressivity and their computational
complexity. Expressivity [36,41] refers to the capability of an inconsistency to dif-
ferentiate between many inconsistent knowledge base. For example, the drastic
inconsistency measure—which assigns 1 to every inconsistent knowledge base—
has minimal expressivity as it can only differentiate between consistency and
inconsistency. On the other hand, the contension measure Ic can differentiate
up to n + 1 different states of inconsistency, where n is the number of propo-
sitions appearing in the signature. As for computational complexity, it is clear
that all problems related to inconsistency measurement are coNP-hard, as the
identification of unsatisfiability is always part of the definition. In fact, the deci-
sion problem of deciding whether a certain value is a lower bound for the actual
inconsistency value of a given inconsistency measure, is coNP-complete for many
measures such as Ic [35,41]. However, the problem is harder for other measures,
e. g., the same problem for Imv is already Σp

2 -complete [44].
This paper points to a series of open research questions that may be inter-

esting to pursue. For example, the discussion on the “right” set of postulates
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is not over. What is needed is a characterising definition of an inconsistency
measure using few postulates, as the entropy is characterised by few simple
properties as an information measure. However, we are currently far away from
a complete understanding of what an inconsistency measure constitutes. More-
over, the algorithmic study of inconsistency measurement has (almost) not been
investigated at all. Although straightforward prototype implementations of most
measures are available5, those implementations do not necessarily optimise run-
time performance. Only a few papers [2,30–32,37] have addressed this challenge
previously, mainly by developing approximation algorithms. Besides more work
on approximation algorithms, another venue for future work is also to develop
algorithms that work effectively on certain language fragments—such as certain
description logics—and thus may work well in practical applications.

Acknowledgements. The research reported here was partially supported by the
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Abstract. We employ graph convolutional networks for the purpose
of determining the set of acceptable arguments under preferred seman-
tics in abstract argumentation problems. While the latter problem is
complexity-wise one of the hardest problems in reasoning with abstract
argumentation problems, approximate methods are needed here in order
to obtain a practically relevant runtime performance. This first study
shows that deep neural network models such as graph convolutional net-
works significantly improve the runtime while keeping the accuracy of
reasoning at about 80% or even more.

Keywords: Neural network · Reasoning · Abstract argumentation

1 Introduction

Computational models of argumentation [3] are approaches for non-monotonic
reasoning that focus on the interplay between arguments and counterarguments
in order to reach conclusions. These approaches can be divided into either
abstract or structured approaches. The former encompass the classical abstract
argumentation frameworks following Dung [9] that model argumentation sce-
narios by directed graphs, where vertices represent arguments and directed links
represent attacks between arguments. In these graphs one is usually interested
in identifying extensions, i.e., sets of arguments that are mutually acceptable
and thus provide a coherent perspective on an outcome of the argumentation.
On the other hand, structured argumentation approaches consider arguments
to be collections of formulas and/or rules which entail some conclusion. The
most prominent structured approaches are ASPIC+ [21], ABA [26], DeLP [13],
and deductive argumentation [4]. These approaches consider a knowledge base
of formulas and/or rules as a starting point.

In this paper, we are interested in approximate methods to reasoning with
abstract argumentation approaches. Previous works on reasoning with abstract
argumentation focus mostly on sound and complete methods, see e.g. [5] for
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a recent survey and the International Competition on Computational Models
of Argumentation1 (ICCMA) [12,25] for actual implementations. To the best
of our knowledge, the only incomplete algorithms for abstract argumentation
are [22,24] that use stochastic local search. Here, we use deep neural networks
to model the problem of deciding (credulous) acceptability of arguments wrt.
preferred semantics as a classification problem. We train a graph convolutional
neural network [17]—a special form of a convolutional neural network that is
tailored towards processing of graphs—with data obtained by random generation
of abstract argumentation frameworks and annotated by a sound and complete
solver (in our case CoQuiAAS [19]). After training, the obtained classifier can be
used to solve the acceptability problem in constant time. However, the obtained
classifier provides only an approximation to the actual answer. Our experiments
showed that approximation quality is about 80% in general, while it can be up to
99% in certain cases.

The remainder of this paper is structured as follows. In Sect. 2, the basic
concepts of abstract argumentation and artificial neural networks are recalled.
Section 3 explains the approach of representation the acceptability problems as
a classification problem. Section 4 describes our experimental evaluation and
discusses its results. We conclude in Sect. 5 with a discussion and summary.

2 Preliminaries

In the following, we recall basic definitions of abstract argumentation and arti-
ficial neural networks.

2.1 Abstract Argumentation

An abstract argumentation framework [9] AF is a tuple AF = (Arg, →) where
Arg is a set of arguments and → ⊆ Arg × Arg is the attack relation.

Semantics are given to abstract argumentation frameworks by means of
extensions. A set of arguments E ⊆ Arg is called an extension if it fulfils cer-
tain conditions. There are various types of extensions, however this paper will
be focused on the four classical types proposed by Dung [9]. Namely, these are
complete, grounded, preferred, and stable semantics. All of these types of exten-
sions must be conflict-free. A set of arguments E ⊆ Arg in an argumentation
framework AF = (Arg, →) is conflict-free, iff there are no arguments A,B ∈ E
with A → B.

Moreover, an argument A is called acceptable with respect to a set of argu-
ments E ⊆ Arg iff for every B ∈ Arg with B → A there is an argument A′ ∈ E
with A′ → B. Based on these definitions, the four different types of extensions
are defined for an argumentation framework AF = (Arg,→) as follows:

1. Complete extension: A set of arguments E ⊆ Arg is called a complete
extension iff it is conflict-free, all arguments A ∈ E are acceptable with

1 http://argumentationcompetition.org.

http://argumentationcompetition.org
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Fig. 1. Artificial neuron, adapted from https://inspirehep.net/record/1300728/plots

respect to E and there is no argument B ∈ Arg \ E that is acceptable with
respect to E.

2. Grounded extension: A set of arguments E ⊆ Arg is called a grounded
extension iff it is complete and E is minimal with respect to set inclusion.

3. Preferred extension: A set of arguments E ⊆ Arg is called a preferred
extension iff it is complete and E is maximal with respect to set inclusion.

4. Stable extension: A set of arguments E ⊆ Arg is called a stable extension
iff it is complete and ∀A ∈ Arg\E : ∃B ∈ E with B → A.

2.2 Artificial Neural Networks and Graph Convolutional Networks

An artificial neural network (henceforth also referred to as neural network or sim-
ply network) generally consists of multiple artificial neurons that are connected
with each other. In biology, a neuron is a nerve cell that occurs, for example,
in the brain or in the spinal cord. Neurons are specialised on conducting and
transferring stimuli [23]. In computer science, (artificial) neurons denote a data
structure that was developed to work similarly to their biological example. It
is to be noted that there exist different models of artificial neurons and neural
networks. Due to its contextual relevance in this paper, solely the structure and
functionality of the multilayer perceptron model [14] will be described.

An artificial neuron can have multiple inputs xi ∈ R with i ∈ {1, . . . ,n} that
form the input vector x = (x1, . . . ,xn)�. Each of the n inputs is multiplied by
a weight wi. In addition to the regular inputs, there are so-called bias inputs b.
They serve the purpose of stabilising the computation. As visualised in Fig. 1, an
activation function f(·) is applied to the sum of all weighted inputs. The result
of the function is the neuron’s output [8,16].

Analogously to the biological prototype, artificial neurons are connected to
networks. Such networks are usually arranged in layers that consist of at least
one neuron. There is one input layer, one or more so-called hidden layers, and
one output layer. It is to be noted that the input layer is considered a layer only
for convenience, because it only passes the input values to the next layer with-
out further processing [16,20]. Neural networks can be understood as graphs,

https://inspirehep.net/record/1300728/plots
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with neurons as nodes and their connections as edges. For training neural net-
works, the back-propagation algorithm is used in most cases. Back-propagation
is a supervised learning method, meaning that at all times during training, the
output corresponding to the current input must be known. The goal is to find
the most exact mapping of the input vectors to their output vectors. This is
realised by adjusting the weights on the edges of the graph, see [16] for details.

In the context of graph theory, Kipf et al. [17] introduce graph convolutional
networks that are able to directly use graphs as input instead of a vector of reals.
More precisely, they introduce a layer-wise propagation rule for neural networks
that operates directly on graphs. It is formulated as follows:

H(l+1) = σ
(
D̃− 1

2 ÃD̃− 1
2 H(l)W (l)

)
(1)

H(l) ∈ R
N×D denotes the matrix of activations in the lth layer. σ(·) is an

activation function, such as ReLU (Rectified Linear Units) [18]. Moreover,
Dii =

∑
j Ãij and Ã = A+IN , where A is the adjacency matrix of the graph and

IN is the identity matrix. W (l) denotes a layer-specific trainable weight matrix.
Spectral convolutions on graphs are defined as

gθ ∗ x = UgθU
�x. (2)

A signal x ∈ R
N (a scalar for every node) is multiplied by a filter gθ = diag(θ),

which is parameterised by θ in the Fourier domain. U is the matrix of Eigenvec-
tors of the normalised graph Laplacian L = IN − D− 1

2 AD− 1
2 = UΛU�, where

Λ is a diagonal matrix of the Laplacian’s Eigenvalues. U�x is the graph Fourier
transform of x [17].

For a number of reasons, evaluating Eq. (2) is computationally expensive. For
example, computing the Eigendecomposition of L might become rather expensive
for large graphs. Hammond et al. [15] suggest that gθ(Λ) can be approximated
by a truncated expansion in terms of Chebyshev polynomials in order to avoid
this problem:

gθ′(Λ) ≈
K∑

k=0

θ′
kTk(Λ̃) (3)

Tk(x) denotes the Chebyshev polynomials up to Kth order. The matrix Λ is
rescaled to Λ̃ = 2

λmax
Λ − IN , where λmax describes the largest Eigenvalue of

L. Besides, θ′ ∈ R
K is now a vector of Chebyshev coefficients. Integrating this

approximation into the definition of a convolution of a signal x with a filter gθ′

yields

gθ′ ∗ x ≈
K∑

k=0

θ′
kTk(L̃)x, (4)

with L̃ = 2
λmax

L − IN [17]. Because this convolution is a Kth-order polynomial
in the Laplacian, it is K-localized. This means, it depends only on a certain
neighbourhood—more specifically: it only depends on nodes which are at maxi-
mum K steps away from the central node.
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Stacking multiple convolutional layers in the form of Eq. (4) (each layer fol-
lowed by a point-wise non-linearity) leads to a neural network model that can
directly process graphs.

3 Casting the Acceptability Problem as a Classification
Problem

In abstract argumentation there are several interesting decision problems with
varying complexity [10]. For example, the problem Credσ with σ being either
complete, grounded, preferred, or stable semantics, asks for a givenAF = (Arg,→)
and an argument A ∈ Arg, whether A is contained in at least one σ-extension
of AF. For preferred semantics this is an NP-complete problem [10]. For our first
feasibility study here, we will focus on this problem, i.e., CredPR.

In order to represent CredPR as a classification problem, we assume that for
any given input argumentation framework AF = (Arg, →) we have an arbitrary
but fixed order of the arguments, i.e., Arg = {A1, . . . ,An}. Moreover, let A
denote the set of all abstract argumentation frameworks and V the set of all
vectors with values in [0,1] of arbitrary dimension. Conceptually, our classifier C
then will be a function of the type C : A → V with |C(Arg, →)| = |Arg|, i.e., on
an input argumentation framework with n arguments we get an n-dimensional
real vector as the result.2 The interpretation of this output then is that the i-th
entry of C(Arg, →) denotes the likelihood of argument Ai being credulously
accepted wrt. preferred semantics. Of course, a sound and complete classifier C
should output 1 whenever this is true and 0 otherwise. However, as we will only
approximate the true solution, all values in the interval [0,1] are possible.

The function C, in our case represented by a graph convolutional network,
will be trained on benchmark graphs where the gold standard, i.e. the true
solutions, is available, e.g., by means of asking a complete oracle solver. Given
enough and diverse benchmark graphs for training, our main hypothesis is that
C approximates the intended behaviour.

4 Experimental Evaluation

The framework for graph convolutional networks (GCNs) offered by Kipf et al.
[17], which is realised with the aid of Google’s TensorFlow [1], is designed to
find labels for certain nodes of a given graph and is thus a reasonable starting
point for examining if it is possible to decide whether an argument is credulously
accepted wrt. preferred semantics by the use of neural networks.

2 Note that implementation-wise this is not completely true as the size of the output
vector has to be fixed.
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4.1 Datasets

An essential part of any machine learning task is collecting sufficient training
and test data. The probo3 [7] benchmark suite can be used to generate graphs
with different properties. A solver such as CoQuiAAS [19] can then be used
to compute the corresponding extensions. The suite offers three different graph
generators that each yield graphs with different properties. The first one, the
GroundedGenerator, produces graphs that have a large grounded extension. The
SccGenerator produces graphs that are likely to have many strongly connected
components. Lastly, the StableGenerator generates graphs that are likely to have
many stable, preferred, and complete extensions. To provide even more diversity
in the data, we use AFBenchGen4 [6] as a second graph generator. It generates
random scale-free graphs by using the Barabási-Albert model [2], as well as graphs
using the Watts-Strogatz model [27], and the Erdős-Rényi model [11].

In order to examine the impact of the training set size on the classification
results, a number of different-sized datasets is generated. It is to be noted that
each dataset contains the next smaller dataset in addition to some new data. This
strategy is supposed to keep changes in the character of the dataset minimal.
The test set is, of course, an exception from this rule. Moreover, each dataset
(including the test set) is composed of equal shares of all six previously described
types of graphs, and all graphs have between 100 and 400 nodes. Table 1 gives
an overview.

In addition to the specifically generated test set, a fraction of the bench-
mark dataset used in the International Competition on Computational Models
of Argumentation (ICCMA) 2017 [12] is used in order to examine how a trained
model performs on external data. Said fraction consists of 45 graphs of group B
(the only one designated for solvers of CredPR) that were chosen from all five
difficulty categories.

Table 1. Dataset overview.

ID Number of graphs Total number of nodes

5-of-each 30 5,461

10-of-each 60 12,056

25-of-each 150 32,026

50-of-each 300 73,717

75-of-each 450 108,050

100-of-each 600 149,130

Test 120 30,603

3 https://sourceforge.net/projects/probo/.
4 https://sourceforge.net/p/afbenchgen/wiki/Home/.

https://sourceforge.net/projects/probo/
https://sourceforge.net/p/afbenchgen/wiki/Home/
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4.2 Experimental Setup

The GCN framework [17] was designed to perform node-wise classification on
a single large graph in a semi-supervised fashion. In order to use the GCN
framework in its intended way, three different matrices need to be provided: an
N × N adjacency matrix (N : number of nodes), an N × D feature matrix (D:
number of features per node), and an N × F binary label matrix (F : number of
classes).

For this work, the training process should be supervised rather than semi-
supervised. However, the set of unlabeled nodes can be left empty. Because all
nodes consequently have a known label, the training process becomes supervised
instead of semi-supervised. Besides, instead of one single graph with some nodes
to be classified, entire sets of graphs are supposed to provide the training and
test sets. To realise this, the graphs in both training and test set are considered
one big graph. This yields an adjacency matrix that essentially contains the
adjacency matrices of all graphs. The graphs belonging to the test set make up
the set of nodes that are to be classified.

The feature matrix can be used to provide additional information on the con-
tent of the nodes that could be used to improve classification. However, defining
an appropriate feature matrix is a rather difficult matter in our application sce-
nario, because the nodes do not contain any information, in contrast to, for
example, social networks or citation networks. In Sect. 4.3, two different solu-
tions are explored. The first one is a simple N ×1 matrix that contains the same
constant for every node (which means that no additional features are provided
for the nodes). For the second option, the number of incoming and outgoing
attacks per argument are used as features, resulting in an N × 2 matrix (one
column for each incoming and outgoing attacks).

4.3 Results

When dealing with artificial neural networks, quite a few parameters can influ-
ence the outcome of the training process. The following section describes various
experimental results in which the impact of different factors on the quality of
the classification process is examined. Those factors include, for instance, the
size and nature of the training set, the learning rate, and the number of epochs
being used to train the neural network model. Finally, we report on some runtime
comparison with a sound and complete solver.

Feature Matrix. As explained in Sect. 4.2, there are two different types of
feature matrix that may be used in the training process. While training with
the feature matrix that does not contain any features (henceforth referred to
as fm1) always results in an accuracy of 77.0%, training with the matrix that
encodes incoming and outgoing attacks as features (henceforth referred to as
fm2) offers slightly better results (up to 80.3%). Accuracy is measured by divid-
ing the number of correct predictions by the total number of predictions. The
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Table 2. Accuracy per class for both feature matrix types.

fm1 fm2

Accuracy Yes Accuracy No Accuracy Yes Accuracy No

0.0000 1.0000 0.1499 0.9846

0.0000 1.0000 0.2025 0.9810

0.0000 1.0000 0.2083 0.9803

Table 3. Training results for individual graph types and parameter settings for train-
ing. Additional parameters were set as follows: number of epochs: 500, learning rate:
0.001, dropout: 0.05.

Barabási-Albert Erdős-Rényi Grounded Scc Stable Watts-Strogatz

Accuracy Yes 1.0000 0.0000 0.0771 0.0000 0.0000 0.0000

Accuracy No 0.0000 1.0000 0.9950 1.0000 1.0000 1.0000

Accuracy total 0.8421 0.8152 0.7109 0.9886 0.8421 0.9988

F1 Score 0.0000 0.0000 0.1417 0.0000 0.0000 0.0000

accuracy value for class Yes can also be viewed as the recall value, which is cal-
culated by dividing the number of true positives by the sum of true positives and
false negatives. Moreover, by calculating the precision (true positives divided by
the sum of true positives and false positives), the F1 score can be obtained as
follows:

F1 = 2 · Precision · Recall
Precision + Recall

(5)

Moreover, because it seems unusual that multiple different training setups
all return the same value, it is important to also look into the class-specific
accuracies. Table 2 reveals that the network only learned to classify all nodes as
No when trained with fm1. Incorporating fm2 into the training process leads
to an accuracy of class Yes of up to 20.8%. Whereas this result still needs
optimisation, it shows that using fm2 is the more promising approach. In all
following experiments, fm2 is used.

Graph Types. In order to further investigate the background of the prior
results, the different graph types are examined. Six additional datasets that
consist of one graph type each, are created. Each one contains 100 graphs for
training and 20 graphs for testing. Essentially, the 100-of-each training set and
the test set are split into six subsets consisting of only one graph type per set.

In Table 3, the training results, alongside the settings that were used to
retrieve these values, are presented. Several observations can be made from the
results. Firstly, a set of parameter settings does not work equally well on all graph
types. While four out of six graph types only learn to decide on one class for
all instances, Grounded and Stable graphs show first signs of a deeper learning
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Table 4. Classification results after training with different-sized training sets. Param-
eter settings: epochs: 500, learning: 0.01, dropout rate: 0.05. However, a difference in
training set size might require different settings. For example, a larger dataset might
need more epochs to converge than a smaller ones.

Dataset Accuracy Yes Accuracy No Accuracy total F1 score

5-of-each 0.0000 1.0000 0.7701 0.0000

10-of-each 0.1869 0.9795 0.7972 0.2976

25-of-each 0.2025 0.9810 0.8020 0.3199

50-of-each 0.2170 0.9797 0.8043 0.3377

75-of-each 0.2174 0.9793 0.8041 0.3380

100-of-each 0.2210 0.9786 0.8044 0.3419

process. Increasing the number of epochs to 1000 yields exactly the same accu-
racies for Barabási-Albert, Erdős-Rényi, Scc, and Watts-Strogatz graphs, but
improves the values for Grounded and Stable. This leads to the assumption that
the graph types are of different difficulty for the network to learn. The fact that
98.86% (Scc) or even 99.89% (Watts-Strogatz) of the graphs’ nodes belong to
one class supports this assumption. Classifying such unevenly distributed classes
is quite a difficult task for a neural network.

Another observation is that the set of Barabási-Albert graphs is the only one
where the majority of instances is in the class Yes. This might help creating
a dataset with more evenly distributed classes. Generally, it is certainly helpful
to have some graphs with more Yes instances in a dataset in order to generate
more diversity. Having a diverse dataset is a vital aspect when training neural
networks. Otherwise, the network might overfit to irrelevant features or might
not work for some application scenarios.

Dataset Size. Besides the influence of a dataset’s diversity, the amount of data
also has an impact on the training process. Table 4 shows some classification
results for the different datasets described in Sect. 4.1. As expected, it indicates
that bigger training sets have a greater potential to improve classification results.
Nonetheless, utilizing more training data does not automatically mean better
results. As displayed in Table 4, adding more than 50 graphs of each type does
not yield a significant increase in accuracy. The values for overall accuracy and
accuracy for class No do not change much at all (both less than 3.5%) when
adding more training data. It is, however, crucial to look into the accuracy of
class Yes as well as the F1 scores, because it indicates that the network actually
learned some features of a preferred extension, instead of guessing No for all
instances. Training with 25 graphs per type (150 in total) already results in
20.25% accuracy of class Yes—only 1.85% less than a training with a total of 600
graphs yields. Training with 50 graphs per type increases the accuracy for Yes
by another 1.45%, which may still be regarded as significant when considering
that the difference to the next bigger training set is merely 0.04%. In summary,



Using Graph Convolutional Networks for Abstract Argumentation 33

Table 5. Classification results after training with a more balanced dataset in regard
to instances per class.

Number of
epochs

Learning
rate

Dropout Accuracy
Yes

Accuracy
No

Accuracy
total

F1 score

500 0.1 0.05 0.2488 0.9705 0.8045 0.3693

500 0.01 0.05 0.2589 0.9669 0.8041 0.3781

500 0.001 0.05 0.2372 0.9735 0.8042 0.3578

250 0.01 0.05 0.2659 0.9644 0.8037 0.3839

750 0.01 0.05 0.2728 0.9622 0.8037 0.3899

500 0.01 0.01 0.2682 0.9637 0.8038 0.3859

500 0.01 0.1 0.2494 0.9697 0.8041 0.3693

the increase in accuracy for class Yes rather quickly starts stagnating when
more data is added.

Optimisation. Training a neural network is a task that demands careful adjust-
ment of various parameters and other aspects. This section describes several
approaches that may optimise the results gathered so far.

The main problem with the previous results is that the model seems to under-
fit. A reason for that might be that the training set is badly balanced in terms
of number of instances per class. A dataset where the two classes are about
equally distributed might lead to an improvement. Therefore, an additional
training set is generated, which consists of 100 Barabási-Albert graphs and a
total of 100 graphs of the other types (20 graphs of each). The results for train-
ing with this dataset under different parameter settings (regarding the learning
rate, number of epochs, and dropout rate) are displayed in Table 5. It becomes
clear that the overall accuracy does not improve significantly in comparison to
the previous results. Nevertheless, the accuracy of class Yes increased to values
between 23.72% (500 epochs, learning rate 0.001, dropout 0.05) and 27.28% (750
epochs, learning rate 0.01, dropout 0.05). So, these results might be considered
a slight improvement, because they are more evenly distributed than the former
ones. Another observation is that changes in number of epochs, learning rate, or
dropout rate do not lead to any significant improvements in total accuracy. In
fact, most alterations in parameter settings yield slightly worse results.

Looking into the actual numbers of instances of Yes and No reveals that
instances of the latter class are still the majority (54.4%). To further equalize the
number of instances per class, the training set is augmented by 27 more Barabási-
Albert graphs (7300 arguments). The distribution of ground truth labels is now
50.6% YES and 49.4% No, respectively. Training the neural network with this
dataset (parameters are set to 500 epochs, a learning rate of 0.01, and a dropout
rate of 0.05) results in a total accuracy of 80.0%. However, the accuracy of class
Yes increased to 29.7%, while the corresponding value for class No marginally
decreased to 95.0%. This demonstrates that using a more balanced training set
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Fig. 2. Results for testing with benchmark data.

(in respect of instances per class) also leads to more balanced results. Since the
test set consists of 77.0% instances of class No, the total accuracy does not
increase, though.

Competition Data. In order to get a sense of how the training results transfer
to other data, two differently trained models are tested on the competition data
(see Sect. 4.1). The first model is trained with the 50-of-each dataset. The learn-
ing rate is set to 0.01, dropout to 0.05, and number of epochs to 500. The second
model uses the same settings, but is trained with the more balanced dataset con-
taining 127 Barabási-Albert graphs and 100 others as illustrated above. Figure 2
displays a comparison of the results. The overall accuracy is very similar for both
training sets: about 17% lower than for the regular test set, and the class-specific
accuracy values are lower, too. This might be due to the benchmark dataset con-
taining graphs that are smaller or larger than the ones in the training set. Also,
additional types of graphs are included in the benchmark dataset.

Runtime Performance. Aside from the quality of the classification results,
another aspect that needs to be considered is the time efficiency. In order to put
GCN’s efficiency into perspective, it is compared to CoQuiAAS, the SAT-based
argumentation solver used to provide ground truth labels for the training and
test sets.

For the GCN approach, only the time for evaluating the test set is mea-
sured, since a neural network can, once it is trained, classify as many arguments
as one wishes. Both methods are evaluated on classifying the entire test set
(see Sect. 4.1) using the same hardware. The difference is enormous: While the
GCN classifies the entire test set within <0.5 s, CoQuiAAS needs about an hour
(60.98 min). It is to be noted that the value for testing using a trained GCN
varies a bit depending on the training conditions. For example, a measurement
taken after training with the biggest training set (600 graphs) is 0.22 s. Training
with half the data lead to 0.13 s.

Table 6 reveals the big fluctuations in the amounts of time CoQuiAAS needs
to decide for a single argument whether it is included in a preferred extension
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Table 6. Time measurements in comparison.

Method Property Time in seconds

CoQuiAAS Maximum 19.274452

CoQuiAAS Mean 0.119561

CoQuiAAS Minimum 0.002222

GCN Mean 0.000007

or not. While the lowest value is at 0.002 s, the highest one is at 19.27 s—which
is about 8674 times as much. It is also worth noting that, if evaluating the
whole test set takes the GCN 0.22 s, it takes an average of 7 · 10−6 = 0.000007 s.
That means, the minimal amount of time CoQuiAAS needed to evaluate an
argument is still 317 times as much as the average amount of time the GCN takes.
We only report on the mean runtime for the GCN approach as classification is
independent of the instance, it is only polynomial in the size of the trained
network. It follows that the GCN approach has constant runtime wrt. the size
of the instance.

Of course, one needs to consider that a neural network also needs time for
training and possibly for preprocessing. Using the GCN framework, the training
process took approximately between 20 min and two hours—depending on the
dataset size and the parameter settings such as number of epochs or learning
rate. For other network models and frameworks, training might take a lot longer.
Nonetheless, once sufficient data is provided and the network is trained, it can
be used for any test set and it is extremely fast.

5 Conclusion

All in all, the attempt of training a graph-convolutional network on abstract
argumentation frameworks in order to decide whether an argument is included
in a preferred extension or not was rather moderate. The overall accuracy did
under no circumstances exceed 80.5%. When testing with benchmark data, it
was even lower (63%). However, extending the diversity of the training set, for
instance, by adding different-sized graphs or by adding new types of graphs,
might improve this result.

Furthermore, training a neural network model involves adjusting a great
number of parameters. Also, some of these parameters depend on each other.
Considering that training a neural network requires careful adaption of the train-
ing data, the parameter settings, and the network architecture itself, and that
some aspects also affect others, examining all reasonable possibilities exceeds the
extent of this work.

The training results are moderate: On the one hand, the overall classifica-
tion accuracy does not exceed 80.5%, which is not good enough for practical
applications, but on the other hand, it proves that the network learned at least
some rudimental features of a preferred extension. The fact that instances from
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both classes can be classified correctly reinforces this statement. The accuracy
for class Yes is far lower (<30%) than the accuracy for class No (>90%) in all
training procedures. A reason for this effect may be that the majority of the
training data is not included in an extension and thus labelled as No. Using
a training set where the distribution of instances per class is more balanced,
counteracts this effect to some degree. Using benchmark data for testing leads
to an overall accuracy of about 63%. The decrease in accuracy in comparison to
the specifically generated test set might be due to graph sizes and types that are
unknown to the network model, as they were not included in the training data.

Moreover, a GCN’s classification process is very time efficient: the entire test
set (30,603 arguments) is classified in <0.5 s. For comparison: the SAT solver
CoQuiAAS takes about an hour for the same dataset.

Generally, neural networks seem to be suited to perform the task of classi-
fying arguments as “included in a preferred extension” or “not included in a
preferred extension”. After all, it did work to a certain degree. Nevertheless,
the chosen network architecture seems to be inadequate for the task of abstract
argumentation. It is quite possible that a different network architecture leads
to better results. For example, an increased number of layers in a network or
more neurons per layer may increase the network’s ability to learn more com-
plex features. The results gathered in this paper show signs of underfitting, so
a deeper network would be a plausible strategy. Besides, GCNs were originally
constructed to process undirected graphs, yet argumentation frameworks are
represented as directed graphs. If a better suited neural network is found, the
next step could be to expand the classification problem to a regression prob-
lem by training the network to predict entire extensions, or even all possible
extensions of an argumentation framework.
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Abstract. Causal interaction models such as the noisy-or model, are
used in Bayesian networks to simplify probability acquisition for vari-
ables with large numbers of modelled causes. These models essentially
prescribe how to complete an exponentially large probability table from a
linear number of parameters. Yet, typically the full probability tables are
required for inference with Bayesian networks in which such interaction
models are used, although inference algorithms tailored to specific types
of network exist that can directly exploit the decomposition properties
of the interaction models. In this paper we revisit these decomposition
properties in view of general inference algorithms and demonstrate that
they allow an alternative representation of causal interaction models that
is quite concise, even with large numbers of causes involved. In addition
to forestalling the need of tailored algorithms, our alternative represen-
tation brings engineering benefits beyond those widely recognised.

Keywords: Bayesian networks · Causal interaction models ·
Maintenance robustness

1 Introduction

The use of causal interaction models has become popular as a technique for
simplifying probability acquisition upon building Bayesian networks for real-
world applications. These interaction models essentially impose specific patterns
of interaction among the causal influences on an effect variable, by means of a
parameterised conditional probability table for the latter variable. The number
of parameters involved in this table typically is linear in the number of causes
involved, where the full table itself is exponentially large in this number. Vari-
ous different causal interaction models have been designed for use in Bayesian
networks, the best known among which are the (leaky) noisy-or model and its
generalisations (see for example [4,11,17]).

While a causal interaction model describes a conditional probability table
for the effect variable in a causal mechanism by a linear number of parame-
ters, most software packages for inference with the embedding Bayesian network
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require the fully specified table. This full probability table is then generated
from the parameters and the definition of the interaction model used, prior to
the inference. Using fully expanded probability tables is associated with two
serious disadvantages, however. Firstly, the size of the full table is exponential
in the number of cause variables involved in a causal mechanism, which induces
both the specification size of the network and the runtime complexity of infer-
ence to increase substantially. Secondly, using full tables has the engineering
disadvantage that the modelling decision to impose a specific pattern of causal
interaction is no longer explicit in the representation, as a consequence of which
the intricate dependencies between the cells of the table are effectively hidden.

For richly-connected Bayesian networks with large numbers of cause variables
per effect variable, as found for example from probabilistic relational models [7],
inference scales poorly and quickly becomes infeasible. Over the last decades
therefore, researchers have addressed ways to ameliorate the representational
and inferential complexity of using fully expanded probability tables with causal
interaction models. One such approach has focused on the design of tailored
inference algorithms for noisy-or Bayesian networks, which trade off general
applicability and runtime efficiency; these algorithms in essence exploit the struc-
tured specification of the noisy-or model for all variables upon inference (see
for example [5,6,8,12,15]). While experimental results underline their scalability
for noisy-or networks, these tailored algorithms are not easily integrated with
current algorithms for probabilistic inference in general. Another approach to
tackling the representational and inferential complexity of using fully expanded
probability tables for causal interaction models, has focused on the design of
more concise representations of causal mechanisms; these alternative represen-
tations in essence are distilled automatically from the interaction models at hand
and allow use of general inference algorithms (see for example [9,10,16,18,19]).

In this paper we reconsider and integrate some of the early work in which
causal mechanisms with interaction models are represented by alternative graph-
ical structures and probability tables. We demonstrate that interaction models
with specific decomposition properties can be represented efficiently by an alter-
native structure with associated small tables that have an intuitively appeal-
ing semantics. This alternative structure can be readily embedded in a general
Bayesian network and thereby allows for inference without the necessity of pre-
processing tables or using tailored algorithms. We further argue that this alter-
native representation induces elegant properties from an engineering perspective
which allow more ready maintenance and safer fine-tuning of parameters than
the use of fully expanded probability tables in causal mechanisms.

The paper is organised as follows. In Sect. 2, we briefly review causal inter-
action models, and the (leaky) noisy-or model more specifically. In Sect. 3, we
reconsider the partition of causal interaction models into a deterministic function
and associated independent noise variables, and demonstrate when and how the
underlying deterministic function can be decomposed. Based on these insights,
we derive our alternative cascading representation and study its properties in
Sect. 4. We conclude the paper in Sect. 5.
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Fig. 1. A causal mechanism M(n) with n cause variables Ci and the effect variable E
(left); a conditional probability table imposed by the noisy-or model, for n = 3 (right).

2 Preliminaries

We briefly review causal interaction models for Bayesian networks and thereby
introduce our notational conventions. In this paper, we focus on binary random
variables, which are denoted by (possibly indexed) capital letters X. The values
of such a variable X are denoted by small letters; more specifically, we write x
and x to denote absence and presence, respectively, of the concept modelled by
X. (Sub)sets of variables are denoted by bold-face capital letters X and their
joint value combinations by bold-face small letters x; Ω(X) is used to denote
the domain of all value combinations of X. We further consider joint probability
distributions Pr over sets of variables, represented by a Bayesian network.

Within Bayesian networks, we consider causal1 mechanisms M(n) composed
of a single effect variable E and one or more cause variables Ci, i = 1, . . . , n, with
arcs pointing to E; Fig. 1 (left) illustrates the basic idea of such a mechanism.
For the effect variable E of a causal mechanism, a conditional probability table is
specified, with distributions Pr(E | C) over E for each joint value combination c
for its set C of cause variables; this table thus specifies a number of distributions
that is exponential in the number of cause variables involved.

A causal interaction model for a causal mechanism M(n) takes the form of
a parameterised probability table for the effect variable involved. The noisy-or
model [17], which is the best known among these interaction models, defines the
conditional probability table for the effect variable E of M(n) through

– the conditional probability Pr(e | c̄1, . . . , c̄n) = 0;
– the parameters pi = Pr(e | c̄1, . . . , c̄i−1, ci, c̄i+1, . . . , c̄n), for all i = 1, . . . , n;
– the definitional rule Pr(e | c) = 1 − ∏

i∈Ic
(1 − pi) for the probabilities given

the remaining value combinations c involving the presence of two or more
causes, where Ic is the set of indices of the present causes ci in c.

Figure 1 (right) illustrates the parameterised table of the noisy-or model for a
mechanism with three cause variables. For a causal mechanism M(n), the model
1 Although we do not make any claim with respect to causal interpretation, we adopt

the terminology commonly used.
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defines a full probability table over n + 1 variables, specifying a total of 2·2n
probabilities; half of these are derived from Pr(e | c) + Pr(e | c) = 1 and, hence,
are redundant. Of the 2n non-redundant probabilities, the noisy-or model allows
the values of only the n parameter probabilities pi to be chosen freely. The model
further forces the distribution Pr(E | c1, . . . , cn) to be degenerate.

Since its introduction, the noisy-or model has given rise to several variants
and generalisations (see [4] for an overview). Of these, we briefly review here
the leaky noisy-or model. This model differs from the noisy-or model in that
it includes an additional leak parameter pL = Pr(e | c̄1, . . . , c̄n) that captures
the probability of the effect e occurring in the absence of all modelled causes.
Different interpretations of the noisy-or parameters in view of this leak proba-
bility have given rise to different definitional rules for the remaining probabilities
[4,11]. Without loss of generality, we adopt in this paper the interpretation pro-
posed by Dı́ez [4], and use the rule Pr(e | c) = 1 − (1−pL) ·∏i∈Ic

(1−pi) for the
probabilities given arbitrary joint value combinations c with multiple present
causes, where Ic again is the set of indices of the causes present in c.

3 Decomposition of Causal Interaction Models

Causal interaction models are often viewed as combining a deterministic function
f with independent noise variables Zi per cause variable (see for example [10,14,
17]); Fig. 2 (left) illustrates this view for the (leaky) noisy-or model. The noise
variables Zi are associated with the probabilities Pr(zi | ci) = pi, Pr(zi | ci) = 0,
where the pi are the model’s parameters; in the leaky variant of the noisy-or
model, the prior probability Pr(zL) = pL for the designated noise variable ZL

is the leak parameter. The deterministic function f equals the logical or and
is encoded in the probability table Pr(E | Z) for the effect variable E through
degenerate distributions. The variable E thereby is a deterministic variable and,
by convention, is indicated by a double border in our figure. Slightly abusing
notation, we will further write E = f(Z).

The representation in Fig. 2 (left) was introduced originally to indicate how a
causal interaction model could ease the task of knowledge acquisition for causal
mechanisms involving large numbers of variables [9]: by making independence
of the causal influences explicit, the partition into a deterministic part and a
probabilistic noise part underlines the requirement of actually just a limited
number of parameters. While indeed easing the task of knowledge acquisition for
practical applications, the partition of a causal interaction model does not reduce
the actual size of its representation for use with general inference algorithms. In
fact, embedding the partition of a causal mechanism M(n) in a Bayesian network
will increase the total number of variables involved by n and still require the
specification of exponentially many probabilities for the effect variable E.

Specific types of causal interaction model however, actually do allow a
reduced representation [10]. More formally, it are specific decomposability prop-
erties of the deterministic function f that provide for a reduction of the size of the
conditional probability table(s) for the effect variable(s) in a causal mechanism.
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Fig. 2. Partition of a causal interaction model into a probabilistic noise part and a
deterministic functional part (left); a chain decomposition for a commutative and asso-
ciative deterministic function (right).

Such decomposability properties of functions are widely used in mathematics
and computing science to simplify functions by their hidden structure: a function
f(·) on a set of entities is called self-decomposable if, for any two disjoint subsets
X,Y, the property f(X ∪ Y) = f(X) � f(Y) holds, for some commutative
and associative merge operator � (cf. [13]). Commutative and associative logical
operators, such as and and or, are self-decomposable Boolean functions. Now,
if the deterministic function f modelled for the effect variable E in the partition
in Fig. 2 (left) is self-decomposable, it can be split into a sequence of function
applications, each to a subset of E’s cause variables. Each such application can
then be described by an auxiliary effect variable Ei with fewer parents than E.
The set of auxiliary variables resulting from such a functional decomposition
can be organised in various different graphical structures. In this paper the
chained organisation from Fig. 2 (right) will be used and referred to as a chain
decomposition. We would like to note that the idea of introducing additional
variables to reduce the number of parents for a variable is a general modelling
technique for Bayesian networks, known as parent divorcing [16].

We consider again the partition of a causal interaction model into a proba-
bilistic part with noise variables Zi, i = 1, . . . , n, and a deterministic part E =
f(Z1, . . . , Zn) for some self-decomposable deterministic function f . The chain
decomposition of the model replaces the effect variable E of this partition by n
auxiliary variables Ei, i = 1, . . . , n, such that

– En has the noise variable Zn for its single parent and encodes the function
application En = f(Zn, I), where the variable I captures identity under f ;

– for all i = 1, . . . , n − 1, the variable Ei has Zi and Ei+1 for its parents and
encodes Ei = f(Zi, Ei+1).

If the interaction model includes a leak variable ZL the identity variable I in
the function application f(Zn, I) is replaced by ZL, to give En = f(Zn, ZL).
We note that the number of variables in the chain decomposition has increased,
from 2·n+1 in the original partition, to 3·n. The total number of non-redundant
probabilities required for the probability tables for the variables Ei in the chain
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Fig. 3. The cascading representation of a causal interaction model, which results from
marginalising out the noise variables Zi from its chain decomposition.

equals 4·n − 2 however, instead of the 2n probabilities required for the effect
variable E in the original partition. For an interaction model with a leak variable,
the number of required probabilities for the effect variable(s) is reduced from
2n+1 to 4·n. We will return to these observations in further detail in Sect. 4.

While the original motivation for partitioning causal interaction models was
to underline their induced ease of knowledge acquisition, Heckerman noted that
the introduction of the hidden noise variables Zi in fact made probability elic-
itation harder rather than easier, as “assessments are easier to elicit (and pre-
sumably more reliable) when a person makes them in terms of observable vari-
ables” [9]. Following this insight, he proposed a temporal interpretation of inde-
pendence of causal influences for causal interaction models in which a cause Ci is
assumed to occur (or not) at time i and has associated its own effect variable Ei

indicating the effect after the presence or absence of the first i causes have been
observed. With this temporal interpretation, the hidden noise variables are no
longer required and the effect variables Ei have in fact become observable vari-
ables with a clear semantics supporting probability elicitation. As noted already
by Heckerman himself, this temporal interpretation for causal interaction models
has reduced applicability for its main drawback [9,10].

4 Properties of a Cascading Representation

We propose a representation of causal interaction models that is quite similar to
Heckerman’s temporal representation, yet without the temporal interpretation.
We will argue that our representation has a clear semantics and in addition
allows for easy maintenance in the event of changes in the parameters of the
represented interaction model. Before demonstrating the latter in Sect. 4.2, we
now first detail our cascading representation of causal interaction models.

4.1 The Cascading Representation and Its Equivalence Property

We focus on causal mechanisms with an underlying self-decomposable determin-
istic function f as reviewed in the previous section, and consider their chain
decomposition as illustrated in Fig. 2 (right). Instead of building on a tempo-
ral interpretation as suggested by Heckerman, we propose to sum out the noise
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variables Zi by marginalisation. We note that, by doing so, the effect variables
Ei, i = 1, . . . , n, become stochastic rather than deterministic. The resulting rep-
resentation, called the cascading representation of a causal interaction model, is
illustrated for a mechanism M(n) in Fig. 3, where

– the variable En, with the cause variable Cn for its single parent, has the
probability table derived from the chain decomposition as

Pr(en | Cn) =
∑

z′
n∈Ω(Zn)

Pr(en | z′
n) · Pr(z′

n | Cn) (1)

or, in the presence of a leak probability, as

Pr(en | Cn) = pL · ∑

z′
n∈Ω(Zn)

Pr(en | z′
n, zL) · Pr(z′

n | Cn)

+ (1 − pL) · ∑

z′
n∈Ω(Zn)

Pr(en | z′
n, zL) · Pr(z′

n | Cn) (2)

– the variables Ei, i = 1, . . . , n − 1, with the parents Ci and Ei+1, have the
probability table derived as

Pr(ei | Ci, Ei+1) =
∑

z′
i∈Ω(Zi)

Pr(ei | z′
i, Ei+1) · Pr(z′

i | Ci) (3)

We note that all probabilities conditioned on a value of a noise variable originate
from the degenerate distributions modelling the deterministic function f of the
interaction model. We further note that the inclusion of a leak probability affects
only the cells of the probability table for the variable En, whereas it affects,
through the definitional rule of the interaction model at hand, all cells in the
fully expanded table for the variable E in the causal mechanism.

To ensure that our cascading representation of an interaction model is equiv-
alent to its original representation in a causal mechanism, the variable E1 in our
representation should represent the exact same information as the effect variable
E in a mechanism M(n). Any probability Pr(e | c) = 1 − Pr(e | c) specified in
the full probability table for E should therefore be the same as the probability
Pr(e1 | c) that is computed from the cascading representation as

Pr(e1 | c) =
∑

e−∈Ω(E−)

Pr(e1 | c′
1, e

′
2) ·

n−1∏

k=2

Pr(e′
k | c′

k, e
′
k+1) · Pr(e′

n | c′
n) (4)

where Ω(E−) is the domain of the variable set E− = {E2, . . . , En}, and where
e′
k ∈ Ω(Ek), k = 2, . . . , n, is consistent with e− and c′

k ∈ Ω(Ck), k = 1, . . . , n,
is consistent with c. We emphasize that we focus on the value e1 of the variable
E1 rather than on the value e1, to simplify our arguments in the sequel.

We now illustrate the derivation of the probability tables for the cascading
representations of the noisy-or and leaky noisy-or models, and demonstrate
their equivalence to the standard causal-mechanism representation.
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The cascading noisy-or. We begin with constructing the conditional probability
tables to be specified for the noisy-or model in its cascading representation. For
the variables Ei, i = 1, . . . , n − 1, we find from Eq. 3 that

Pr(ei | ci, ei+1) = 1 · 0 + 0 · 1 = 0
Pr(ei | ci, ei+1) = 1 · pi + 0 · (1 − pi) = pi

Pr(ei | ci, ei+1) = 1 · 0 + 1 · 1 = 1
Pr(ei | ci, ei+1) = 1 · pi + 1 · (1 − pi) = 1

where pi = Pr(e | c1, . . . , ci−1, ci, ci+1, . . . , cn) coincides with a regular noisy-or
parameter. For the variable En we similarly find from Eq. 2 that

Pr(en | cn) = 1 · 0 + 0 · 1 = 0
Pr(en | cn) = 1 · pn + 0 · (1 − pn) = pn

where pn is again a regular noisy-or parameter. We observe that each parameter
pi, i = 1, . . . , n, occurs in the specification of exactly one table, which is the table
for the variable Ei. In addition to this single associated noisy-or parameter, the
probability table for the variable Ei further specifies just zeroes and ones.

We now show that the cascading representation, with the probability specifi-
cation above, correctly captures the noisy-or model. To this end, we observe that
for a summand of Eq. 4 to actually contribute to the computation of Pr(e1 | c),
it should be a product composed of just non-zero terms. Such non-zero terms
are found only with the following probabilities:

– Pr(en | cn) or Pr(e′
n | cn), for the variable En;

– Pr(ei | c′
i, ei+1), Pr(ei | c′

i, ei+1), and Pr(ei | ci, ei+1), for the variable Ei,
i = 1, . . . , n − 1;

with e′
i ∈ Ω(Ej) and c′

i ∈ Ω(Ci), i = 1, . . . , n. Close examination of these non-
zero probabilities shows that for the value e1 of E1 under consideration, only
value combinations e− for E− = {E2, . . . , En} consistent with e2 can possibly
contribute a non-zero term to a summand of Eq. 4. By iteratively applying this
argument to the variables E3, . . . , En, we conclude that only the value com-
bination e− = e2, . . . , en contributes a non-zero summand to the probability
Pr(e1 | c). For the cascading representation of the noisy-or model therefore,
Eq. 4 reduces to:

Pr(e1 | c) =
n−1∏

i=1

Pr(ei | c′
i, ei+1) · Pr(en | c′

n) (5)

To show that the cascading representation correctly captures the noisy-or
model, we now consider the three different cases distinguished by this model:

– Where the noisy-or model has Pr(e | c) = 0 for c = c1, . . . , cn, we find in the
cascading representation from Pr(ej | cj , ej+1) = 1 for j = 1, . . . , n − 1 and
Pr(en | cn) = 1, that Pr(e1 | c) = 1 and, hence, Pr(e1 | c) = 0.



46 S. Renooij and L. C. van der Gaag

Table 1. For the two representations of the noisy-or model for a causal mechanism
M(n): the number of variables (#variables), the number of non-redundant probabilities
for the effect variable(s) (#probabilities), and of those, the number of free parameters
to be acquired (#free) and the number of zeroes and ones (#0/1).

Representation #variables #probabilities #free #0/1

Full table n + 1 2n n 1

Cascade 2·n 4·n− 2 n 3·n− 2

– Where the noisy-or model has Pr(e | c) = pi for c including the single
present cause ci, we have in the cascading representation that the product
term contributed for the variable Ei has the probability Pr(ei | ci, ei+1) =
1−pi or, in case i = n, Pr(en | cn) = 1−pn. As all other terms in the product
of Eq. 5 equal 1, we find that Pr(e1 | c) = 1 − pi and, hence, Pr(e1 | c) = pi.

– For any value combination c including multiple present causes, with their
indices in Ic, the noisy-or model has Pr(e | c) = 1 − ∏

i∈Ic
(1 − pi). In

the cascading representation, the product term contributed by any Ej with
j �∈ Ic equals 1 and the term by any Ei with i ∈ Ic is 1 − pi. We thus find
that Pr(e1 | c) =

∏
i∈Ic

(1 − pi) and, hence, Pr(e1 | c) = 1 − ∏
i∈Ic

(1 − pi).

From the three cases above, we conclude that the cascading representation indeed
correctly captures the noisy-or model and, hence, that the cascading representa-
tion is equivalent with the fully expanded probability table for the effect variable
E in a causal mechanism with a noisy-or model.

The cascading representation of the noisy-or model is a more efficient rep-
resentation than a causal mechanism M(n) with a full probability table for the
effect variable E, despite the increase in number of variables to 2·n compared
to the n+ 1 variables in the standard representation. More specifically, the cas-
cading representation requires 4·(n−1)+2 conditional probability distributions
in total for the variables Ei, of which 3·(n − 1) + 1 are degenerate. For ease of
reference, Table 1 summarises a comparison of the size of the cascading repre-
sentation with that of the standard representation. We note that the cascading
representation is more concise when a causal mechanism would include n ≥ 4
cause variables for the effect variable of interest.

The cascading leaky noisy-or. We now briefly address the cascading represen-
tation of the noisy-or model in the presence of a leak probability, which differs
from that of the standard noisy-or model only in the specification of the prob-
ability table for the variable En, which is derived from Eq. 2 as

Pr(en | cn) = pL

Pr(en | cn) = pL + pn · (1 − pL) = 1 − (1 − pL) · (1 − pn)

where pn is again a regular noisy-or parameter and pL is the leak probabil-
ity. To show that the cascading representation with this specification correctly
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captures the leaky noisy-or model, we use Eq. 5 again, now for the different
cases distinguished by the leaky noisy-or model. We observe that, while with
the noisy-or model, the variable En would contribute to the product either
Pr(en | cn) = 1 or Pr(en | cn) = 1−pn, it contributes either Pr(en | cn) = 1−pL
or Pr(en | cn) = (1 − pL) · (1 − pn) in the cascading representation of the leaky
noisy-or model. As a consequence

– With the leaky model having Pr(e | c) = pL for c = c1, . . . , cn, we find Pr(e1 |
c) = 1 − pL and, hence, Pr(e1 | c) = pL from the cascading representation.

– For any value combination c with an arbitrary number of present causes with
indices in Ic, the leaky model has Pr(e | c) = 1−(1−pL) ·∏i∈Ic

(1−pi). Using
the observation above, we find in the cascading representation that Pr(e1 |
c) = (1−pL)·∏j∈Ic

(1−pj) and, hence, Pr(e1 | c) = 1−(1−pL)·∏j∈Ic
(1−pj).

We conclude that the probabilities computed from the cascading representation
indeed coincide with the probabilities in the full probability table in a causal
mechanism with the leaky noisy-or model. We thus can construct an efficient
representation for a causal mechanism M(n) with the leaky noisy-or model. Of
the 4·(n − 1) + 2 conditional distributions required in total by the cascading
representation, now 3·(n− 1) are degenerate. We note that the difference of one
compared with the cascading representation of the noisy-or model originates
from the inclusion of the leak probability as a parameter.

4.2 Additional Engineering Benefits

Causal mechanisms are typically modelled straightforwardly in Bayesian net-
works, as in Fig. 1 (left). The different partitions and decompositions of causal
interaction models proposed, are mostly seen as alternative representations to
support probability elicitation and are hardly ever used in a network directly.
Table 1 clearly illustrates the reduction in specification size that would be
achieved by choosing a cascading representation for causal mechanisms with
large numbers of cause variables; as this representation limits the number of
parents per effect variable, it also has the potential to reduce the runtime com-
plexity of probabilistic inference, dependent of the graphical structure of the
embedding Bayesian network [10,14]. In this section, we now argue that the cas-
cading representation further has clear engineering benefits beyond those widely
recognised.

Clear semantics. Alternative representations of causal interaction models typi-
cally rely on the introduction of additional variables. Although introducing such
additional variables is commonly used for reducing the number of parents for an
effect variable, it is often quite undesirable from a knowledge engineering per-
spective. While the additional variables have a clear meaning from a mathematics
point of view, they often are quite meaningless from the perspective of the appli-
cation domain and thereby hamper the interpretation of the model as a domain
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representation. The lack of a clear meaning is especially problematic if the prob-
abilities for these additional variables need be elicited from experts. Now, in our
cascading representation of a causal interaction model, the additional variables
do have a clear intuitive meaning, as a consequence of the decomposability prop-
erties of the underlying deterministic function: in the cascading representation of
a causal mechanism M(n), any variable Ei can be viewed as the effect variable
in the causal mechanism M(n− i+1) involving the subset of causes Ci, . . . , Cn.
This claim is readily seen by replacing E1 by Ei in Eq. 4:

Pr(ei | c) =
∑

e−∈Ω(E−)

Pr(ei | c′
1, e

′
i+1) ·

n−1∏

k=i+1

Pr(e′
k | c′

k, e
′
k+1) · Pr(e′

n | c′
n)

where Ω(E−) now is the domain of E− = {Ei+1, . . . , En}, and e′
k, c

′
k are defined

as before. As each variable Ei in the cascading representation represents the
effect variable in a (leaky) noisy-or model with the cause variables Ci, . . . , Cn, it
has an intuitive meaning that allows for explicit embedding of the representation
in a network without hampering interpretation and probability elicitation.

Maintenance robustness. The cascading representation of a causal interaction
model brings yet another advantage from an engineering perspective. When
using fully expanded probability tables for the effect variables in a Bayesian net-
work, any modelling decision to employ a causal interaction model is no longer
explicitly visible in the network’s representation. More specifically, the depen-
dency of multiple cells of the table on the parameters of the model employed is
hidden. When a network is maintained and adapted to its changing context of
application over a period of years therefore, inopportune changes to the speci-
fied probabilities can disrupt the modelled interaction pattern and, thereby, the
original modelling decision. We illustrate this observation by means of a causal
mechanism with a noisy-or model for the effect variable, and show that the cas-
cading representation of the interaction model used is more robust by preventing
the occurrence of such unintended disruptions.

We address the engineering task of studying the effects, on a network’s output
probabilities, of changing a single probability from one of the network’s prob-
ability tables. Such a sensitivity analysis is usually part of the encompassing
task of fine-tuning the network’s specification to attain a desired effect on the
output (see for example [1–3]). In view of a causal mechanism M(n), we now
consider the output probability of interest Pr(e |ci, ck), for some 1 ≤ i < k < n,
and address how this probability changes with a change of the probability
x = Pr(e | c̄1, . . . , c̄i−1, ci, c̄i+1, . . . , c̄n) of the full probability table of the effect
variable E; we note that this probability is one of the parameters of the noisy-or
model. The function [Pr(e | ci, ck)] (x) describing the sensitivity of Pr(e | ci, ck)
to changes in x would be constant if the modelling choice of imposing a noisy-or
interaction for the mechanism at hand is not taken into consideration:
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[Pr(e | ci, ck)] (x) = a, with a =
∑

c−∈Ω(C−)

Pr(e | ci, ck, c−) · Pr(c− | ci, ck) (6)

where Ω(C−) is the domain of the set C− = {C1, . . . , Cn} \ {Ci, Ck} of cause
variables for which no value is fixed by the probability of interest. We note
that the computation of Pr(c− | ci, ck) does not involve any probabilities from
the probability table of E; in contrast, the first term in the product for each
summand in a corresponds directly to a cell from the full table for E. Since the
summation does not involve parameter x directly, the analysis reveals that the
output probability is not sensitive to variations of the parameter. This result
however, does not correctly reflect the true sensitivity of the output probability
to variations in the parameter under study: the parameter x is actually included
in various cells of the full probability table of E by the definitional rule from the
noisy-or model, and thereby hidden in various summands of a.

We now consider the same sensitivity analysis in view of the cascading repre-
sentation of the noisy-or model, for essentially the same probability of interest
and essentially the same parameter probability. Recall that in the cascading rep-
resentation, any posterior probability distribution over the variable E1 equals the
posterior distribution given the same evidence over the original variable E with
the full probability table; we therefore take the probability Pr(e1 | ci, ck) for the
probability of interest. The parameter pi = Pr(e | c̄1, . . . , c̄i−1, ci, c̄i+1, . . . , c̄n)
of the noisy-or model moreover occurs as pi = Pr(ei | ci, ēi+1) in the model’s
cascading representation; we thus take x = Pr(ei | ci, ēi+1) as the probability
that will be varied. The sensitivity analysis will in essence establish the same
result as presented in Eq. 6, but now the probabilities Pr(e | ci, ck, c−) follow
from the cascading representation using Eq. 5, and depend explicitly on x:

[
Pr(e1 | ci, ck, c−)

]
(x) =

⎡

⎣(1 − pi) · (1 − pk) ·
∏

j∈Ic−

(1 − pj)

⎤

⎦ (x)

= (1 − x) · (1 − pk) ·
∏

j∈Ic−

(1 − pj)

where Ic− indexes all present causes in C− and, for ease of exposition, we again
focus on the value e1 for variable E1. As a result, we find that

[Pr(e1 | ci, ck)] (x) =
∑

c−∈Ω(C−)

(1 − x) · (1 − pk) ·
∏

j∈Ic−

(1 − pj) · Pr(c− | ci, ck)

and conclude that the function [Pr(e1 | ci, ck)] (x) is in fact a linear function of
the form a · x + b with constants a, b, where

a = (1 − pk) ·
∑

c−∈Ω(C−)

Pr(c− | ci, ck)
∏

j∈Ic−

(1 − pj)

b = 1 − a
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The cascading representation of the noisy-or model performs, during inference,
the computation of the probabilities of the effect e given possible combinations of
causes. That is, application of the definitional rule is in essence left to inference,
resulting in the dependency of the output probability of interest on the noisy-or
parameter now being correctly taken into consideration. This observation fur-
ther demonstrates that, when changing a single parameter of the noisy-or model
specification upon fine-tuning a Bayesian network, in the cascading representa-
tion just a single cell of the conditional probability table for the appropriate effect
variable Ei needs to be adapted; in contrast, in the representation with a full
conditional probability table, various cells that are specified using the model’s
definitional rule will need adaptation. The cascading representation is therefore
easier to adapt without the risk of violating the properties of the underlying
causal interaction model.

5 Conclusions and Further Research

In this paper we revisited part of the large volume of work on causal interaction
models, and focused thereby on the representational complexity of such models.
We built on this early work for the purpose of demonstrating that some of these
models allow for a representation with various elegant properties that have not
been recognised until now. More specifically, by exploiting the property of self-
decomposability of the deterministic function underlying a causal interaction
model, we arrived at an alternative cascading representation that has a clear
intuitive semantics in terms of the causal mechanism itself, not requiring the
inclusion of artificial unobservable variables. In addition to well-known complex-
ity benefits of such alternative representations, this specific cascading representa-
tion has important knowledge engineering benefits, allowing easier maintenance
and more robust fine-tuning of parameters. As the compactness of the cascading
representation can be exploited directly by standard inference algorithms more-
over, we conclude all in all that this representation of causal interaction models
is quite suitable for explicit embedding in Bayesian networks.

While we used the (leaky) noisy-or model for our example causal interaction
model throughout the paper, the presented properties of the cascading represen-
tation apply straightforwardly to any interaction model involving binary-valued
variables and having an underlying self-decomposable deterministic function,
such as the (leaky) noisy-and model. For our further research we aim at extend-
ing our results to causal interaction models involving multi-valued variables, such
as the noisy-max model [5], and to other types of decomposable function.
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Abstract. Cumulative Prospect Theory (CPT) is a well known model
introduced by Kahneman and Tversky in the context of decision mak-
ing under risk to overcome some descriptive limitations of Expected
Utility. In particular CPT makes it possible to account for the fram-
ing effect (outcomes are assessed positively or negatively relatively to a
reference point) and the fact that people often exhibit different risk atti-
tudes towards gains and losses. We study here computational aspects
related to the implementation of CPT for decision making in combi-
natorial domains. More precisely, we consider the Knapsack Problem
under Risk that consists of selecting the “best” subset of alternatives
(investments, projects, candidates) subject to a budget constraint. The
alternatives’ outcomes may be positive or negative (gains or losses) and
are uncertain due to the existence of several possible scenarios of known
probability. Preferences over admissible subsets are based on the CPT
model and we want to determine the CPT-optimal subset for a risk-averse
Decision Maker (DM). The problem requires to optimize a non-linear
function over a combinatorial domain. In the paper we introduce two
distinct computational models based on mixed-integer linear program-
ming to solve the problem. These models are implemented and tested
on randomly generated instances of different sizes to show the practical
efficiency of the proposed approach.

Keywords: Cumulative Prospect Theory · Knapsack Problem · Risk
aversion · Mixed-integer linear programming

1 Introduction

The increasing use of intelligent systems to support human decision-making or to
drive the actions of autonomous artificial agents shows the importance of devel-
oping expressive and adaptable models to support decision making activities in
complex environments. One of the major challenges is to improve our under-
standing and control over AI-based decisions, and also their relevance, fairness,
and alignment with the organisation’s values and risk proneness. In the field of
decision under risk, the main problem to overcome is to compare alternatives
the outcomes of which are known in probabilities, and to provide a control of
risk in the selection of optimal actions.
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Various mathematical models have been developed in Economics to account
from observed human behaviors in decision making under risk, since the seminal
works of von Neumann and Morgenstern [24] and Savage [19] on the foundations
of Expected Utility Theory (EU). Despite the intuitive appeal of EU theory, sev-
eral experiments have shown that sophisticated rational human behaviors are not
always explainable by EU theory. In particular the experiments conducted by
Kahneman and Tversky [7] have shown that violations of the Von Neumann and
Morgenstern independence axiom or violations of Savage’s Sure Thing Principle
are frequently observed, making it impossible to explain or simulate the observed
behaviors using EU. This has led to alternative models, relying on a deformation
of cumulative probabilities allowing to account for violations of the above men-
tionned independence axioms. For example, Yaari [25] proposed a dual model
to EU, based on a weighting function transforming probabilities rather than
a utility function transforming payoffs. A second example is Rank-dependent
Utility Theory (RDU) where both transformations (probabilities and payoff)
co-exist, thus providing a more general model including EU and Yaari as special
cases. Although these models provide more flexibility to model preferences and
decisions, they are more complex to handle for optimization purposes due to
their non-linearity (w.r.t probabilities and/or payoffs) and their parameters are
more complex to elicit. This issue has been considered in AI, in various topics
such as sequential decision making [5,6], state space search under risk [14], and
incremental preference elicitation [4,15].

Another aspect that is worth considering is that, in the field of decision under
risk, decision makers tend to think of outcomes relative to a certain reference
point (often the status quo). They care generally more about negative outcomes
(i.e. outcomes below the reference point) than positive ones (i.e. outcomes above
the reference point) and may exhibit different attitudes towards gains and losses.
This observation has motivated the development of Prospect Theory [7] and
Cumulative Prospect Theory (CPT) [23] that provide decision models able to
account for this phenomenon. CPT theory includes a sophistication where the
overall utility of a risky prospect is decomposed as the difference between an
aggregate of utilities of positive outcomes and an aggregate of utilities of negative
outcomes. The aggregation operation used for the positive side can be different
from the one used for the negative side, thus letting the possibility to describe
more sophisticated behaviors. Although the theory is well established, the use
of such models for optimization tasks under risk received less attention.

The aim of this paper is to contribute to fill the gap by proposing compu-
tational models based on CPT for the effective computation of CPT-optimal
solutions on combinatorial domains. For the sake of illustration we will con-
sider the problem of selecting projects under a budget constraint and under risk
(knapsack problem with multiple scenarios).

The paper is organized as follows: In Sect. 2, we briefly survey some related
work. Then, in Sect. 3, we recall some background on CPT and some important
results on modeling strong risk-aversion in CPT. In Sect. 4 we propose a first
linearization for the CPT model, relying on the notion of core of a capacity.
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This leads us to propose a MIP formulation for the Knapsack problem under
risk. This model is tested on families of instances of different sizes. In Sect. 5 we
consider a special case where the probability weighting functions used in CPT
are piecewise linear with a bounded number of pieces. Under this assumption,
we propose another MIP formulation, more compact and easier to solve, for the
same problem.

2 Related Work

CPT was already used in AI, e.g., for developing a risk sensitive reinforcement
learning in a traffic signal control application [16]. CPT has also been used in a
number of decision support applications. For example, an application of CPT for
the multi-objective optimization of a bus network is proposed in [9]. However, in
this case study, the set of alternatives is explicitly defined and does not require
optimization techniques.

The Knapsack Problem (KP) under consideration in this paper consists in
selecting a subset of items under a budget constraint. This problem has some
links with the portfolio selection problem that can be seen as the continuous
relaxation of KP under risk. The application of CPT to portfolio selection and
insurance demand have been studied in finance (see e.g. [3]) with a computa-
tional model solvable under some specific assumptions (S-Shaped functions, risk
free reference point and/or linear utility functions). Beside CPT, several LP-
computational measures of dispersion are introduced to control the risk attached
to portfolios: let us mention the mean absolute deviation, the Gini’s mean dif-
ference (GMD) as basic LP computable risk measures, the worst realization
(Minimax) and the Conditional Value-at-Risk (CVaR) as basic LP computable
safety measures [10,11]. Moreover, in the latter reference, computational issues
related to the solution of portfolio models with integrity constraints are investi-
gated and a matheuristic called Kernel Search is proposed. These contributions
do not consider the use of bipolar valuation scales as in CPT.

In multicriteria analysis there is also an increasing interest for modeling dif-
ferent attitudes in the aggregation depending on whether evaluations are on the
positive or negative side. For example, the Choquet integral has been extended
to the bipolar case in [2,8] but optimization aspects attached to general bipo-
lar Choquet integral have not been investigated. Very recently, some LP-solvable
models have been proposed [12] for a subclass of bipolar Choquet integrals named
biOWA (for bipolar ordered weighted average). However, biOWA are symmetric
functions of their argument and do not allow to account for decision under risk
when scenarios have different probabilities. Finally an LP-solvable model was
proposed for a weighted extension of OWA operators [13] but does not consider
the case of bipolar scales. In this paper, we are going to introduce computational
models solvable by mixed-integer linear programming to determine CPT-optimal
solutions in implicit decision spaces.
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3 CPT and Strong Risk Aversion

Let us consider a problem of decision making under risk with a finite set of states
of nature N = {s1, . . . , sn}. The states represent possible scenarios under con-
sideration, impacting differently the outcomes of the alternatives. Let pi denote
the probability of state si. Any feasible alternative is seen as an act in the sense
of Savage. It is therefore characterized by a vector x = (x1, . . . , xn) where xi ∈ R
denotes the outcome of x in state si. In this context, the Rank-Dependent Utility
(RDU) model introduced in [17] is defined as follows:

Definition 1. Let x ∈ Rn be the outcome vector of an alternative, the RDU
model is defined by the following rank-dependent expected value:

fu
ϕ(x) =

n∑

i=1

[
ϕ(

n∑

k=i

p(k)) − ϕ(
n∑

k=i+1

p(k))
]
u(x(i)) (1)

=
n∑

i=1

[
u(x(i)) − u(x(i−1))

]
ϕ(

n∑

k=i

p(k)) (2)

where ϕ : [0, 1] → [0, 1] is a non-decreasing probability weighting function, u :
R → R is a non-decreasing real-valued utility function, and (.) is a permutation
defined on N and such that x(1) ≤ x(2) ≤ . . . ≤ x(n).

Example 1. We consider three different scenarios s = (s1, s2, s3) of probability
p = (12 , 1

3 , 1
6 ) and we want to select the best solution in the set of alternatives

composed of x = (9, 4, 1), y = (4, 4, 4) and z = (1, 16, 1). We assume that
the preferences of the DM can be represented by RDU with ϕ(p) = p2 and
u(x) =

√
(x). We have the following RDU value for the three alternatives:

– fu
ϕ(x) = 1 + (u(4) − u(1)) × ϕ( 56 ) + (u(9) − u(4)) × ϕ( 12 ) = 1 + 25

36 + 1
4 = 70

36

– fu
ϕ(y) = u(4) + (u(4) − u(4)) × ϕ( 56 ) + (u(4) − u(4)) × ϕ( 12 ) = u(4) + 0 = 2

– fu
ϕ(z) = u(1) + (u(1) − u(1)) × ϕ( 12 ) + (u(16) − u(1)) × ϕ( 13 ) = 1 + 3 × 1

9 = 4
3

Thus, we have the following ranking of alternatives y � x � z where � is the
preference relation induced by fu

ϕ .

This model clearly generalizes the Expected Utility model that can be
obtained for ϕ(p) = p for all p ∈ [0, 1]. Moreover it also includes the dual
model of EU known as Yaari’s model [25] as special case (when u is linear).
Nonetheless, this model is not always sufficient to account for decision behaviors
observed when decision makers think of outcomes relative to a certain reference
point. The utility scale is treated as an interval scale and preferences are not
impacted by positive affine transformations. Thus, 0 has no specific status in
the valuation scale, nor any other constant. This may prevent to account for
some sophisticated decision behaviors as illustrated in the following:

Example 2. We look for an optimal path from a source node to a sink node in a
network represented by a directed graph. The arcs of the graph are endowed with
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vectors representing the algebraic payoff attached to the arc (which can represent
a gain or a loss) under two possible scenarios of equal probability. For example, the
valuation (−2, 3) means that the outcome will be a loss of 2 in scenario 1 and a
gain of 3 in scenario 2. Outcomes are assumed to be additive along a path and we
assume that u(z) = z. This problem can represent several situations (e.g., a path
planning problem or investment planning problem, both under uncertainty).
Let us consider two different instances of this problem, characterized by two
different graphs with nodes {s, a, b, t} and {s′, c, d, t′} respectively. The graphs
are presented below (Fig. 1).

Fig. 1. Graphs considered in Example 2

On the left handside, the upper and lower s-t-paths have utilities (9, 3) and
(5, 5) respectively. We assume here that the DM prefers the former path because
she maximizes the expected outcome when all evaluations are positive. In the
instance given on the right handside, the upper and lower s′-t′-paths respectively
have utilities (−1,−7) and (−5,−5). Here the DM may exhibit a more cautious
attitude towards risk due to the presence of negative outcomes. Let us assume
that she prefers the latter solution due to the fact that the outcome in the worst
case scenario is better. Hence, to model these preferences with RDU we must ful-
fill the following constraints: fϕ(9, 3) > fϕ(5, 5) and fϕ(−7,−1) < fϕ(−5,−5).
The former inequality implies that 3+ϕ(12 )×(9−3) > 5 and therefore ϕ(12 ) > 1

3 .
Moreover the latter inequality implies −7 + ϕ(12 ) × (−1 + 7) < −5 and therefore
ϕ(12 ) < 1

3 which yields a contradiction. Hence RDU is not able to represent the
observed preferences.

To overcome the descriptive limitations illustrated in the above example,
we consider now the Cumulative Prospect Theory model (CPT for short), first
introduced in [7].

Definition 2. Let x ∈ Rn be the outcome vector such that x(1) ≤ . . . ≤ x(j−1) <
0 ≤ x(j) ≤ . . . ≤ x(n) with j ∈ {0, . . . , n}, the Cumulative Prospect Theory is
characterized by the following evaluation function:

gu
ϕ,ψ(x) =

n∑

i=1

wiu(xi) with wi =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ϕ(
n∑

k=i

p(k)) − ϕ(
n∑

k=i+1

p(k)) if (i) ≥ (j)

ψ(
i∑

k=1

p(k)) − ψ(
i−1∑

k=1

p(k)) if (i) < (j)

(3)
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where ϕ and ψ are two real-valued increasing functions from [0, 1] to [0, 1] that
assign 0 to 0 and 1 to 1, and u is a continuous and increasing real-valued utility
function such that u(0) = 0 (hence u(x) and x have the same sign).

It can easily be checked that whenever ϕ(p) = 1 − ψ(1 − p) for all p ∈ [0, 1]
(duality) then CPT boils down to RDU. The use of non-dual probability weight-
ing functions ϕ and ψ depending on the sign of the outcomes under consideration
enables to model shifts of behavior relatively to the reference point (here 0). Let
us come back to Example 2 under the assumption that u(z) = z for all z ∈ R,
we have: gϕ,ψ(9, 3) = [ϕ(1)−ϕ(12 )]3+ [ϕ(12 )−ϕ(0)]9 = 3+6ϕ(12 ) since ϕ(0) = 0
and ϕ(1) = 1. Similarly gϕ,ψ(5, 5) = [ϕ(1) − ϕ(12 )]5 + [ϕ( 12 ) − ϕ(0)]5 = 5. Hence
gϕ,ψ(9, 3) > gϕ,ψ(5, 5) implies ϕ( 12 ) > 1

3 (*).
On the other hand we have gϕ,ψ(−7,−1) = [ψ(12 ) − ψ(0)](−7) + [ψ(1) −

ψ(12 )](−1) = −1−6ψ( 12 ) since ψ(0) = 0 and ψ(1) = 1. Similarly gϕ,ψ(−5,−5) =
−5. Hence gϕ,ψ(−7,−1) < gϕ,ψ(−5,−5) implies ψ(12 ) > 2

3 , which does not yield
any contradiction. Thus, the DM’s preferences can be modeled with gϕ,ψ.

As CPT boils down to RDU when ϕ(p) = 1 − ψ(1 − p) for all p ∈ [0, 1] it
is interesting to note that under this additional constraint ψ(12 ) > 2

3 implies
ϕ(12 ) < 1

3 which is incompatible with the constraint denoted (*) above, derived
from gϕ,ψ(9, 3) > gϕ,ψ(5, 5). This again illustrates the fact that RDU is not able
to describe such preferences.

Strong Risk Aversion in CPT. In many situations decision makers are risk-
averse. It is therefore useful to further specify CPT for risk-averse agents. We
consider here strong risk-aversion that is standardly defined from second-order
stochastic dominance. For any random variable X, let GX be the tail distribution
defined by GX(x) = P (X > x), with P a probability function. Let X,Y be two
random variables, X stochastically dominates Y at the second order if and only
if for all x ∈ X,

∫ x

−∞ GX(t)dt ≥ ∫ x

−∞ GY (t)dt. From this dominance relation, the
concept of mean-preserving spread standardly used to define risk aversion can
be introduced as follows. Y is said to derive from X using a mean preserving
spread if and only if E(X) = E(Y ) and X stochastically dominates Y at the
second order. We have then the following definition of strong risk aversion [18]:

Definition 3. Let � be a preference relation. Strong risk aversion holds for �
if and only if X � Y for all X and Y such that Y derives from X using a mean
preserving spread.

We recall now the set of conditions that CPT must fulfill to model strong
risk aversion. These conditions were first established in [21].

Theorem 1. Strong risk aversion holds in CPT if and only if ϕ is convex, ψ
is concave, u is concave for losses and also concave for gains, and the following
equation is satisfied:

[
u(x) − u(x − δ

q
)
](

ψ(q + s) − ψ(s)
) ≥ [

u(y +
δ

q
) − u(y)

](
ϕ(p + r) − ϕ(r)

)
(4)

for all x ≥ 0 ≥ y and p, q, r, s such as p + q + r + s ≤ 1, p, q > 0 and r, s ≥ 0.
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We remark that, when u(z) = z for all z, condition (4) can be rewritten in
the following simpler form: ψ(q+s)−ψ(s)

q ≥ ϕ(p+r)−ϕ(r)
p for all p, q, r, s such as

p + q + r + s ≤ 1, p, q > 0 and r, s ≥ 0. In terms of derivative, this means that
ψ′(s) ≥ ϕ′(r) for all r, s ≥ 0 such that r + s ≤ 1.

The above characterization of admissible forms of CPT for a risk-averse deci-
sion maker will be used in the next section to propose computational models for
the determination of CPT-optimal solutions on implicit sets. We conclude the
present section by making explicit a link between CPT and RDU model.

Linking RDU and CPT. Interestingly, CPT can be expressed as a difference
of two RDU values respectively applied to the positive and negative part of
the outcome vector x, using the two distinct probability weighting functions ϕ
and ψ. This reformulation is well known in the literature on rank-dependent
aggregation functions (see e.g., [2]) and reads as follows:

gu
ϕ,ψ(x) = fu+

ϕ (x+) − fu−
ψ (x−) (5)

where x+ = max(x, 0), x− = max(−x, 0), u+(z) = u(z) if z ≥ 0 and 0 otherwise,
u−(−z) = −u(z) if z ≤ 0 and 0 otherwise. This formulation will be useful in the
next sections to propose linear reformulations of the CPT model.

The next sections are dedicated to the effective computation of CPT-optimal
solutions on an implicit set of alternatives using linear programming techniques.

4 A First Linearization for CPT Optimization

We present here a first mixed-integer program to maximize function gu
ϕ,ψ(x)

under linear admissibility constraints for a risk-averse agent. By Theorem 1, we
know that ϕ must be convex and ψ must be concave to model risk aversion. These
properties will be useful to establish a linearization of the CPT model. For the
simplicity of presentation, we will also assume that u(x) = x and notations like
fu

ϕ and gu
ϕ,ψ will be simplified into fϕ and gϕ,ψ. We will briefly explain later how

the proposed approach can be extended to the case of a piecewise linear utility
u. Let us first recall some notions linked to capacities and related concepts.

Capacities are set functions that are well known in decision theory for their
ability to describe non-additive representations of beliefs or importance in deci-
sion models. Let us recall the following:

Definition 4. A set function v : P(N) → [0, 1] is said to be a capacity if it ver-
ifies: v(∅) = 0 and for all A,B ⊆ N,A ⊆ B ⇒ v(A) ≤ v(B). It is a normalized
capacity if v(N) = 1.

Among all existing capacities, some are of particular interest. In particular,
a capacity v is said to be:

– convex if v(A ∪ B) + v(A ∩ B) ≥ v(A) + v(B) ∀A,B ⊆ N
– additive if v(A ∪ B) + v(A ∩ B) = v(A) + v(B) ∀A,B ⊆ N
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When v is an additive capacity it can be simply characterized by a vector
(v1, . . . , vn) of non-negative weights such that v(S) =

∑
i∈S vi for all S ⊆ N . In

the sequel we will indifferently use the same notation v for the capacity and for
the weighting vector characterizing the capacity.

Let P be any probability measure on 2N (N being the set of scenarios) and
ϕ any probability weighting function (continuous, non-decreasing and such that
ϕ(0) = 0 and ϕ(1) = 1), then the set function defined by v(S) = (ϕ ◦ P )(S) =
ϕ(

∑
i∈S pi) is a capacity. It is well known that v is convex if and only if ϕ is

convex [1]. When v is convex, a useful property is that there exists an additive
measure λ(S) that dominates function v [22]. The set of all additive capacities
dominating v is known as the core of v, formally defined as follows:

Definition 5. The core of a capacity v is the set of all additive capacities domi-
nating v, defined by core(v) = {λ : 2N → [0, 1] additive | λ(S) ≥ v(S) ∀S ⊆ N}.

Hence when ϕ is convex, v = ϕ ◦ P has a non empty core and v(S) =
minλ∈core(v)(λ(S)). In this case, a useful result due to Schmeidler [20] that holds
for general Choquet integrals used with a convex capacity implies that they can be
rewritten as the minimum of a set of linear aggregation functions. When applied to
fϕ(x) (which is an instance of the Choquet integral) the result writes as follows:

Proposition 1. If ϕ is convex we have fϕ(x) = min
λ∈core(ϕ◦P )

λ.x

where fϕ is the Yaari’s model obtained from fu
ϕ when u(z) = z for all z. Similarly,

for a concave weighting function ψ the dual defined by ψ̄(p) = 1 − ψ(1 − p) for
all p ∈ [0, 1] is convex and has a non-empty core. Hence Proposition 1 can be
used again to establish the following result:

Proposition 2. If ψ is concave we have fψ(x) = max
λ∈core(ψ̄◦P )

λ.x

Proof. fψ(x) = −fψ̄(−x) = − min
λ∈core(ψ̄◦P )

λ.(−x) = max
λ∈core(ψ̄◦P )

λ.x.

Using Propositions 1 and 2 and Eq. (5) we obtain a new formulation of CPT,
when ϕ and ψ are convex and concave respectively.

Proposition 3. Let x ∈ Rn. If ϕ is convex and ψ is concave then we have:

gϕ,ψ(x) = min
λ∈core(ϕ◦P )

λ · x+ − max
λ∈core(ψ̄◦P )

λ · x−

Now, let us show that this new formulation can be used to optimize gϕ,ψ(x)
using linear programming. From Propositions 1 and 2 the values of fϕ(x) and
fψ(x) for any outcome vector x ∈ Rn can be obtained as the solutions of the two
following linear programs respectively:

min
n∑

i=1

λixi

ϕ(P (A)) ≤ ∑
i∈A

λi ∀A ⊆ N

λi ≥ 0, i = 1, .., n

max
n∑

i=1

λixi

ψ(P (A)) ≥ ∑
i∈A

λi ∀A ⊆ N

λi ≥ 0, i = 1, .., n
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The left LP given above directly derives from Proposition 1. The right LP
given above derives from Proposition 2 after observing that the constraints ∀B ⊆
N,

∑
i∈B λi ≥ ψ̄(P (B)) are equivalent to ∀A ⊆ N,

∑
i∈A λi ≤ ψ(P (A)) (by

setting A = N \ B). Now, if we consider x as a variable vector, we consider the
dual formulations of the above LPs to get rid of the quadratic terms:

max
∑

A⊆N

ϕ(P (A)) × dA

∑
A⊆N :i∈A

dA ≤ xi i = 1, .., n

dA ≥ 0 ∀A ⊆ N

min
∑

A⊆N

ψ(P (A)) × dA

∑
A⊆N :i∈A

dA ≥ xi i = 1, .., n

dA ≥ 0 ∀A ⊆ N

Finally, we obtain program P1 given below to optimize gϕ,ψ, with the assump-
tions that ϕ is convex, ψ is concave and that u(x) = x for all x ∈ Rn.

max
∑

A⊆N

ϕ(P (A)) × d+A − ∑
A⊆N

ψ(P (A)) × d−
A

(P1)

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑
A⊆N :i∈A

d+A ≤ x+
i i = 1, . . . , n

∑
A⊆N :i∈A

d−
A ≥ x−

i i = 1, . . . , n

xi = x+
i − x−

i i = 1, . . . , n
0 ≤ x+

i ≤ zi × M i = 1, . . . , n
0 ≤ x−

i ≤ (1 − zi) × M i = 1, . . . , n
x ∈ X

x−
i , x+

i , d+A, d−
A ≥ 0 i = 1, .., n, ∀A ⊆ N

zi ∈ {0, 1} i = 1, . . . , n

The integer variables zi, i = 1, . . . , n are used to decide whether xi is positive or
not. The M constant is used as usual to model disjunctive constraints depending
on the sign of xi. P1 has 2n+1 continuous variables, n binary variables and 5n
constraints. It can be specialized to solve any CPT-optimization problem, by
inserting the needed variables and constraints to define the set X. For example,
to solve the knapsack problem under risk, we have to insert m boolean variables
yj (set to 1 iff object j is selected) subject to the constraint

∑m
j=1 wjyj ≤ C,

for weights wj , j = 1, . . . ,m and the knapsack capacity C. Then variables xi

are linked to variables yj by equations of type xi =
∑m

j=1 uijyj defining xi as a
linear utility over sets of objects for any scenario i ∈ {1, . . . , n}.

We implemented the above model using the Gurobi 7.5.2 solver on a computer
with 12 GB of RAM, a Intel(R) Core(TM) i7 CPU 950 @ 3.07 GHz processor.
Table 2 gives the results obtained for the CPT-knapsack problem modeled as fol-
lows: m represents the number of objects, n the number of voters; utilities uij and
weights wj were randomly generated in the range �−10, 10� (resp. �−100, 100�),
the capacity is set to C = (

∑m
j=1 wj)/2, ϕ and ψ are randomly drawn to satisfy

the conditions of Proposition 1. Average times given in Table 2 are computed
over 20 runs, with a timeout set to 1200 s. We observe that this computational
model is able to solve instances with a large number of objects in a few seconds.
Nonetheless, it has an exponential number of continuous variables, which may
limit its applicability when the number of scenarios becomes larger. To over-
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Table 1. Times (s) obtained by MIP P1 for the CPT-knapsack

m n = 3 n = 5 n = 7

100 0.03 0.21 0.67

500 0.05 1.31 45.60

750 0.08 0.87 125.72

1000 0.13 3.28 150.48

come this limitation, we will know present a second computational model with a
polynomial number of variables and constraints, which optimizes gϕ,ψ(x) under
some additional assumptions concerning ϕ and ψ (Table 1).

5 The Case of Piecewise Linear Weighting Functions

From now on, we assume that ϕ and ψ are piecewise-linear functions with
respectively the breakpoints 0 = α0 ≤ α1 ≤ α2 ≤ . . . ≤ αt = 1 and
0 = β0 ≤ β1 ≤ β2 ≤ . . . ≤ βt = 1. This assumption is often made in differ-
ent contexts of elicitation and optimization. For example, Ogryczack [13] uses a
similar assumption to propose an efficient linearization of the WOWA operator.
We will follow a similar idea to propose a linearization for CPT.

A piecewise-linear function has its derivative constant on each interval. Thus
we define ϕ′(u) = d+i for all u ∈ [αi−1, αi] and ψ′(u) = d−

i for all u ∈ [βi−1, βi].
Moreover we assume that d+t+1 = 0 and d−

t+1 = 0 for convenience. For any given
solution x, we define the cumulative function Fx, for all α ∈ [0, 1], by:

Fx(α) =
n∑

i=1

piδi(α) with δi(α) =
{

1 if xi ≤ α
0 otherwise

Then we have F
(−1)
x (u) = inf{y : Fx(y) ≥ u} returns the minimum perfor-

mance y such that the probability of scenarios whose performance is lower than
or equal to y is greater than or equal to u. Then, we define the tail function Gx,
for all α ∈ [0, 1], by:

Gx(α) =
n∑

i=1

piδi(α) with δi(α) =
{

1 if xi > α
0 otherwise

and G
(−1)
x (u) = inf{y : Gx(y) ≤ u} returns the minimum performance y such

that the probability of scenarios whose performance level is greater than y is
lower than or equal to u. First, we observe that the following relation holds
between G

(−1)
x and F

(−1)
x .

Proposition 4. For all x ∈ Rn and u ∈ [0, 1], G
(−1)
x (u) = F

(−1)
x (1 − u)
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Proof. According to the definition of F and G, we have Gx(u) = 1 − Fx(u). We
have then the following result F

(−1)
x (1 − u) = inf{y : Fx(y) ≥ 1 − u} = inf{y :

1 − Fx(y) ≤ u} = inf{y : Gx(y) ≤ u} = G
(−1)
x (u) ��

Then, let us show that these notions allow a new formulation of gϕ,ψ:

Proposition 5

gϕ,ψ(x) =
t∑

i=1

[
(d+i+1−d+i )

∫ 1−αi

0

F (−1)
x (v)dv−(d−

i −d−
i+1)

∫ βi

0

G(−1)
x (v)dv

]
(6)

Proof. Let () be a permutation of scenarios such that x(1) ≤ x(2) ≤ . . . ≤ x(n)

and πi =
∑n

k=i p(k). Let E(x) =
∫ 1

0

(
G

(−1)
x+ (u)ϕ′(u) − G

(−1)
x− (u)ψ′(u)

)
du. First,

we show that E(x) = gϕ,ψ(x).

E(x) =
∫ 1

0

(
G

(−1)
x+ (u)ϕ′(u) − G

(−1)
x− (u)ψ′(u)

)
du

=
n∑

i=1

∫ πi

πi+1

G
(−1)
x+ (u)ϕ′(u)du −

n∑

i=1

∫ πi

πi+1

G
(−1)
x− (u)ψ′(u)du

with πn+1 = 0. We notice that G
(−1)
x+ (u) = x+

(i) for all u ∈ [πi+1, πi]. We have:

=
n∑

i=1

x+
(i)

∫ πi

πi+1

ϕ′(u)du −
n∑

i=1

x−
(i)

∫ πi

πi+1

ψ′(u)du

=
n∑

i=1

x+
(i)

(
ϕ(

n∑

k=i

p(k)) − ϕ(
n∑

k=i+1

p(k))

)
−

n∑

i=1

x−
(i)

(
ψ(

n∑

k=i

p(k)) − ψ(
n∑

k=i+1

p(k))

)

= gϕ,ψ(x)

Then, the desired result can be obtained from another formulation of E(X):

E(x) =
∫ 1

0

(
G

(−1)
x+ (u)ϕ′(u) − G

(−1)
x− (u)ψ′(u)

)
du

=
t∑

i=1

∫ αi

αi−1

G
(−1)
x+ (u)ϕ′(u)du −

∫ βi

βi−1

G
(−1)
x− (u)ψ′(u)du

We recall that ϕ′(u) = d+i for all u ∈ [αi−1, αi] (and d+t+1 = 0 for convenience)
and ψ′(u) = d−

i for all u ∈ [βi−1, βi] (and d−
t+1 = 0 for convenience). We have:

=

t∑

i=1

[
d+

i

∫ αi

αi−1

G
(−1)

x+ (u)du − d−
i

∫ βi

βi−1

G
(−1)

x− (u)du

]

=

t∑

i=1

[
d+

i

∫ αi

αi−1

F
(−1)

x+ (1 − u)du − d−
i

∫ βi

βi−1

G
(−1)

x− (u)du

]
(see Prop. 4)

=

t∑

i=1

[
d+

i

∫ 1−αi−1

1−αi

F
(−1)

x+ (v)dv − d−
i

∫ βi

βi−1

G
(−1)

x− (u)du

]
(with v = 1 − u)
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=

t∑

i=1

[
d+

i

(∫ 1−αi−1

0

F
(−1)

x+ (v)dv −
∫ 1−αi

0

F
(−1)

x+ (v)dv

)
− d−

i

∫ βi

βi−1

G
(−1)

x− (u)du

]

=

t∑

i=1

[
(d+

i+1 − d+
i )

∫ 1−αi

0

F
(−1)

x+ (v)dv − d−
i

(∫ βi

0

G
(−1)

x− (u)du −
∫ βi−1

0

G
(−1)

x− (u)du

)]

=

t∑

i=1

[
(d+

i+1 − d+
i )

∫ 1−αi

0

F
(−1)

x+ (v)dv − (d−
i − d−

i+1)

∫ βi

0

G
(−1)

x− (v)dv

]
�

Now we introduce the two following linear programs to optimize∫ 1−αk

0
F

(−1)
x (v)dv and

∫ αk

0
G

(−1)
x (v)dv, for a fixed x and k. The lineariza-

tion of
∫ p

0
F

(−1)
x (v)dv has been first proposed in [13] and is here extended to∫ p

0
G

(−1)
x (v)dv:

min
n∑

i=1

ximi
⎧
⎨

⎩

n∑
i=1

mi = (1 − αk)

mi ≤ pi i = 1, . . . , n
mi ≥ 0, i = 1, . . . , n

max
n∑

i=1

ximi
⎧
⎨

⎩

n∑
i=1

mi = αk

mi ≤ pi i = 1, . . . , n
mi ≥ 0, i = 1, . . . , n

Then we consider their respective dual formulations:

max(1 − αk)r −
n∑

i=1

pibi

r − bi ≤ xi i = 1, . . . , n
bi ≥ 0, i = 1, . . . , n

min αkr +
n∑

i=1

pibi

r + bi ≥ xi i = 1, . . . , n
bi ≥ 0, i = 1, . . . , n

Using these formulations, we propose a mixed integer program (P2) to max-
imize gϕ,ψ(x) for any x belonging to a set X:

max
t∑

k=1

d
′+
k ((1 − αk) × r+k −

n∑
l=1

p+l b+lk) −
t∑

k=1

d
′−
k (αk × r−

k +
n∑

l=1

p−
l b−

lk)

(P2)

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

r+k − b+ik ≤ x+
i i = 1, . . . , n, k = 1, . . . , t

r−
k + b−

ik ≥ x−
i i = 1, . . . , n, k = 1, . . . , t

xi = x+
i − x−

i i = 1, . . . , n
0 ≤ x+

i ≤ zi × M i = 1, . . . , n
0 ≤ x−

i ≤ (1 − zi) × M i = 1, . . . , n
x ∈ X

x+
i , x−

i , bik ≥ 0, i = 1, . . . , n, k = 1, . . . , t
zi ∈ {0, 1}, i = 1, . . . , n

with d
′+
k = d+k+1 − d+k and d

′−
k = d−

k − d−
k+1 for all k = 1, . . . , t. The integer

variables zi, i = 1, . . . , n are used to decide whether xi is positive or not. The
M constant is used as usual to model disjunctive constraints depending on the
sign of xi. P2 contains 2nt+3n constraints, n binary variables and 2nt+2n+2t
continuous variables. It can be specialized to solve any CPT-optimal problem, by
inserting the needed variables and constraints to define the set X, as shown for
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P1. Table 2 gives the results obtained for the CPT-optimal knapsack problem.
Functions ϕ and ψ are chosen piecewise linear with n breakpoints; these functions
are randomly drawn to satisfy the conditions of Proposition 1. Average times
given in Table 2 are computed over 20 runs, with a timeout set to 1200 s.

Table 2. Times (s) obtained by MIP P2 for the CPT-knapsack

m n = 3 n = 5 n = 7 n = 10

100 0.01 0.03 0.07 0.12

500 0.04 0.13 0.19 28.22

750 0.03 0.18 2.76 107.36

1000 0.04 0.27 9.027 191.84

The linearization presented here for the case where u(z) = z for all z can
easily be extended to deal with piecewise linear concave utility functions u for
gains and for losses (admitting a bounded number of pieces). In this case, the
utility function can indeed be defined on gains as the minimum of a finite set of
linear utilities which enables a linear reformulation (the same holds for losses).
Note also that having a concave utility over gains and over losses is consistent
with the risk-averse attitude under consideration in the paper.

6 Conclusion

CPT is a well known model in the context of decision making under risk used
to overcome some descriptive limitations of both EU and RDU. In this paper,
we have proposed two mixed integer programs for the search of CPT-optimal
solutions on implicit sets of alternatives. We tested these computational mod-
els on randomly generated instances of the Knapsack problem involving up to
1000 objects and 10 scenarios. The second MIP formulation proposed performs
significantly better due to the additional restriction to piecewise linear utility
functions.

A natural extension of this work could be to address the exponential aspect of
our first formulation with a Branch&Price approach. Another natural extension
of this work could be to propose a similar approach for a general bipolar Choquet
integral where the capacity is not necessarily defined as a weighted probability.
It can easily be shown that the first linearization proposed in the paper still
applies to bi-polar Choquet integrals.
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Abstract. Clustering is an unsupervised task whose performances can
be highly improved with background knowledge. As a consequence, sev-
eral semi-supervised clustering approaches have proposed to integrate
prior information in the form of constraints, generally at the instance-
level. Amongst them, evidential semi-supervised clustering algorithms,
such as CECM or SECM algorithm, rely on the theoretical foundation
of belief function which extends the probabilistic theory and allows us
to express many types of uncertainty about the assignment of an object
to a cluster. In this framework, no evidential clustering algorithm has
ever mixed different types of instance-level constraints. We propose here
to combine pairwise constraints and labeled data constraints in order
to better retrieve information from the background knowledge. The new
algorithm, called LPECM, shows good performances on synthetic and
real data sets.

Keywords: Labeled data constraints · Pairwise constraints ·
Instance-level constraints · Belief function · Evidential clustering ·
Semi-supervised clustering

1 Introduction

Clustering is a classical data analysis method that aims at creating natural
groups from a set of objects by assigning similar objects into the same cluster
while separating dissimilar objects into different clusters. Clustering solutions
can be expressed in the form of a partition. Amongst partitional clustering meth-
ods, some produce hard [6,18], fuzzy [10,19] and credal partitions [2–4,14]. A
hard partition assigns an object to a cluster with total certainty whereas a fuzzy
partition allows us to represent the class membership of an object in the form
of a probabilistic distribution. The credal partition, developed in the framework
of belief function theory, extends the concepts of hard and fuzzy partition. It
makes possible the representation of both uncertainty and imprecision regarding
the class membership of an object.

Clustering is a challenging task since various clustering solutions can be
valid although distinct. In order to lead clustering methods towards a specific
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and desired solution, semi-supervised clustering algorithms integrate background
knowledge, generally in the form of instance-level constraints. In [2,3,19], labeled
data constraints are taken into account to improve the performances of the clus-
tering. In [4,6,10,18], two less informative constraints are introduced: the must-
link constraint, which specifies that two objects have to be in the same cluster
and the cannot-link constraint, which indicates that two objects should not be
assigned in the same cluster.

The combination of the three types of instance-level constraints can help
to retrieve as most information as possible and thus can achieve better per-
formances. However, there exists currently very few methods able to deal with
such constraints [17], more particularly, none generates a credal partition. In this
paper, we propose to associate two evidential semi-supervised clustering algo-
rithms, the first one handling pairwise constraints and the second one dealing
with labeled data constraints. The goal is to create a more general algorithm
that can obtain a large number of constraints from the background knowledge
and that can generate a credal partition.

The rest of the paper is organized as follows. Section 2 recalls the neces-
sary backgrounds about belief function, credal partition and evidential clustering
algorithms. Section 3 introduces the new algorithm named LPECM and presents
the objective function as well as the optimization steps. Several experiments are
produced in Sect. 4. Finally, Sect. 5 makes a conclusion about the work.

2 Background

2.1 Belief Function and Credal Partition

Evidence theory [15] (or belief function theory) is a mathematical framework
that enables to reflect the state of partial and uncertainty knowledge. Let X
be a data set composed of n objects such that xi ∈ R

p corresponds to the ith

object. Let Ω = {ω1, . . . , ωc} be the set of possible clusters. The mass function
mik : 2Ω → [0, 1] applied on the instance xi measures the degree of belief that
the real class of xi belongs to a subset Ak ⊆ Ω. It satisfies:

∑

Ak⊆Ω

mik = 1. (1)

The collection M = [m1, . . . ,mn] such that mi = (mik) forms a credal partition
that is a generalization of a fuzzy partition. Indeed, any subset Ak such that
mik > 0 is named a focal set of mi. When all focal elements are singletons, the
mass function is equivalent to a probability distribution. If such situation occurs
for all objects, the credal partition M can be seen as a fuzzy partition.

Several transformations of a mass function mi are possible in order to extract
particular information. The plausibility function pl(A) : 2Ω → [0, 1] defined in
Eq. (2) corresponds to the maximal degree of belief that could be given to subset
A:

pl(A) =
∑

Ak∩A �=∅
m(Ak), ∀A ⊆ Ω. (2)
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To make a decision, a mass function can also be transformed into a pignistic
probability distribution [16]. Finally, a hard credal partition can be obtained by
assigning each object to the subset of cluster with the highest mass. This allows
us to easily detect objects located in an ambiguous region.

2.2 Evidential C-Means Algorithm

Evidential C-Means (ECM) [14] is the credibilistic version of Fuzzy C-Means
algorithm (FCM) [5]. In the FCM algorithm, each cluster is represented by a
point called centroid or prototype. The ECM algorithm, which generates a credal
partition, generalizes the cluster representation by considering a centroid vk in
R

p for each subset Ak ⊆ Ω. The objective function is:

JECM(M,V) =
n∑

i=1

∑

Ak �=∅
|Ak|α mβ

ikd2ik +
n∑

i=1

ρ2mβ
i∅, (3)

subject to
∑

Ak⊆Ω,Ak �=∅
mik + mi∅ = 1 and mik ≥ 0 ∀i ∈ {1, . . . , n}. (4)

where |Ak| corresponds to the cardinality of the subset Ak, V is the set of
prototypes and d2ik represents the squared Euclidean distance between xi and
the centroid vk. Outliers are handled with masses mi∅,∀i ∈ 1, . . . , n, allocated
to the empty set and with the ρ2 > 0 parameter. The two parameters α ≥ 0 and
β > 1 are introduced to penalize the degree of belief assigned to subsets with
high cardinality and to control the fuzziness of the partition.

An extension of the ECM algorithm has been proposed in order to deal
with a Mahalanobis distance [4]. Such metric is adaptive and handles various
ellipsoidal shapes of clusters, giving more flexibility for the algorithm to better
find the inherent structure of the data. Mahalanobis distance d2ik between a point
xi and a subset Ak is defined as follows:

d2ik = ‖xi − vk‖2Sk
= (xi − vk)T Sk (xi − vk) , (5)

where Sk represent the evidential covariance matrix associated to subset Ak

and is calculated as the average of the covariance matrices of the singletons
included in subset Ak. Finally, objective function (3) has to be minimized with
the respect to the credal partition matrix M, the centroids matrix V and the
covariance matrix S = {S1, . . . ,Sc} the set composed of covariance matrices
dedicated to clusters.

2.3 Evidential Constrained C-Means Algorithm

Several evidential C-Means based algorithms have already been proposed [1–
4,8,13] to deal with background knowledge. For each of them, constraints are
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expressed in the framework of a belief function and a term penalizing the con-
straints violation is incorporated in the objective function of the ECM algorithm.

In [2,3], labeled data constraints are introduced in the algorithms, i.e. the
expert can express the uncertainty about the label of an object by assigning it to
a subset. Objective functions of the algorithms are written in such a way that any
mass function which partially or fully respects a constraint on a specific subset
has a high weighted plausibility given to a singleton included in the subset.

Tij = Ti (Aj) =
∑

Aj∩Al �=∅

|Aj ∩ Al|
r
2

|Al|r mil, ∀i ∈ {1 . . . n}, Al ⊆ Ω, (6)

where r ≥ 0 is a fixed parameter. Notice that if r = 0, then |Aj∩Al|
r
2

|Al|r = 1, which
implies that Tij is identical to the plausibility plij .

In [4], authors assumed that pairwise constraints (i.e. must-link and cannot-
link constraints) are available. A plausibility to belong or not to the same class
is then defined. This plausibility allows us to add a penalty term having high
values when there exists a high plausibility that two objects are (respectively are
not) in the same cluster although they have a must-link constraint (respectively
a cannot-link constraint).

pll×j(θ) =
∑

{Al×Aj⊆Ω2|(Al×Aj)∩θ �=∅}
ml×j(Al × Aj)

=
∑

Al∩Aj �=∅
ml(Al)mj(Aj),

(7)

pll×j(θ) = 1 − ml×j(∅) − bell×j(θ)

= 1 − ml×j(∅) −
c∑

k=1

ml (Ak) mj (Ak) ,
(8)

where, θ denotes the event that objects xi and xj belong to the same class
corresponds to the subset {(ω1, ω1), (ω2, ω2), . . . , (ωk, ωk)} within Ω2, whereas
θ denotes the event that objects xi and xj do not belong to the same class
corresponds to its complement.

3 The LPECM Algorithm with Instance-Level
Constraints

3.1 Objective Function

We propose a new algorithm called Labeled and Pairwise constraints Eviden-
tial C-Means (LPECM), which is based on the ECM algorithm [14], handles
Mahalanobis distance and combines the advantages of pairwise constraints and
labeled data constraints by adding three penalty terms:

JLPECM (M,V,S) = ξJECM (M,V,S) + γJM (M) + ηJC (M) + δJL (M), (9)
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with respect to constraints (4). Formulation of JECM corresponds to equation
(3) and (5), JM is a penalty term used for must-link constraints, JC is dedicated
to cannot-link constraints and JL handles labeled data constraints. Coefficients
ξ, γ, η and δ allow us to give more importance to the structure of the data, the
pairwise constraints or the labeled data constraints, respectively.

Penalty terms for pairwise constraints and labeled data constraints are
defined similarly to [2,4]:

JM (M) =
∑

(xi,xj)∈M

⎛

⎝1 − (mi∅ + mj∅ − mi∅mj∅) −
∑

Ak⊆Ω,|Ak|=1

mikmjk

⎞

⎠ ,

(10)

JC (M) =
∑

(xi,xj)∈C

∑

Ak∩Al �=∅
mikmjl, (11)

JL (M) =
n∑

i=1

∑

Ak⊆Ω,Ak �=∅
bik

⎛

⎝1 −
⎛

⎝
∑

Ak∩Al �=∅

|Ak ∩ Al|
r
2

|Al|r mil

⎞

⎠

⎞

⎠ , (12)

where bik denotes whether the ith instance belongs to the subset Ak or not:

bik =
{

1 if xi is constrained to subset Ak,
0 otherwise. (13)

It should be emphasized that in this study, unlike [2], each labeled object
is constrained to only one subset. Indeed, it makes more coherent the set of
constraints retrieved from the background knowledge. Constraints are gathered
in three different sets such that M corresponds to the set of must-link con-
straints, C to the set of cannot-link constraints and L denotes the labeled data
constraints set. The JM function returns the sum of the plausibilities that must-
link constrained objects to belong to the same class. Similarly, JC returns the
sum of the plausibilities that cannot-link constrained objects are not in the same
class. The JL term calculates for each labeled object a weighted plausibility to
belong to the label.

3.2 Optimization

The objective function is minimized as the ECM algorithm, i.e. by carrying out
an iterative scheme where first V and S are fixed to optimize M, second M and
S are fixed to optimize V and finally M and V are fixed to optimize S.

Centroids Optimization. It can be observed from (9) that the three penalty
terms included in the objective function of the LPECM algorithm do not depend
on the cluster centroids. Hence, the update scheme of V is identical to the ECM
algorithm [14].
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Masses Optimization. In order to obtain a quadratic objective function with
linear constraints, we set parameter β = 2. A classical optimal approach can
then be used to solve the problem [7]. The following equations present how to
transform the objective function (9) in order to obtain a format accepted by
most usual quadratic optimization function.

Let us define mT
i = (mi∅,miω1 , . . . ,miΩ) the vector of masses for object xi.

The first term of JLPECM is then:

JECM (M) =
n∑

i=1

mT
i Φimi, (14)

where Φi =
[
φi

kl

]
is a diagonal matrix of size (2c × 2c) associated to object xi

and defined such as:

φi
kl =

⎧
⎨

⎩

ρ2 if Ak = Al and Ak = ∅,
d2ik |Ak|α if Ak = Al and Ak 
= ∅,
0 otherwise.

(15)

Penalty term used for must-link constraints can be rewritten as follows:

JM (M) = nM +
∑

(xi,xj)∈M

(
FT

M mi + FT
M mj

)
+

∑

(xi,xj)∈M

mT
i ΔM mj , (16)

where nM denotes the number of must-link constraints, FM is a vector of size
2c and ΔM =

[
δMkl

]
corresponds to a matrix (2c × 2c) such that:

FT
M = [−1, 0, . . . , 0]︸ ︷︷ ︸

2c

and δMkl =

⎧
⎨

⎩

1 if Ak = ∅ or Al = ∅,
−1 if Ak = Al and |Ak| = |Al| = 1,
0 otherwise.

(17)
The penalty term associated to cannot-link constraints is:

JC (M) =
∑

(xi,xj)∈C

mT
i ΔC mj , (18)

where ΔC =
[
δCkl

]
is a matrix (2c × 2c) such that:

δCkl =
{

1 if Ak ∩ Al 
= ∅,
0 otherwise. (19)

Finally, the penalty term for the labeled data constraints is denoted as
follows:

JL (M) = nL −
n∑

i=1

FT
L mi, (20)
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where nL denotes the number of labeled data constraints and FL is a vector of
size 2c such that:

FT
L = viklclk, ∀Al ∈ Ω, (21)

clk =
|Ak ∩ Al|

r
2

|Al|r , (22)

vikl =
{

1 if (xi, Ak) ∈ L and Ak ∩ Al 
= ∅,
0 otherwise. (23)

where expression (xi, Ak) ∈ L means that the labeled data constraint on object
i is the subset Ak. Function vikl = {0, 1} equals to 1 for subsets Al that has an
intersection with Ak knowing the constraint xi ∈ Ak.

Now, let us define mT =
(
mT

1 , . . . ,mT
n

)
the vector of size n2c containing the

masses for each object and each subset, H a matrix of size (n2c × n2c) and F a
vector of size n2c such that:

H =

⎛

⎜⎜⎜⎝

Φ1 Δ12 · · · Δ1n

Δ21 Φ2 · · ·
...

...
. . .

...
Δn1 · · · Φn

⎞

⎟⎟⎟⎠ , where Δij =

⎧
⎪⎨

⎪⎩

ΔM , if (xi,xj) ∈ M ,

ΔC , else if (xi,xj) ∈ C ,

0, otherwise.

(24)
FT =

(
F1 · · · Fi · · · Fn

)
, where Fi = tiFM − biFL , (25)

ti =

{
1, if xi ∈ M ,

0, otherwise.
, and bi =

{
1, if xi ∈ L ,

0, otherwise.
. (26)

Finally, the objective function (9) can be rewritten as follows:

JLPECM (M) = mT Hm + FT m. (27)

3.3 Metric Optimization

It can be observed from (9), the three penalty terms of the LPECM algorithm
objective function do not depend on the Mahalanobis distance. Since the set of
metric S only appears in JECM , the update method is identical to the ECM
algorithm [4]. The overall procedure of the LPECM algorithm is summarized in
Algorithm 1.

4 Experiments

4.1 Experimental Protocols

Performances and time consumption of the LPECM algorithm have been tested
on a toy data set and several classical data sets from UCI Machine Learning
Repository [9]. For the Letters data set, we kept only the three letters {I,J,L}
as done in [6]. As in [14], fixed parameters associated to the ECM algorithm
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Algorithm 1. The LPECM algorithm with an adaptive metric
Require: c: Number of desired clusters; X = (x1, . . . ,xn) the data set; C : Set of

cannot-link constraints ; M : Set of must-link constraints ; L : Set of labeled data
constraints ;

Ensure: credal partition matrix M, centroids matrix V, distance metric matrix S
1: Initialization of V ;
2: repeat
3: Calculate the new credal partition matrix M by solving the quadratic program-

ming problem defined by (27) subject to (4);
4: Calculate the new centroids matrix V by solving the linear system defined as

in the ECM algorithm [14];
5: Calculate the new metric matrix S and new associated distances using [4];
6: until No significant change in V between two successive iterations;

were set such as α = 1, β = 2 and ρ2 = 100. In order to balance the importance
of the data structure, must-link constraints, cannot-link constraints and labeled
data constraints respectively, we respectively set ξ = 1

n2c , γ = 1
|M | , η = 1

|C | and
δ = 1

|L | as coefficients.
Experiment on a data set consists of 20 simulations with a random selection

of the constraints. For each simulation, five runs of the LPECM algorithm with
random initialization of the centroids are performed. Then, in order to avoid
local optimum, the clustering solution with the minimum value of the objective
function is selected.

The accuracy of the obtained credal partition is measured with the Adjusted
Rand Index (ARI) [12], which is the corrected-for-chance version of the Rand
Index that compares a hard partition with the true partition of a data set.
As a consequence, the credal partition generated by the LPECM algorithm is
first transformed into a fuzzy partition using the pignistic transformation and
then the maximum of probability on each object is retrieved to obtain a hard
partition.

4.2 Toy Data Set

In order to show the interest of the LPECM algorithm, we started our experi-
ments with a tiny synthetic data set composed of 15 objects and three classes.
Figure 1 presents the hard credal partition obtained using the ECM algorithm.
Big cross marks denote the centroid of each cluster. Centroids for subsets with
higher cardinalities are not represented to ease the reading. As it can be observed,
objects located between two clusters are assigned in subsets with cardinality
equal to two. Notice also that, due to the stochastic initialization of the cen-
troids, there may exist a small difference between the results obtained from
every execution of the ECM algorithm. After the addition of background knowl-
edge in the form of must-link constraints, cannot-link constraints and labeled
data constraints and the execution of the LPECM algorithm with a Euclidean
distance, it is interesting to observe that previous uncertainties have vanished.
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Fig. 1. Hard credal partition obtained
on Toy data set with the ECM algo-
rithm

Fig. 2. Hard credal partition obtained
on Toy data set with the LPECM algo-
rithm

Figure 2 presents the hard credal partition obtained. The magenta dashed line
describes cannot-link constraints, the light green solid line represents must-link
constraints and the circled point corresponds to the labeled data constraints .

Figure 3 illustrates, for the execution of the LPECM algorithm, the mass
distribution for singletons with respect to the point numbers, allowing us a more
distinct sight of the masses allocations. Table 1 displays the accuracy as well as
time consumption for the ECM algorithm and the LPECM algorithm when first
only the cannot-link constraint is incorporated, second when the cannot-link
and the must-link constraint are introduced (Cannot-Must-Link line in Table 1),
finally when all constraints are added (Cannot-Must-Labeled line in Table 1).
Our results demonstrate that the combination of pairwise constraints and labeled
data constraints improved the performance of the semi-clustering algorithm with
tolerable time consumption. As expected, the more constraints are added, the
better are the performance.

4.3 Real Data Sets

The LPECM algorithm has been tested on three known data sets from the
UCI Machine Learning Repository namely Iris, Glass, and Wdbc and a derived
Letters data set from UCI. Table 2 indicates for each data set its number of
objects, its number of attributes and its number of classes.

For each data set, we randomly created 5%, 8%, and 10% of each type of
constraints out of the whole objects, leading to a total of 15%, 24%, and 30%
of constraints. As an example, Fig. 4 shows the hard credal partition obtained
with the Iris data set after executing the LPECM algorithm with a Mahalanobis
distance and 24% of constraints in total. As can be observed, all the constrained
objects are clustered with certainty in a singleton. Ellipses represent the covari-
ance matrices obtained for each cluster.
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Fig. 3. Mass curve obtained on Toy data
set with the LPECM algorithm

Table 1. Performance obtained on toy
data set with the LPECM algorithm

ARI Time(s)

ECM 0.60 0.07

LPECM-Cannot 0.68 0.41

LPECM-C-Must 0.85 0.29

LPECM-C-M-labeled 1.00 0.22

Tables 3 and 4 illustrate for all data sets the accuracy results with a Euclidean
and a Mahalanobis distance respectively when the different percentage of con-
straints are employed. Mean and standard deviation are calculated over 20 sim-
ulations. As it can be observed, incorporating constraints lead most of the time
to significant improvement of the clustering solution. Using a Mahalanobis dis-
tance particularly help to achieve better accuracy than using a Euclidean dis-
tance. Indeed, the Mahalanobis distance corresponds to an adaptive metric giv-
ing more freedom than a Euclidean distance to respect the constraints while
finding a coherent data structure.

Table 2. Description of the data sets from
UCIMLR

Name Objects Attributes Clusters

Iris 150 4 3

Letters 227 16 3

Wdbc 569 31 2

Glass 214 10 3
Fig. 4. Hard credal partition obtained
on Iris data set with the LPECM algo-
rithm

For the time consumption, as it can be observed from Fig. 5, (1) Adding con-
straints gives higher computation time than no constraints. (2) most of the time,
the more constraints are added, the less time is needed to finish the computation.
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Table 3. LPECM’s performance (ARI) with Euclidean distance

ECM LPECM

5.00% 8.00% 10.00%

Iris 0.59 ± 0.00 0.70 ± 0.01 0.71 ± 0.00 0.70 ± 0.01

Letters 0.04 ± 0.01 0.09 ± 0.03 0.09 ± 0.04 0.10 ± 0.02

Wdbc 0.67 ± 0.00 0.71 ± 0.00 0.71 ± 0.01 0.71 ± 0.00

Glass 0.59 ± 0.07 0.60 ± 0.07 0.62 ± 0.06 0.65 ± 0.08

Table 4. LPECM’s performance (ARI) with Mahalanobis distance

ECM LPECM

5.00% 8.00% 10.00%

Iris 0.67 ± 0.01 0.71 ± 0.05 0.82 ± 0.01 0.83 ± 0.04

Letters 0.08 ± 0.01 0.45 ± 0.03 0.47 ± 0.02 0.60 ± 0.05

Wdbc 0.73 ± 0.02 0.74 ± 0.03 0.75 ± 0.02 0.77 ± 0.05

Glass 0.56 ± 0.03 0.60 ± 0.03 0.65 ± 0.02 0.65 ± 0.03

Fig. 5. Time consumption (CPU) of the LPECM algorithm with Euclidean distance

5 Conclusion

In this paper, we introduced a new algorithm named Labeled and Pairwise
constraints Evidential C-Means (LPECM). It generates a credal partition and
mixes three main types of instance-level constraints together, allowing us to
retrieve more constraints from the background knowledge than other semi-
supervised clustering algorithms. In addition, the framework of belief function
employed in our algorithm allows us (1) to represent doubts for the labeled
data constraints (2) to clearly express, with the credal partition as a result,
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the uncertainties about the class memberships of the objects. Experiments show
that the LPECM algorithm does obtain better accuracy with the introduction
of constraints, particularly with a Mahalanobis distance. Further investigations
have to be performed to fine-tune parameters and to study the influence of
the constraints on the clustering solution. The LPECM algorithm can also be
applied for a real application to show the interest in gathering various types
of constraints. In this framework, active learning schemes, which automatically
retrieve few informative constraints with the help of an expert, are interesting
to study. Finally, in order to scale and fast the LPECM algorithm, a new mini-
mization process can be developed by relaxing some optimization constraints.
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Abstract. We develop a method of reasoning using an incrementally
constructed bipolar argumentation framework (BAF) aiming to apply
computational argumentation to legal reasoning. A BAF that explains
the judgment of a certain case is constructed based on the user’s knowl-
edge and recognition. More specifically, a set of effective laws are derived
as the conclusions from evidential facts recognized by the user, in a
bottom-up manner; conversely, the evidences required to derive a new
conclusion are identified if certain conditions are added, in a top-down
manner. The BAF is incrementally constructed by repeated exercise of
this bidirectional reasoning. The method provides support for those who
are not familiar with the law, so that they can understand the judgment
process and identify strategies that might allow them to win their case.

Keywords: Argumentation · Bidirectional reasoning · Legal reasoning

1 Introduction

An argumentation framework (AF) is a powerful tool in the context of incon-
sistent knowledge [15,21]. There are several possible application areas of AFs,
including law [4,20]. To date, research on applications has focused principally
on AF updating to yield an acceptable set of facts when a new argument is
presented, and strategies to win the argumentation when all of the dialog paths
are known. However, in real legal cases, an AF representing a law in its entirety
is usually incompletely grasped at the initial stage. Thus, it is more realistic to
construct the AF incrementally; recognized facts are added in combination with
AF reasoning.

For example, consider a case in which a person leased her house to another
person, and the lessee then sub-leased a room to his sister; the lessor now wants
to cancel the contract. (This is a simplified version of the case discussed in
Satoh et al. [23].) The lessor decides to prosecute the lessee. The lessor knows
that there was a lease, that they handed over the house to the lessee, and that
the room was handed over by the lessee to the sublessee. However, if the lessor
is not familiar with the law, she does not know what law might be applicable to
her circumstances or what additional facts should be proven to make it effective.
In addition, laws commonly include exceptions; that is, a law is effective if certain
conditions are satisfied provided there is no exception.
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For example, if there is no abuse of confidence, then the law of cancellation is
not effective. Therefore, the lessor should check that there is “no abuse of confi-
dence,” as well as regarding facts that prove what must be proven. In addition,
other facts may be needed to prove that there has been no abuse of confidence.
Also, the presence of an exception may render another law effective. For those
lacking a legal background, it can be difficult to grasp the entire structure of
a particular law, which may be extensive and complicated. Thus, s/he often
consults with, or even fully delegates the problem-solving process to, a lawyer.
However, if the argumentation structure of the law was clear, s/he would be
more likely to adequately understand the judgment process, obviating the need
for a lawyer.

In this paper, we develop a bidirectional reasoning method using a bipolar
argumentation framework (BAF) [2] that is applicable to legal reasoning. In a
BAF, a general rule is represented as a support relation, and an exception as an
attack relation. The facts of a case become arguments that are not attacked or
supported by other arguments.

We explore the BAF in both a bottom-up and top-down manner, search for
effective laws based on proven facts, and identify the facts required for applica-
tion to other laws.

Beginning with the user-recognized facts of a specific case, laws that may
be effective are searched for using a bottom-up process. Next, new conclusions
are considered if specific conditions are satisfied. If such conclusions exist, the
required facts are then identified in a top-down manner, so that the conditions
are satisfied. If the existence of such facts can be proven, the facts are added as
evidence, and the next round then begins. The procedure terminates if the user is
satisfied with the conclusions obtained, or if no new conclusions are derived. By
repeating this process, a user can simulate and scrutinize the judgment process
to identify a strategy that may allow them to win the case.

This paper is organized as follows. In Sect. 2, we present the BAF, and the
semantics thereof. In Sect. 3, we describe how the law is interpreted and rep-
resented using a BAF. In Sect. 4, we show the reasoning process of a BAF. In
Sect. 5, we discuss related works. Finally, in Sect. 6, we present our conclusions
and describe our planned future work.

2 Bipolar Argumentation Framework

A BAF is an extension of an AF in which the two relations of attack and support
are defined over a set of arguments [2]. We define a support relation between a
power set of arguments and a set of arguments; this differs from the common
support relation of a BAF, so that it corresponds to a legal structure.

Definition 1 (bipolar argumentation framework). A BAF is defined as a
triple 〈AR,ATT ,SUP〉, where AR is a finite set of arguments, ATT ⊆ AR×AR
and SUP ⊆ (2AR \ {∅}) × AR. If (B,A) ∈ ATT, then B attacks A; if (A, A) ∈
SUP, then A supports A.
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A BAF can be regarded as a directed graph where the nodes and edges
correspond to the arguments and the relations, respectively. Below, we represent
a BAF graphically; a simple solid arrow indicates a support relation, and a
straight arrow with a cutting edge indicates an attack relation. The dashed
rectangle shows a set of arguments supporting a certain argument; it is sometimes
omitted if the supporting set is a singleton.

Example 1. Figure 1 is a graphical representation of a BAF
〈{a, b, c, d, e}, {(b, a), (e, d)}, {({c, d}, a)}〉.

Fig. 1. Example of BAF.

Definition 2 (leaf). An argument that is neither attacked nor supported by
any other argument in a BAF is said to be a leaf of the BAF.

For a BAF 〈AR,ATT ,SUP〉, let → be a binary relation over AR as follows:

→= ATT ∪ {(A,B)|∃A ⊆ AR, A ∈ A ∧ (A, B) ∈ SUP}.

Definition 3 (acyclic). A BAF 〈AR,ATT ,SUP〉 is said to be acyclic if there
is no A ∈ AR such that (A,A) ∈→+, where →+ is a transitive closure of →.

We define semantics for the BAF based on labeling [9]. Usually, labeling is
a function from a set of arguments to {in, out , undec}, but undec is unneces-
sary here because we consider only acyclic BAFs. An argument labeled in is
considered an acceptable argument.

Definition 4 (labeling). For a BAF 〈AR,ATT ,SUP〉, a labeling L is a func-
tion from AR to {in, out}.

Labeling of a set of arguments proceeds as follows: L(A) = in if L(A) = in
for all A ∈ A; and L(A) = out otherwise.

Definition 5 (complete labeling). For a BAF baf = 〈AR,ATT ,SUP〉, label-
ing L is complete iff the following conditions are satisfied: for any argument
A ∈ AR, (i) L(A) = in if A is a leaf or (∀B ∈ AR; (B,A) ∈ ATT ⇒ L(B) =
out) ∧ (∃A ∈ 2AR; (A, A) ∈ SUP ∧ L(A) = in), (ii) L(A) = out otherwise.

If an argument is both attacked and supported, the attack is taken to be
stronger than the support. For any acyclic BAF, there is exactly one complete
labeling.
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3 Description of Legal Knowledge in a BAF

In this paper, we consider an application of the Japanese civil code.
We assume that the BAFs are acyclic and that each law features both general

rules and exceptions. A law is effective if the conditions of the general rule are
satisfied unless an exception holds. We construct a BAF in which each condition
in a rule is represented by an argument; the general rules can be represented by
support relations, and the exceptions by attack relations. Therefore, our inter-
pretations of attack and support relations differ from those used in the other
BAFs. First, a support relation is defined as a binary relation of a power set and
a set of arguments, since if one of the conditions is not met, the law is ineffec-
tive. Second, an argument lacking support is labeled out , even if it is attacked
by an argument labeled out , since a law is not defined only by its exceptions
and any argument other than a leaf should have an argument that supports it.
The correspondence between the “acceptance” criterion of our BAF and that of
a logic program is shown in [17].

We assume that the entire set of laws can be represented by a BAF termed
a universal BAF, denoted as follows:

ubaf = 〈UAR,UATT ,USUP〉.
It is almost impossible for a person who is not an expert to understand all

of the laws. Therefore, we construct a specific BAF for each incident; relevant
evidential facts are disclosed, and applicable laws identified using the universal
BAF.

Definition 6 (existence/absence argument). For an argument A, an argu-
ment showing the existence of an evidential fact for A is termed an existence
argument and is denoted by ex(A); and an argument showing the absence of an
evidential fact for A is termed an absence argument and is denoted by ab(A).
These arguments are abbreviated as ex/ab arguments, respectively.

Definition 7 (consistent ex/ab arguments set). For a set of ex/ab argu-
ments S, if there does not exist an argument A that satisfies both ex(A) ∈ S and
ab(A) ∈ S, then S is said to be consistent.

Example 2. Figure 2 shows a BAF for the house lease case shown in Sect. 1,
together with the relevant ex/ab arguments.

In this Figure, ex(a1), ex(a2), and ex(a4) are existence arguments for agree-
ment of lease contract, handover to lessee, and handover to sublessee, respec-
tively; ab(b1) is an absence argument for fact of non abuse of confidence; and
no evidence is currently shown for the other leaves.

4 Reasoning Using the BAF

4.1 Outline

We employ a running example throughout this section.
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Fig. 2. Example of a BAF for a house-lease case.

Example 3. We assume the existence of the universal BAF ubaf = 〈UAR,
UATT ,USUP〉 shown in Fig. 3.

Fig. 3. Example of a universal BAF ubaf .

Let Ex be a set of ex/ab arguments that is currently recognized by a user.
For either ex(A) or ab(A) of Ex , A ∈ UAR, and A is a leaf in ubaf .

Initially, a user recognizes a set of facts related to a certain incident. The
reasoning proceeds by repeating two methods in turn. The first is used is to derive
conclusions from the facts in a bottom-up manner, and the other is employed
to find the evidence needed to draw a new conclusion if certain other conditions
are met, this exercise proceeds in a top-down manner.
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4.2 Bottom-Up Reasoning

In bottom-up reasoning, arguments are derived by following the support relations
from an ex/ab argument. The algorithm is shown in Algorithm1.

Algorithm 1. BUP: find conclusions
Let Ex be a set of ex/ab arguments and AR = {A|ex(A) ∈ Ex} ∪ {A|ab(A) ∈ Ex}.
Find a pair of a set of arguments A ⊆ AR and an argument A ∈ UAR \ AR such
that (A, A) ∈ USUP .
while there exists such a pair (A, A) do

Set AR = AR ∪ {A}.
end while
Set SUP = USUP ∩ (2AR × AR) ∪ {({ex(A)}, A)|ex(A) ∈ Ex}.
Set ATT = UATT ∩ (AR × AR) ∪ {(ab(A), A)|ab(A) ∈ Ex}. Set AR = AR ∪ Ex .
Apply the complete labeling L to baf = 〈AR,ATT ,SUP〉.
Concl(Ex ) = {A | L(A) = in ∧ ¬∃(A, B) ∈ SUP ;A ∈ A ⊆ AR}.
return Concl(Ex ).

The resulting set of conclusions is the set of arguments that are acceptable,
and no more conclusions can be drawn from the currently known facts.

Example 4 (Cont’d). Let Ex be {ex(a1), ex(b1), ex(c1), ex(d1)}, and ubaf be a
BAF in Fig. 3. Then, the BAF can be constructed using the process shown in
Fig. 4(a) and (b); finally, baf 1 is obtained, and Concl(Ex) = {a, e} is derived
as the set of conclusions. The complete labeling of the BAF baf 1 is shown in
Fig. 4(c).

(a) (b) (c)

Fig. 4. The bottom-up reasoning used to construct baf 1.

4.3 Top-Down Reasoning

On the other hand, we can seek additional facts that must be proven if a new
conclusion is to be derived. Here, we search for a new conclusion and a set of
supports, and identify the facts required to derive the arguments of the set.
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Definition 8 (differential support pair, differential supporting set
of arguments, differentially supported argument). For a BAF
baf = 〈AR,ATT ,SUP〉, if (A ∩ AR) �= ∅ ∧ (A ∩ AR) �= A ∧ (A, A) ∈ USUP,
then (A \ AR, A) is said to be a differential support pair on baf . In addition,
A \ AR and A are said to be a differential supporting set of arguments on baf ,
and a differentially supported argument on baf , respectively.

Intuitively, differential support pair means that A cannot be derived using
the current BAF due to the lack of required conditions, but it can be derived if
all of the arguments in A \ AR are accepted. In general, there may exist several
differential support pairs on any BAF.

Example 5 (Cont’d). For baf 1, we find differential support pair ({f, g}, l),
because {e, f, g} ∩ AR = {e} �= ∅ and ({e, f, g}, l) ∈ USUP (Fig. 5).

Fig. 5. A differential support pair on baf 1 : ({f, g}, l).

For a BAF baf = 〈AR,ATT ,SUP〉 and an argument A ∈ AR, we detect a set
of facts that satisfies L(A) = in. For an argument A, we check the conditions for
labeling of the arguments that attack A and the sets of arguments that support
A. This is achieved by repeatedly applying the following two algorithms: PC (A)
and NC (A), which are shown in Algorithms 2 and 3, respectively. Note that
there is no argument that both lacks support and is attacked.

Then, discovery of the required facts proceeds using the algorithm shown in
Algorithm 4.

As a result, a set of ex/ab arguments is generated. An existence argument
ex(A) shows that the fact is required if L(A) = in is to hold, whereas an absence
argument ab(A) shows that the evidence is an obstacle to prove L(A) = in.

Example 6 (Cont’d). For a differential supporting set of arguments {f, g}, we
find Sol({f, g}) = PC(f) ∪ PC(g).

(i) PC(f) = {ex(f)}.
(ii) PC(g) = PC(h) = PC(h1) ∪ NC(j) (Fig. 6). As for PC(h1), we obtain

{ex(h1)}. As for NC(j), we have two alternatives: NC(j1) and PC(k)
(Fig. 7).
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Algorithm 2. PC (A): find required arguments for L(A) = in.
Let A be an argument in UAR.
if A is a leaf of ubaf then

Sol(A) = {ex(A)}.
else

Choose an arbitrary set of arguments A that satisfies (A, A) ∈ USUP .
Sol(A) =

⋃
(B,A)∈UATT NC (B) ∪ ⋃

Ai∈A PC (Ai).
end if
return Sol(A).

Algorithm 3. NC (A): find required arguments for L(A) = out .
Let A be an argument in UAR.
if A is a leaf of ubaf then

Sol(A) = {ab(A)}.
else

Choose an arbitrary argument B that satisfies (B,A) ∈ UATT .
Let A1, . . . ,An be all sets of arguments such that (Ai, A) ∈ USUP(i = 1, . . . , n).
Choose an arbitrary argument Ai ∈ Ai (i = 1, . . . , n).
Either Sol(A) = PC (B)

or Sol(A) =
⋃

i=1,...,n NC (Ai).
end if
return Sol(A).

Assume that we choose the condition NC(j1). Then, we find {ab(j1)} as
Sol(j1) (Fig. 8). Finally, we obtain a set of required facts {ex(f), ex(h1), ab(j1)}
(Fig. 9).

4.4 Hybrid Reasoning

The algorithm used for hybrid reasoning is Algorithm5.
As a result, the required facts are identified, and conclusions are derived from

these facts.

Example 7 (Cont’d). For a set of required facts {ex(f), ex(h1), ab(j1)}, assume
that a user has confirmed the existence of f and h1, and the absence of j1.
Then, we construct a new BAF baf 2 in a bottom-up manner from this set. Part
of the labeling of baf 2 is shown in Fig. 10. Finally, we obtain a new conclusion
set Concl = {a, i, l}.

Algorithm 4. TDN: find required facts
Let baf = 〈AR,ATT ,SUP〉 be a BAF and A a differential supporting set of argu-
ments on baf .
Sol(A) =

⋃
A∈A PC (A).

return Sol(A).
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Fig. 6. Top-down reasoning: Both NC(j)
and PC(h1) are required.

Fig. 7. Top-down reasoning: Either
NC(j1) or PC(k) is required.

Fig. 8. Top-down reasoning: The situation when choosing NC(j1).

The hybrid algorithm is nondeterministic at several steps and there are mul-
tiple possible solutions.

Example 8 (Cont’d). Assume that we choose the condition PC(k) in Fig. 7.
Then, we find {ex(k1)} as Sol(k1), and the set of required facts is
{ex(f), ex(h1), ex(k1)}. In this case, we construct the different BAF baf ′

2 shown
in Fig. 11 after a second round of bottom-up reasoning. Strictly speaking, an
argument j and the attack relations (k, j) and (j, h) do not appear in baf ′

2

because a new argument is created by tracing only a support relation in BUP.
However, it is reasonable to show the attack relation traced in the TDN, consid-
ering that the BAF is constructed based on the user’s current knowledge. Note
that these attacks do not affect the label L(h) = in.

4.5 Correctness

We now prove the validity of hybrid reasoning.
In the proof, we use the height of an argument in ubaf , as defined in [17].

Definition 9. For the acyclic universal BAF ubaf , the height of an argument
A is defined as follows:

– If A is a leaf, then the height of A is 0.
– If there are some arguments B such that (B,A) ∈→, then the height of A is

h + 1, where h is the maximum height of this B.
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Fig. 9. Top-down reasoning: Ex = {ex(f), ex(h1), ab(j1)}.

Algorithm 5. HR: hybrid reasoning
Let Ex be a set of ex/ab arguments in an initial state.
For Ex , obtain Concl(Ex ) and a new baf by BUP.
while a user does not attain a goal that satisfies him/her, and TDN returns a
consistent solution with Ex do

For a baf and an arbitrary A on baf , obtain Sol(A) by TDN.
for each ex(A) or ab(A) in Sol(A) do

Ask the user to confirm that existence or absence.
if there exists a fact for A then

Set Ex = Ex ∪ {ex(A)}.
else

Set Ex = Ex ∪ {ab(A)}.
end if
Get Concl(Ex ) and a new baf by BUP.

end for
end while

It is easy to show that the heights of arguments are definable when ubaf is
acyclic.

Here, we prove two specifications, one for a BUP, and the other for a TDN.
For a BUP, the built BAF includes arguments pertaining to the evidential facts
that the user recognizes. Notably, the acceptability of such arguments is the
same as that of the universal BAF.

Theorem 1. Assume that ubaf is acyclic. Let baf be built by BUP from Ex.
When UEx is defined as {ex(A)|ex(A) ∈ Ex} ∪ {ab(A)|A is a leaf of ubaf ∧
ex(A) �∈ Ex}, and LU is a complete labeling for 〈UAR ∪ UEx ,UATT ∪
{(ab(A), A)|ab(A) ∈ UEx},USUP∪{({ex(A)}, A)|ex(A) ∈ UEx}〉, for any argu-
ment A ∈ UAR, A ∈ AR ∧ L(A) = LU (A), or A �∈ AR ∧ LU (A) = out.

Proof. We prove this by induction on the height of A. When A is a leaf, if
ex(A) ∈ Ex (i.e., ex(A) ∈ UEx ), then A ∈ AR and L(A) = LU (A) = in. If
ex(A) �∈ Ex (i.e., ab(A) ∈ UEx ), then LU (A) = out . In this case, if ab(A) ∈ Ex
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Fig. 10. The BAF obtained after the second round of bottom-up reasoning: baf 2.

Fig. 11. The BAF obtained after the second round of bottom-up reasoning: baf ′
2.

then A ∈ AR but L(A) = out , and, otherwise A �∈ AR. Both cases satisfy the
proposition.

Assume that A is not a leaf. If LU (A) = in, then there are some supports
(A, A) ∈ USUP such that LU (A) = in, and any attacks (B,A) ∈ UATT ,
LU (B) = out . From the induction hypothesis, for any C ∈ A, C ∈ AR, and
L(C) = in; and for any attackers B of A, L(B) = out or B �∈ AR. The definition
of BUP immediately shows that A ∈ AR, and therefore L(A) = in = LU (A).

Assume that LU (A) = out . If A �∈ AR, the proposition is satisfied. Otherwise,
A ∈ AR, and from the definition of BUP, there are some supports (A, A) such
that A ⊆ AR, so A is not a leaf of baf . From LU (A) = out , there are some attacks
(B,A) ∈ UATT such that LU (B) = in, or for any supports (A, A) ∈ USUP ,
LU (A) = out (i.e., there exists C ∈ A such that LU (C) = out). From the
induction hypothesis, there are some attacks (B,A) ∈ UATT such that L(B) =
in, or for any supports (A, A) ∈ USUP , there exists C ∈ A such that C �∈ AR or
L(C) = out . For the former case, (B,A) ∈ ATT , and therefore L(A) = out . For
the latter case, for any (A, A) ∈ SUP , L(A) = out , and therefore L(A) = out .
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From the above, A ∈ AR ∧ L(A) = LU (A), or A �∈ AR ∧ LU (A) = out . ��
For a TDN, the facts found by PC (A) make the argument A acceptable.

Theorem 2. Assume that ubaf is acyclic and that A is an argument in UAR.
If Ex ∪ PC (A) is consistent and baf is built by BUP from Ex ∪ PC (A), then
A ∈ AR, and the complete labeling L satisfies L(A) = in. If Ex ∪ NC (A) is
consistent and baf is built by BUP from Ex ∪NC (A), then A �∈ AR, or A ∈ AR
and the complete labeling L satisfies L(A) = out.

Proof. We prove this by induction on the height of A. For the former case, assume
that Ex ∪ PC (A) is consistent. When A is a leaf (thus of height 0), PC (A) =
{ex(A)} (i.e., baf includes A and ex(A)), and therefore, L(A) = in. Other-
wise, for some A satisfying (A, A) ∈ USUP , PC (A) =

⋃
(B,A)∈UATT NC (B) ∪

⋃
C∈A PC (C). For each B such that (B,A) ∈ ATT , NC (B) ⊆ PC (A), and

Ex ∪ NC (B) is thus consistent. As the height of B is less than that of A, from
the induction hypothesis, B �∈ AR or B ∈ AR but L(B) = out . In a similar
fashion, for each C ∈ A, C ∈ AR and L(C) = in, and therefore L(A) = in.
From the definitions of BUP and complete labeling, A ∈ AR and L(A) = in.

The proof for the case of NC (A) is the same. ��

5 Related Works

Support relations play important roles in our approach. Such relations can be
interpreted in several ways [12]. Cayrol et al. defined several types of indirect
attacks by combining attacks with supports, and defined several types of exten-
sions in BAF [10]. Boella et al. revised the semantics by introducing different
meta-arguments and meta-supports [6]. Noueioua et al. developed a BAF that
considered a support relation to be a “necessity” relation [18]. C̆yras et al. consid-
ered that several semantics of a BAF could be captured using assumption-based
argumentation [13]. Brewka et al. developed an abstract dialectical framework
(ADF) as a generalization of Dung’s AF [7,8]; a BAF was represented using an
ADF. These works focus on acceptance of arguments. Here, we define a support
relation and develop semantics that can represent a law.

Several authors have studied changes in AFs when arguments are added or
deleted [14]. Cayrol et al. investigated changes in acceptable arguments when an
argument was added to a current AF [11]. Baumann et al. developed a strat-
egy for AF diagnosis and repair, and explored the computational complexity
thereof [3]. Most research has focused on semantics, and changes in acceptable
sets when arguments are added/deleted. The computational complexity associ-
ated with AF updating via argument addition/deletion is a significant issue [1].
Here, we propose the reasoning based on an incrementally constructed BAF,
potentially broadening the applications of such frameworks. Complexity is not
of concern; we do not need to consider all possibilities since solutions can be
derived from a given universal BAF. However, it is possible to use efficient com-
putational methods when executing our algorithm.
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Our reasoning mechanism may be considered a form of hypothetical rea-
soning, or an abduction, which is a method used to search for the set of facts
necessary to derive an observed conclusion [19]. In assumption-based argumen-
tation, abduction is used to explain a conclusion supported by an argument [5].
Combinations of abduction and argumentation have been discussed in several
works. Kakas et al. developed a method to determine the conditions that support
arguments [16]. Sakama studied an abduction in argumentation framework [22]
and proposed a method to search for the conditions explaining the justification
state. This may include removal of an argument if it is not justified. Also, a
computational method was developed by transforming an AF into a logic pro-
gram. In our approach, we do not remove arguments; instead, we add absence
arguments, which is equivalent to argument removal. It is reasonable to confirm
the existence or absence of evidential facts when aiming to establish whether
a certain law applies. The difference between the cited works and our method
is that, in the previous works, observations are given and the facts that can
explain those arguments are searched. In our case, potential conclusions justi-
fied by the observed facts are not specified; instead, bidirectional reasoning is
performed repeatedly to assemble a knowledge set in an incremental manner. In
addition, the purpose of our research is to support simulations. A minimal set of
facts does not necessarily yield the best solution, unlike the cases of conventional
hypothetical reasoning and common abduction.

6 Conclusion

In this paper, we developed a hybrid method featuring both bottom-up and
top-down reasoning using an incrementally constructed BAF. The method can
be applied to find a relevant law based on proven facts, and suggests facts that
might make another law applicable. The proposed method can support those
who are not familiar with a law through a simulation process, allowing a better
understanding of the law to be achieved, in addition to identifying potential
strategies for winning the case.

We are currently exploring reasoning processes that use three-valued repre-
sentation, of which undecided is one possible representation. In future, we plan
to implement visualization of our method.
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Abstract. We consider the problem of actively eliciting the prefer-
ences of a Decision Maker (DM) that may exhibit some versatility when
answering preference queries. Given a set of multicriteria alternatives
(choice set) and an aggregation function whose parameter values are
unknown, we propose a new incremental elicitation method where the
parameter space is partitioned into optimality polyhedra in the same
way as in stochastic multicriteria acceptability analysis. Each polyhedron
encompasses the subset of parameter values for which a given alternative
is optimal (one optimality polyhedron, possibly empty, per alternative
in the choice set). The uncertainty about the DM’s judgment is modeled
by a probability distribution over the polyhedra of the partition. At each
step of the elicitation procedure, the distribution is revised in a Bayesian
manner using preference queries whose choice is based on the current
solution strategy, that we adapt to minimize the expected regret of the
recommended alternative. We interleave the analysis of the set of alter-
natives with the elicitation of the parameters of the aggregation function
(weighted sum or ordered weighted average). Numerical tests have been
performed to evaluate the interest of the proposed approach.

Keywords: Incremental preference elicitation · Optimality
polyhedra · Bayesian updating · Expected regrets

1 Introduction

Preference elicitation is an essential part of computer-aided multicriteria deci-
sion support. Indeed, criteria being often conflicting, the notion of optimality is
subjective and fully depends on the Decision Maker’s (DM) view on the relative
importance attached to every criteria. Thus, the relevance of the recommenda-
tion depends on our ability to elicit this information and the way we model the
uncertainty about the DM’s preferences.

A standard way to compare feasible solutions in multicriteria decision prob-
lems is to use parameterized aggregation functions assigning a value (overall
utility) to every solution. This function can be fitted to the DM preferences
by eliciting the weighting coefficients that specify the importance of criteria in
the aggregation. In many real cases, it is impractical but also useless to precisely
c© Springer Nature Switzerland AG 2019
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specify the parameters of the aggregation function. Given a decision model, exact
choices can often be derived from a partial specification of weighting parame-
ters. Dealing with partially specified parameters requires the development of
solution methods that can determine an optimal or near optimal solution with
such partial information. This is the aim of incremental preference elicitation,
that consists on interleaving the elicitation with the exploration of the set of
alternatives to adapt the elicitation process to the considered instance and to
the DM’s answers. Thus, the elicitation effort is focused on the useful part of
the preference information. The purpose of incremental elicitation is not to learn
precisely the values of the parameters of the aggregation function but to specify
them sufficiently to be able to determine a relevant recommendation.

Incremental preference elicitation is the subject of several contributions in
various contexts, see e.g. [3,4,7,16]. Starting from the entire set of possible
parameter values, incremental elicitation methods are based on the reduction
of the uncertainty about the parameter values by iteratively asking the DM to
provide new preference information (e.g., with pairwise comparisons between
alternatives). Any new information is translated into a hard constraint that
allows to reduce the parameter space. In this way, preference data are collected
until a necessarily optimal or near optimal solution can be determined, i.e., a
solution that is optimal or near optimal for all the possible parameter values.
These methods are very efficient because they allow a fast reduction of the
parameter space. Nevertheless, they are very sensitive to possible mistakes of
the DM in her answers. Indeed, in case of a wrong answer, the definitive reduc-
tion of the parameter space will exclude the wrong part of the set of possible
parameter values, which is likely to exclude the optimal solution from the set of
possibly optimal solutions (i.e., solutions that are optimal for at least one possible
parameter value). Consequently, the relevance of the recommendation may be
significantly impacted if there is no possible backtrack. A way to overcome this
drawback is to use probabilistic approaches that allow to model the uncertainty
about the DM’s answers, and thus to give her the opportunity to contradict
herself without impacting too much the quality of the recommendation. In such
methods, the parameter space remains unchanged throughout the algorithm and
the uncertainty about the real parameter values (which characterize the DM’s
preferences) is represented by a probability density function that is updated
when new preference statements are collected.

This idea has been developed in the literature. In the context of incremental
elicitation of utility values, Chajewska et al. [8] proposed to update a proba-
bility distribution over the DM’s utility function to represent the belief about
the utility value. The probability distribution is incrementally adjusted until the
expected loss of the recommendation is sufficiently small. This method does not
apply in our setting because we consider that the utility values of the alternatives
on every criterion are known and that we elicit the values of the weighting coef-
ficients of the aggregation function. Sauré and Vielma [15] introduced a method
based on maintaining a confidence ellipsoid region using a multivariate Gaussian
distribution over the parameter space. They use mixed integer programming to
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select a preference query that is the most likely to reduce the volume of the
confidence region. In a recent work [5], the uncertainty about the parameter
values is represented by a Gaussian distribution over the parameter space of
rank-dependent aggregation functions. Preference queries are selected by min-
imizing expected regrets to update the density function using Bayesian linear
regression. As the updating of a continuous density function is computationally
cumbersome (especially when analytical results for the obtention of the poste-
rior density function do not exist), data augmentation and sampling techniques
are used to approximate the posterior density function. These methods are time
consuming and require to make a tradeoff between computation time and accu-
racy of the approximation. In addition, the information provided by a continuous
density function may be much richer than the information really needed by the
algorithm to conclude. Indeed, it is generally sufficient to know that the true
parameter values belong to a given restricted area of the parameter space to
be able to identify an optimal solution without ambiguity. Thus, we introduce
in this paper a new model-based incremental elicitation algorithm based on a
discretization of the parameter space. We partition the parameter space into
optimality polyhedra and we define a probability distribution over the partition.
After each query, this distribution is updated using Bayes’ rule.

The paper is organised as follows. Section 2 recalls some background on
weighted sums and ordered weighted averages. We also introduce the optimality
polyhedra we use in our method and we discuss our contribution with regard to
related works relying on the optimality polyhedra. We present our incremental
elicitation method in Sect. 3. Finally, some numerical tests showing the interest
of the proposed approach are provided in Sect. 4.

2 Background and Notations

Let X be a set of n alternatives evaluated on p criteria. Any alternative of X
is characterized by a performance vector x = (x1, . . . , xp), where xi ∈ [0, U ] is
the performance of the alternative on criterion i, and U is the maximum utility
value. All utilities xi are expressed on the same scale; the utility functions must
be defined from the input data (criterion or attribute values), as proposed by,
e.g., Grabisch and Labreuche [10]. To refine the Pareto dominance relation and to
be able to better discriminate between alternatives in X , we use a parametrized
aggregation function denoted by fw. The weighting vector w of the function
defines how the components of x should be aggregated and thus makes it pos-
sible to model the decision behavior of the DM. In this paper, we consider two
operators: the weighted sum (WS) and the ordered weighted average (OWA).
We give some notations and recall some basic notions about this two aggregation
functions in the following.

Weighted Sum. Let x ∈ R
p
+ be a performance vector and w ∈ R

p
+ be a

weighting vector. The weighted sum is defined by:

WSw(x) =
p∑

i=1

wixi (1)
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Ordered Weighted Average. Introduced by Yager [17], the OWA is a rank-
dependent aggregation function, where the weights are not associated to the
criteria but to the ranks in the ordered performance vector, giving more or less
importance to good or bad performances. Let x ∈ R

p
+ be a performance vector

and w ∈ R
p
+ be a weighting vector. The ordered weighted average is defined by:

OWAw(x) =
p∑

i=1

wix(i) (2)

where x(.) is a permutation of vector x such that x(1) ≤ · · · ≤ x(p).

Example 1. Let x=(14, 9, 10), y =(10, 12, 10) and z=(9, 16, 6) be three perfor-
mance vectors to compare, and assume that the weighting vector is w = (14 , 1

2 , 1
4 ).

Applying Eq. (2), we obtain: OWAw(x) = 10.75 > OWAw(y) = 10.5 >
OWAw(z) = 10.

Note that OWA includes the minimum (w1 = 1 and wi = 0,∀i ∈ �2, p�), the
maximum (wp = 1 and wi = 0,∀i ∈�1, p−1�), the arithmetic mean (wi = 1

p ,∀i ∈
�1, p�) and all other order statistics as special cases.

If w is chosen with decreasing components (i.e., the greatest weight is
assigned to the worst performance), the OWA function is concave and well-
balanced performance vectors are favoured. We indeed have, for all x ∈ X ,
OWAw((x1, . . . , xi − ε, . . . , xj + ε, . . . , xp)) ≥ OWAw(x) for all i, j and ε > 0
such that xi − xj ≥ ε. Depending on the choice of the weighting vector w, a
concave OWA function allows to define a wide range of mean type aggregation
operators between the minimum and the arithmetic mean. In the remainder of
the paper, we only consider concave OWA functions. For the sake of brevity, we
will say OWA for concave OWA.

Example 2. Consider vectors x, y and z defined in Example 1 and assume
that the weighting vector is now w = ( 12 , 1

3 , 1
6 ). We have: OWAw(x) = 61

6 ,
OWAw(y) = 62

6 and OWAw(z) = 52
6 . The alternative y, which corresponds to

the most balanced performance vector, is the preferred one.

Using fw (defined with (1) or (2)) as an aggregation function, we call fw-
optimal an alternative x that maximizes fw(x). Eliciting the DM’s preferences
amounts to eliciting the weighting vector w. The rest of the section defines how
we deal with the imprecise knowledge of the parameter values in the optimization
process involved in the elicitation.

Optimality Polyhedra. We denote by W the set of all feasible weighting
vectors. Note that, to limit the scale of this set, one can add the additional
non restrictive normalisation constraint

∑p
i=1 wi = 1. Thus, W is defined by

W = {w ∈ R
p
+|∑p

i=1 wi = 1 and wi ≥ 0,∀i}. In the case of a concave OWA, the
additional constraint w1 ≥ · · · ≥ wp is enforced.
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Fig. 1. Optimality polyhedra for
x, y and z in Example 1 with WS.

Starting from W and the set X of alterna-
tives, we partition W into optimality polyhe-
dra: the optimality polyhedron associated to
an alternative x is the set of weighting vectors
such that x is optimal. Note that the aggre-
gation functions we use are linear in w (even
though OWA is not linear in x because of the
sorting of x before applying the aggregation
operation).

This explains why the sets of the partition
are convex polyhedra. Any preference state-
ment of the form “Alternative x is preferred
to alternative y” is indeed translated into a
constraint fw(x) ≥ fw(y) which is linear in w.

More formally, the optimality polyhedron
Wx associated to an alternative x ∈ X
is defined by Wx = {w ∈ W |fw(x) ≥
fw(y),∀y ∈ X}. Note that any empty set Wx (there is no w ∈ W such that
x is fw-optimal) or not full dimensional set (i.e., ∀w ∈ Wx,∃y ∈ X such
that fw(x) = fw(y)) can be omitted. An example of such partition is given
in Fig. 1 for the instance of Example 1, where the aggregation function is a
weighted sum. Note that w3 can be omitted thanks to the normalization con-
straint (w3 = 1 − w1 − w2).

In order to represent the uncertainty about the exact values of parameters,
a probability distribution is defined over the polyhedra of the partition. This
distribution is updated using an incremental elicitation approach that will be
described in the next section.

Related Works. The idea of partitioning the parameter space is closely related
to Stochastic Multiobjective Acceptability Analysis (SMAA for short). The
SMAA methodology has been introduced by Charnetski and Soland under the
name of multiple attribute decision making with partial information [9]. Given
a set of utility vectors and a set of linear constraints characterizing the feasible
parameter space for a weighted sum (partial information elicited from the DM),
they assume that the probability of optimality for each alternative is proportional
to the hypervolume of its optimality polyhedron (the hypervolume reflects how
likely an alternative is to be optimal). Lahdelma et al. [12] developed this idea
in the case of imprecision or uncertainty in the input data (utilities of the alter-
natives according to the different criteria) by considering the criteria values as
probability distributions. They defined the acceptability index for an alternative,
that measures the variety of different valuations which allow for that alterna-
tive to be optimal, and is proportional to the expected volume of its optimality
polyhedron. They also introduced a confidence factor, that measures if the input
data is accurate enough for making an informed decision. The methodology has
been adapted to the 2-additive Choquet integral model by Angilella et al. [2].
These works consider that the uncertainty comes from the criterion values or
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from the variation in the answers provided by different DMs. They also consider
that some prior preference information is given and that there is no opportunity
to ask the DM for new preference statements. Our work differentiates from these
works in the following points:

– the criterion values are accurately known and only the parameter values of
the aggregation function must be elicited;

– the uncertainty comes from possible errors in the DM’s answers to preference
queries;

– the elicitation process is incremental.

3 Incremental Elicitation Approach

Once the parameter space W is partitioned into optimality polyhedra as explained
above, a prior density function is associated to the partition. This distribution
informs us on how likely each solution is to be optimal. In the absence of a
prior information about the DM’s preferences, we define the prior distribution
such that the probability of any polyhedron is proportional to its volume, as
suggested by Charnetski and Soland [9]. The volume of Wx gives indeed a mea-
sure on the proportion of weighting vectors for which the alternative x is ranked
first. More formally, the prior probability of x to be optimal is P (x) = volWx

volW
where volW denotes the volume of a convex polyhedron W. We assume here a
complete ignorance of the continuous probability distribution for w within each
polyhedron. After each new preference statement, the probability distribution P
is updated using Bayes’ rule.

The choice of the next query to ask is a key point for the efficiency of the
elicitation process in acquiring enough preferential information to make a rec-
ommendation with sufficient confidence.

Query Selection Strategy. In order to get the most informative possible
query we use a strategy based on the minimization of expected regrets. Let us
first introduce how we define expected regrets in our setting:

Definition 1. Given two alternatives x and y, and a probability distribution P
on X , the pairwise expected regret PER is defined by:

PER(x, y,X , P ) =
∑

z∈X
max{0,PMR(x, y,Wz)}P (z)

where P (z) represents the probability for z to be optimal and PMR(x, y,W) is
the pairwise maximum regret over a polyhedron W, defined by:

PMR(x, y,W) = max
w∈W

{fw(y) − fw(x)}

In other words, the PER defines the expected worst utility loss incurred by
recommending an alternative x instead of an alternative y, and PMR(x, y,W)
is the worst utility loss in recommending alternative x instead of alternative y
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given that w belongs to W. The use of the PMR within a polyhedron is justified
by the complete ignorance about the probability distribution in the polyhedron,
thereby, the worst case is considered.

Definition 2. Given a set X of alternatives, the maximum expected regret of
x ∈ X and the minimax expected regret over X are defined by:

MER(x,X , P ) = max
y∈X

PER(x, y,X , P )

MMER(X , P ) = min
x∈X

MER(x,X , P )

In other words, the MER value defines the worst utility loss incurred by
recommending an alternative x ∈ X and the MMER value defines the minimal
MER value over X .

The notion of regret expresses a measure of the interest of an alternative.
At any step of the algorithm, the solution achieving the MMER value is a rel-
evant recommendation because it minimizes the expected loss in the current
state of knowledge. It also allows to determine an informative query to ask.
Various query selection strategies based on regrets and expected regrets have
indeed been introduced in the literature, see e.g. [6] in a deterministic con-
text (current solution strategy) and [11] in a probabilistic context (a probabil-
ity distribution is used to model the uncertainty about the parameter values).
Adapting the current solution strategy to our probabilistic setting, we propose
here a strategy that consists in asking the DM to compare the current rec-
ommendation x∗ = arg minx∈X MER(x,X , P ) to its best challenger defined by
y∗ = arg maxy∈X PER(x∗, y, P ). The current probability distribution is then
updated according to the DM’s answer, as explained hereafter. The procedure
can be iterated until the MMER value drops below a predefined threshold ε.

The approach proposed in this paper consists in interleaving preference
queries and Bayesian updating of the probability distribution based on the DM’s
answers. The elicitation procedure is detailed in Algorithm 1. At each step i of
the algorithm, we ask the DM to compare two alternatives x(i) and y(i). The
answer is denoted by ai, where ai = 1 if x(i) is preferred to y(i) and ai = 0 other-
wise. From each answer ai, the conditional probability P (.|a1, . . . , ai−1) over the
set of alternatives is updated in a Bayesian manner (Line 13 of Algorithm 1).

Bayesian Updating. We assume that answers ai are independent binary ran-
dom variables, i.e. P (ai|x(i), y(i)) only depends on the (unknown) weighting vector
w and on the performance vectors of x(i), y(i). This is a standard assumption in
Bayesian analysis of binary response data [1]. To alleviate the notations, we omit
the conditioning statement in P (ai|x(i), y(i)), that we abbreviate by P (ai). Using
Bayes’ rule, the posterior probability of any alternative z ∈ X is given by:

P (z|a1, . . . , ai) =
P (a1, . . . , ai|z)P (z)

P (a1, . . . , ai)
=

P (ai|z)P (a1, . . . , ai−1|z)P (z)
P (ai)P (a1, . . . , ai−1)

(3)

=
P (ai|z)P (z|a1, . . . , ai−1)

P (ai)
(4)
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Algorithm 1: Incremental Elicitation Procedure
Input: X : set of alternatives, ε: acceptance threshold; W : parameter space.
Output: x∗ : best recommendation in X

1 P (z) ← volWz
volW

, ∀z ∈ X
2 i ← 0
3 repeat
4 i ← i + 1

5 x(i) ← arg minx∈X MER(x, X , P (.|a1, . . . , ai−1))

6 y(i) ← arg maxy∈X PER(x(i), y, P (.|a1, . . . , ai−1))

7 Ask the DM if x(i) is preferred to y(i)

8 if the answer is yes then
9 ai ← 1

10 else
11 ai ← 0
12 for z ∈ X do
13 Compute P (z|a1, . . . , ai) using Bayesian updating

14 until MMER(X , P (.|a1, . . . , ai)) ≤ ε;

15 return x∗ selected in arg minx∈X MER(x, X , P (.|a1, . . . , ai))

The likelihood function P (ai|z) is the conditional probability that the answer is
ai given that z is optimal. Let us denote by Wx(i)�y(i) the subset of W containing
all vectors w such that fw(x(i)) ≥ fw(y(i)); the likelihood function is defined as:

P (ai = 1|z) =

⎧
⎨

⎩

δ if Wz ⊆ Wx(i)�y(i)

1 − δ if Wz ∩ Wx(i)�y(i) = ∅
P (ai = 1) otherwise

where δ∈( 12 , 1] is a constant. The corresponding update of the probability masses
follows the idea used by Nowak in noisy generalized binary search [14] and its
effect is simple; the probability masses of polyhedra that are compatible with
the preference statement are boosted relative to those that are not compatible,
while the probability masses of the other polyhedra remain unchanged. The
parameter δ controls the size of the boost, and can be seen as a lower bound on
the probability of a correct answer. The three cases are depicted in Fig. 2.

In the third case (on the right of Fig. 2), due to the assumption of complete
ignorance within a polyhedron, the new preference statement is not informative
enough to update the probability of z to be optimal. Therefore, for all alterna-
tives z such that Wz is cut by the constraint fw(x(i)) ≥ fw(y(i)) no updating
is performed and therefore P (ai|z) = P (ai); consequently P (z|a1, . . . , ai) =
P (z|a1, . . . , ai−1) by Eq. 4.

Regarding Eq. 4, note that, in practice, we do not need to determine
P (ai). For any alternative z ∈ X such that Wz is not cut by the constraint,
we have indeed P (z|a1, . . . , ai) ∝ P (ai|z)P (z|a1, . . . , ai−1). More precisely,
P (z|a1, . . . , ai) is obtained by the following equation:
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Wz ⊆ Wx(i)�y(i) Wz ∩ Wx(i)�y(i) = ∅ otherwise

Fig. 2. The polyhedron is Wz. The non-hatched area is the half-space Wx(i)�y(i) .

P (z|a1, . . . , ai)=
∑

y∈Y
P (y|a1, . . . , ai−1)

P (ai|z)P (z|a1, . . . , ai−1)∑
y∈Y

P (ai|y)P (y|a1, . . . , ai−1)
(5)

where Y is the subset of alternatives whose optimality polyhedra are not cut by
the constraint. The condition

∑
z∈X P (z|a1, . . . , ai) = 1 obviously holds.

If the optimal alternative x∗ is unique, the proposition below states that,
using Algorithm 1, the probability assigned to x∗ cannot decrease if the DM
always answers correctly.

Proposition 1. Let us denote by x∗ a uniquely optimal alternative. At any step
i of Algorithm 1, if the answer to query i is correct, then:

P (x∗|a1, . . . , ai) ≥ P (x∗|a1, . . . , ai−1)

Proof. Two cases can be distinguished:

Case 1. If Wx∗ �⊆ Wx(i)�y(i) and Wx∗ ∩Wx(i)�y(i) �= ∅, then, as mentioned above,
P (x∗|a1, . . . , ai) = P (x∗|a1, . . . , ai−1) by Eq. 4 because P (ai|x∗) = P (ai).

Case 2. Otherwise, whatever the answer α of the DM, we have P (ai = α|x∗) = δ
because the answer to query i is correct. By Eq. 5, it follows that:

P (x∗|a1, . . . , ai) =
δ
∑

y∈Y P (y|a1, . . . , ai−1)∑
y∈Y P (ai = α|y)P (y|a1, . . . , ai−1)

︸ ︷︷ ︸
ratio ρ

P (x∗|a1, . . . , ai−1)

We now show that ρ ≥ 1 for δ > 1
2 . Let us denote by Yδ the subset of alternatives

y ∈ Y such that P (ai = α|y) = δ. We have:
∑

y∈Y
P (ai = α|y)P (y|a1, . . . , ai−1)

= δ
∑

y∈Yδ

P (y|a1, . . . , ai−1) + (1 − δ)
∑

y∈Y1−δ

P (y|a1, . . . , ai−1)

because Y = Yδ ∪ Y1−δ and Yδ ∩ Y1−δ = ∅
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≤ δ
∑

y∈Yδ

P (y|a1, . . . , ai−1) + δ
∑

y∈Y1−δ

P (y|a1, . . . , ai−1)

because δ >
1
2

(the only case of equality is when Y1−δ = ∅)

= δ
∑

y∈Y
P (y|a1, . . . , ai−1)

Consequently, ρ ≥ 1 and thus P (x∗|a1, . . . , ai) ≥ P (x∗|a1, . . . , ai−1). �

Toward an Efficient Implementation. As mentioned above, in order to
update the probability of an alternative z, we need to know the relative position
of its optimality polyhedron Wz compared to the constraint induced by the new
preference statement fw(x(i)) ≥ fw(y(i)). In this purpose, we can consider the
Linear Programs (LPs) opt{fw(x(i))−fw(y(i))|w∈Wz}, where opt=min or max.

If the optimal values of both LPs share the same sign, then we can conclude
that the polyhedron is not cut by the constraint, otherwise it is cut. To limit
the number of LPs that need to be solved (determining the positions of all the
polyhedra would indeed require to solve 2n LPs), and thereby speed up the
Bayesian updating, we propose to approximate the polyhedra by their outer
Chebyshev balls (i.e., the smallest ball that contains the polyhedron). Let us
denote by r the radius of the Chebyshev ball and by d the distance between the
center of the ball and the hyperplane induced by the preference statement:

– if d ≥ r then the polyhedron is not cut by the constraint (see Fig. 3a). In
order to know whether the polyhedron verifies the constraint or not, we just
need to check whether the center of the ball verifies it or not. Thus, in this
case, only two scalar products are required.

– if d < r then an exact computation is required because the polyhedron can
either be cut by the constraint (Fig. 3b) or not (Fig. 3c). In this way, the use
of Chebyshev balls does not impact the results of the Bayesian updating but
only speeds up the computations.

Fig. 3. Example of an approximation of a polyhedron by an outer Chebyshev ball.
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4 Experimental Results

Algorithm 1 has been implemented in Python using the polytope library to man-
age optimality polyhedra, and tested on randomly generated instances. We per-
formed the tests on an Intel(R) Core(TM) i7-4790 CPU with 15 GB of RAM.

Random Generation of Instances. To evaluate the performances of
Algorithm 1, we generated instances with 100 alternatives evaluated on 5 criteria,
all possibly fw-optimal (i.e., Wx �=∅ ∀x∈X ). The generation of the performance
vectors depends on the aggregation function (WS or OWA) that is considered:

– WS instances. An alternative x of the instance is generated as follows: a
vector y of size 4 is uniformly drawn in [0, 1]4, then x is obtained by setting
xi = yi − yi−1 for i = 1, . . . , 5, where y0 = 0 and y5 = 1. The vectors thus
generated all belong to the same hyperplane (because

∑5
i=1 xi = 1 for all

x ∈ X ) and the set of possibly unique WS-optimal alternatives is therefore
significantly reduced (because the optimality polyhedra of many alternatives
are not full dimensional). To avoid this issue, as suggested by Li [13], we
apply the square root function on all components xi for all x ∈ X in order
to concavify the Pareto front. The set of performance vectors obtained is
illustrated on the left of Fig. 4 in the bicriteria case.

– OWA instances. An alternative x is possibly OWA-optimal in a set X if
its Lorenz curve L(x) defined by Lk(x) =

∑k
i=1 x(i)(k ∈ �1, 5�) is possibly

WS-optimal in {L(x) : x ∈ X}. We say that a vector z is Lorenz if there
exists a vector x such that z = L(x). Given a Lorenz vector z, we denote
by L−1(z) any vector x such that L(x) = z. For such a vector x, we have
x(i) = zi − zi−1 for all i = 1, . . . , 5, where z0 = 0. An alternative x of the
instance is generated as follows: we first generate a point y in the polyhedron
defined by the following linear constraints:

(P)

⎧
⎪⎪⎨

⎪⎪⎩

yi+1 ≥ yi ∀i ∈ �0, 4� (1)
(i + 1)2yi+1 − i2yi ≥ i2yi − (i − 1)2yi−1 ∀i ∈ �1, 4� (2)∑5

i=1 i2yi =
∑5

i=1 i2 (3)
y0 = 0

The set L = {(i2yi)i∈�1,5� : y ∈ P} contains vectors that are all Lorenz
thanks to constraints (1) and (2). Furthermore, they belong to the same
hyperplane due to constraint (3), and therefore they are all possibly WS-
optimal. Consequently, all the alternatives in the set {L−1(z) : z ∈ L} are
possibly OWA-optimal. As above, to make them all possibly unique OWA-
optimal, the square root function is applied on each component of vectors
z in L. The obtained set is L′ = {(i

√
yi)i∈�1,5� : y ∈ P}. All the vectors

in X ′ = {L−1(z) : z ∈ L′} are possibly unique OWA-optimal. Finally, to
generate an alternative x in X ′, we randomly draw a convex combination
y =

∑m
j=1 αj ŷ

j of vertices ŷ1, . . . , ŷm of P. The obtained alternative is then
defined by x = L−1((i

√
yi)i∈�1,5�). The set of performance vectors obtained

is illustrated on the right of Fig. 4 in the bicriteria case.
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Finally, for both types of instances, a hidden vector w is generated to simulate
the preferences of the DM.

Fig. 4. Example of WS (left) and OWA (right) instances with n = 20 and p = 2

Simulation of the Interactions with the DM. To simulate the DM’s answer
to query i, we represent the intensity of preference between alternatives x(i) and
y(i) by the variable u(i) = fw(x(i)) − fw(y(i)) + ε(i) where ε(i) ∼ N (0, σ2) is
a Gaussian noise modelling the possible DM’s error, with σ determining how
wrong the DM can be. The DM states that x(i) � y(i) if and only if u(i) ≥ 0.

Analysis of the Results. We evaluated the efficiency of Algorithm 1 in terms
of the actual rank of the recommended alternative. We considered different values
for σ in order to test the tolerance to possible errors. More precisely, σ = 0 gives
an error free model while σ ∈ {0.1, 0.2, 0.3} models different rates of errors in the
answers to queries. In the considered instances, these values led to, respectively,
3.6%, 10% and 22% of wrong answers for WS and to 3.2%, 16% and 25% of wrong
answers for OWA. We set δ = 0.8, which corresponds to a prior assumption of an
error rate of 20%. Thus, the value of δ we used in the experiments is uncorrelated
to the ones of σ. The computation time between two queries is less than 1 s in
all cases. Results are averaged over 40 instances.

We first observed the evolution of the actual rank of the MMER alternative
over queries (actual rank according to a hidden weighting vector representing the
DM’s preferences). Figure 5 (resp. Fig. 6) shows the curves obtained for WS (resp.
OWA). We observe that the mean rank drops below 2 (out of 100 alternatives)
after about 14 queries for WS with σ < 0.3, while the same happens for OWA
whatever value of σ. We see that, in practice, the efficiency of the approach can
be significantly impacted only when the error rate becomes greater than 20%.

We next compared the performance of Algorithm1 with a deterministic app-
roach described in [4], that consists in reducing the parameter space after each
query (assuming that all answers are correct). The results are illustrated by the
boxplots in Fig. 7 for WS, and in Fig. 8 for OWA. We can see that our proba-
bilistic approach is more tolerant to errors than the deterministic approach. As
the value of σ increases, the deterministic approach makes less and less rele-
vant recommendations. The deterministic approach indeed recommends, in the
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Fig. 5. Mean rank vs. queries (WS) Fig. 6. Mean rank vs. queries (OWA)

Fig. 7. Rank vs. error rate (WS) Fig. 8. Rank vs. error rate (OWA)

worst case, alternatives that are ranked around 90 while it is less than 40 for
Algorithm 1. More precisely, when σ = 0.3 (for both WS and OWA), in more
than 75% of instances, Algorithm 1 recommends an alternative with a better
rank than the mean rank obtained in the deterministic case.

5 Conclusion

We introduced in this paper a new model based incremental multicriteria elic-
itation method relying on a partition of the parameter space. The elements of
the partition are the optimality polyhedra of the different alternatives, relatively
to a weighted sum or an ordered weighted average. A probability distribution is
defined over this partition, where each probability represents the likelihood that
the true weighting vector belongs to the polyhedron. The approach is robust
to possible mistakes in the DM’s answers thanks to the incremental revision of
probabilities in a Bayesian setting. We provide numerical tests showing the effi-
ciency of the proposed algorithm in terms of number of queries, as well as the
interest of using such a probabilistic approach compared to a deterministic app-
roach. A short term research direction is to investigate if it is possible to further
speed up the Bayesian updating by using outer Löwner-John ellipsoids instead
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of Chebyshev balls. The answer is not straightforward because, on the one hand,
the use of ellipsoids indeed refines the approximation of the polyhedra, but on
the other hand, this requires the use of matrix calculations to establish whether
or not an ellipsoid is cut by the constraint induced by a preference statement.
Another natural research direction is to extend our approach to more sophisti-
cated aggregation functions admitting a linear representation, such as Weighted
OWAs and other Choquet integrals, to improve our descriptive possibilities.
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Abstract. Association Rule Mining (ARM) in the context of imper-
fect data (e.g. imprecise data) has received little attention so far despite
the prevalence of such data in a wide range of real-world applications.
In this work, we present an ARM approach that can be used to han-
dle imprecise data and derive imprecise rules. Based on evidence theory
and Multiple Criteria Decision Analysis, the proposed approach relies
on a selection procedure for identifying the most relevant rules while
considering information characterizing their interestingness. The several
measures of interestingness defined for comparing the rules as well as the
selection procedure are presented. We also show how a priori knowledge
about attribute values defined into domain taxonomies can be used to
(i) ease the mining process, and to (ii) help identifying relevant rules
for a domain of interest. Our approach is illustrated using a concrete
simplified case study related to humanitarian projects analysis.

Keywords: Association rules · Imperfect data · Evidence theory ·
Multiple Criteria Decision Analysis (MCDA)

1 Introduction

Association rule mining (ARM) is a well-known data mining technique designed
to extract interesting patterns in databases. It has been introduced in the context
of market basket analysis [1], and has received a lot of attention since then [15].
An association rule is usually formally defined as an implication between an
antecedent and a consequent, being conjunctions of attributes in a database, e.g.
“People who have age-group between 20 and 30 and a monthly income greater
than $2k are likely to buy product X”. Such rules are interesting for extracting
simple intelligible knowledge from a database; they can also further be used
in several applications, e.g. recommendation, customer or patient analysis. A
large literature is dedicated to the study of ARM, and numerous algorithms
have been defined for efficiently extracting rules handling a large range of data
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types, e.g., nominal, ordinal, quantitative, sequential [15]. Nevertheless, only a
few contributions of the literature study the case of ARM with imperfect data,
e.g. [13,24], even if such data is central in numerous real-world applications.

In order to extend the body of work related to ARM with imperfect data, and
to answer some of the limitations of existing contributions, this paper presents
a novel ARM approach that can be used to handle imprecise data and derive
imprecise rules. In this study, to simplify, the proposed approach focuses on a
specific case where the antecedent and the consequent are composed of prede-
fined disjoint sets of attributes forming a partition of the whole set of attributes.
This particular case is relevant, for example in classification tasks in which the
label value to predict can be defined as consequent of the rules of interest. To
sum up, our goal is threefold: (i) to enrich the expressivity of existing proposed
frameworks, (ii) to complement them with a richer procedure for selecting rele-
vant rules, and (iii) to present simple way to incorporate domain knowledge to
ease the mining process, and to help identifying relevant rules for a domain of
interest. Based on the evidence theory framework and Multiple Criteria Decision
Analysis, a selection procedure for identifying the most relevant rules while con-
sidering information characterizing their interestingness is proposed. The several
measures of interestingness defined for comparing the rules, as well as the selec-
tion procedure, are presented. We also show how a priori knowledge in the form
of taxonomies about consequent and antecedent (i.e. attribute values) can be
used to focus on rules of interest for a domain. We also present an illustration
using a simplified case study related to humanitarian projects analysis.

The paper is structured as follows: Sect. 2 formally introduces traditional
ARM, the theoretical notions on which our approach is based, and formally
defines the problem we are considering. It also introduces related work focus-
ing on rule selection and ARM with imperfect data. The proposed approach is
detailed in Sect. 3, and Sect. 4 presents the illustration. Finally, perspectives and
concluding remarks are provided in Sect. 5.

2 Theoretical Background and Related Work

This section briefly presents some of the theoretical notions required to introduce
our work. We next provide the problem statement of ARM with imperfect data,
and our positioning w.r.t. existing contributions.

2.1 Theoretical Background

Association Rule Mining (ARM): In classical ARM [1], a database D =
{d1, . . . , dm} to be mined consists of m observations of a set of n attributes. The
set of attribute indices is denoted by N = {1, . . . , n}. Each attribute i takes its
values in a discrete -boolean, nominal or numerical- finite scale denoted Θi. An
association rule r denoted r : X → Y links an antecedent X with a consequent
Y where X ∈ ∏

i∈I

Θi, I ⊂ N and Y ∈ ∏

j∈J

Θj , J ⊆ N \ I.
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The main challenge in ARM is to extract interesting rules from a large search
space, e.g., n and m are large. In this context, defining the interestingness of a
rule is central.

Interestingness of Rules. Numerous works have studied notions related to
the interestingness of a rule, [16,22,23]. No formal and widely accepted defini-
tion arose from those works, and discussing the numerous existing formulations
is out of the scope of this paper. However, interestingness is generally regarded
as a general concept covering several features of interest for a rule, e.g. reliabil-
ity (how reliable is the rule?) and conciseness (is the rule complex?, i.e. based
on numerous attribute-value pairs). Other aspects of a rule are also considered,
e.g. peculiarity, surprisingness, or actionability, to name a few - the reader can
refer to [12] for details. The literature also distinguishes objective and subjective
measures, the latter being defined based on domain-dependent considerations.
The two main (objective) measures used in the literature are Support and Confi-
dence [2]. The support of a rule r : X → Y denoted supp(X → Y ) is traditionally
defined as the proportion of the realization of X and Y in D, and the confidence
denoted conf(X → Y ) is defined as the proportion of the realization of Y when
X is observed in D. Given support and confidence thresholds, ARM usually aims
at identifying rules exceeding those thresholds [2]. In classical ARM, support
and confidence are quantified using probability theory framework. When ARM
involves imperfect data, this quantification requires reformulating the problem
in a theoretical framework suited for handling data imperfection. In this work,
we focus on contributions based on evidence theory.

Evidence Theory has been introduced to represent imprecision and uncer-
tainty [21]. We briefly introduce its main concepts. Let Θ be a finite set of
elements being the most precise available information, referred to as the frame
of discernment. A mass function m : 2Θ → [0, 1] is a set function such that∑

A⊆Θ

m(A) = 1. The quantity m(A), A ⊆ Θ is interpreted as the portion of

belief that is exactly committed to A and to nothing smaller. The subsets of Θ
having a strictly positive mass are called focal elements, their set is denoted F .
The total belief committed to any A ⊆ Θ is measured by the belief function:
Bel : 2Θ → [0, 1] with Bel(A) =

∑

B⊆Θ,B⊆A

m(B). In evidence theory, Bel(A),

where A denotes the complement of A in Θ, is characterized through the notion
of plausibility : Pl : 2Θ → [0, 1], with Pl(A) = 1 − Bel(A) =

∑

B⊆Θ,B∩A �=∅
m(B).

In order to provide a complete generalization of the probability framework,
conditioning has also been defined in evidence theory. Several expressions have
been proposed, none of them leading to a full consensus [7,10]. In this paper,
we will adopt the definition corresponding to the conditioning process stated
by Fagin et al. [10], a natural extension of the Bayesian conditioning. We do
not consider the definition proposed in Dempster [7] based on Dempster-Shafer
combination rule, where a new information is interpreted as a modification of
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the initial belief function and used in a revision process [9]. Thus, for A,B ⊆ Θ,
such that Bel(A) > 0, we will further consider:

Bel(B|A) =
Bel(A ∩ B)

Bel(A ∩ B) + Pl(A ∩ B)
, P l(B|A) =

Pl(A ∩ B)
Pl(A ∩ B) + Bel(A ∩ B)

2.2 Problem Statement and Related Work

Problem Statement. In classical ARM, where only precise information is
considered, e.g., the value of attribute i is Xi ∈ Θi, i ∈ N . In this paper,
we consider observations as “the value of attribute i is in Ai ⊆ Θi”. The case
Ai ⊂ Θi with |Ai| > 1 corresponds to imprecision, while Ai = Θi is considered
when information is missing, i.e. it corresponds to the ignorance about the value
of attribute i. In this setting, a rule r is defined as:

r : A → B where A =
∏

i∈I

Ai, Ai ⊆ Θi and B =
∏

j∈J

Bj , Bj ⊆ Θj

for all I ⊂ N and J ⊆ N \ I

As mentioned previously, in this paper we consider the case where antecedent A
concerns only a subset I1 ⊂ N of attributes and consequent B concerns a subset
I2 ⊂ N where I1 and I2 form partition of N , and I1 �= ∅. Thus:

r : A → B where A =
∏

i∈I1

Ai, Ai ⊆ Θi and B =
∏

j∈I2

Bj , Bj ⊆ Θj (1)

We denote by R the set of rules defined by Formula (1). The problem addressed
here is to reduce R by selecting only the relevant rules.

Related Work and Positioning. As stated in the introduction, our goal is
threefold: (i) to enrich the expressivity of existing proposed frameworks dedicated
to ARM with imperfect data, (ii) to complement them with a richer procedure
for selecting relevant rules (rule pruning), and (iii) to present a simple way to
incorporate domain knowledge to ease the mining process, and to help identifying
relevant rules for a domain of interest.1

Rule Pruning. Most of the approaches use thresholds to select rules - only using
support and confidence most often allows drastically reducing the number of
rules in traditional ARM [1]. A post-mining step is generally performed to rank
the remaining rules according to one specific interestingness measure -the mea-
sure used is generally selected according to the application domain and context-
specific measure properties [23,27]. Nevertheless, processing this way does not

1 Note that the simplification of the mining process here refers to a reduction of com-
plexity in terms of the number of rules analysed, i.e. search space size. Algorithmic
contributions and therefore complexity analyses regarding efficient implementations
of the proposed approach are left for future work.
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enable selecting rules when conflicting interestingness measures are used, e.g.
maximizing both support and specificity of rules. This is the purpose of MCDA
methods. Some works propose to take advantage of MCDA methods [3–6,17]
in the context of ARM. Those works can be divided into two categories: (1)
those incorporating the end-user’s preferences using Analytic Hierarchy Process
(AHP) and Electre II [6], or using Electre tri [3]; and (2) those that do not incor-
porate such information and use Data Envelopment Analysis (DEA) [5,26], or
Choquet integral [17]. Our approach is hybrid and falls within the two categories.
First, selection is made based only on database information as in Bouker et al.
[4]. Second, if the set of selected rules is large, a trade-off based on end-user’s
preferences is used within an appropriate MCDA method. As our aim is to select
a subset of interesting rules, Electre I [18] seems to be the most appropriate.

ARM and Imperfect Data. Several frameworks have been studied to deal with
imperfect data in ARM. The assumptions entailed in the approaches based on
probabilistic models do not preserve imprecision and might lead to unreliable
inferences [13]. Uncertainty theories have also been investigated for imperfect
data in ARM using fuzzy logic [14], or using possibility theory [8]. In the case of
missing and incomplete data, evidential theory seems the appropriate setting to
handle ARM problem [13,19,24,25]. Our approach is adopting this setting. In
addition to studying a richer modelling that enables incorporating more infor-
mation, we propose to combine it with a selection process taking advantage of
an MCDA method, namely Electre I, to assess rules interestingness consider-
ing different viewpoints. Although some works previously mentioned tackle rule
selection using MCDA, and few approaches have been addressing ARM problem
using evidence theory, none of them is addressing both issues simultaneously.

We also present how to benefit from a priori knowledge about attribute val-
ues -organised into taxonomies- for improving the rule selection process, and
reducing the increase of complexity induced by the proposed extension of mod-
ellings used so far in existing ARM approaches suited for imperfect data.

3 Proposed Approach

This section presents our ARM approach for imperfect data. We first introduce
how rule interestingness is evaluated by presenting the selected measures and
their formalization in the evidence theory framework. Then, the main steps of
the proposed approach for selecting rules based on these measures are detailed.

3.1 Assessing Rule Interestingness from Imprecise Data

In this study, we focus on important objective measures of interestingness -
subjective ones, involving further interactions with final user, are most often
considered context-dependent and will not be considered in this paper. We pro-
pose to evaluate rules according to (i) their support, (ii) their confidence, as well
as (iii) indirect evaluations used to criticize their potential relevance. In addition,
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since in our context rules are imprecise, and since very imprecise rules are most
often considered useless, the (iv) degree of imprecision embedded in the mined
rules is also evaluated. These four notions of interest considered in the study are
defined below. For convenience, we consider that we are computing measures to
evaluate a rule r : A → B where A =

∏

i∈I1

Ai, Ai ⊆ Θi and B =
∏

j∈I2

Bj , Bj ⊆ Θj

with I1 ∪ I2 = N . In our context, since we consider n = |N | attributes, the
set functions mass m, belief Bel and plausibility Pl are defined on subsets of
Θ =

∏

i∈N

Θi.

Support. A rule is said to be supported if observations of its realization are
frequent [2]. In our context, the support of a rule relates to the masses of evidence
associated to observations supporting the rule, either explicitly or implicitly. The
belief function is thus used to express support:

supp(r : A → B) = Bel(A × B) (2)

Note that the belief function is monotone, then, the rules composed of the
most imprecise attribute values will necessarily be the most supported.

Confidence. A rule is said to be reliable if the relationship described by the rule
is verified in a sufficiently great number of applicable cases [12]. The Confidence
measure is traditionally evaluated as a conditional probability [1]. Its natural
counterpart in evidence theory is given by the conditional belief, leading to the
following expression:

conf(r : A → B) = Bel(B | A) =
Bel(A × B)

Bel(A × B) + Pl(A × B)
(3)

The elements defining the consequent are conditioned to the elements composing
the antecedent. Note that the belief and conditional belief functions have also
been adopted to express support and confidence for ARM with imprecise data
[13,24]. In those cases the modelling and domain definition were different, i.e.
restricted to the cartesian products of the power-sets of attribute domains.

Indirect Measures of Potential Relevance. These measures will be intro-
duced through an illustration. Consider humanitarian projects described by
two attributes: the transport means with Θ1 = {truck,motorbike, helicopter},
and the final coverage reached in the project (proportion of beneficiaries), with
Θ2 = {low,moderate, high}. To criticize the relevance of a rule r : A → B, e.g.
r : {truck} → {high}, we propose to evaluate the following relations:

– A → B. In the example, if the rule {truck} → {high} holds, it means that
most often using trucks also leads to a coverage that is not high. Hence we
consider that validating A → B conveys a contradictory information w.r.t. to
the rule A → B and tends to invalidate it.
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– A → B. If the rule {truck} → {high} holds, it means that in some cases,
some of the other means of transport also allow to reach a high coverage.
Such an information tends to decrease the interest of the rule r : A → B if
we assume that B is not explained by multiple causes.

– A → B. The rule {truck} → {high} means that when trucks are not used,
a low or moderate coverage (not high) is obtained. We assume that most
commonly, if {truck} → {high} is somehow assumed to be considered as
valid, supporting {truck} → {high} will reinforce our interest over {truck} →
{high}.

In a probabilistic framework, only the relationship A → B would have to
be studied, since the other ones do not provide additional information, i.e.
P (B|A) = 1 − P (B|A), P (B|A) = 1 − P (B|A), P (A × B) = P (A)P (B|A)
and P (A × B) = (1 − P (A))P (B|A). Thus, the potential relevance of a rule
takes into consideration the confidence of the rule composed of the complements
of the antecedent and the consequent, given by: P (B|A). Note that, in the liter-
ature, this measure is also referred to as specificity. When considering evidence
theory, the information about the complement is provided by the plausibility
function, such as Bel(A) = 1−Pl(A) and then Bel(B|A) = 1−Pl(B|A). In this
context, Table 1 introduces the relationships between the confidence of a rule
(conditional belief) and the ones involving the complement of its antecedent
and/or consequent.

Note that to criticize the relevance of a rule using the three rules involving
its complements, we propose to consider their respective support and confidence:
criticizing a rule on the basis of weakly supported rules would not be appropriate.

Table 1. Relationships between support and confidence of a rule r : A → B and rules
involving its complements.

Rule Support Confidence Depends on quantities

A → B Bel(A × B) Bel(B | A) Bel(A × B) and Pl(A × B)

A → B Bel(A × B) Bel(B | A) = 1 − Pl(B | A) Bel(A × B) and Pl(A × B)

A → B Bel(A × B) Bel(B | A) = 1 − Pl(B | A) Bel(A × B) and Pl(A × B)

A → B Bel(A × B) Bel(B | A) Bel(A × B) and Pl(A × B)

Specificity Using Information Content. Finally, we propose to incorporate
the specificity of a rule. Let’s consider the information “the value of attribute
i is in the subset Ai”. This information is more specific than the information
“the value of attribute i is in the subset A

′
i” where Ai ⊂ A

′
i. Based on the

notion of Information Content (IC) defined for comparing concept specificities
in ontologies [20], we propose to quantify the specificity of a rule r by:

IC(r : A → B) = 1 − log |{X : X ⊆ A × B}|
|Θ| (4)

|X| denotes the number of elements in the set X and Θ =
∏

i∈N

Θi.
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3.2 Search Space Reduction

Let us remind the starting set R -see Formula (1)- of rules from which a small
subset R∗ of interesting rules should be selected:

R = {r : A → B | A =
∏

i∈I1

Ai, Ai ⊆ Θi, B =
∏

j∈I2

Bj , Bj ⊆ Θj}

We assume that I1 and I2 are fixed before starting the ARM process.
To simplify notations in the rest of the paper, we will denote by rA,B the

rule r : A → B where A and B are as in the Formula (1). Two restrictions are
proposed below:

1. All rules being supported are generalizations (supersets) of focal elements F ,
i.e. F = {X : X ⊆ Θ,m(X) > 0}. Since support is a prerequisite for assessing
rule validity, we further consider that the evaluation will be restricted to the
set:

Rr = {rA,B ∈ R | ∃X ∈ F st. X ⊆ A × B}
2. The search space can also be reduced using prior knowledge defined into

ontologies expressing taxonomies of attribute values. Since the ontology
defines the concepts of interest for a domain, a restriction can be performed
only considering the attribute values defined into taxonomies. Thus, for each
i ∈ N , only a subset Oi of 2Θi of the information of interest for a domain is
considered. We can then define the following restriction:

Rr,t = {rA,B ∈ Rr |A =
∏

i∈I1

Ai, Ai ∈ Oi, B =
∏

j∈I2

Bj , Bj ∈ Oj}

Table 2. Summary of interestingness measures considered in the selection process

k ∈ K Measures Formulae ∀r ∈ Rr,t r : A → B Variation Weight

1 Rule Support supp(r) = Bel(A × B) Maximize w1

2 Rule Confidence conf(r) = Bel(B|A) Maximize w2

3 Rule Specificity IC(r) Maximize w3

4 A → B Bel(A × B) Minimize w4

5 Bel(B|A) Minimize w5

6 A → B Bel(A × B) Minimize w6

7 Bel(B|A) Minimize w7

8 A → B Bel(A × B) Maximize w8

9 Bel(B|A) Maximize w9
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3.3 Rules Selection Process

The proposed approach aims at selecting the most relevant rules R∗ according to
their evaluations on a set of interestingness measures listed in Table 2. We here
consider that the evaluated rules are members of the restriction Rr,t ⊆ R, even
if that condition could further be relaxed. We denote the set of interestingness
measures by K (|K| = 9), and gk(r) the score of rule r for the measure k ∈ K.
To simplify notations, we consider that gk(r) is to maximize2 for all k ∈ K. A
two-step pruning strategy is proposed.

Step 1: Dominance-Based Pruning. A reduction of the concurrent rules
in Rr,t is carried out by focusing on non-dominated rules on the basis of the
considered measures. A rule r1 dominates a rule r2, we write r2 ≺ r1, iff r1 is
at least equal to r2 on all measures and it exists a measure where r1 is strictly
superior to r2. More formally,

r2 ≺ r1 iff gk(r2) ≤ gk(r1),∀k ∈ K and ∃j ∈ K such that gj(r2) < gj(r1).

The reduced set of rules can be stated as:

Rr,t,d = {r ∈ Rr,t | �r′ ∈ Rr,t : r ≺ r′}

Step 2: Pruning Using Electre I. When Rr,t,d remains too large to be man-
ually analyzed, a subjective pruning procedure based on the selection procedure
Electre I is applied. This MCDA method enables expressing subjectivity through
parameters that can be given by decision makers [18]. We use it for finding the
final set of rules R∗ ⊆ Rr,t,d. Electre I builds an outranking relation between
pairs of rules allowing to select a subset of the best rules: R∗. This subset is such
that (i) any rules excluded from Rr,t,d is outranked by at least one rule from
R∗, (ii) rules from R∗ do not outrank each other. To do so, Electre I procedure
(a) constructs outranking relationships through pairwise comparisons of rules,
to further (b) exploit those relationships to build R∗.

(a) Outranking relations: the relationship “r outranks r′” (rSr′) means that
r is at least as good as r′ on the set of measures K. The outranking assertion
rSr′ holds if: (i) a sufficient coalition of measures supports it, and (ii) none of
the measures is too strongly opposed to it. These conditions are respectively
referred to as concordance c(rSr′) and discordance indices d(rSr′), such that:

c(rSr′) =
∑

{k : gk(r)≥gk(r′)}
wk and d(rSr′) = max

{k : gk(r)<gk(r′)}
[gk(r′) − gk(r)],

with wk the relative importance of measure k.
From these notations, we consider rSr′ if c(rSr′) ≥ ĉ and d(rSr′) ≤ d̂; with ĉ

and d̂, two thresholds defining when the outranking should be considered or not.
2 Indeed all the measures used in our approach take values in the interval [0, 1], then

a measure k to minimize can be changed to a measure to maximize by considering
1 − gk(r) instead of gk(r).



116 C. L’Héritier et al.

(b) Relations exploitation: a graph of outranking relationships is obtained
from these pairwise comparisons. The kernel of this graph is our final reduced
set of rules R∗ to be considered, such that:

− ∀r′ ∈ Rr,t,d \ R∗,∃ r ∈ R∗ : rSr′, and

− ∀(r, r′) ∈ R∗ × R∗,¬(rSr′). (5)

The set of model parameters that have to be defined for applying the subjective
reduction based on Electre I are: weights wk,∀k ∈ K, and the concordance and
discordance thresholds, ĉ, d̂.3 The choice of parameter values will be further
discussed in the illustration Sect. 4.

4 Illustration

As an illustration, we consider the context of humanitarian projects carried out
for answering to emergency situations. A dataset of observations describes these
emergency situations according to four attributes: (1) the type of disaster faced,
(2) the season, (3) the environment in which it occurred, and (4) an evaluation
of the situation w.r.t. the human cost. We further refer to these attributes using

Table 3. Database of observations expressed using precise, imprecise or missing values.

Disaster type Season Environment Human cost

d1 {earthquake} {autumn} {rural} {medium}
d2 {tsunami} {autumn} {urban} {medium}
d3 {epidemic} - {urban} {veryHigh}
d4 {earthquake, epidemic, tsunami} {spring} - {high, veryHigh}
d5 {epidemic} {spring} {urban} {high}
d6 {epidemic} {spring, summer} - {high, veryHigh}
d7 {epidemic} {spring, summer} {urban} {high, veryHigh}
d8 {epidemic} {spring, summer} {urban} {veryHigh}
d9 {earthquake, epidemic, tsunami} {summer} {rural} {high}
d10 {epidemic} {summer} {urban} {high}
d11 {epidemic} {summer} {urban} {veryHigh}
d12 {earthquake} {winter} {rural} {high,medium, veryHigh}
d13 {earthquake} {winter} {rural} {low}
d14 {earthquake, epidemic, tsunami} {winter} {rural} {high}

3 Evaluating support and confidence of A → B and A → B can lead to undefined
values, e.g. evaluating A → B, we have Bel(A × B) = 0 when A has never been
observed, leading to Bel(B|A) being undefined. However, pruning using dominance
and Electre I requires the same measures to be defined. Undefined values are thus
substituted by an arbitrary value that neither favor nor penalize the evaluation of
the rule A → B. The median of Bel(A × B) (resp. Bel(A × B)) has been chosen.
Note that A → B is not concerned since evaluating A → B implies evidence on A.
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their number, considering that they respectively take discrete values in: Θ1 =
{tsunami, earthquake, epidemic, conflict, pop.displacement}, Θ2 = {spring, sum-
mer, autumn, winter}, Θ3 = {urban, rural}, Θ4 = {low, medium, high, very-
High}. Besides, for each attribute, prior knowledge is defined into ontologies
determining the values of interest. In this specific case study, the purpose of
association rules is to highlight the influence of a situation contextual features
on its evaluation according to the Human Cost, a useful information for project
planning. Thus the searched rules r : A → B will imply the attributes in the
following set I1 = {1, 2, 3} in the antecedent and in I2 = {4} for the consequent.

Table 4. Set of non-dominated rules, Rr,t,d.

Disaster Type Season Environment Human cost

r0 : {earthquake} ∧ {autumn} ∧ {rural} → {medium}
r1 : {earthquake, tsunami} ∧ {autumn} ∧ Θ3 → {medium}
r2 : {tsunami} ∧ {autumn} ∧ {urban} → {medium}
r3 : {earthquake, epidemic, tsunami} ∧ Θ2 ∧ Θ3 → Θ4

r4 : {earthquake, epidemic, tsunami} ∧ Θ2 ∧ Θ3 → {high, medium, veryHigh}
r5 : {earthquake, epidemic, tsunami} ∧ Θ2 ∧ Θ3 → {high, veryHigh}
r6 : {epidemic} ∧ Θ2 ∧ Θ3 → {high, veryHigh}
r7 : {epidemic} ∧ Θ2 ∧ {urban} → {veryHigh}
r8 : {earthquake} ∧ {autumn, winter} ∧ {rural} → {medium}
r9 : {earthquake, tsunami} ∧ {autumn, winter} ∧ Θ3 → {low, medium}
r10 : {earthquake, tsunami} ∧ {autumn, winter} ∧ Θ3 → {medium}
r11 : {earthquake, epidemic, tsunami} ∧ {spring, summer} ∧ Θ3 → {high, veryHigh}
r12 : {epidemic} ∧ {spring, summer} ∧ Θ3 → {high, veryHigh}
r13 : {epidemic} ∧ {spring, summer} ∧ {urban} → {high, veryHigh}
r14 : {epidemic} ∧ {spring, summer} ∧ {urban} → {veryHigh}
r15 : {epidemic} ∧ {summer} ∧ {urban} → {high, veryHigh}
r16 : {epidemic} ∧ {summer} ∧ {urban} → {veryHigh}
r17 : {earthquake} ∧ {winter} ∧ {rural} → {low}

Among the observations of 14 projects given in Table 3, some attribute values
are expressed with imprecision, e.g. Human cost values may be unclear such
that “human Cost is High or VeryHigh”. When values are missing the total
ignorance is considered. In this setting, the size of the initial studied space R
is

4∏

i=1

2|Θi\∅| = 20925. Using the restrictions focusing on rules with non-null

support, and involving attribute values of interest defined into ontologies (cf.
Sect. 3), we obtain a reduced search space Rr,t composed of 484 rules.

The rule evaluation and selection process is further applied to Rr,t using the
9 interestingness measures proposed in Table 2. Using dominance-based pruning
(Step 1/2), a set of 18 non-dominated rules Rr,t,d is identified among the 484
rules initially considered. These rules are listed in Table 4, and indexed from r0

to r17. Pruning using Electre I is then applied over the set of non-dominated
rules Rr,t,d (Step 2/2). Different sets of selected rules -i.e. R∗- are given in
Table 5 for different sets of model parameters. The results being sensitive to
parameter values, we propose to discuss different parameter settings. We remind
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that these parameters are: ∀k ∈ K, wk the weights of interestingness measures,
and ĉ and d̂ the concordance and discordance thresholds. They represent end-
user’s preferences. They can be given directly; the weights wk can also be elicited
using Simos, a well-known weighting procedure [11].

Table 5. Final sets of rules (R∗) obtained with Electre I pruning using four parameter
settings (a to e).

Different sets of parameters, with ĉ = 0.7

w1 w2 w3 w4 w5 w6 w7 w8 w9 ̂d R∗

a 0.27 0.15 0.1 0.08 0.08 0.08 0.08 0.08 0.08 0.3 {r1, r3, r6, r9, r11}
b 0.18 0.18 0.18 0.1 0.1 0.1 0.1 0.03 0.03 0.3 {r1, r3, r6}

0.2 {r0, r1, r2, r3, r6, r13, r16, r17}
c 0.12 0.2 0.2 0.08 0.08 0.08 0.08 0.08 0.08 0.3 {r1, r3, r6}

0.2 {r0, r1, r2, r3, r6, r13, r16, r17}
d 0.15 0.25 0.25 0.05 0.05 0.05 0.05 0.075 0.075 0.3 {r1, r3, r6, r17}

0.2 {r0, r1, r2, r3, r6, r13, r16, r17}
e 0.33 0.33 0.34 0 0 0 0 0 0 0.3 Rr,t,d \ {r8, r10, r16, r17}

Among the considered interestingness measures, according to the literature,
we assume that support, confidence and IC are the most significant ones w.r.t.
rule interest. They have to be associated to the most important weights. Con-
versely, we assume that the other measures -about rule complements- are sec-
ondary and will provide additional information for comparing and criticizing the
relevance of rules. In the first set of parameters (a) (cf. Table 5), the weight given
to support and confidence is maximized to represent 60% of the votes required
for the outranking (to exceed ĉ = 0.7). This setting will tend to favor the rules
having a high degree of imprecision, being well supported and then reliable, since
Bel(B|A) ≥ Bel(A × B). For example, in this setting the rules r3, r6, r11, see
Tables 4 and 5, are among the selected rules in R∗; e.g. with r3 involving the
total imprecision on three attributes.

When restricting d̂ to 0.2 with the parameter settings (b), (c), (d), it increases
the size of the kernel, while still discarding more than half of the rules among the
set of non-dominated ones. With parameters (d) and d̂ = 0.3, highest importance
is given to confidence and IC, providing these 2 measures with 71% of the voting
power to reach the outranking condition ĉ = 0.7. Thus, a rule with a better score
on confidence, IC and on some of the other measures -except support- can be
selected while having a low support. This is illustrated with the selection of r17

for example. Lastly, the parameter setting (e) is equivalent to considering only
the three main measures with equal importance. Here, it enables to discard only
4 extra rules in comparison to dominance relationships. This is explained by the
fact that the absence of dominance between rules is more frequent.

Finally, the parameter settings (b), (c) or (d) with d̂ = 0.2, favoring the
support, confidence and IC over the other measures tend to provide interesting
results. This setting enables the selection of both precise and imprecise rules of
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interest w.r.t. the initial set of observations, such as r16 and r13. In the initial
dataset -see Table 3- the imprecise information {spring, summer} for the sea-
son or {high, veryHigh} for the Human Cost are frequently observed. Indeed,
selecting the imprecise rule r13 : {epidemic} ∧ {spring, summer} ∧ {urban} →
{high, veryHigh} in R∗ is not surprising. As an interpretation of this rule,
we say that the analysis of the database tends to relate the occurrence of epi-
demics in urban areas to a specific season, spring or summer, and human cost.
In particular, the rule seems valid at least for one the conjunction “summer and
high human cost”, “summer and a very High human cost”, “spring and high”
or “spring and veryHigh”. In this illustration, different sets of parameters and
their results on rule selection have been presented. However, these parameters
have to be set by the end-user.

To further discuss these results, it is interesting to note that all the selected
measures for rules comparison, except the IC, are based on observations fre-
quency. In order to counterbalance the preponderance of this factor, it might
be relevant to add subjective measures and not only data-driven ones. Subjec-
tive interestingness measures have been studied in the literature. Relying on
these works, we could include here measures based for example on user expected
rules or expected conjunction of attribute values. Furthermore, investigating the
dependencies among frequency based measures, and considering them in the
selection process will be valuable. Nevertheless, considering additional measures
(especially data-driven), as the ones proposed for classical ARM, is not neces-
sarily straightforward within the evidence theory framework. It indeed implies
to define their right expression and meaning in this framework.

5 Conclusion and Perspectives

Mining association rules from imperfect data is a key challenge for real-world
applications dealing with imperfect data, e.g., imprecise, missing data, etc. The
ARM approach introduced in this paper enables to deal with imprecise data and
derive imprecise rules under specific conditions (e.g. fixing both antecedent and
consequent). Relying on evidence theory and Multiple Criteria Decision Anal-
ysis, this new framework enriches expressivity of existing works while provid-
ing a novel selection procedure for identifying most interesting rules according
to several viewpoints. To this aim, several interestingness measures have been
proposed, and used in a two-step selection procedure based on dominance rela-
tionships and Electre I. A restriction using a priori knowledge has also been
proposed to focus and ease the mining process by incorporating symbolic knowl-
edge defined into domain ontologies. To further improve the approach, additional
measures of interestingness could be added. Future work related to subjective
measures (e.g., user-oriented) would be particularly relevant to enrich the set of
frequency-based measures that are currently involved in the approach. Studying
the interactions between the measures would also be of interest. Finally, only
an illustration using a simplified case study related to humanitarian projects
analysis has been presented in this paper. Thorough algorithmic complexity and
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performance evaluations of the approach have to be discussed. Difficult chal-
lenges related to algorithmic complexity and efficiency issues of the procedure
also have to be addressed in order to mine rules involving numerous attributes.
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Abstract. Besides ecological issues, the recycling of plastics involves
economic incentives that encourage industrial firms to invest in the field.
Some of them have focused on the waste sorting phase by designing
optical devices able to discriminate on-line between plastic categories.
To achieve both ecological and economic objectives, sorting errors must
be minimized to avoid serious recycling problems and significant qual-
ity degradation of the final recycled product. Even with the most recent
acquisition technologies based on spectral imaging, plastic recognition
remains a tough task due to the presence of imprecision and uncertainty,
e.g. variability in measurement due to atmospheric disturbances, age-
ing of plastics, black or dark-coloured materials etc. The enhancement
of recent sorting techniques based on classification algorithms has led
to quite good performance results, however the remaining errors have
serious consequences for such applications. In this article, we propose
an imprecise classification algorithm to minimize the sorting errors of
standard classifiers when dealing with incomplete data, by both integrat-
ing the processing of classification doubt and hesitation in the decision
process and improving the classification performances. To this end, we
propose a relabelling procedure that enables better representation of the
imprecision of the learning data, and we introduce the belief functions
framework to represent the posterior probability provided by a classifier.
Finally, the performances of our approach compared to existing imprecise
classifiers is illustrated on the sorting problem of four plastic categories
from mid-wavelength infra-red spectra acquired in an industrial context.

Keywords: Machine learning · Imprecise classification · Reliable
classification · Belief functions · Plastic separation

1 Introduction

Plastic recycling is a promising alternative to landfills for dealing with the
fastest growing waste stream in the world [8]. However, for physiochemical rea-
sons related to non-miscibility between plastics, most plastics must be recycled
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separately. Plastic category identification is therefore a major challenge in the
recycling process. With the emergence of hyperspectral imaging, some indus-
trial firms have designed sorting devices able to discriminate between several
categories of plastics based on their absorption or transmittance spectra. The
sorting process is generally performed using supervised classification, which has
been well developed with the emergence of computer sciences and data science
[18,22,38]. The classification performance might be affected by several issues
such as noise or overlapping regions in the feature space [21,34]. The latter
problem occurs when samples from different classes share very similar char-
acteristics. We are particularly faced with these problems when attempting to
classify industrially acquired spectra. Indeed, in an industrial context, the acqui-
sition process is subject to technical and financial constraints to ensure through-
put and financial competitiveness. For this reason one cannot expect the same
quality of data as for equivalent laboratory measures. Several issues imply the
presence of imprecision and uncertainty in the acquired spectra: (i) the avail-
able spectral range might be insufficient; (ii) the plastic categories to be recycled
are chemically close; (iii) atmospheric perturbations may cause noise; (iv) plastic
ageing and plastic additives are known to change spectral information; (v) impu-
rities like dust deposits or remains of tags will also produce spectral noise. As
in solving many other decision-making problems, classification errors may have
serious consequences, e.g., medical diagnosis applications. Regarding plastic sort-
ing, identification errors will cause serious recycling difficulties and significant
degradation of the secondary raw material performances and thus quality degra-
dation of the recycled products. Usually, the problem of plastic identification
is treated using standard classification algorithms that are designed to produce
point predictions, i.e., a single plastic category. In cases of imperfect data, stan-
dard classifiers become confused and inevitably commit errors. This brings us
to consider alternative representations of the information that take into account
imprecision and uncertainty to achieve more accurate classification. Modern the-
ories of uncertainty such as fuzzy subsets [35], possibility theory [14], imprecise
probabilities [33] or belief functions [26,30] offer better representations of the
data-imperfection of information. Several classification algorithms have been
proposed in these frameworks. Most of them are extensions of standard algo-
rithms. We can cite the fuzzy version of the well known k-means algorithm [15],
fuzzy and evidential versions of k-Nearest Neighbour (k-NN) [10,19] or some
fuzzy and evidential revisions of neural network algorithms [4,11].

In this paper we consider the case where the original imperfections come from
data features only. Available training example labels are precise and considered
trustworthy, e.g., based on laboratory measures and expertise. In order to bet-
ter represent all available information, we think that labels should conform with
the feature imprecision. If an object of class θ1 has its vector of features x in
the overlapping region θ1 and θ2, then the example should be relabelled by the
set {θ1, θ2}. In order to achieve such representation we propose to relabel each
training example in accordance with their discriminatory nature. New labels are
therefore subsets of the original set of classes. This imprecise relabelling would
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better represent the learning data by mapping overlaps in the feature space. The
resulting imprecise label can be naturally treated in the belief functions theory
context. Indeed, belief functions theory [26] is an interesting framework for rep-
resenting imprecise and uncertain data by allowing the allocation of a probability
mass for imprecise data. Thus, imprecision and ignorance is better captured in
this framework compared to the probability framework where equiprobability
and imprecision are confused. The recent growing interest in this theory has
allowed techniques to be developed for resolving a diverse range of problems
such as estimation [12,17], standard classification [10,32], or even hierarchical
classification [1,23].

Our proposed approach, called Evidential CLAssification of incomplete data
via Imprecise Relabelling (ECLAIR), is based on a relabelling procedure of the
training examples that enables better representation of the missing information
about some data features. Then a classifier is trained on the relabelled data
producing a posterior mass function. With imprecise relabelling we try to quan-
tify, using a mass function, the extend to which a subsets of classes is reliable
and relevant as output for a new data. In other words, we look for the set of
classes which any more precise subset output would lead inevitably to an error.
The resulting classification algorithm can enhance the classification accuracy as
well as cope with difficult examples by allowing less precise but more reliable
classification output which will optimize the recycling process.

The remainder of this paper is organized as follows: Sect. 2 sets down the
main notations and provides a reminder on supervised classification and elements
of belief functions theory; in Sect. 3 we present the proposed approach; Sect. 4
briefly describes the related works; Sect. 5 presents results of experimentation
on the sorting problem of four plastics.

2 Theoretical Background

Classification is a technique allowing to assign objects to categories from the
observations of several of their characteristics. A classifier is a function that maps
an object represented by its values of characteristics on a finite set of variables,
to a category represented by a value of a categorical variable. More precisely, let
us consider a set of n categories represented by a set Θ = {θ1, θ2, . . . , θn}, also
refereed as a set of labels or classes. In the framework of belief functions Θ is
called a frame of discernment. Each θj , j ∈ {1, ..., n} denotes a singleton which
represents the lowest level of discernible information in Θ. Let us denote by
X1,X2, . . . , Xp, p variables where the taken values represent the characteristics,
also called attributes or features, of the objects, to be classified. In the rest of
the paper we refer to Θ as a set of classes and to (X1,X2, . . . , Xp) as a vector
of features where ∀i ∈ {1, . . . , p}, Xi refers both to the name of the feature and
to the space of the values taken by the feature, i.e., Xi ⊆ R. For an object x

belonging to X =
p∏

i=1

Xi ⊆ R
p, let θ(x) ∈ Θ denote the unknown label that

should be associated to x.
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In this article, we focus on a supervised classification problem. The specificity
of the considered data, referred to as incomplete data, is that some features of
some examples are missing due to technological aspects. Therefore, only part of
the data of these examples is obtained. The proposed classification approach,
qualified as imprecise, integrates the incompleteness of the data in its process to
predict subsets of classes comprising the true class when standard counterpart
classifier would have predicted the wrong class. To this aim we diverted standard
probabilistic classifiers from their natural use for computing probability on sets of
classes. Such uncertain resulting information is then captured by belief functions.
The following subsections, briefly recalls the notions discussed.

2.1 Supervised Classification

To determine θ(x) in a supervised classification manner, a standard classifier
δΘ : X → Θ is trained on a set of examples (xi, θi)1≤i≤N such that for all
1 ≤ i ≤ N , xi belongs to X and θi to Θ. By standard classifier we mean a classi-
fier that assigns to x a single class θ(x) = θj , j ∈ {1, . . . , n}. In some cases when
the input data is too voluminous or redundant, it may be appropriate to perform
some extraction features before the training of δΘ. By reducing the dimension
of X , and thus, working with a reduced feature space X ′ ⊆ R

p′
with p′ < p,

the extraction such as Principal Component Analysis (PCA), Linear Discrimi-
nant Analysis (LDA) or Independent Component Analysis (ICA) facilitates the
learning and may enhance the classification performance. When feature extrac-
tion is designed taking into account the labels of the training examples it is
termed as supervised feature extraction. For instance LDA also known as Fisher
discriminant analysis reduces the number of features to n−1 by looking for a lin-
ear combination of the variables maximizing the within-groups and minimizing
between-groups variance.

2.2 Probabilistic Classifier and Decision Rule

When δΘ can also provide for x a posterior probability distribution p(.|x) : Θ →
[0, 1], it is called a probabilistic classifier.Many classifier algorithms base their deci-
sion only on p(.|x) as follows: θ(x) = arg max

j=1,...,n
p(θj |x). For more sophisticated

decisions, one can use the decision rule technique classically used in decision the-
ory. Let A = {a1, a2, . . . , am} be a finite set of actions that can be taken. In the
case of a standard classifier, an action a ∈ A corresponds to assign a class θ ∈ Θ to
an object x. In such case, we simplify by setting A = Θ. In order to compare deci-
sions in A or to compare the classifier δΘ to another decision rule, two functions
are introduced: loss function and risk function. A loss function L : A × Θ → R is
considered to quantify the loss L(a, θ) incurred when choosing the action a ∈ A
while the true state of nature is θ ∈ Θ. A risk function rδΘ

: A → R is defined as the
following expectation: rδΘ

(a) = Ep(.|x)(L(a, θ)). In the case of discrete and finite

probability distribution, we have rδΘ
(θj) =

n∑

k=1

L(θj , θk) p(θk|x), j ∈ {1, . . . , n}.

Thus, considering the decision rule δΘ, the class θj minimizing the risk rδΘ
(θj) over

Θ should be chosen.
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2.3 Elements of Belief Functions Theory

Due to the additivity constraint inherent to the definition of a probability distri-
bution, one cannot built a probability distribution when measures, observations,
etc. are imprecise. Belief functions theory, as an extension of probability the-
ory, allows masses to be assigned to imprecise data. Two levels are considered
when introducing belief functions: credal and pignistic levels. At the credal level,
beliefs are captured and quantified by belief functions, while at the pignistic level
or decision level, beliefs are quantified using probability distributions.

Credal Level. A mass function, also called basic belief assignment (bba), is
a set function m : 2Θ → [0, 1] satisfying

∑

A⊆Θ

m(A) = 1. For a set A ⊆ Θ,

the quantity m(A) is interpreted as a measure of evidence committed exactly
to the set A and not to any more specific subsets of A. The elements A ∈ 2Θ

such that m(A) > 0 are called focal elements and they form a set denoted F.
(m,F) is called body of evidence. The total belief committed to A is measured
by the sum of all masses of A’s subsets. This is expressed by the belief function
Bel : 2Θ → [0, 1], Bel(A) =

∑

B⊆Θ,B⊆A

m(B). Furthermore the plausibility of

A, Pl : 2Θ → [0, 1], quantifies the maximum amount of support that could be
allocated to A, Pl(A) =

∑

B⊆Θ,B∩A �=∅
m(B).

Pignistic Level. In the transferable belief model [29], the decision is made in
the pignistic level. The evidential information is transferred into a probabilistic
framework by means of the pignistic probability distribution betPm, for θ ∈ Θ,
betPm(θ) =

∑

A⊆Θ,A	θ

m(A)/|A|, where |A| denotes the number of elements in A.

Decision Rule. The risk associated with a decision rule is adaptable for the
evidential framework [9,13,27]. In the case of imprecise data, the set of actions
A is 2Θ \ {∅}. In order to decide between the elements of A according to the
chosen loss function L, it is possible to adopt different strategies. Two strategies
are proposed in the literature: the optimistic strategy by minimizing rδΘ

or the
pessimistic strategy by minimizing rδΘ

which are defined as follows:

r(A) =
∑

B⊆Θ

m(B)min
θ∈B

L(A, θ), r(A) =
∑

B⊆Θ

m(B)max
θ∈B

L(A, θ). (1)
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3 Problem Statement and Proposed Approach

3.1 Imprecise Supervised Classification

For a new example x, the output of an imprecise classifier is a set of classes,
all its elements are candidates for the true class θ and the missing information
prevent more precise output. In this case a possible output of the classifier is
the information: “θ ∈ A”, A ⊆ Θ. To perform an imprecise classification, two
cases need to be distinguished related to the training examples: (case 1 ) learn-
ing examples are precisely labelled, i.e., only a single class is assigned to each
example; (case 2 ) one or more classes are assigned to each training example. In
the first case described in the Subsect. 2.1, standard classifiers give a single class
as prediction to a new object x but some recent classifiers [6,7,36] give a set of
classes as prediction of x. Some of these recent classifiers base their algorithm
on the posterior probability provided by standard classifiers. More precisely, if
we denote by P(.|x) the probability measure associated to the posterior prob-
ability distribution p(.|x), P(A|x) =

∑

θ∈A

p(θ|x), A ⊆ Θ is used to determine

the relevant subset of classes to be assigned to x. In the second case when the
imprecision or doubt is explicitly expressed by the labels, [2,5,37], a classifier
δ2Θ : X → 2Θ \ {∅} is trained on a set of examples (xi, Ai)1≤i≤N such that for
all 1 ≤ i ≤ N , xi belongs to X and ∅ �= Ai ⊆ Θ. This case is refereed in our
paper as imprecise supervised classification.

3.2 Problem Statement

Let us consider the supervised classification problem where the available training
examples that are precisely labelled (case 1 ) (xi, θi)1≤i≤N , xi ∈ X and θi ∈ Θ are
such that (i) the labels θi=1,...,N are trusted. They may derive from expertise on
other features x∗

i=1,...,N which contain more complete information than xi=1,...,N ,
(ii) this loss of information induces overlapping on some examples. In other
words, ∃i, j ∈ {1, ..., N} such that the characteristics of xi are very close to
those of xj but θi �= θj . When a standard classifier is trained on such data, it
will commit inevitable errors. The problem that we handle in this paper is how
to improve the learning step to better consider this type of data and get better
performances and reliable predictions.

3.3 The Imprecise Classification Approach

The proposed approach of imprecise classification is constituted by three steps:
(i) the relabelling step which consists in analysing the training example in
order to add to the class that is initially associated to an example the classes
associated to the other examples having characteristics very close. Thus a new
set of examples is built: (xi, Ai)1≤i≤N such that for all 1 ≤ i ≤ N , xi belongs
to X and ∅ �= Ai ⊆ Θ; (ii) the training step which consists on the training of
probabilistic classifier δ2Θ : X → 2Θ \ {∅}. The classifier δ2Θ provides for a new
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object x ∈ X a posterior probability distribution on 2Θ which is also a mass
function denoted m(.|x). The trained classifier ignores the existence of inclusion
or intersection between subsets of classes. This unawareness of relations between
the labels may seem counter intuitive, but is compatible with the purpose of
finding a potentially imprecise label associated to a new incoming example; (iii)
the decision step which consists of proposing a loss function adapted for the
case of imprecise classification that calculates the prediction that minimize the
risk function associated to the classifier δ2Θ . Figure 1 illustrates the global process
and the steps of relabelling, classification and decision are presented in detail
below.

Fig. 1. Steps of evidential classification of incomplete data

Relabelling Procedure. First we perform LDA extraction on the training
examples (cf Fig. 1) in order to reduce complexity. The resulting features are
x′

i ∈ R
n−1, i = 1, ..., N where n = |Θ|. Then we consider a set of C standard

classifiers δ1Θ, ..., δC
Θ where on each classifier δc

Θ : Rn−1 → Θ, c ∈ {1, ..., C} we
compute leave-one-out (LOO) cross validation predictions for the training data
(x′

i, θi)i=1,...,N .
The relabelling of the example (x′

i, θi) is based on a vote procedure of the
LOO predictions of the C classifiers. The vote procedure is the following: when
more than 50% majority of the classifiers predict a class θmaji

, the example is
relabelled as the union Ai = {θi, θmaji

}. Note that when θmaji
= θi the original

label remains, i.e., Ai = θi. If none of the predicted classes from the C classifiers
gets the majority, then the ignorance is expressed for this example by relabelling
it as Ai = Θ. Note that the new labels are consistent with the original classes
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that were trusted. The fact that several (C) classifiers are used to express the
imprecision permits a better objectivity on the real imprecision of the features,
i,e, the example is difficult not only for a single classifier. We denote by A ⊆ 2Θ

the set of the new training labels Ai, i = 1, ..., N .
Note that we limited the new labels Ai to have at most two elements except

when expressing ignorance Ai = Θ. This is done for avoiding too unbalanced
training sets, but more general relabelling could be considered. Once all the
training examples are relabelled, a classifier δ2Θ can be trained.

Learning δ2Θ . As indicated throughout this paper, δ2Θ is learnt using the new
labels ignoring the relations that might exist between the elements of A. Rein-
forcing the idea of independence of treatment between the classes, LDA is applied
to the relabelled training set (xi, Ai)i=1,...,N . This results to the reduction of the
space dimension from p to |A| − 1 which better expresses the repartition of rela-
belled training examples. For the training example i ∈ {1, ..., N}, let x′′

i ∈ R
|A|−1

be the new projection of xi on this |A| − 1 dimension space. The classifier δ2Θ is
finally taught on (x′′

i , Ai)i=1,...,N .

Decision Problem. As recalled in Subsects. 2.2 and 2.3, the decision to assign a
new object x to a single class or a set of classes usually relies on the minimisation
of the risk function which is associated to a loss function L : 2Θ \ {∅} × Θ → R.
As mentioned in the introduction to this paper, the application of our work
concerns situations where errors may have serious consequences. It would then
be legitimate to consider the pessimistic strategy by minimizing rδΘ

. Further-
more, in the definition of rδΘ

, Eq. (1), the quantity max
θ∈B

L(A, θ) concerns the loss

incurred by choosing A ⊆ Θ, when the true nature is comprised in B ⊆ Θ. On
the basis of this fact, we proposed a new definition of the loss function, L(A,B),
A,B ⊆ Θ, which directly takes into account the relations between A and B.
This is actually a generalisation of the definition proposed in [7] that is based
on F-measure, recall and precision for imprecise classification. Let us consider
A,B ∈ 2Θ \ {∅}, where A = θ(x) is the prediction for the object x and B is its
state of nature. Recall is defined as the proportion of relevant classes included
in the prediction θ(x). We define the recall of A and B as:

R(A,B) =
|A ∩ B|

|B| . (2)

Precision is defined as the proportion of classes in the prediction that are rele-
vant. We define the precision of A and B as:

P (A,B) =
|A ∩ B|

|A| . (3)

Considering these two definition, the F-measure can be defined as follows:

Fβ(A,B) =
(1 + β2)PR

β2P + R
=

(1 + β2)|A ∩ B|
β2|B| + |A| . (4)
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Note that β = 0, induce Fβ(A,B) = P (A,B), whereas when β → ∞,
Fβ(A,B) →

β→∞
P (A,B). Let us comment on some situations according to the

“true set” B and the predicted set A. The worse scenario of prediction is when
there is no intersection between A and B. This would always be sanctioned by
Fβ(A,B) = 0. On the contrary, when A = B, Fβ(A,B) = 1 for every β. Between
those extreme cases, the errors of generalisation i.e., B ⊂ A, are controlled by
the precision while the errors of specialisation i.e., A ⊂ B, are controlled by the
recall. Finally, the loss function Lβ : 2Θ \ {∅} × 2Θ \ {∅} → R is extended:

Lβ(A,B) = 1 − Fβ(A,B). (5)

For an example x to be classified, whose mass function m(.|x) has been calculated
by δ2Θ , we predict the set A minimizing the following risk function:

Riskβ(A) =
∑

B⊆Θ

m(B)Lβ(A,B). (6)

4 Related Works

Regarding relabelling procedures, much research has been carried out to identify
suspect examples with the intention to suppress or relabel them into a concurrent
more appropriate class [16,20]. This is generally done to enhance the performance.
Other approaches consist in relabelling into imprecise classes. This has been done
to test the evidential classification approach on imprecise labelled data in [37]. But,
as already stated, our relabelling serves a different purpose, better mapping over-
laps in the feature space. Concerning the imprecise classification, several works
have been dedicated to tackle this problem. Instead of the term “imprecise clas-
sification” that is adopted in our article, authors use terms like “nondeterminis-
tic classification” [7], “reliable classification” [24], “indeterminate classification”
[6,36], “set-valued classification” [28,31] or “conformal prediction” [3] (see [24] for
a short state of the art). In [36], the Naive Credal Classifier (NCC) is proposed as
the extension of Naive Bayes Classifier (NBC) to sets of probability distributions.
In [24] the authors propose an approach that starts from the outputs of a binary
classification [25] using classifier that are trained to distinguish aleatoric and epis-
temic uncertainty. The outputs are epistemic uncertainty, aleatoric uncertainty
and two preference degrees in favor of the two concurrent classes. [24] generalizes
this approach to the multi-class and providing set of classes as output. Closer to
our approach are approaches of [5] and [7]. The approach in [7] is based on a poste-
rior probability distribution provided by a probabilistic classifier. The advantage of
such approach and ours is that any standard probabilistic classifier may be used to
perform an imprecise classification. Our approach distinguishes itself by the rela-
belling step and by the way probabilities are allowed on sets of classes. To the best
of our knowledge existing works algorithms do not train a probabilistic classifier
on partially labelled data to quantify the body of evidence. Although we insisted
for the use of standard probabilistic classifier δ2Θ unaware of relations between the
sets, it is possible to run our procedure with an evidential classifier as the evidential
k-NN [5].
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5 Illustration

5.1 Settings

We performed experiments on the classification problem of four plastic categories
designated plastics A, B, C and D on the basis of industrially acquired spectra.
The total of 11540 available data examples is summarized in Table 1. Each plastic
example was identified by experts on the basis of laboratory measure of atten-
uated total reflectance spectra (ATR) which is considered as a reliable source
of information for plastic category’s determination. As a consequence, original
training classes are trusted and were not questioned. However data provided by
the industrial devices may be challenged. These data consist in spectra composed
of the reflectance intensity of 256 different wavelengths. Therefore and for the
enumerated reasons in Sect. 1, the features are subject to ambiguity. Prior to
experiments, all the feature vectors, i.e., spectra, were corrected by the standard
normal variate technique to avoid light scattering and spectral noise effects. We
implemented our approach and compared it to the approaches in [5] and [7]. The
implementation is made using R packages, using existing functions for the appli-
cation of the following 8 classifiers naive Bayes classifier: (nbayes), k-Nearest
Neighbour (k-NN), decision tree (tree), random forest (rf), linear discriminant
analysis (lda), partial least squares discriminant analysis (pls-da), support vector
machine (svm) and neural networks (nnet).1

Table 1. Number of spectra of each original class in learning and testing bases.

Classes Category A Category B Category C Category D

Learning base 1416 1412 1425 1434

Testing base 1469 1458 1454 1472

5.2 Results

In order to apply our procedure, we must primary choose a set of classifiers
to perform the relabelling. These classifiers are not necessarily probabilistic
but producing point prediction. Thus, for every experimentation, our algorithm
ECLAIR was performed with the ensemble relabelling using 7 classifiers: nbayes,
k-NN, tree, rf, lda, svm, nnet2. Then, we are able to perform the ECLAIR impre-
cise version of a selected probabilistic classifier. Figure 2, shows the recall and
precision scores of the probabilistic classifier nbayes to show the role of β. We see
the same influence of β as mentioned in [7]. Indeed, (cf Subsect. 3.3), with small
1 Experiments concerning these learning algorithm rely on the following functions

(and R packages) : naiveBayes (e1071), knn3 (caret), rpart (rpart), randomForest
(randomForest), lda (MASS), plsda (caret), svm (e1071), nnet (nnet).

2 In order to limit unbalanced classes, we choose to exclude form the learning base
examples which new labels count less than 20 examples.
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Fig. 2. Recall and precision of ECLAIR using nbayes, i.e. δ2Θ is nbayes, against β.

values of β we have good precision, traducing the relevance of prediction, i.e.,
the size of the predicted set is reasonable; while high values of β give good recall,
meaning reliability, i.e., better chance to have true class included in the predic-
tions. The choice of β should then result form a compromise between relevance
and reliability requirement.

Table 2. Precision P of ECLAIR compared with nondeterministic with βs chosen such
that recalls equal to 0.90.

nbayes k-NN tree rf lda pls-da svm evidential k-NN

Nondeterministic 86.70 86.94 85.00 86.52 83.41 85.35 88.20 86.58

ECLAIR 87.78 87.89 83.88 87.45 82.94 86.33 88.31 86.69

In order to evaluate the performances of ECLAIR, we compared our results
to the classifier proposed in [7] that is called here nondeterministic classifier.
As nondeterministic classifier and ECLAIR are set up for a parameter β, we
decided to set βs such that global recalls equal to 0.90, and compare global
precisions on a fair basis. For even more neutrality regarding the features used
in both approach, we furnish to the nondeterministic classifier, the same reduced
features x′′

i , i = 1, ..., N , that those used by ECLAIR in the training phase (see
Fig. 1). The 7 first columns of Table 2 shows the so obtained precisions for 7
classifiers. These results show the competitiveness of our approach for most of
the classifiers, especially nbayes, k-NN, rf and pls-da. However, these results are
only partial since they do not show the general trend for different βs that are
generally in favour of our approach. Therefore we present more complete results
for nbayes and svm in Fig. 3, showing evaluation of precision score against recall
score for several values of β varying in [0, 6]. On the same figure, we also present
the results of nondeterministic classifier with different input feature (in black):
raw features, i.e., xi ∈ R

p, LDA reduced features, i.e., x′
i ∈ R

n−1 and the
same features as those used for ECLAIR, i.e., x′′

i ∈ R
|A|−1 (see Fig. 1 for more

details). Doing so, we show that the good performances of ECLAIR are not only
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Fig. 3. Precision vs recall of Nondeterministic (ND) and ECLAIR

attributable to extraction phase. To facilitate the understanding of the results
plotted in Fig. 3, one should understand that the best performances are those
illustrated by points on the top right of the plots, i.e., higher precision and recall
scores. We observe that ECLAIR generally makes a better compromise between
the recall and precision scores for the used classifiers. Regarding the special case
when ECLAIR is performed with an evidential classifier performing example
imprecise labelled training (see Sect. 4), the comparison is less straightforward.
We considered the evidential k-NN [10] for imprecise labels by minimizing the
error suggested in [39]. Using this evidential k-NN as a classifier δ2Θ in ECLAIR
procedure is straightforward. Concerning the application of nondeterministic
classifier, we decided to keep the same parameter and turn the classifier into
probabilistic by applying the pignistic transformation to the mass output of the
k-NN classifier (see column of Table 2). ECLAIR obtains a slightly better results.

6 Conclusion

In this article, a method of evidential classification of incomplete data via impre-
cise relabelling was proposed. For any probabilistic classifier, our approach pro-
poses an adaptation to get more cautious output. The benefit of our approach
was illustrated on the problem of sorting plastics and showed competitive per-
formances. Our algorithm is generic it can be applied in any other context where
incomplete data on the features are presents. In future works we plan to exploit
our procedure to provide cautious decision-making for the problem of plastic
sorting. This application requires high reliability of the decision for preserving
the physiochemical properties of the recycle product. At the same time, the deci-
sion shall ensure reasonable relevance to guarantee financial interest, indeed the
more one plastic category is finely sorted the more benefice the industrial gets.
We also plan to strengthen our approach evaluation by confronting it with other
state of the art imprecise classifiers and by preforming experiments on several
datasets from machine learning repositories.
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Abstract. In classification problems, it happens that the training set
remains scarce. Given a data set, described in terms of discrete, ordered
attribute values, we propose an interpolation-based approach in order
to predict new examples useful for enlarging the original data set. The
proposed approach relies on the use of continuous analogical proportions
that are statements of the form “a is to x as x is to c”. The prediction
is made on the basis of pairs of examples (a, c) present in the data set,
for which one can find a value for x for each attribute value as well as
for the corresponding class label of the example thus created. The first
option that we consider is to select x as the midpoint between a and c,
attribute by attribute. To extend the search space, we may also choose
x as any randomly selected value between the values of a and c. We first
propose a basic algorithm implementing these two interpolation defini-
tions, then we extend it to two improved algorithms. In the former, we
only consider the nearest neighbor pairs (a, c) to x for prediction, while,
in the latter, we further restrict the search to those pairs (a, c) having
the same class label. The experimental results, for classical ML classifiers
applied to the enlarged data sets built by the proposed algorithms, show
the effectiveness of analogical interpolation methods for enlarging data
sets.

1 Introduction

Analogical proportions are statements of the form “a is to b as c is to d”. In the
Nicomachean Ethics, Aristotle makes an explicit parallel between such state-
ments and geometric proportions of the form “a

b = c
d”, where a, b, c, d are num-

bers. It also parallels arithmetic proportions, or difference proportions, which
are of the form “a− b = c−d”. The logical modeling of an analogical proportion
as a quaternary connective between four Boolean items appears to be a logical
counterpart of such numerical proportions [15]. It has been extended to items
described by vectors of Boolean, nominal or numerical values [2].

A particular case of such statements, named continuous analogical propor-
tions, is obtained when the two central components are equal, namely they are
c© Springer Nature Switzerland AG 2019
N. Ben Amor et al. (Eds.): SUM 2019, LNAI 11940, pp. 136–152, 2019.
https://doi.org/10.1007/978-3-030-35514-2_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35514-2_11&domain=pdf
https://doi.org/10.1007/978-3-030-35514-2_11


An Analogical Interpolation Method for Enlarging a Training Dataset 137

statements of the form “a is to b as b is to c”. In case of numerical propor-
tions, if we assume that b is unknown, it can be expressed in terms of a and
c as b =

√
a · c in the geometric case, and as a+c

2 in the arithmetic case. Note
that similar inequalities hold in both cases: min(a, c) ≤ √

a · c ≤ max(a, c) and
min(a, c) ≤ a+c

2 ≤ max(a, c). This means that the continuous analogical propor-
tion induces a kind of interpolation between a and c in the numerical case by
involving an intermediary value that can be obtained from a and c.

General analogical proportions when d is unknown provides an extrapolation
mechanism, which with numbers yields d = b·c

a and d = b+c−a in the geometric
and arithmetic cases respectively. We recognize the expression of the well-known
Rule of Three in the first expression. Analogical proportions-based inference [2]
offers a similar extrapolation device relying on the parallel between (a, b) and
(c, d) stated by “a is to b as c is to d”.

The analogical proportions-based extrapolation has been successfully applied
to classification problems. It may be used either directly as a new classification
paradigm [2,12], or as a way of completing a training set on which classical
classification methods are applied once this set has been completed [1,4]. This
paper investigates the effectiveness of the simpler option of using only continuous
analogical proportions that involve pairs instead of triples of items, in order to
enlarge a training set.

The paper is organized as follows. Section 2 provides a short background on
analogical proportions and more particularly on continuous ones. Then Sect. 3
surveys related work on analogical interpolation or extrapolation. Section 4
presents different variants of algorithms for completing a training set based on
the idea of continuous analogical proportions. Section 5 reports the results of the
use of different classical classification techniques on the corresponding enlarged
training sets for various benchmarks.

2 Background: Continuous Analogical Proportion

The statement “a is to b as c is to d”, here denoted a : b :: c : d, expresses that
“a differs from b as c differs from d, and b differs from a as d differs from c”. The
logical counterpart of the latter statement, where a, b, c, d are Boolean variables,
is given by:

a : b :: c : d = (¬a ∧ b ≡ ¬c ∧ d) ∧ (¬b ∧ a ≡ ¬d ∧ c)

See [13,16] for justifications. This expression is true for only 6 patterns of values
for abcd, namely {0000, 0011, 0101, 1111, 1100, 1010}. This extends to nominal
values where a : b :: c : d holds true if and only if abcd is one of the following
patterns ssss, stst, or sstt, where s and t are two possible distinct values of
items a, b, c and d.

Regarding continuous analogical proportions, it can be easily checked that
the unique solutions of equations 1 : x :: x : 1 and 0 : x :: x : 0 are respectively
x = 1 and x = 0, while 1 : x :: x : 0 or 0 : x :: x : 1 have no solution in the
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Boolean case. This somewhat trivializes continuous analogical proportions in the
Boolean case. The situation for nominal values is the same.

The case of numerical values is richer. a, b, c, d are now supposed to be
normalized values in the real interval [0, 1]. The reader is referred to [6] for a
general discussion of multiple-valued logic extensions of analogical proportions.
They can be associated with the following expression:

a : b :: c : d =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1− | (a − b) − (c − d) |,
if a ≥ b and c ≥ d, or a ≤ b and c ≤ d

1 − max(|a − b |,|c − d |),
if a ≤ b and c≥ d, or a ≥ b and c ≤ d

(1)

It coincides with a : b :: c : d on {0, 1}. As can be seen, a : b :: c : d is
equal to 1 if and only if (a − b) = (c − d). For instance, 0.2 : 0.5 :: 0.6 : 0.9,
or 0.2 : 0.5 :: 0.2 : 0.5 holds true. Because |a − b| = |(1 − a) − (1 − b)|, it is
easy to check that the code independence property: a : b :: c : d = (1 − a) :
(1− b) :: (1− c) : (1− d) holds (0 and 1 play symmetric roles, and it is the same
to encode an attribute positively or negatively).

Then the corresponding expression for continuous analogical proportions
is [16]:

a : b :: b : c =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1− | a + c − 2b |,
if a ≥ b and b ≥ c, or a ≤ b and b ≤ c

1 − max(|a − b |,|b − c |),
if a ≤ b and b≥ c, or a ≥ b and b ≤ c

(2)

As can be seen a : b :: b : c = 1 if and only if b = (a + c)/2 (which includes
the case a = b = c). The proportions 0 : 1

2 :: 1
2 : 1 or 0.3 : 0.6 :: 0.6 : 0.9

are examples of continuous analogical proportions. Moreover, 1 : 3 :: 3 : 5 is an
example of continuous analogical proportion between nominal ordered grades.
Thus this extension captures the idea of betweenness implicit in statements of
the form “a is to b as b is to c”. Note that we have 0 : 1 :: 1 : 0 = 0 and
1 : 0 :: 0 : 1 = 0, as expected.

Analogical proportions extend to vectors in a component-wise manner. Let
a = (a1, . . . , am), where each ai belongs to {0, 1} (Boolean case), or to a finite
set with more than 2 elements (nominal case), or to [0, 1] (numerical case).
b, c,d are defined similarly. Then a : b :: c : d has a truth value which is just
minm

i=1 ai : bi :: ci : di.
In this paper, we deal with classification. So each vector a in a training set

is associated with its class cl(a). Thus saying that the continuous analogical
proportion a : x :: x : c holds true amounts to say:

a : x :: x : c = 1 iff
aj : xj :: xj : cj = 1 for each attribute j and cl(a) : cl(x) :: cl(x) : cl(c) = 1

(3)

Moreover, since continuous analogical proportions are trivial for a Boolean or a
nominal variable, we shall also use a more liberal extension of betweenness for
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the vectorial case [10] in this paper. Namely, we shall say x is between a and c
defined as:

between(a,x, c) = 1 iff aj ≤ xj ≤ cj or cj ≤ xj ≤ aj for each attribute j. (4)

Then we can define the set Between(a, c) of vectors between two vectors a and
c. For instance, we have Between(01000, 11010) = {01000, 11000, 01010, 11010}.
Note that in case of Boolean values, the betweenness condition can also be
written as ∀i = 1, · · · ,m, (ai ∧ ci → xi) ∧ (xi → ai ∨ ci) = 1.

3 Related Work

The idea of generating, or completing, a third example from two examples can be
encountered in different settings. An option, quite different from interpolation, is
the “feature knock out” method [23], where a third example is built by modifying
a randomly chosen feature of the first example with that of the second one. A
somewhat related idea can be found in a recent proposal [3] which introduces
a measure of oddness with respect to a class that is computed on the basis of
pairs made of two nearest neighbors in the same class; this amounts to replace
the two neighbors by a fictitious representative of the class.

Reasoning with a system of fuzzy if-then rules provides an interpolation
mechanism [14], which, from these rules and an input “in-between” their con-
dition parts, yields a new conclusion “in-between” their conclusion parts, by
taking advantage of membership functions that can be seen as defining fuzzy
“neighborhoods”.

Moreover, several approaches based on the use of interpolation and analog-
ical proportions have been developed in the past decade. In [17], the problem
considered is to complete a set of parallel if-then rules, represented by a set of
condition variables associated to a conclusion variable. The values of the vari-
ables are assumed to belong to finite sets of ordered labels. The basic idea is
to apply analogical proportion inference in order to induce missing rules from
an initial set of rules, when an analogical proportions hold between the variable
labels of several parallel rules. Although this approach may seem close to the
analogical interpolation-based approach proposed in this paper, our goal is not to
predict just the conclusion part of an incomplete rule, but rather a whole exam-
ple including its attribute-based description and its class. Moreover, we restrict
our study to the use of pairs of examples for this prediction, while in [17] the
authors use both pairs or triples of rules for completing rules. An extended ver-
sion of the above-mentioned work has been presented in [22] where the authors
also propose a more cautious method that makes explicit the basic assumptions
under which rule conclusions are produced from analogical proportions. Along
the same line, see also [21] on interpolation between default rules.

Let us also mention the general approach proposed by Schockaert and Prade
[20] to interpolative and extrapolative reasoning from incomplete generic knowl-
edge represented by sets of symbolic rules, handled in a purely qualitative man-
ner, where labels are represented in conceptual spaces. This work is an extended
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version of [19] in which only interpolative inference is considered. The same
authors present an illustrative case study in [18] in the music domain. In the
context of natural language modeling, Derrac and Schockaert [5] have proposed
a data-driven approach that exploits betweenness and a fortiori inference to
derive semantic relations within conceptual spaces.

Besides, some previous works have considered, discussed and experimented
the idea of an analogical proportion-based enlargement of a training set, based
on triples of examples. In [1], the authors proposed an approach to generate
synthetic data to tune a handwritten character classifier. Couceiro et al. [4]
presented a way to extend a Boolean sample set for classification using the
notion of “analogy preserving” functions that generate examples on the basis of
triples of examples in the training set. The authors only tested their approach
on Boolean data.

In a more recent work, Lieber et al. [10] have extended the paradigm of classi-
cal Case-Based Reasoning to link the current case to either pairs of known cases
by performing a restricted form of interpolation, or to triples of known cases by
exploiting extrapolation, taking advantage of betweenness and analogical pro-
portion relations.

Lastly, in the context of deep learning, Goodfellow et al. [7] invented the
idea of a generative adversarial network (GAN) as a class of machine learning
systems. Given a training set, two neural networks, contesting with each other in
a game, are learnt in order to generate new data with the same statistics as the
training set. More recently, Inoue [9] presented a data augmentation technique
for image classification that mix two randomly picked images to train a classifier.

4 Analogical Interpolation-Based Predictor (AIP)

Analogical proportions have been recently applied to classification problems and
have shown their efficiency for classifying a variety of datasets [2]. In this paper,
we aim to investigate if continuous analogical proportions could be useful for a
prediction purpose, namely enlarging a training set with made examples, and if
standard classification methods applied to this enlarged set can compete with
the direct application of analogical proportions-based inference for classification.
As said before, the basic idea of the paper is to apply an interpolation method
for predicting new examples not present in the original data set which is just
enlarged.

In the following, we describe the basic principle of our predicting approach.

4.1 Basic Procedure

Consider a set E of n classified examples i.e., E =
{
(x1, y1), ..., (xi , yi), ...,

(xn , yn)
}

such that the class label yi = cl(xi) is known for each i ∈ 1, ..., n.
The goal is to predict a new set of examples S = {(xk , yk) /∈ E} by interpolat-
ing examples from the set E. The new set S will serve for enlarging E.
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The basic idea is to find pairs of examples (a, c) ∈ E2 with known labels such
that the analogical proportion (3) is solvable attribute by attribute i.e., there
exists x such that aj : xj :: xj : cj = 1 for each attribute j = 1, ...,m, and the
class equation has cl(x) as a solution, i.e., cl(a) : cl(x) :: cl(x) : cl(c) = 1.

As mentioned before in Sect. 2, the solution for the previous equation aj :
xj :: xj : cj = 1 in the numerical case is just the midpoint xj = (aj + cj)/2 for
each attribute j = 1, ...,m. We are interested in the case of ordered nominal val-
ues in this paper. Moreover, we assume that the distances between any two suc-
cessive values in such an ordered set of values are the same. Let V = {v1, · · · , vk}
be an ordered set of nominal values, then, vi will be regarded as the midpoint of
vi−j and vi+j with j ≥ 1, provided that both vi−j and vi+j exist. For instance,
if V = {1, · · · , 5}, the analogical proportions 1 : 3 :: 3 : 5 or 2 : 3 :: 3 : 4 hold,
while 2 : x :: x : 5 = 1 has no solution. So it is clear that some pairs (a, c) will
not lead to any solution since we restrict the search space to the pairs for which
the midpoint (attribute by attribute) exists.

This condition may be too restrictive especially for datasets with high number
of attributes which may reduce the set of predicted examples. In case of success,
the predicted example x = {x1, ..., xj , ...xm} will be assigned to the predicted
class label cl(x) and saved in a candidate set.

Since different voting pairs may predict the same example x more than once
(x may be the midpoint of more than one pair (a, c)), a candidate example may
have different class labels. Then has to perform a vote on class labels for each
candidate example classified differently in the candidate set. This leads to the
final predicted set of examples where each example is classified uniquely.

This process can be described by the following procedure:

1. Find solvable pairs (a, c) such that Eq. 3 has a unique non null solution x.
2. In case of ties (an example x is predicted with different class labels), apply

voting on all its predicted class labels and assign to x the success label.
3. Add x to the set of predicted examples (together with cl(x)).

In the next section, we first present a basic algorithm applying the process
described above, then we propose two options that may help to improve the
search space for the voting pairs.

4.2 Algorithms

The simplest way is to systematically consider all pairs (a, c) ∈ E2, for which
Eq. 3 is solvable, as candidate pairs for prediction. Algorithm 1 implements a
basic Analogical Interpolation-based Predictor, denoted AIPstd, without applying
any filter on the voting pairs.

Considering all pairs (a, c) for prediction may seem unreasonable especially
when the domain of attribute values is large since this may blur prediction
results. A first improvement of Algorithm 1 is to restrict the search for pairs to
those that are among the nearest neighbors (in terms of Hamming distance) to
the example to be predicted.
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Algorithm 1. Analogical Interpolation-based Predictor (AIPstd)
Input: A set E of classified instances
CandidatesSet = ∅
S = ∅
for each pair (a, c) in E2 do

if cl(a) : cl(x) :: cl(x) : cl(c) = 1 has solution l then
if a : x :: x : c = 1 has solution b then

cl(b) = l
CandidatesSet.add(b)

end if
end if

end for
S = VoteOnclasses(CandidatesSet )
Comp(E)= E + S
return (Comp(E))

Let us consider two different pairs (a, c) and (d,e) ∈ E2. We assume that
a : x :: x : c = 1 produces as solution an example b and d : x :: x : e = 1
produces an other example b′ �= b. If b′ is closest to (d,e) than b is to (a, c)
in terms of Hamming distance, it is more reasonable to consider only the pair
(d,e) for prediction. This means that example b′ will be predicted while b will be
rejected. We denote AIPNN this second improved Algorithm 2 in the following.

Algorithm 3 (that we denote AIPNN,SC) is exactly the same as Algorithm 2 in
all respects, except that we look for only pairs (a, c) belonging to the same class
in this case. Note that the two algorithms only differ for non binary classification
problems, since s : x :: x : t = 1 has no solution in {0, 1} for s �= t.

4.3 Another Option

As can be seen in the next section, searching for the best pairs (described in
Algorithms 2 and 3) limits the number of accepted voting pairs. Moreover, there
is a second constraint to be satisfied, that is limiting the solutions of Eq. 3 to
the values of x that are the midpoint of a and c which is hard to be satisfied
in the ordered nominal setting. To relax this last constraint, we may think to
use the “betweenness” definition given in Eq. 4. In this definition, the equation
between(a,x, c) = 1 has, as a solution, any x such that x is between a and c
for each attribute j ∈ 1, ...,m. This last option is implemented by the algorithm
denoted AIPBtw which is exactly the same as Algorithm 3 except that we use
the definition (4) to solve the analogical interpolation.
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Algorithm 2. Analogical Interpolation-based Predictor using Nearest Neigh-
bors pairs for prediction (AIPNN )

Input: A set E of classified instances
CandidatesSet = ∅
PredictedSet = ∅
MinHD = NbrAttribute
for each pair (a, c) in E2 do

if cl(a) : cl(x) :: cl(x) : cl(c) = 1 has solution l then
if a : x :: x : c = 1 has solution b then

cl(b) = l
HD = Max(HammingDistance(b,a), HammingDistance(b,c))
if HD < MinHD then

MinHD = HD
CandidateSet.clean()
CandidatesSet.add(b)

else if HD =MinHD then
CandidatesSet.add(b)

end if
end if

end if
end for
S = VoteOnclasses(CandidatesSet )
Comp(E)= E + S
return (Comp(E))

5 Experimentations and Discussion

In this section, we aim to evaluate the efficiency of the proposed algorithms for
predicting new examples. For this purpose, we first run different standard ML
classifiers on the original dataset, then we apply each AI-Predictor to generate a
new set of predicted examples that is used to enlarge the original data set. This
leads us to four different enlarged datasets, one for each proposed algorithm.
Finally, we re-evaluate again ML classifiers on each of these completed datasets.
For both original and enlarged datasets, we apply the testing protocol presented
in the next sub-section.

In this experimentation, we tested with the following standard ML classifiers:

• IBk: a k-NN classifier, we use the Manhattan distance and we tune the
classifier on different values of the parameter k = 1, 2, ..., 11.

• C4.5: generating a pruned or unpruned C4.5 decision tree. We tune the
classifier with different confidence factors used for pruning C = 0.1, 0.2, ..., 0.5.

• JRip: propositional rule learner, Repeated Incremental Pruning to Produce
Error Reduction (RIPPER). We tune the classifier for different values of
optimization runs O = 2, 4, ...10 and we apply pruning.
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Algorithm 3. Analogical Interpolation-based Predictor using Nearest Neigh-
bors pairs in the same class for prediction (AIPNN,SC)

Input: A set E of classified instances
CandidatesSet = ∅
PredictedSet = ∅
MinHD = NbrAttribute
for each pair (a, c) in E2 do

if cl(a) = cl(c) then
if a : x :: x : c = 1 has solution b then

cl(b) = cl(a) //or cl(c)
HD = Max(HammingDistance(b,a), HammingDistance(b,c))
if HD < MinHD then

MinHD = HD
CandidateSet.clean()
CandidatesSet.add(b)

else if HD =MinHD then
CandidatesSet.add(b)

end if
end if

end if
end for
S = VoteOnclasses(CandidatesSet )
Comp(E)= E + S
return (Comp(E))

5.1 Datasets for Experiments

The experimental study is based on several datasets taken from the U.C.I.
machine learning repository [11]. A brief description of these data sets is given
in Table 1.

To apply the analogical interpolation, we have chosen to deal only with
ordered nominal datasets in this study (the extension to the numerical case
is the topic of a future work). Table 1 includes 10 datasets with ordered nom-
inal or Boolean attribute values. In terms of classes, we deal with a maximum
number of 5 classes.

– Balance, Car, Hayes-Roth and Nursery are multiple classes datasets.
– Monk1, Monk2, Monk3, Breast Cancer, Voting and W. B. Cancer datasets

are binary class problems. Monk3 has noise added (in the sample set only).
Voting data set contains only binary attributes and has missing attribute
values. As a missing value, in this dataset, simply means that this value is
not “yes” nor “no”, we replace each missing value by a third value other than
0 and 1. These data sets are described in Table 1.

5.2 Testing Protocol

To test ML classifiers, we apply a standard 10 fold cross-validation technique.
As usual, the final accuracy is obtained by averaging the 10 different accuracies
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(computed as the ratio of the number of correct predictions to the total number
of test examples) for each fold. However, each ML classifier requires a parameter
to be tuned before performing this cross-validation.

Table 1. Description of datasets

Datasets Instances Nominal Att. Binary Att. Classes

Balance 625 4 0 3

Car 743 6 0 4

Monk1 432 4 2 2

Monk2 432 4 2 2

Monk3 432 4 2 2

Breast Cancer 286 6 3 2

Voting 435 0 16 2

Hayes-Roth 132 5 0 3

W. B. Cancer 699 9 0 2

Nursery 1102 8 0 5

In order to do that, we randomly choose a fold (as recommended by [8]), we
keep only the corresponding training set (i.e. which represents 90% of the full
dataset). On this training set, we again perform a 10-fold cross-validation with
diverse values of the parameters. We then select the parameter values providing
the best accuracy. These tuned parameters are then used to perform the initial
cross-validation. As expected, these tuned parameters change with the target
dataset. To be sure that our results are stable enough, we run each algorithm
(with the previous procedure) 10 times so we have 10 different parameter opti-
mizations. The displayed parameter p is the average value over the 10 different
values (one for each run). The results shown in Table 2 are the average values
obtained from 10 rounds of this complete process.

5.3 Experimental Results

In the following, we first provide a comparative study of the overall accuracies
for ML classifiers obtained with original and enlarged datasets. This study aims
to check if examples predicted by the AIP are of good quality (namely labeled
with the suitable class). In such case, the efficiency of ML classifiers should
be improved when applied to enlarged datasets. Then we also report the main
characteristics of these predicted datasets. Finally, we compare ML classification
results with enlarged datasets to the ones obtained by directly applying Analogy-
based Classification [2] to the original datasets. In this last study, we wonder if
using ML classifiers with enlarged datasets may perform similarly as Analogy-
based Classification [2] to the original datasets while maintaining a reduced
complexity.



146 M. Bounhas and H. Prade

Results of ML-Classifiers. Accuracy results for IBk, C4.5 and JRIP are
obtained by using the free implementation of Weka software to the enlarged
datasets obtained from AI-Predictors. To run IBk, C4.5 and JRIP, we first opti-
mize the corresponding parameter for each classifier, using the meta CVPa-
rameterSelection class provided by Weka using a cross-validation applied to the
training set only. This enables us to select the best value of the parameter for
each dataset, then we train and test the classifier using this selected value of this
parameter.

Table 2 provides classification results of ML classifiers obtained with a 10-
fold cross validation and for the best/optimized value of the tuned parameter
(denoted p in this table).

Results in the previous table show that:

Table 2. Results for ML classifiers obtained with the enlarged datasets

Datasets KNN C4.5 JRIP

Accuracy p Accuracy p Accuracy p

Balance AIPNN,SC 85.7±2.13 1 74.15±2.42 0.5 76.05±2.85 9

AIPNN 85.31± 3.24 1 73.73± 4.12 0.5 75.09± 3.23 6

AIPStd 78.16± 1.15 3 65.92± 2.73 0.5 68.45± 3.73 6

AIPBtw 83.04± 3.42 3 75.44± 3.89 0.5 75.21± 4.64 7

Orig. 84.05± 2.6 11 63.79± 4.33 0.3 72.74± 3.48 6

Car AIPNN,SC 91.4± 1.84 1 92.78± 1.28 0.4 88.6± 2.82 8

AIPNN 91.5± 1.95 1 93.14±1.95 0.5 89.13±2.55 8

AIPStd 91.51± 1.91 3 92.26± 1.85 0.3 89.09± 1.93 6

AIPBtw 86.74± 2.71 4 88.74± 1.99 0.4 85.61± 2.38 8

Orig. 92.38±2.51 1 90.84± 3.61 0.5 86.58± 3.67 8

Monk1 AIPNN,SC 94.58± 2.7 5 94.11± 2.88 0.2 93.75±2.48 2

AIPNN 94.82± 2.37 3 94.53± 2.35 0.1 93.62± 1.9 2

AIPStd 87.07± 4.48 3 87.35± 2.49 0.1 83.21± 4.34 6

AIPBtw 85.34± 3.91 3 88.15± 4.78 0.3 89.46± 3.66 4

Orig. 98.37±2.78 2 99.36±0.64 0.4 90.99± 13.15 2

Monk2 AIPNN,SC 82.41± 4.77 1 72.44± 0.19 0.1 71.91± 3.32 5

AIPNN 82.49±7.56 1 72.44± 0.19 0.1 71.87± 3.8 3

AIPStd 76.12± 4.28 3 77.03± 0.0 0.1 76.6± 0.43 4

AIPBtw 80.86± 0.79 3 80.79±0.78 0.1 80.56±0.82 3

Orig. 65.29± 1.74 11 67.13± 0.61 0.1 64.64± 3.69 4

Monk3 AIPNN,SC 98.38± 1.31 3 98.41± 1.31 0.1 98.24± 1.49 2

AIPNN 98.38± 1.41 3 98.41± 1.41 0.1 98.27± 1.42 2

AIPStd 92.91± 2.47 3 93.58± 3.09 0.1 92.09± 2.63 4

AIPBtw 97.75± 1.76 3 97.71± 1.76 0.1 97.87± 1.79 2

Orig. 99.14±1.49 1 99.82±0.18 0.2 98.95±1.48 2

(continued)
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Table 2. (continued)

Datasets KNN C4.5 JRIP

Accuracy p Accuracy p Accuracy p

Breast Cancer AIPNN,SC 75.57± 8.31 4 74.01± 7.29 0.2 71.9± 8.6 4

AIPNN 75.59± 4.95 5 73.68± 6.85 0.2 71.0± 7.49 5

AIPStd 83.0±3.19 6 82.47±3.93 0.1 80.3±7.01 3

AIPBtw 75.86± 5.27 4 75.94± 5.99 0.2 72.61± 5.84 4

Orig. 72.81± 7.65 9 71.58± 6.55 0.2 70.11± 8.59 2

Voting AIPNN,SC 93.32± 3.58 4 95.65± 2.67 0.2 95.62± 2.85 3

AIPNN 93.05± 3.17 3 95.79± 3.59 0.3 95.67± 3.07 3

AIPStd 93.89±2.31 2 96.12± 2.02 0.3 96.1±2.04 3

AIPBtw 93.22± 3.84 2 95.45± 2.37 0.2 95.73± 2.13 2

Orig. 92.5± 3.59 4 96.38±2.63 0.2 95.84± 2.39 4

Hayes-Roth AIPNN,SC 74.62±8.84 1 74.4± 9.63 0.2 84.79± 7.65 4

AIPNN 73.91± 8.0 1 74.13± 7.65 0.2 85.12± 6.58 5

AIPStd 60.45± 11.59 3 70.62± 9.3 0.4 78.78± 9.67 4

AIPBtw 69.87± 7.77 1 80.43±12.53 0.1 88.52±8.8 2

Orig. 61.41± 10.31 3 68.2± 6.66 0.2 83.26± 9.04 4

W. B. Cancer AIPNN,SC 95.92± 1.69 1 94.38± 3.38 0.4 94.57± 2.15 5

AIPNN 96.12± 2.47 1 94.05± 2.82 0.3 94.5± 2.31 4

AIPStd 96.82±1.22 3 97.37±1.23 0.5 96.56±2.19 5

AIPBtw 95.99± 1.17 2 94.43± 1.49 0.4 94.44± 2.16 5

Orig. 96.7± 1.73 3 94.79± 3.19 0.2 95.87± 2.9 4

Nursery AIPNN,SC 98.23± 0.96 1 98.69± 0.56 0.4 97.78± 1.12 6

AIPNN 98.25±0.78 1 98.74±0.64 0.5 97.83±1.25 5

AIPStd 97.73± 0.88 1 98.0± 0.96 0.5 97.74± 0.99 5

AIPBtw 95.9± 0.97 3 96.51± 1.34 0.4 95.78± 1.5 6

Orig. 97.45± 1.34 3 97.7± 1.36 0.5 95.58± 2.04 4

Average AIPNN,SC 89,01 – 86,90 – 87,32 –

AIPNN 88,94 – 86,86 – 87,21 –

AIPStd 85,76 – 86,07 – 85,89 –

AIPBtw 86,45 – 87,35 - 87,57 –

Orig. 86,01 – 84,96 – 85,46 –

– The accuracy results have been improved when applying ML classifiers on
the new predicted data instead of the original data. This is noticed for all
datasets except for Monk1 and Monk3 datasets. The highest improvement
percentage was noticed with the IBk classifier for the dataset Monk2 (17%),
Hayes-Roth (13%) and Breast Cancer (11%).

– Regarding the two artificial datasets Monk1 and Monk3, it is known in the
original dataset, that only two attributes among 6 are involved to define the
class label for each example. We may think that using the midpoint value for
each attribute as well as the class label, applied in the proposed analogical
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interpolation which treat equally all attributes, is not compatible with this
kind of classification.

– The good improvement observed for Monk2 dataset confirms our previous
intuition since, contrary to Monk1 and Mon3, in Monk2 all attributes are
involved in defining the class label in this dataset.

– The standard Algorithm 1 outperforms other algorithms in case of Cancer and
Breast Cancer datasets. It is important to note that only these two datasets
include attributes with large range of values (with maximum of 10 different
values for Cancer and 13 different values for Breast Cancer). Moreover the
number of attributes is also high if compared to other datasets. We expect
that, in case ordered nominal data is represented by a large scale, using only
nearest neighbor pairs for prediction seems too restrictive and leads to a local
search for new examples.

– There is no particular algorithm that provides the best results for all datasets.
– We computed the average accuracy for each proposed algorithm and for each

ML classifier over all datasets. Results are given at the end of Table 2. We can
note that IBk classifier performs the best accuracy when using the enlarged
data built from the AIPNN,SC Algorithm. While C4.5 and JRIP perform
better when applied to the dataset built from AIPBtw Algorithm.

– Overall, the IBK classifier shows the highest classification accuracy over all
datasets.

In this first study, the improved results of ML classifiers when applied to enlarged
datasets show the ability of the proposed algorithms (especially, AIPNN,SC and
AIPBtw) to predict examples that are labeled with the suitable class.

Characteristics of the Predicted Datasets. To have a better understanding
of the previous shown results, in this subsection we aim to investigate more
the new predicted datasets. For this end, we compute the number of predicted
examples for each dataset and the proportion of these examples that are assigned
to the correct/suitable class label. This proportion is computed on the basis of
the predicted examples that are compatible with the original set. For this new
experimentation, we only consider examples predicted by Algorithm AIPNN,SC

(and AIPStd for some datasets). We save these additional results in Table 3.
From these results, we can see that:

– In seven among ten datasets, the proportion of predicted examples that are
successfully classified is 100%. This means that all predicted examples that
match the original set are assigned to the correct class label and thus are
fully compatible with the original set (see for example Monk2, Breast Cancer,
Hayes Roth and Nursery).

– Predicting accurate examples in these datasets may explain why ML classi-
fiers show high classification improvement when applied to the new enlarged
dataset.

– Although AIPNN,SC Algorithm succeeds to predict accurate examples, the
number of predicted examples is very reduced for some datasets such as for
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Breast Cancer, Voting and Cancer. This due to the fact that we restrict the
search for only nearest neighbors pairs belonging to the same class in this
Algorithm. It is important to note that these datasets contains large number
of attributes which make the process of pairs filter more constraining.

– As can be seen in Table 3, the size of the predicted sets is considerably
increased, for these three datasets, when applying AIPStd Algorithm which is
less constraining than AIPNN,SC (520 examples instead of 46 are predicted
for Cancer dataset). In Table 2, we also noticed that, only for these three cited
datasets, IBK performs considerably better when applied to the datasets built
from the standard algorithm AIPStd (producing larger sets). It is clear that
in case the predicted set is very reduced, the enlarged dataset remains similar
to the original set that’s why the improvement percentage of ML classifiers
cannot be clearly noticed in the case of datasets predicted from AIPNN,SC

Algorithm.
– Lastly for some datasets such as Monk1 and Monk3, the proportion of pre-

dicted examples that are compatible with the original set is low if compared
to other datasets. As explained before, in the original sets, the classification
function involves only 2 among 6 attributes which seems incompatible with
continuous analogical interpolation assuming that all attributes as well as
class label are the midpoint of the attributes and the class label of the pair
used for prediction.

Table 3. Nbr. of predicted examples, proportion of predicted examples that are com-
patible with the original set

Datasets Nbr. predicted Prop. of success

Balance 529 85.82

Car 630 93.44

Monk1 288 87.5

Monk2 221 100

Monk3 320 96.25

Breast Cancer-AIPNN,SC 14 100

Breast Cancer-AIPStd 152 83.78

Voting-AIPNN,SC 38 100

Voting-AIPStd 95 100

Hayes-Roth 27 100

Cancer-AIPNN,SC 46 100

Cancer-AIPStd 520 100

Nursery 883 99.89
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Comparison with AP-Classifier [2]. Finally, we provide a comparative study
of ML classifiers results, reported in Sect. 5.3, to the results obtained with a
direct application of analogical proportions for a classification purpose [2]. Note
that in [2], analogical proportions-based extrapolation has been directly applied
to define a new classification paradigm while in this paper we exploit analog-
ical proportions-based interpolation to enlarge datasets on which classical ML
classifiers are applied. Classification accuracies of analogical proportions-based
classifiers [2] are given in Table 4 and compared to the best result of each ML
classifier applied to the enlarged datasets. Results in Table 4 shows that AP-
Classifier outperforms classic ML classifiers on five datasets especially on the
three Monks datasets. However enlarged datasets, using analogical interpola-
tion, helped to reduce the gap between AP-Classifier and other ML classifiers
once they were applied to these enlarged data. On the other side, ML classifiers
provides better accuracies on four other datasets (see for example the Breast
cancer (resp. Hayes-Roth) dataset for which the IBK (resp. JRIP) is largely
better than AP-Classifier).

Table 4. Results for ML classifiers obtained with the enlarged datasets and comparison
with AP-Classifier [2]

Datasets AP-Classifier [2] KNN C4.5 JRIP

Accuracy p Accuracy p Accuracy p Accuracy p

Balance 86.35±2.27 11 85.7± 2.13 1 74.15± 2.42 0.5 76.05± 2.85 9

Car 94.16±4.11 11 91.5± 1.95 1 93.14± 1.95 0.5 89.13± 2.55 8

Monk1 99.77±0.71 7 94.82± 2.37 3 94.53± 2.35 0.1 93.75± 2.48 2

Monk2 99.77±0.7 11 82.49± 7.56 1 80.79± 0.78 0.1 80.56± 0.82 3

Monk3 99.63±0.7 9 98.38± 1.41 3 98.41± 1.41 0.1 98.27± 1.42 2

Breast Cancer 73.68± 6.36 10 83.0±3.19 6 82.47± 3.93 0.1 80.3± 7.01 3

Voting 94.73± 3.72 7 93.89± 2.31 2 96.12±2.02 0.3 96.1± 2.04 3

Hayes-Roth 79.29± 9.3 7 74.62± 8.84 1 80.43± 12.53 0.1 88.52±8.8 2

W. B. Cancer 97.01± 3.35 4 96.82± 1.22 3 97.37±1.23 0.5 96.56± 2.19 5

This comparison firstly shows the interest of analogical proportions as a clas-
sification tool for some datasets and secondly as way for enlarging datasets for
other cases. Identifying on which dataset each of these methods may be better
applied should be deeply investigated in future.

In terms of complexity, the proposed Analogical Interpolation approaches
(which are quadratic due to the use of pairs of examples) if combined with the
IBK classifier for example (which is linear), leads to a improved classifier. This
latter shows better classification accuracy and enjoining reduced complexity if
compared to the AP-classifier having cubic complexity (that may be computa-
tionally costly for large datasets [2]).
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6 Conclusion

This paper has studied the idea of enlarging a training set using analogical
proportions as in [4], with two main differences: we only consider pairs of exam-
ples by using continuous analogical proportions which contribute to reduce the
complexity to be quadratic instead of cubic, and we test with ordered nominal
datasets instead of Boolean one.

On the one hand the results obtained by classical machine learning methods
on the enlarged training set generally improve those obtained by applying these
methods to the original training sets. On the other hand, these results, obtained
with a smaller level of complexity, are often not so far from those obtained by
directly applying the analogical proportion-based classification method on the
original training set [2].
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Abstract. The paper first examines the contours of artificial intelli-
gence (AI) at its beginnings, more than sixty years ago, and points out
the important place that machine learning already had at that time. The
ambition of AI of making machines capable of performing any informa-
tion processing task that the human mind can do, means that AI should
cover the two modes of human thinking: the instinctive (reactive) one
and the deliberative one. This also corresponds to the difference between
mastering a skill without being able to articulate it and holding some
pieces of knowledge that one can use to explain and teach. In case a
function-based representation applies to a considered AI problem, the
respective merits of learning a universal approximation of the function
vs. a rule-based representation are discussed, with a view to better draw
the contours of AI. Moreover, the paper reviews the relative positions of
knowledge and data in reasoning and learning, and advocates the need
for bridging the two tasks. The paper is also a plea for a unified view of
the various facets of AI as a science.

1 Introduction

What is artificial intelligence (AI) about? What are the research topics that
belong to AI? What are the topics that stand outside? In other words, what
are the contours of AI? Answers to these questions may have evolved with time,
as did the issue of the proper way (if any) of doing AI. Indeed over time, AI
has been successively dominated by logical approaches (until the mid 1990’s)
giving birth to the so-called “symbolic AI”, then by (Bayesian) probabilistic
approaches, and since recently by another type of numerical approach, artificial
neural networks. This state of facts has contributed to developing antagonistic
feelings between different schools of thought, including claims of supremacy of
some methods over others, rather than fostering attempts to understand the
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potential complementarity of approaches. Moreover, when some breakthrough
takes place in some sector of AI such as expert systems in the 1980’s, or fuzzy
logic in the 1990’s (outside mainstream AI), or yet deep learning [51] nowadays,
it is presented through its technological achievements rather than its actual
scientific results. So we may even - provocatively - wonder: Is AI a science, or
just a bunch of engineering tools? In fact, AI has developed over more than sixty
years in several directions, and many different tools have been proposed for a
variety of purposes. This increasing diversity, rather than being a valuable asset,
may be harmful for an understanding of AI as a whole, all the more so as most
AI researchers are highly specialized in some area and are largely ignoring the
rest of the field.

Besides, beyond the phantasms and fears teased by the phrase ‘artificial
intelligence’, the meaning of words such as ‘intelligence’, ‘learning’, or ‘reason-
ing’ has a large spectrum and may refer to quite different facets of human mind
activities, which contributes to blur the meaning of what we claim when we
are using the acronym AI. Starting with ‘intelligence’, it is useful to remember
the dichotomy popularized in [44] between two modes of thinking: “System 1”
which is fast, instinctive and emotional, while “System 2” is slower, more delib-
erative, and more logical. See [76] for an illustration of similar ideas in the area
of radiological diagnosis, where “super-experts” provide correct diagnosis, even
on difficult cases, without any deliberation, while “ordinary experts” may hesi-
tate, deliberate on the difficult cases and finally make a wrong diagnosis. Yet, a
“super-expert” is able to explain what went wrong to an “ordinary expert” and
what important features should have been noticed in the difficult cases.

Darwiche [21] has recently pointed out that what is achieved by deep leaning
corresponds to tasks that do not require much deliberation, at least for a top
expert, and is far from covering all that may be expected from AI. In other words,
the system is mastering skills rather than being also able to elaborate knowledge
for thinking and communicating about its skills. This is the difference between
an excellent driver (without teaching capability) and a driving instructor.

The intended purpose of this paper is to advocate in favor of a unified view
of AI both in terms of problems and in terms of methods. The paper is orga-
nized as follows. First, in Sect. 2 a reminder on the history of the early years of
AI emphasizes the idea that the diversity of AI has been there from its incep-
tion. Then Sect. 3 first discusses relations between a function-based view and a
rule-based view of problems, in relation with “modeling versus explaining” con-
cerns. The main paradigms of AI are then restated and the need for a variety of
approaches ranging from logic to probability and beyond is highlighted. Section 4
reviews the roles of knowledge and data both in reasoning and in machine learn-
ing. Then, Sect. 5 points out problems where bridging reasoning and learning
might be fruitful. Section 6 calls for a unified view of AI, a necessary condition
for letting it become a mature science.
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2 A Short Reminder of the Beginnings of AI

To have a better understanding of AI, it may be useful to have a historical view
of the emergence of the main ideas underling it [53,54,64]. We only focus here
on its beginnings. Still it is worth mentioning that exactly three hundreds years
before the expression ‘artificial intelligence’ was coined, the English philoso-
pher Thomas Hobbes of Malmesbury (1588–1679) described human thinking
as a symbolic manipulation of terms similar to mathematical calculation [39].
Indeed, he wrote “Per Ratiocinationem autem intelligo computationem.” (or in
English one year later “By ratiocination I mean computation.”) The text con-
tinues with “Now to compute, is either to collect the sum of many things that
are added together, or to know what remains when one thing is taken out of
another. Ratiocination, therefore, is the same with addition and subtraction;”
One page after one reads: “We must not therefore think that computation, that
is, ratiocination, has place only in numbers, as if man were distinguished from
other living creatures (which is said to have been the opinion of Pythagoras) by
nothing but the faculty of numbering; for magnitude, body, motion, time, degrees
of quality, action, conception, proportion, speech and names (in which all the
kinds of philosophy consist) are capable of addition and subtraction.” Such a
description appears retrospectively quite consonant with what AI programs are
trying to do!

In the late 1940’s with the advent of cybernetics [96], the introduction of
artificial neural networks [56]1, the principle of synaptic plasticity [37] and the
concept of computing machines [91] lead to the idea of thinking machines with
learning capabilities. In 1950, the idea of machine intelligence appeared in a
famous paper by Turing [92], while Shannon [89] was investigating the possibility
of a program playing chess, and the young Zadeh [97] was already suggesting
multiple-valued logic as a tool for the conception of thinking machines.

As it is well-known, the official birthday act of AI corresponds to a research
program whose application for getting a financial support, was written in the
summer of 1955, and entitled “A proposal for the Dartmouth summer research
project on artificial intelligence” (thus putting the name of the new field in the
title!); it was signed by the two fathers of AI, John McCarthy (1927–2011),
and Marvin Minsky (1927–2016), and their two mentors Nathaniel Rochester
(1919–2001) (who designed the IBM 701 computer and was also interested in
neural network computational machines), and Claude Shannon (1916–2001) [55]
(in 1950 he was already the founder of digital circuit design theory based on
Boolean logic, the founder of information theory, but also the designer of an
electromechanical mouse (Theseus) capable of searching through the corridors
of a maze until reaching a target and of acquiring and using knowledge from
past experience). Then a series of meetings was organized at Dartmouth College
(Hanover, New Hampshire, USA) during the summer of 1956. At that time,
McCarthy was already interested in symbolic logic representations, while Minsky

1 One would notice the word ‘logical’ in the title of this pioneering paper.
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had already built a neural network learning machine (he was also a friend of
Rosenblatt [79] the inventor of perceptrons).

The interests of the six other participants can be roughly divided into rea-
soning and learning concerns, they were on the one hand Simon (1916–2001),
Newell (1927–1992) [63] (together authors with John Clifford Shaw (1922–1991)
of a program The Logic Theorist able to prove theorems in mathematical logic),
and More [60] (a logician interested in natural deduction at that time), and
on the other hand Samuel (1901–1990) [81] (author of programs for checkers,
and later chess games), Selfridge (1926–2008) [84] (one of the fathers of pattern
recognition), and Solomonoff (1926–2009) [90] (already author of a theory of
probabilistic induction).

Interestingly enough, as it can be seen, these ten participants, with differ-
ent backgrounds ranging from psychology to electrical engineering, physics and
mathematics, were already the carriers of a large variety of research directions
that are still present in modern AI, from machine learning to knowledge repre-
sentation and reasoning.

3 Representing Functions and Beyond

There are two modes of representation of knowledge, that can be called respec-
tively functional and logical. The first mode consists in building a large, often
numerical, function that produces a result when triggered by some input. The
second mode consists of separate, possibly related, chunks of explicit knowledge,
expressed in some language. The current dominant machine learning paradigm
(up to noticeable exceptions) has adopted the functional approach2, which
ensures impressive successes in tasks requiring reactiveness, at the cost of los-
ing explanatory power. Indeed, we can argue that what is learnt is know-how
or skills, rather than knowledge. The other, logical, mode of representation, is
much more adapted to the encoding of articulated knowledge, reasoning from
it, and to the production of explanations via deliberation, but its connection to
learning from data is for the most part still in infancy.

A simple starting point for discussing relationships between learning and
reasoning is to compare the machineries of a classifier and a rule-based expert
system, for diagnosis for instance. In both cases, a function-based view may
apply. On the one hand, from a set of examples (of inputs and outputs of the
function, such as pairs (symptoms, disease)) one can easily predict the disease
corresponding to a new case via its input symptoms, after learning some function
(e.g., using neural nets). On the other hand, one may have a set of expert rules
stating that if the values of the inputs are such and such, the global evaluation
should be in some subset. Such rules are mimicking the function. If collected
from an expert, rules may turn out to be much less successful than the function
learned from data. Clearly, the first view may provide better approximations
and does not require the elicitation of expert rules, which is costly. However,
the explanatory power will be poor in any case, because it will not be possible
2 Still this function-based approach is often cast in a probabilistic modeling paradigm.
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to answer “why not” questions and to articulate explanations based on causal
relations. On the contrary, if causal knowledge is explicitly represented in the
knowledge base, it has at least the merit of offering a basis for explanations (in a
way that should be cognitively more appropriate for the end-user). It is moreover
well-known that causal information cannot easily be extracted from data: only
correlations can be laid bare if no extra information is added [66].

The fuzzy set literature offers early examples of the replacement of an auto-
matic control law by a set of rules. Indeed Zadeh [98] proposed to use fuzzy
expert rules for controlling complex non linear dynamic systems that might be
difficult to model using a classical automatic control approach, while skilled
humans can do the job. This was rapidly shown to be successful [52]. The fact of
using fuzzy rules, rather than standard Boolean if-then rules, had the advantage
of providing a basis for an interpolation mechanism, when an input was firing
several rules to some degree. Although the approach was numerical and quite
far from the symbolic logic-based AI mainstream trend in those times, it was
perceived as an AI-inspired approach, since it was relying on the representation
of expert know-how by chunks of knowledge, rather than on the derivation of a
control law from the modeling of the physical system to be controlled (i.e., the
classical control engineering paradigm). After some time, it was soon recognized
that fuzzy rules could be learnt rather than obtained from experts, while keeping
excellent results thanks to the property of universal approximation possessed by
sets of fuzzy rules. Mathematical models of such fuzzy rules are in fact closely
related to neural network radial basis functions. But, fuzzy rules thus obtained
by learning may become hardly intelligible. This research trend, known under
the names of ‘soft computing’ or ‘computational intelligence’, thus often drifted
away from an important AI concern, the explainability power; see [27] for a
discussion.

The long term ambition of AI is to make machines capable of performing any
information processing task the human mind can perform. This certainly includes
recognition, identification, decision and diagnosis tasks (including sophisticated
ones). They are “System 1” tasks (using Kahneman terminology) as long as
we do not need to explain and reason about obtained results. But there are
other problems that are not fully of this kind, even if machine learning may
also play a role in their solving. Consider for instance the solving of quadratic
equations. Even if we could predict, in a bounded domain, by machine learning
techniques, whether an equation has zero, one or two solutions and what are their
values (with a good approximation) from a large amount of examples, the solving
of such equations by discovering their analytical solution(s), via factorization
through symbolic calculations, seems to be a more powerful way of handling of
the problem (the machine could then teach students).

AI problems cannot always be viewed in terms of the function-based view
mentioned above. There are cases where we do not have a function, only a one-to-
many mapping, e.g., when finding all the solutions (if any) of a set of constraints.
Apart from solving combinatorial problems, tasks such as reasoning about static
or dynamical situations, or building action plans, or explaining results, commu-
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nicating explanations pertaining to machine decisions in a meaningful way to
an end-user, or analyzing arguments and determining their possible weakness,
or understanding what is going on in a text, a dialog in natural langage, in an
image, a video, or finding relevant information and summarizing it are examples
that may require capabilities beyond pure machine learning. This is why AI, over
the years, has developed general representation settings and methods capable of
handling large classes of situations, while mastering computation complexity.
Thus, at least five general paradigms have emerged in AI:

– Knowledge representation with symbolic or numerical structured settings
for representing knowledge or preferences, such as logical languages, graph-
ical representations like Bayesian networks, or domain ontologies describing
taxonomy of concepts. Dedicated settings have been also developed for the
representation of temporal or spatial information, of uncertain pieces of infor-
mation, or of independence relations.

– Reasoning and decision Different types of reasoning tasks, beyond classical
deduction, have been formalized such as: non monotonic reasoning for deal-
ing with exception-tolerant rules in the presence of incomplete information,
or reasoning from inconsistent information, or belief revision, belief updating,
information fusion in the presence of conflicts, or formal argumentation han-
dling pros and cons, or yet reasoning directly from data (case-based reasoning,
analogical reasoning, interpolation, extrapolation). Models for qualitative (or
quantitative) decision from compact representations have been proposed for
decision under uncertainty, multiple criteria, or group decisions.

– General algorithms for problem solving This covers a panoply of generic
tools ranging from heuristic ordered search methods, general problem solver
techniques, methods for handling constraints satisfaction problems, to effi-
cient algorithms for classical logic inference (e.g., SAT methods), or for deduc-
tion in modal and other non-classical logics.

– Learning The word ‘learning’ also covers different problems, from the clas-
sification of new items based on a set of examples (and counter-examples),
the induction of general laws describing concepts, the synthesis of a function
by regression, the clustering of similar data (separating dissimilar data into
different clusters) and the labelling of clusters, to reinforcement learning and
to the discovery of regularities in data bases and data mining. Moreover, each
of these problems can often be solved by a variety of methods.

– Multiple agent AI Under this umbrella, there are quite different problems
such as: the cooperation between human or artificial agents and the organi-
zation of tasks for achieving collective goals, the modeling of BDI agents
(Belief, Desire, Intention), possibly in situations of dialogue (where, e.g.,
agents, which have different information items at their disposal, do not pur-
sue the same goals, and try to guess the intentions of the other ones), or the
study of the emergence of collective behaviors from the behaviors of elemen-
tary agents.
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4 Reasoning with Knowledge or with Data

In the above research areas, knowledge and data are often handled separately.
In fact, AI traditionally deals with knowledge rather than with data, with the
important exception of machine learning, whose aim can sometimes be viewed
as changing data into knowledge. Indeed, basic knowledge is obtained from data
by induction, while prior background knowledge may help learning machineries.
These remarks suggest that the joint handling of knowledge and data is a general
issue, and that combining reasoning and learning methods should be seriously
considered.

Rule-based systems, or ontologies expressed by means of description logics,
or yet Bayesian networks, represent background knowledge that is useful to make
prediction from facts and data. In these reasoning tasks, knowledge as well as
data is often pervaded with uncertainty. This has been extensively investigated.

Data, provided that they are reliable, are positive in nature since their exis-
tence manifests the actual possibility of what is observed or reported. This con-
trasts with knowledge that delimit the extent of what is potentially possible by
specifying what is impossible (which has thus a negative flavor). This is why
reasoning from both knowledge and data goes much beyond the application of
generic knowledge to factual data as in expert systems, and even the separate
treatment of knowledge and data in description logics via ‘TBox’ and ‘ABox’
[4]. It is is a complex issue, which has received little attention until now [93].

As pointed out in [71], reasoning directly with data has been much less stud-
ied. The idea of similarity naturally applies to data and gives birth to specific
forms of reasoning such as case-based reasoning [45], case-based decision [35], or
even case-based argumentation. “Betweenness” and similarity are at the basis
of interpolation mechanisms, while analogical reasoning, which may be both a
matter of similarity and dissimilarity, provides a mechanism for extrapolation.
A well-known way of handling similarity and interpolation is to use fuzzy rules
(where fuzzy set membership degrees capture the idea of similarity w.r.t. the
core value(s) of the fuzzy set) [67]. Besides, analogical reasoning, based on ana-
logical proportions (i.e., statements of the form “a is to b as c is to d”, where
items a, b, c, d are represented in terms of Boolean, nominal or numerical vari-
ables), which can be logically represented [28,58,72], provides an extrapolation
mechanism that from three items a, b, c described by complete vectors, amounts
to inferring the missing value(s) in incomplete vector d, providing that a, b, c, d
makes an analogical proportion component-wise on the known part of d; this was
successfully applied to classification [14,18,57], and more recently to preference
learning [13,32].

Lastly, the ideas of interpolation and extrapolation closely related to analogi-
cal proportion-based inference seem to be of crucial importance in many numeri-
cal domains. They can be applied to symbolic settings in the case of propositional
categorization rules, using relations of betweenness and parallelism respectively,
under a conceptual spaces semantics [83]; see [82] for an illustration.
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5 Issues in Learning: Incomplete Data and Representation
Formats

The need for reasoning from incomplete, uncertain, vague, or inconsistent infor-
mation, has led to the development of new approaches beyond logic and prob-
ability. Incompleteness is a well-known phenomenon in classical logic. However,
many reasoning problems exceed the capabilities of classical logic (initially devel-
oped in relation with the foundations of mathematics where statements are true
or false, and there is no uncertainty in principle). As for probability theory,
single probability distributions, often modeled by Bayesian networks are not
fully appropriate for handling incomplete information nor epistemic uncertainty.
There are different, but related, frameworks for modeling ill-known probabilities
that were developed in the last 50 years by the Artificial Intelligence community
at large [95]: belief functions and evidence theory (which may be viewed as a
randomization of the set-based approach to incomplete information), imprecise
probability theory [3,94] (which uses convex families of probability functions)
and quantitative possibility theory (which is the simplest model since one of the
lower and the upper probability bounds is trivial).

The traditional approach for going from data to knowledge is to resort to sta-
tistical inferential methods. However, these methods used to assume data that
are precise and in sufficient quantity. The recent concern with big data seems
to even strengthen the relevance of probability theory and statistics. However
there are a number of circumstances where data is missing or is of poor quality,
especially if one tries to collect information for building machines or algorithms
supposed to face very complex or unexpected situations (e.g., autonomous vehi-
cles in crowded areas). The concern of Artificial Intelligence for reasoning about
partial knowledge has led to a questioning of traditional statistical methods when
data is of poor quality [19,38,42,43].

Besides, the fact that we may have to work with incomplete relational data
and that knowledge may also be uncertain has motivated the development of
a new probabilistic programming language first called “Probabilistic Similarity
Logic”, and then “Probabilistic Soft Logic” (PSL, for short) where each ground
atom in a rule has a truth value in [0, 1]. It uses the �Lukasiewicz t-norm and
co-t-norm to handle the fuzzy logical connectives [5,33,34]. We are close to rep-
resentation concerns of fuzzy answer set programs [61]. Besides, there is a need
for combining symbolic reasoning with the subsymbolic vector representation
of neural networks in order to use gradient descent for training the neural net-
work to infer facts from an incomplete knowledge base, using similarity between
vectors [16,17,78].

Machine learning may find some advantages to use advanced representation
formats as target languages, such as weighted logics [26] (Markov logic, proba-
bilistic logic programs, multi-valued logics, possibilistic logic, etc.). For instance,
qualitative possibility theory extends classical logic by attaching lower bounds of
necessity degrees and captures nonmonotonic reasoning, while generalized possi-
bilistic logic [30] is more powerful and can capture answer-set programming, or
reason about the ignorance of an agent. Can such kinds of qualitative uncertainty
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modeling, or yet fuzzy or uncertain description logics, uncertainty representa-
tion formalisms, weighted logics, be used more extensively in machine learning?
Various answers and proposals can be found in [48–50,86,88]. This also raises
the question of extending version space learning [59] to such new representation
schemes [41,73,75].

If-then rules, in classical logic formats, are a popular representation format in
relational learning [80]. Association rules have logical and statistical bases ; they
are rules with exceptions completed by confidence and support degrees [1,36].
But, other types of rules may be of interest. Mining genuine default rules that
obey Kraus, Lehmann and Magidor postulates [47] for nonmonotonic reasoning
relies on the discovery of big-stepped probabilities [8] in a database [9]. Multiple
threshold rules, i.e., rules describing how a global evaluation depends on multiple
criteria evaluations on linearly ordered scales, such as, e.g., selection rules of the
form “if x1 ≥ a1 and · · · and xn ≥ an then y ≥ b” play a central role in ordinal
classification [46] and can be represented by Sugeno integrals or their extensions
[15,74]. Gradual rules, i.e., statements of the form “the more x is A, the more y is
B”, where A, and B are fuzzy sets, are another representation format of interest
[65,87]. Other types of fuzzy rules may provide a rule-based interpretation [20]
for neural nets, which may be also related to non-monotonic inference [7,22]. All
these examples indicates the variety of rules that makes sense and be considered
both in reasoning and in learning.

Another trend of research has been also motivated by the extraction of sym-
bolic knowledge from neural networks [22] under the form of nonmonotonic rules.
The goal of a neuro-symbolic integration has been pursued with the proposal of
a connectionist modal logic, where extended modal logic programs are trans-
lated into neural network ensembles, thus providing a neural net view of, e.g.,
the muddy children problem [24]. Following a similar line of thought, the same
authors translate a logic program encoding an argumentation network, which is
then turned into a neural network for arguments [23]. A more recent series of
works [25,85,86] propose another form of integration between logic and neural
nets using a so-called “Real Logic”, implemented in deep Tensor Neural Net-
works, for integrating deductive reasoning and machine learning. The semantics
of the logical constants is in terms of vectors of real numbers, and first order
logic formulas have degrees of truth in [0, 1] handled with �Lukasiewicz multiple-
valued logic connectives. Somewhat related is a work on ontology reasoning [40]
where the goal is to generate a neural network with binary outputs that, given a
database storing tuples of the form (subject, predicate, object), is able, for any
input literal, to decide the entailment problem for a logic program describing the
ontology. Others look for an exact representation of a binarized neural network
as a Boolean formula [62].

The use of degrees of truth multiple-valued logic raises the question of
the exact meaning of these degrees. In relation with this kind of work, some
have advocated a non-probabilistic view of uncertainty [11], but strangely
enough without any reference to the other uncertainty representation frame-
works! Maybe more promising is the line of research initiated a long time ago by



162 D. Dubois and H. Prade

Pinkas [68,69] where the idea of penalty logic (related to belief functions [31]) has
been developed in relation with neural networks, where penalty weights reflect
priorities attached to logical constraints to be satisfied by a neural network
[70]. Penalty logics and Markov logic [77] are also closely related to possibilistic
logic [30].

Another intriguing question would be to explore possible relations between
spikes neurons [12], which are physiologically more plausible than classical artifi-
cial neural networks, and fire when conjunctions of thresholds are reached, with
Sugeno integrals (then viewed as a System 1-like black box) and their logical
counterparts [29] (corresponding to a System 2-like representation).

6 Conclusion

Knowledge representation and reasoning on the one hand, and machine learning
on the other hand, have been developed largely as independent research trends
in artificial intelligence in the last three decades. Yet, reasoning and learning
are two basic capabilities of the human mind that do interact. Similarly the two
corresponding AI research areas may benefit from mutual exchanges. Current
learning methods derive know-how from data in the form of complex functions
involving many tuning parameters, but they should also aim at producing artic-
ulated knowledge, so that repositories, storing interpretable chunks of informa-
tion, could be fed from data. More precisely, a number of logical-like formalisms,
whose explanatory capabilities could be exploited, have been developed in the
last 30 years (non-monotonic logics, modal logics, logic programming, probabilis-
tic and possibilistic logics, many-valued logics, etc.) that could be used as target
languages for learning techniques, without restricting to first-order logic, nor to
Bayes nets.

Interfacing classifiers with human users may require some ability to provide
high level explanations about recommendations or decisions that are understand-
able by an end-user. Reasoning methods should handle knowledge and informa-
tion extracted from data. The joint use of (supervised or unsupervised) machine
learning techniques and of inference machineries raises new issues. There is a
number of other points, worth mentioning, which have not be addressed in the
above discussions:

– Teachability A related issue is more generally how to move from machine
learning models to knowledge communicated to humans, about the way the
machine proceeds when solving problems.

– Using prior knowledge Another issue is a more systematic exploitation of
symbolic background knowledge in machine learning devices. Can prior causal
knowledge help exploiting data and getting rid of spurious correlations? Can
an argumentation-based view of learning be developed?

– Representation learning Data representation impacts the performance of
machine learning algorithms [10]. In that respect, what may be, for instance,
the role of vector space embeddings, or conceptual spaces?
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– Unification of learning paradigms Would it be possible to bridge learning
paradigms from transduction to inductive logic programming? Even including
formal concept analysis, or rough set theory?

This paper has especially advocated the interest of a cooperation between two
basic areas of AI: knowledge representation and reasoning on the one hand and
machine learning on the other hand, reflecting the natural cooperation between
two modes, respectively reactive and deliberative, of human intelligence. It is also
a plea for maintaining a unified view of AI, all facets of which have been present
from the very beginning, as recalled in Sect. 2 of this paper. It is time that AI
comes of age as a genuine science, which means ending unproductive rivalries
between different approaches, and fostering a better shared understanding of the
basics of AI through open-minded studies bridging sub-areas in a constructive
way. In the same spirit, a plea for a unified view of computer science can be found
in [6]. Mixing, bridging, hybridizing advanced ideas in knowledge representation,
reasoning, and machine learning or data mining should renew basic research in
AI and contribute in the long term to a more unified view of AI methodology.
The interested reader may follow the work in progress of the group “Amel”
[2] aiming at a better mutual understanding of research trends in knowledge
representation, reasoning and machine learning, and how they could cooperate.
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LNCS, 16–18 December 2019. Springer, Heidelberg (2019)

3. Augustin, T., Coolen, F.P.A., De Cooman, G., Troffaes, M.C.M.: Introduction to
Imprecise Probabilities. Wiley, Hoboken (2014)

4. Baader, F., Horrocks, I., Lutz, C., Sattler, U.: An Introduction to Description
Logic. Cambridge University Press, Cambridge (2017)

5. Bach, S.H., Broecheler, M., Huang, B., Getoor, L.: Hinge-loss Markov random
fields and probabilistic soft logic. J. Mach. Learn. Res. 18, 109:1–109:67 (2017)

6. Bajcsy, R., Reynolds, C.W.: Computer science: the science of and about informa-
tion and computation. Commun. ACM 45(3), 94–98 (2002)

7. Balkenius, C., Gärdenfors, P.: Nonmonotonic inferences in neural networks. In:
Proceedings 2nd International Conference on Principle of Knowledge Representa-
tion and Reasoning (KR 1991), Cambridge, MA, pp. 32–39 (1991)



164 D. Dubois and H. Prade

8. Benferhat, S., Dubois, D., Prade, H.: Possibilistic and standard probabilistic
semantics of conditional knowledge bases. J. Log. Comput. 9(6), 873–895 (1999)

9. Benferhat, S., Dubois, D., Lagrue, S., Prade, H.: A big-stepped probability app-
roach for discovering default rules. Int. J. Uncert. Fuzz. Knowl.-based Syst.
11(Suppl.–1), 1–14 (2003)

10. Bengio, Y., Courville, A., Vincent, P.: Representation learning: a review and new
perspectives. IEEE Trans. Pattern Anal. Mach. Intell. 35(8), 1798–1828 (2013)

11. Besold, T.R., Garcez, A.D.A., Stenning, K., van der Torre, L., van Lambalgen,
M.: Reasoning in non-probabilistic uncertainty: logic programming and neural-
symbolic computing as examples. Minds Mach. 27(1), 37–77 (2017)

12. Bichler, O., Querlioz, D., Thorpe, S.J., Bourgoin, J.-P., Gamrat, C.: Extraction
of temporally correlated features from dynamic vision sensors with spike-timing-
dependent plasticity. Neural Netw. 32, 339–348 (2012)

13. Bounhas, M., Pirlot, M., Prade, H., Sobrie, O.: Comparison of analogy-based
methods for predicting preferences. In: BenAmor, N., Theobald, M. (eds.) Pro-
ceedings 13th International Conference on Scala Uncertainity Mgmt (SUM 2019),
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Dempster-Shafer theory. In: de Mántaras, R.L., Poole, D. (eds.) Proceedings 10th
Annual Conference on Uncertainty in Artificial Intelligence (UAI 1994), Seattle,
29–31 July, pp. 204–211 (1994)
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Abstract. Two approaches have been proposed for the graphical han-
dling of qualitative conditional preferences between solutions described
in terms of a finite set of features: Conditional Preference networks (CP-
nets for short) and more recently, Possibilistic Preference networks (π-
pref nets for short). The latter agree with Pareto dominance, in the sense
that if a solution violates a subset of preferences violated by another
one, the former solution is preferred to the latter one. Although such an
agreement might be considered as a basic requirement, it was only con-
jectured to hold as well for CP-nets. This non-trivial result is established
in the paper. Moreover it has important consequences for showing that
π-pref nets can at least approximately mimic CP-nets by adding explicit
constraints between symbolic weights encoding the ceteris paribus pref-
erences, in case of Boolean features. We further show that dominance
with respect to the extended π-pref nets is polynomial.

1 Introduction

Ceteris Paribus Conditional Preference Networks (CP-nets, for short) [5,6] were
introduced in order to provide a convenient tool for the elicitation of multidi-
mensional preferences and accordingly compare the relative merits of solutions
to a problem. They are based on three assumptions: only ordinal information is
required; the preference statements deal with the values of single decision vari-
ables in the context of fixed values for other variables that influence them; pref-
erences are provided all else being equal (ceteris paribus). CP-nets were inspired
by Bayesian networks (they use a dependency graph, most of the time a directed
acyclic one, whose vertices are variables) but differ from them by being quali-
tative, by their use of the ceteris paribus assumption, and by the fact that the
variables in a CP-net are decision variables rather than random variables. In
the most common form of CP-nets, each preference statement in the prefer-
ence graph translates into a strict preference between two solutions (i.e., value
assignment to all decision variables) differing on a single variable (referred to as
a worsening flip) and the dominance relation between solutions is the transitive
closure of this worsening flip relation.
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Another kind of conditional preference network, called π-pref nets, has been
more recently introduced [1], and is directly inspired by the counterpart of
Bayesian networks in possibility theory, called possibilistic networks [3]. A Π-pref
net shares with CP-nets its directed acyclic graphical structure between decision
variables, and conditional preference statements attached to each variable in the
contexts defined by assignments of its parent variables in the graph. The prefer-
ence for one value against another is captured by assigning degrees of possibility
(here interpreted as utilities) to these values. When the only existing prefer-
ences are those expressed by the conditional statements (there are no preference
statements across contexts or variables), it has been shown that the dominance
relation between solutions is obtained by comparing vectors of symbolic utility
values (one per variables) using Pareto-dominance.

Some results comparing the preference relations between solutions obtained
from CP-nets and π-pref nets with Boolean decision variables are given in [1].
This is made easy by the fact that CP-nets and π-pref nets share the graph struc-
ture and the conditional preference tables. It was shown that the two obtained
dominance relations between solutions cannot conflict with each other (there
is no preference reversal between them), and that ceteris paribus information
can be added to π-pref nets in the form of preference statements between spe-
cific products of symbolic weights. One pending question was to show that the
dominance relation between solutions obtained from a CP-net refines the prefer-
ence relation obtained from the corresponding π-pref net. In the case of Boolean
variables, the π-pref net ordering can be viewed as a form of Pareto ordering:
each assignment of a decision variables is either good (= in agreement with
the preference statement) or bad. The pending question comes down to prove
a monotonicity condition for the preference relation on solutions, stating that
as soon as a solution contains more (in the sense of inclusion) good variable
assignments than another solution, it should be strictly preferred by the CP-
net. Strangely enough this natural question has hardly been addressed in the
literature so far (see [2] for some discussion). The aim of this paper is to solve
this problem, and more generally to compare the orderings of solutions using the
two preference modeling structures.

We further show that dominance with respect to extended π-pref nets can
be computed in polynomial time, using linear programming; it thus forms a
polynomial upper approximation for the CP-net dominance relation.

The paper is structured as follows: In Sect. 2 we define a condition, that we
call local dominance, that is shown to be a sufficient condition for dominance
in a CP-net. The follow two sections, Sects. 3 and 4, make use of this sufficient
condition in producing results that show that a form of Pareto ordering is a
lower bound for a lower bound for CP-net dominance. Section 5 then uses the
results of Sect. 4 to show that π-pref nets dominance is a lower bound for CP-net
dominance. We also show there that the extended π-pref nets dominance, which
is an upper bound for CP-net dominance, can be computed in polynomial time.
Section 6 concludes.
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2 A Sufficient Condition for Dominance in a CP-Net

We start by recalling the definition of CP-nets and a characterization of the
corresponding dominance relation between solutions.

2.1 Defining CP-nets

We consider a finite set of variables V. Each variable X ∈ V has an associ-
ated finite domain Dom(X). An outcome (also called a solution) is a complete
assignment to the variables in V, i.e., a function w that, for each variable X ∈ V,
w(X) ∈ Dom(X).

A CP-net Σ over set of variables V is a pair 〈G,P 〉. The first component G
is a directed graph with vertices in V, and we say that CP-net Σ is acyclic if G
is acyclic. For variable X ∈ V, let UX be the set of parents of X in G, i.e., the
set of variables Y such that (Y,X) is an edge in G. The second component P of
Σ consists of a collection of partial orders {>X

u : X ∈ V, u ∈ Dom(UX)}, called
conditional preference tables; for each variable X ∈ V and each assignment u to
the parents UX of X, relation >X

u is a strict partial order (i.e., a transitive and
irreflexive relation) on Dom(X). We make the assumption that for each variable
X there exists at least one assignment u to UX such that >X

u is non-empty
(i.e., for each X ∈ V there exists some x, x′ ∈ Dom(X) and some u such that
x >X

u x′).
Let w be an outcome and, for variable X ∈ V, let u = w(UX) be the projection

of w to the parents set of X. If x >X
u x′ then we shall write, for simplicity, (with

the understanding that x and x′ are elements of Dom(X)):

x > x′ given w [with respect to Σ].

Note that if v is any outcome whose projection to the parents set of X is also
u then [x > x′ given v] if and only if [x > x′ given w]; the values of w(Y ) and
u(Y ) may differ for variables Y �∈ UX ∪ {X}, but the preference between x and
x′ in the context u does not depend on Y .

We say that Σ is locally totally ordered if each associated strict partial order
>X

u is a strict total order, so that for each pair of different elements x and x′ of
Dom(X), we have either x >X

u x′ or x′ >X
u x. We say that Σ is Boolean if for

each X ∈ V, each domain has exactly two elements: |Dom(X)| = 2.1

The Dominance Relation Associated with a CP-Net. Given a CP-net Σ
over variables V, we say that w′ is a worsening flip from w w.r.t. Σ, if w′ and w
are outcomes that differ on exactly one variable X ∈ V (so that w′(X) �= w(X)
and for all Y ∈ V \ {X}, w′(Y ) = w(Y )), and w(X) >X

u w′(X), where u is the
projection of w (or w′) to the parent set UX of X.

The set of direct consequences of CP-net Σ are the set of pairs (w,w′), where
w′ is a worsening flip from w w.r.t. Σ, forming an irreflexive relation:
1 If a variable has only one element in its domain, it is a constant, and we could remove

it if we wished.
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Definition 1. The worsening flip relation >Σ
wf is defined by w >Σ

wf w′ if and
only if w(X) >X

u w′(X) where u = w(UX) = w′(UX). Let the binary relation
>Σ

cp on outcomes denote the transitive closure of >Σ
wf . If w >Σ

cp w′ we say that
w [cp-]dominates w′ [with respect to Σ].

The relation >Σ
wf is well-defined due to the ceteris paribus assumption. A

sequence of outcomes w1, . . . , wk is said to be a worsening flipping sequence
[with respect to CP-net Σ] from w1 to wk if, for each i = 1, . . . , k − 1, wi+1

is a worsening flip from wi. Thus, w cp-dominates w′ if and only if there is a
worsening flipping sequence from w to w′.

2.2 Some Simple Conditions for CP-Dominance

For outcomes w and v we define Δ(w, v) to be the set of variables on which
they differ, i.e., {X ∈ V : w(X) �= v(X)}. The following lemma gives two simple
sufficient conditions for w to dominate v with respect to a CP-net. In Case (i),
for each variable X in Δ(w, v), there is a worsening flip from w, changing w(X)
to v(X). In Case (ii) cflip from v changing v(X) to w(X).

Lemma 1. Consider an acyclic CP-net Σ and two different outcomes w and v.
Then w cp-dominates v w.r.t. CP-net Σ if either

(i) for all X ∈ Δ(w, v), w(X) > v(X) given w; or
(ii) for all X ∈ Δ(w, v), w(X) > v(X) given v.

Proof. Let k = |Δ(w, v)|, which is greater than zero because w �= v. Let us
label the elements of Δ(w, v) as X1, . . . , Xk in such a way that if i < j then
Xi is not an ancestor of Xj with respect to the CP-net directed graph; this
is possible because of the acyclicity assumption on Σ. To prove (i), beginning
with outcome w, we flip variables of w to v in the order X1, . . . , Xk, so that we
first change w(X1) to v(X1), and then change w(X2) to v(X2), and so on. The
choice of variable ordering means that when we flip variable Xi the assignment
to the parents UXi

of Xi is just w(UXi
). It can be seen that this is a sequence

of worsening flips from w to v, and thus, w cp-dominates v w.r.t. Σ.
Part (ii) is very similar, except that we start with v, and iteratively change

Xi from v(Xi) to w(Xi) in the order i = 1, . . . , k. The assumption behind part
(ii) implies that we obtain an improving flipping sequence from v to w. �

Lemma 1 can be used to prove a more general form of itself.

Proposition 1. Consider an acyclic CP-net Σ and two different outcomes w
and v. Assume that for each X ∈ Δ(w, v) either w(X) > v(X) given w w.r.t. Σ,
or w(X) > v(X) given v w.r.t. Σ. Then w cp-dominates v w.r.t. Σ.

Proof. Define outcome u by u(X) = v(X) if X is such that w(X) > v(X) given
w (so X ∈ Δ(w, v)), and u(X) = w(X) otherwise. Then Δ(w, v) is the disjoint
union of Δ(w, u) and Δ(u, v).
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For all X ∈ Δ(w, u), w(X) > u(X) given w, because u(X) = v(X) and
w(X) > v(X) given w. Lemma 1 implies that w cp-dominates u w.r.t. Σ.

For all X ∈ Δ(u, v), u(X) > v(X) given v, since u(X) = w(X) and u(X) >
v(X) given w. Lemma 1 implies that u cp-dominates v w.r.t. Σ. Thus, w cp-
dominates v w.r.t. Σ. �

2.3 The Local Dominance Relation

The conditions of Proposition 1 involve what might be called a local dominance
condition.

Definition 2. Given an acyclic CP-net Σ we say that outcome w locally dom-
inates outcome v [w.r.t. CP-net Σ], written w >Σ

LD v, if for each X ∈ Δ(w, v)
either w(X) > v(X) given w w.r.t. Σ; or w(X) > v(X) given v w.r.t. Σ.

Proposition 1 above implies that if w locally dominates v then w cp-dominates
v, so that w >Σ

LD v implies w >Σ
cp v. In fact, we even have the following result.

Proposition 2. Given an acyclic CP-net Σ, binary relation >Σ
cp is the transi-

tive closure of >Σ
LD.

Proof. Let � be the transitive closure of >Σ
LD. Since, by Proposition 1, >Σ

LD is
a subset of >Σ

cp, and the latter is transitive, we have that � is a subset of >Σ
cp.

Suppose that w′ is a worsening flip from w w.r.t. Σ. Then, w(X) > w′(X)
given w and Δ(w,w′) = {X}, which implies that w locally dominates w′. This
shows that >Σ

LD, and thus, �, contains the worsening flip relation >Σ
wf induced

by Σ. Being transitive, � contains the transitive closure >Σ
cp of >Σ

wf . We have
therefore shown that >Σ

cp equals �, the transitive closure of >Σ
LD. �

3 Pareto Ordering for CP-Nets in the General Case

A Pareto Ordering between outcomes comes down to saying that w dominates
w′ if ∀X ∈ V, w(X) is at least as good an assignment as w′(X) (and better
for some X). However, it is not so easy to define Pareto dominance between
outcomes in a CP-net when variables are not Boolean. It is often impossible
to compare w(X) and w′(X) directly as there is generally no relation >X

u that
compares them. To perform this kind of comparison in the general case of a
dependency graph, we must in some way map the various preference relations
>X

u on Dom(X) to some common scale, either totally (using a scoring function)
or partially on some landmark values (mapping the best choices or the worst
choices). We define a somewhat extreme Pareto-like relation, using the latter
idea, below. As mentioned in Sect. 1, and discussed in detail in Sect. 4, the more
natural form of Pareto dominance applies only for the case of Boolean CP-nets.
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3.1 A Variant of Pareto Dominance for CP-nets

We define relation >Σ
sp on the set of outcomes, which can be viewed as being

based on a strong variant of the Pareto condition (with sp standing for strong
Pareto).

Definition 3 (Fully dominating and fully dominated). For outcome w,
we say that x is fully dominating in X given w [w.r.t. Σ] if x ∈ Dom(X), and
for all x′ ∈ Dom(X) \ {x} we have x > x′ given w w.r.t. Σ.

Similarly, we say that x is fully dominated in X given w [w.r.t. Σ] if x ∈
Dom(X), and |Dom(X)| > 1 and for all x′ ∈ Dom(X) \ {x} we have x′ > x
given w w.r.t. Σ.

Thus, if x is fully dominating in X given w then x is not fully dominated
in X given w. Also, there can at most one element x ∈ Dom(X) that is fully
dominating in X given w, and at most one that is fully dominated in X given
w.

We define irreflexive relation >Σ
sp by, for different outcomes w and v, w >Σ

sp v
if and only if for all X ∈ V either v(X) is fully dominated in X given v w.r.t. Σ;
or w(X) is fully dominating in X given w w.r.t. Σ.

In the case in which the local relations >X
u are total orders, then the def-

initions can be simplified. Consider any outcome w, and value x in Dom(X),
and let u be the projection of w to the parent set of X. Let x∗

u and xu∗ be the
best and the worst element (respectively) in Dom(X) for relation >X

u . Then x
is fully dominating in X given w if and only if x = x∗

u, and x is fully domi-
nated in X given w if and only if |Dom(X)| > 1 and x = xu∗. Another way
of defining the >Σ

sp relation then consists, for each relation >X
u , of mapping

Dom(X) to a three-valued totally ordered scale L = {1, I, 0} with 1 > I > 0
using a kind of qualitative scoring function fX

u : Dom(X) → L defined by
fX

u (x∗
u) = 1, fX

u (xu∗) = 0, and fX
u (x) = I otherwise. Note that relation w >Σ

sp w′

expresses a very strong form of Pareto-dominance, since it requires that not only
w �= w′ and fX

u (w(X)) ≥ fX
u (w′(X)), but also that either fX

u (w(X)) = 1 or
fX

u (w(X)) = 0,∀X ∈ V.

Proposition 3. Relation >Σ
sp is transitive, and is contained in >Σ

LD, i.e., w >Σ
sp

v implies w >Σ
LD v, and thus >Σ

sp ⊆>Σ
LD ⊆>Σ

cp. Furthermore, we have >Σ
sp and

>Σ
cp are equal (i.e., are the same relation) if and only if >Σ

sp and >Σ
LD are equal.

Proof. We will prove transitivity of >Σ
sp by showing that if w1 >Σ

sp w2 and
w2 >Σ

sp w3 then w1 >Σ
sp w3. Consider any X ∈ V such that w3(X) is not

fully dominated in X given w3. Since w2 >Σ
sp w3, we have that w2(X) is fully

dominating in X given w2, and so w2(X) is not fully dominated in X given w2.
Since w1 >Σ

sp w2, we have that w1(X) is fully dominating in X given w1. Thus,
for all X ∈ V, if w3(X) is not fully dominated in X given w3 then w1(X) is fully
dominating in X given w1, and hence, w1 >Σ

sp w3, proving transitivity.
Now, suppose that w1 >Σ

sp w2, and consider any X ∈ V. Either (i) w2(X)
is fully dominated in X given w2, and thus, w1(X) > w2(X) given w2; or (ii)
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w1(X) is fully dominating in X given w1, and thus, w1(X) > w2(X) given w1;
therefore we have w1 >Σ

LD w2.
Clearly if >Σ

sp and >Σ
cp are equal then the inclusions >Σ

sp ⊆>Σ
LD ⊆>Σ

cp imply
that >Σ

sp and >Σ
LD are equal. Conversely, assume that >Σ

sp and >Σ
LD are equal.

We then have that >Σ
LD is transitive (since >Σ

sp is transitive), and thus it is equal
to its transitive closure, which equals >Σ

cp by Proposition 2. �

3.2 Necessary and Sufficient Conditions for Equality of >Σ
sp

and >Σ
cp

We will show that >Σ
sp and >Σ

cp are only equal under extremely special conditions,
including that the CP-net is unconditional and that each domain has at most
two elements. We use a series of lemmas to prove the result.

The first lemma follows easily using the transitivity of >Σ
sp.

Lemma 2. Given CP-net Σ, then we have >Σ
sp equals >Σ

cp if and only if for all
pairs (w,w′) such that w′ is a worsening flip from w we have w >Σ

sp w′.

Proof. We need to prove that >Σ
sp equals >Σ

cp if and only if >Σ
sp contains the

worsening flip relation >Σ
wf induced by Σ. Since >Σ

cp is the transitive closure of
>Σ

wf , if >Σ
sp equals >Σ

cp then >Σ
sp contains >Σ

wf .
Regarding the converse, assume that >Σ

sp contains >Σ
wf . Since, by

Proposition 3, >Σ
sp is transitive, then >Σ

sp contains the transitive closure >Σ
cp

of >Σ
wf . Proposition 3 implies that >Σ

sp is a subset of >Σ
cp, so >Σ

sp equals >Σ
cp. �

The definition of >Σ
sp leads to the following characterisation. Suppose that w′

is a worsening flip from w w.r.t. CP-net Σ, with X being the variable on which
they differ. Then w >Σ

sp w′ if and only if (a) either w(X) is fully dominating in
X given w w.r.t. Σ, or w′(X) is fully dominated in X given w w.r.t. Σ; and (b)
for all Y ∈ V \ {X},

(i) if Y is not a child of X then w(Y ) is either fully dominated or fully domi-
nating in Y given w w.r.t. Σ; and

(ii) if Y is a child of X then w(Y ) is either fully dominating in Y given w
w.r.t. Σ or fully dominated in Y given w′ w.r.t. Σ.

The above considerations lead to the following result.

Lemma 3. Consider any X ∈ V, and any assignment u to the parents of X, and
any values x, x′ ∈ Dom(X) such that x >X

u x′. Assume that w >Σ
sp w′ whenever

(w,w′) is an associated worsening flip, i.e., if w(X) = x and w′(X) = x′, and
w and w′ agree on all other variables, and w extends u. Let (v, v′) be one such
associated worsening flip.

If variable Z is not a child of X and z is any element of Dom(Z) then z
is either fully dominated or fully dominating in X given v w.r.t. Σ. We have
|Dom(Z)| ≤ 2.

If variable Y is a child of X and y is any element of Dom(Y ) then y is either
fully dominating given v or fully dominated given v′. We have |Dom(Y )| ≤ 2.
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Note that the condition |Dom(Z)| ≤ 2 follows since there can be at most one
fully dominated and at most one fully dominating element in X given v.

Lemma 3 implies that for any variable X, every other variable has at most two
values, which immediately implies that every domain has at most two elements:

Lemma 4. Suppose that >Σ
sp and >Σ

cp are equal. Then each domain has at most
two values.

Definition 4 (True parents and being unconditional). Let Y be a variable
and let X be an element of its parent set UY . We say that X is not a true parent
of Y if for all assignments u and u′ to UY that differ only on the value of X, if
y >Y

u y′ then y >Y
u′ y′. We say that Y is unconditional in Σ if it has no true

parents.

If X is not a true parent of Y then >Y
u does not depend on X. For any

CP-net Σ we can generate an equivalent CP-net (i.e., that generates the same
ordering on outcomes) such that every parent of every variable is a true parent.

Lemma 5. Suppose that >Σ
sp and >Σ

cp are equal. Assume that every parent of
variable Y is unconditional, and let X be one such parent. Suppose that u is
some assignment to the parents of Y , and that u′ is another assignment that
differs from u only on the value of X. If y >Y

u y′ then y >Y
u′ y′.

Proof. Suppose that y >Y
u y′. Let v be any outcome extending u and let v′ be

any outcome extending u′. Lemma 4 implies that X has at most two values. If X
had only one value then it is trivially not a true parent of Y , so we can assume
that Dom(X) = 2. X is unconditional so it has no parents. Our definition of
a CP-net implies that the relation >X is non-empty, so we have x1 >X x2, for
some labelling x1 and x2 of the values of X. We first consider the case in which
u(X) = x1. Now, y′ is not fully dominating given u and so, by Lemma 3, y′ is
fully dominated given u′, which implies y >Y

u′ y′.
We now consider the other case in which u(X) = x2. Then, y is not fully

dominated given u, and so, by Lemma 3, y is fully dominating given u′, and
thus, also y >Y

u′ y′. �

Lemma 5 implies that X is not a true parent of Y . Since X was an arbi-
trary parent of Y , it then implies that Y has no true parent, so is unconditional.
Applying this result inductively then implies that every variable in V is uncondi-
tional with respect to Σ. Along with Lemmas 3 and 4, this leads to the following
result.

Proposition 4. Given CP-net Σ, then we have >Σ
sp equals >Σ

cp if and only
if Σ be a Boolean locally totally ordered CP-net such that each variable X is
unconditional in Σ.
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4 Pareto Ordering for the Boolean Case

As discussed earlier, there is a natural way of defining a Pareto ordering for
the case of Boolean locally totally ordered CP-nets. Basically, if variables are
Boolean, each of its values is either fully dominating or fully dominated in each
context. So, the relation >Σ

sp becomes a full-fledged Pareto ordering. In this
section we analyse the relationship between this Pareto ordering and the CP-net
ordering.

Let Σ be a Boolean locally totally ordered CP-net. Consider any outcome
w. We say that variable X is bad for w if there is an improving flip of variable
X from w to another outcome w′. Define Fw to be the set of variables which are
bad for w.

The definition of Fw and of the local dominance relation (see Sect. 2.3) imme-
diately leads to the following expression of >Σ

LD in the Boolean locally totally
ordered case.

Lemma 6. Let Σ be a Boolean locally totally ordered CP-net. Then, for different
outcomes w and v, we have w >Σ

LD v if and only if Fw ∩ Δ(w, v) ⊆ Fv.

Proof. w >Σ
LD v if and only if for each X ∈ Δ(w, v) either w(X) > v(X) given

w, or w(X) > v(X) given v. For X ∈ Δ(w, v), we have w(X) > v(X) given w if
and only if X /∈ Fw; and we have w(X) > v(X) given v if and only if X ∈ Fv.
Thus, w >Σ

LD v if and only if for each X ∈ Δ(w, v) [ X ∈ Fw ⇒ X ∈ Fv], which
is if and only if Fw ∩ Δ(w, v) ⊆ Fv. �

We define the irreflexive binary relation >Σ
par on outcomes as follows.

Definition 5. For different outcomes w and v, w >Σ
par v if and only if Fw ⊆ Fv,

i.e., every variable that is bad for w is also bad for v.

This can be viewed as a kind of Pareto ordering, and equals the strong Pareto
relation >Σ

sp (see Sect. 3.1) for the Boolean locally totally ordered case.

Lemma 7. Let Σ be a Boolean locally totally ordered CP-net. Let w and v be
outcomes. Then w >Σ

sp v if and only if w >Σ
par v.

Proof. For different w and v, w >Σ
sp v if and only if for all X ∈ V either v(X) is

fully dominated in X given v, or w(X) is fully dominating in X given w.
Suppose that w >Σ

sp v and consider any X ∈ V. If X ∈ Fw then w(X) is not
fully dominating in X given w, and so v(X) is fully dominated in X given v,
which implies that X ∈ Fv. We have shown that Fw ⊆ Fv.

Conversely, assume that Fw ⊆ Fv, and consider any X ∈ V. such that v(X) is
not fully dominated in X given v. Because Σ is a Boolean locally totally ordered
CP-net this implies that X is not bad for v. Since Fw ⊆ Fv, this implies that X
is not bad for w, and so, w(X) is fully dominating in X given w. This proves
that w >Σ

sp v. �

The CP-net relation contains the Pareto relation, with the local dominance
relation being between the two.
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Theorem 1. Let Σ be a Boolean locally totally ordered CP-net. Relation >Σ
par

is transitive, and is contained in >Σ
LD, i.e., w >Σ

par v implies w >Σ
LD v, and

thus >Σ
par ⊆>Σ

LD ⊆>Σ
cp. Furthermore, we have >Σ

par and >Σ
cp are equal (i.e., are

the same relation) if and only if >Σ
par and >Σ

LD are equal, which happens only if
every variable of the CP-net is unconditional.

Proof. Theorem 1 follows immediately from Propositions 3 and 4 and Lemma 7.
�

As a consequence, we get that CP-nets are in agreement with Pareto ordering
in the case of Boolean locally totally ordered variables: for any variable X and
any configuration u of its parents, consider the mapping fX

u : Dom(X) → {0, 1}
such that fX

u (x∗) = 1 and fX
u (xu∗) = 0. For any two distinct outcomes w and w′,

we have that ∀X ∈ V, fX
w(UX)(w(X)) ≥ fX

w′(UX)(w
′(X)) if and only Fw ⊆ Fw′ ,

which is Pareto-ordering >Σ
par.

We emphasise the following part of the theorem:

Corollary 1. Let Σ be a Boolean locally totally ordered CP-net, w >Σ
par w′

implies w >Σ
cp w′.

As shown in the previous section, it does not seem straightforward to extend
this Pareto ordering in a natural way to non-Boolean variables without using
scaling functions that map all partial orders (Dom(X), >X

u ), u ∈ UX to a com-
mon value scale, unless the variables are all preferentially independent from one
another. In this case, UX = ∅,∀X, and >X

u =>X ,∀X ∈ Dom(X). We could then
define the Pareto dominance relation >Σ

par on outcomes as w >Σ
par w′ if and only

if w �= w′ and w(X) >X w′(X) or w(X) = w′(X) for all X ∈ V.

5 π-pref Nets

Possibility theory [8] is a theory of uncertainty devoted to the representation of
incomplete information. It is maxitive (addition is replaced by maximum) in con-
trast with probability theory. It ranges from purely ordinal to purely numerical
representations. Possibility theory can be used for representing preferences [9]. It
relies on the idea of a possibility distribution π, i.e., a mapping from a universe
of discourse Ω to the unit interval [0, 1]. Possibility degrees π(w) estimate to
what extent the solution w is not unsatisfactory. π-pref nets are based on possi-
bilistic networks [3], using conditional possibilities of the form π(x|u) = Π(x∧u)

Π(u) ,
for u ∈ Dom(UX), where Π(ϕ) = maxw|=ϕ π(w). The use of product-based con-
ditioning rather than min-based conditioning leads to possibilistic nets that are
more similar to Bayesian nets.

The ceteris paribus assumption of CP-nets is replaced in possibilistic net-
works by a chain rule like in Bayesian networks. It enables one to compute,
using an aggregation function, the degree of possibility of solutions. However it
is supposed that these numerical values are unknown and represented by sym-
bolic weights. Only ordering between symbolic values or products thereof can
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be expressed. The dominance relation between solutions is obtained by compar-
ing products of symbolic utility values computed for them from the conditional
preference tables.

Definition 6 ([1]). A Boolean possibilistic preference network (π-pref net) is
a preference network, where |Dom(X)| = 2,∀X ∈ V, and each preference state-
ment x >X

u x′ is associated to a conditional possibility distribution such that
π(x|u) = 1 > π(x′|u)) = αu

X , and αu
X is a non-instantiated variable on [0, 1)

we call a symbolic weight. One may also have indifference statements x ∼X
u x′,

expressed by π(x|u) = π(x′|u) = 1.

π-pref nets induce a partial ordering between solutions based on the comparison
of their degrees of possibility in the sense of a joint possibility distribution com-
puted using the product-based chain rule: π(xi, . . . , xn) =

∏
i=1,...,n π(xi|ui).

The preferences between solutions are of the form w �π w′ if and only if
π(w) > π(w′) for all instantiations of the symbolic weights.

5.1 π-pref Nets Vs CP-Nets

Let us compare preference relations between solutions induced by both CP-
nets and π-pref nets. It has been shown [2] that the ordering between solutions
induced by a π-pref net corresponds to the Pareto ordering between the vectors
w = (θ1(w), . . . , θn(w)) where θi(w) = π(w(Xi)|w(UXi

)), i = 1, . . . , n.
As symbolic weights are not comparable across variables, it is easy to see that

the only way to have π(w) ≥ π(w′) is to have θk(w) ≥ θk(w′) in each component
k of w and w′. Otherwise the products will be incomparable due to the presence
of distinct symbolic variables on each side. So, if w �= w′,

w �π w′ if and only if θk(w) ≥ θk(w′), k = 1, . . . , n and ∃i : θi(w) > θi(w′).

It is then known that the π-pref net ordering between solutions induced by the
preference tables is refined by comparing the sets Fw of bad variables for w:

w �π w′ ⇒ Fw ⊂ Fw′

since if two solutions contain variables having bad assignments in the sense of the
preference tables, the corresponding symbolic values may differ if the contexts
for assigning a value to this variable differ. It has been shown that if the weights
αu

X reflecting the satisfaction level due to assigning the bad value to Xi in the
context ui do not depend on this context, then we have an equivalence in the
above implication:

If ∀X ∈ V, αu
X = αX ,∀ui ∈ Dom(UX), then w �π w′ ⇐⇒ w >Σ

par w′.

As a consequence, using Corollary 1, it is clear that w �π w′ implies w >Σ
cp w so

that the CP-net preference ordering refines the one induced by the corresponding
Boolean π-pref net. It suggests that we can try to add ceteris paribus constraints
to a π-pref net and so as to capture the preferences expressed by a CP-net.
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In the following, we highlight local constraints between each node and its
children that enable ceteris paribus to be simulated. Ceteris paribus constraints
are of the form w >Σ

cp w′ where w and w′ differ by one flip. For each such
statement (one per variable), we add the constraint on possibility degrees π(w) >
π(w′). Using the chain rule, it corresponds to comparing products of symbolic
weights. Let Dom(UX) = ×Xi∈UX

Dom(Xi) denote the Cartesian product of
domains of variables in UX , αu

X = π(x−|u), where x− is bad for X and γu′
Y =

π(y−|u′). Suppose a CP-net and a π-pref net built from the same preference
statements. It has been shown in [2] that the worsening flip constraints are all
induced by the conditions: ∀ X ∈ V s.t. X has children Ch(X) �= ∅:

max
u∈Dom(UX)

αu
X <

∏

Y ∈Ch(X)

min
u′∈Dom(UY )

γu′
Y

Let �+
π be the resulting preference ordering built from the preference tables and

applying constraints of the above format between symbolic weights, then, it is
clear that ω �cp ω′ ⇒ ω �+

π ω′: relation �+
π is a bracketing from above of the

CP-net ordering.

5.2 Relation �+
π as a Polynomial Upper Bound for CP-Net

Dominance

In this section we give a characterisation of the relation �+
π in terms of deduction

of linear constraints, which implies that determining dominance with respect to
�+

π is polynomial. It is thus a polynomial upper bound for CP-net dominance.
We list all the different symbolic weights (not including 1) as α1, . . . , αm,

and let α represent the whole vector of symbolic weights [α1, . . . , αm].
Let a weights vector z be a vector of m real numbers [z1, . . . , zm] (with

each zi in {−1, 0, 1}). For each such weights vector z, we associate the product
αz1

1 · · · αzm
m , which we abbreviate as Rα[z].

A comparison between products of symbolic weights can be encoded as a
statement Rα[z] > 1. For example, a comparison α1 > α2α3 is equivalent
to Rα[z] > 1 where z = [1,−1,−1, 0, 0, . . .], since Rα[z] = α1

1α
−1
2 α−1

3 and so
Rα[z] > 1 ⇐⇒ α1

1α
−1
2 α−1

3 > 1 ⇐⇒ α1 > α2α3. In this way, every ceteris
paribus statement corresponds to a set of statements Rα[z] > 1 for different
vectors z.

For each i = 1, . . . , m, define the vector z(i) as z
(i)
i = −1 and for all j �= i,

z
(i)
j = 0. Rα[z(i)] > 1 expresses that α−1

i > 1, i.e., αi < 1. For a CP-net Σ let
Z(Σ) be the set of weights vectors associated with symbolic weights comparisons
for each ceteris paribus statement, plus for each i = 1, . . . ,m, the element z(i).

Similarly, every solution is associated with a product of symbolic weights, so
a comparison w > w′ between solutions w and w′ corresponds to a statement
pertaining to a weights vector z′. The definitions lead easily to the following
characterisation of this form of dominance.
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Proposition 5. Consider any CP-net Σ with associated set of weights vectors
Z(Σ), and let w and w′ be two solutions, where the comparison w > w′ has
associated vector z′. We have that w �+

π w′ if and only if {Rα[z] > 1 : z ∈ Z(Σ)}
implies Rα[z′] > 1, i.e., if one replaces the values of symbolic weights αi by any
real values such that Rα[z] > 1 holds for each z ∈ Z(Σ) then Rα[z′] > 1 also
holds.

We can write log Rα[z] as z1λ1 + · · · + zmλm = z · λ, where λ is the vector
(λ1, . . . , λm) and each λi = log αi. Thus, Rα[z] > 1 ⇐⇒ log Rα[z] > 0 ⇐⇒
z · λ > 0. By Proposition 5 this implies that w �+

π w′ if and only if for vectors
λ, {z · λ > 0 : z ∈ Z(Σ)} implies z′ · λ > 0.

Using a standard result from convex sets, this leads to the following result,
which gives a somewhat simpler characterisation that shows that dominance is
polynomial. It also suggests potential links with Generalized Additive Iindepen-
dent (GAI) value function approximations of CP-nets [4,7].

Theorem 2. Consider any CP-net with associated set of weights vectors Z(Σ),
and let w and w′ be two different solutions, where w > w′ has associated vector
z′. We have that w �+

π w′ if and only if there exist non-negative real numbers rz

for each z ∈ Z(Σ) such that
∑

z∈Z(Σ) rzz = z′. Hence, whether or not w �+
π w′

holds can be checked in polynomial time.

Proof. As argued above, w �+
π w′ holds if and only if for vectors λ, the set of

inequalities {z · λ > 0 : z ∈ Z(Σ)} implies z′ · λ > 0. We need to show that this
holds if and only if there exist non-negative real numbers rz for each z ∈ Z(Σ)
such that

∑
z∈Z(Σ) rzz = z′. Firstly, let us assume that there exist non-negative

real numbers rz for each z ∈ Z(Σ) such that
∑

z∈Z(Σ) rzz = z′. Consider any
vector λ such that z ·λ > 0 for all z ∈ Z(Σ). Then z′ ·λ =

∑
z∈Z(Σ) rzz ·λ which

is greater than zero since each rz is non-negative, and at least some rz > 0 (else
z′ is the zero vector, which would contradict w �= w′).

Conversely, let us assume that there do not exist non-negative real numbers
rz for each z ∈ Z(Σ) such that

∑
z∈Z(Σ) rzz = z′. To prove that the set of

inequalities {z · λ > 0 : z ∈ Z(Σ)} does not imply z′ · λ > 0, we will show that
there exists a vector λ with z ·λ > 0 for all z ∈ Z(Σ) but z′ ·λ ≤ 0. Let C be the
set of vectors of the form

∑
z∈Z(Σ) rzz over all choices of non-negative reals rz.

Now, C is a convex and closed set, which by the hypothesis does not intersect
with {z′} (i.e., does not contain z′). Since {z′} is closed and compact we can use
a hyperplane separation theorem to show that there exists a vector λ and real
numbers c1 < c2 such that for all x ∈ C, x · λ > c2 and z′ · λ < c1. Because C
is closed under strictly positive scalar multiplication (i.e., x ∈ C implies rx ∈ C
for all real r > 0) we must have c2 ≤ 0, and x · λ ≥ 0 for all x ∈ C, and in
particular z · λ ≥ 0 for all z ∈ Z(Σ). Also, z′ · λ < c1 < c2 ≤ 0 so z′ · λ ≤ 0, as
required.

The last part follows since linear programming is polynomial. �
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6 Summary and Discussion

In this paper we have compared CP-nets and π-pref nets, two qualitative coun-
terparts of Bayes nets for the representation of conditional preferences. We have
studied them from the point of view of their rationality, namely whether they
respect Pareto dominance between multiple Boolean variable solutions to a deci-
sion problem expressed by such graphical models. While π-pref nets naturally
respect this property, strangely enough, it was previously unknown whether the
preference ordering induced by CP-nets respects it or not. For more general (non-
Boolean) variables, it seems difficult to extend this notion of Pareto-dominance
for a CP-net in an entirely natural way. Besides, it was shown previously that the
ordering induced by π-pref nets is weaker than the one induced by CP-nets, but
ceteris paribus constraints can be added to a π-pref net in the form of constraints
between products of symbolic variables. Here we show the polynomial nature of
this encoding. Thus we get a bracketing of the CP-net preference ordering by
bounds which are apparently easier to compute than standard CP-net prefer-
ences. Further research includes constructing an example that explicitly proves
that the upper approximation of the CP-net ordering is not tight; moreover the
case of non-Boolean variables deserves further investigation.

Acknowledgements. This material is based upon works supported by the Science
Foundation Ireland under Grants No. 12/RC/2289 and No. 12/RC/2289-P2 which are
co-funded under the European Regional Development Fund.

References

1. Ben Amor, N., Dubois, D., Gouider, H., Prade, H.: Possibilistic preference networks.
Inf. Sci. 460–461, 401–415 (2018)

2. Ben Amor, N., Dubois, D., Gouider, H., Prade, H.: Expressivity of possibilistic
preference networks with constraints. In: Moral, S., Pivert, O., Sánchez, D., Maŕın,
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Abstract. In this paper, we introduce a new approach for defining
inconsistency measures. The key idea consists in forgetting subformula
occurrences in order to restore consistency. Thus, our approach can be
seen as a generalization of the approach based on forgetting only proposi-
tional variables. We here introduce rationality postulates of inconsistency
measuring that take into account in a syntactic way the internal struc-
ture of the formulas. We also describe different inconsistency measures
that are based on forgetting subformula occurrences.

1 Introduction

In this work, we are interested in quantifying conflicts for better analyzing the
nature of the inconsistency in a knowledge base. Plenty of proposals for incon-
sistency measures have been defined in the literature (e.g. see [3,7,9,14,15]),
and it has been shown that they can be applied in different domains, such as
e-commerce protocols [4], integrity constraints [6], databases [13], multi-agent
systems [10], spatio-temporal qualitative reasoning [5].

In the literature, an inconsistency measure is defined as a function that asso-
ciates a non negative value to each knowledge base. In particular, the authors
in [9] have proposed different rationality postulates for defining inconsistency
measures that allow capturing important aspects related to inconsistency in the
case of classical propositional logic. Furthermore, objections to some of them
and many new postulates have also been proposed in [1]. The main advantage of
the approach based on rationality postulates for defining inconsistency measures
is its flexibility in the sense that the appropriate measure in a given context can
be chosen through the desired properties from the existing postulates.

In [11,12], the authors have proposed a general framework for reasoning under
inconsistency by forgetting propositional variables to restore consistency. Using
the variable forgetting approach of this framework, an inconsistency measure
has been proposed in [2]. The main idea consists in quantifying the amount of
inconsistency as the minimum number of variable occurrences that have to be
forgotten to restore consistency. We here propose a new approach for defining
inconsistency measures that can be seen as a generalization of the previous app-
roach. Indeed, our main idea consists in measuring the amount of inconsistency
by considering sets of subformula occurrences that we need to forget to restore
c© Springer Nature Switzerland AG 2019
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consistency. To the best of our knowledge, we here provide the first approach
that takes into account in a syntactic way the internal structure of the formulas.

In this work, we propose rationality postulates for measuring inconsistency
that are based on reasoning about subformula occurrences. In particular, the
postulate stating that forgetting any subformula occurrence does not increase
the amount of inconsistency. Finally, we propose several inconsistency measures
that are based on forgetting subformula occurrences. These measures are defined
by considering the number of modified formulas and the size of the forgotten
subformula occurrences to restore consistency. For instance, one of the proposed
inconsistency measure quantifies the amount of inconsistency as the minimum
size of the subformula occurrences that have to be forgotten to obtain consis-
tency. It is worth mentioning that we show that two of the described incon-
sistency measures correspond to two measures existing in the literature: that
introduced in [2] based on forgetting variables and that introduced in [7] based
on consistent subsets.

2 Preliminaries

2.1 Classical Propositional Logic

We here consider that every piece of information is represented using classical
propositional logic. We use Prop to denote the set of propositional variables.
The set of propositional formulas is denoted Form. We use the letters p, q, r, s to
denote the propositional variables, and the Greek letters φ, ψ and χ to denote
the propositional formulas. Moreover, given a syntactic object o, we use P(o) to
denote the set of propositional variables occurring in o. Given a set of variables
S such that P(φ) ⊆ S, we use Mod(φ, S) to denote the set of all the models of
φ defined over S.

Given a formula φ, the size of a formula φ, denoted s(φ), is inductively defined
as follows: s(p) = s(⊥) = s(�) = 1; s(¬ψ) = 1+s(ψ); s(ψ⊗χ) = 1+s(ψ)+s(χ)
for ⊗ = ∧,∨,→. In other words, the size of a formula is defined as the number
of the occurrences of propositional variables, constants and logical connectives
that appear in it.

Similarly, the set of the subformulas of φ, denoted SF (φ), is inductively
defined as follows: SF (p) = {p}; SF (⊥) = {⊥}; SF (�) = {�}; SF (¬ψ) =
{¬ψ} ∪ SF (ψ); SF (ψ ⊗ χ) = {ψ ⊗ χ} ∪ SF (ψ) ∪ SF (χ) for ⊗ = ∧,∨,→.

Given a formula φ and ψ ∈ SF (φ), we use O(φ, ψ) to denote the number
of the occurrences of ψ in φ. Moreover, we consider that the occurrences of a
subformula are ordered starting from the left. For example, consider the formula
φ = (p ∧ q) → (¬r ∨ q). Then, SF (φ) = {φ, p ∧ q,¬r ∨ q,¬r, p, q, r}. Further,
O(φ, p) = 1 and O(φ, q) = 2. The first occurrence of q is that occurring in the
subformula p ∧ q, while the second is that occurring in the subformula ¬r ∨ q.

The polarity of a subformula occurrence within a formula that has a polarity
(positive or negative) is defined as follows:

– φ is a positive (resp. negative) subformula occurrence of the positive (resp.
negative) formula φ;
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– if χ is a positive (resp. negative) subformula occurrence of φ, then χ is also
a positive (resp. negative) subformula occurrence of φ ⊗ ψ, ψ ⊗ φ, ψ → φ for
every formula ψ and for ⊗ = ∧,∨;

– if χ is a positive (resp. negative) subformula occurrence of φ, then χ is a
negative (resp. positive) subformula occurrence of ¬φ and φ → ψ for every
formula ψ.

Consider, for instance, the formula p → (p∨ q) with the negative polarity. Then,
the left-hand p is a positive subformula occurrence and the right-hand occurrence
is negative.

A knowledge base is a finite set of propositional formulas. A knowledge base
K is inconsistent if its associated formula

∧
φ∈K φ (� if K = ∅) is inconsistent,

written K � ⊥, otherwise it is consistent, written K � ⊥. We use KForm to
denote the set of knowledge bases. Moreover, we use SF (K) to denote the set⋃

φ∈K SF (φ).
From now on, we consider that the polarity of the formulas occurring in any

knowledge base are negative, the same results can be obtained by symmetrically
considering the positive polarity.

Given a knowledge base K, a subset K ′ ⊆ K is said to be a minimal inconsis-
tent subset (MIS) of K if (i) K ′ � ⊥ and (ii) ∀φ ∈ K ′, K ′ \ {φ} � ⊥. Moreover,
K ′ is said to be a maximal consistent subset (MCS) of K if (i) K ′

� ⊥ and
(ii) ∀φ ∈ K \ K ′, K ′ ∪ {φ} � ⊥. We use MISes(K) and MCSes(K) to denote
respectively the set of all the MISes and the set of all the MCSes of K.

2.2 Substitution

Given a formula φ and two subformula occurrences ψ and χ in φ. We say that
ψ and χ are disjoint if one does not occur in the other.

Given two propositional formulas φ and ψ, χ ∈ SF (φ) and i ∈ 1..O(φ, χ),
we use φ[(χ, i)/ψ] to denote the result of substituting the formula ψ for the
ith occurrence of χ in φ. Further, we use φ[χ/ψ], φ[(χ)+/ψ] and φ[(χ)−/ψ] to
denote the result of substituting the formula ψ for respectively all the occur-
rences of χ, all the positive occurrences of χ and all the negative occurrences of
χ in φ. Similarly, given the formulas φ, ψ1, . . . , ψl, χ1, . . . χl and the expressions
e1, . . . , el such that each ei has one of the forms (χi, j), χi, (χi)+ and (χi)−,
φ[e1, . . . , el/ψ1, . . . , ψl] is the result of simultaneously substituting ψ1, . . . , ψl for
the subformula occurrences corresponding to the expressions e1, . . . , el respec-
tively. It is worth mentioning that the subformula occurrences corresponding to
the expressions e1, . . . , el should be pairwise disjoint in φ.

For instance, consider the formula φ = (p ∧ q) → (p ∨ q) with the negative
polarity. Then, φ[(p)+, (q, 2)/(p ∧ ¬q), r] corresponds to the formula ((p ∧ ¬q) ∧
q) → (p ∨ r). Indeed, there is a unique positive occurrence of p which is on the
left-hand side of the implication and it is replaced with p ∧ ¬q; and the second
occurrence of q is on the right-hand side of the implication and it is replaced
with r.
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3 Inconsistency Measure

In the literature, an inconsistency measure is defined as a function that associates
a non negative value to each knowledge base (e.g. [3,7,9,14,15]). It is used to
quantify the amount of inconsistency in a knowledge base. The different works
on inconsistency measures use postulate-based approaches to capture important
aspects related to inconsistency. In particular, in the recent work [3], the authors
have proposed the following formal definition of inconsistency measure that we
consider in this work.

Definition 1 (Inconsistency Measure). An inconsistency measure is a
function I : KForm → R

+
∞ that satisfies the two following properties: (i) ∀K ∈

KForm, I(K) = 0 iff K is consistent (Consistency); and (ii) ∀K,K ′ ∈ KForm, if
K ⊆ K ′ then I(K) � I(K ′) (Monotonicity). The set R

+
∞ corresponds to the set

of positive real numbers augmented with a greatest element denoted ∞.

The postulate (Consistency) means that an inconsistency measure must
allow distinguishing between consistent and inconsistent knowledge bases, and
(Monotonicity) means that the amount of inconsistency does not decrease by
adding new formulas to a knowledge base. Many other postulates have been
introduced in the literature to characterize particular aspects related to incon-
sistency (e.g. see [1,9,15]).

Let us now describe some simple inconsistency measures from the literature:

– IM (K) = |MISes(K)| ([8])
– Ihit

d (K) = |K| − max{|K ′| | K ′ ∈ MCSes(K)} ([7])
– Ihs(K) = min{|S| | S ⊆ M and ∀φ ∈ K, ∃B ∈ S s.t. B |= φ} − 1 with

M =
⋃

φ∈K Mod(φ,P(K)) and min{} = ∞ ([14])
– Iforget(K) = min{n | ∧

φ∈K φ[(p1, i1), . . . (pn, in)/ C1, . . . , Cn], p1, . . . , pn ∈
Prop, C1, . . . , Cn ∈ {�,⊥}} ([2])

The measure IM quantifies the amount of inconsistency through minimal incon-
sistent subsets: more MISes brings more conflicts; Ihit

d consider the dual of the
size of the greatest MCSes; Ihs is defined through an explicit use of the Boolean
semantics: the amount of inconsistency is related to the minimum number of
models that satisfy all the formulas in the considered knowledge base; and Iforget

defines the amount of inconsistency as the minimum number of variables that
we have to forget to restore consistency. It is worth mentioning that we consider
here the reformulation of Iforget proposed in [15].

4 Subformula-Based Rationality Postulates

In this section, we propose rationality postulates for measuring inconsistency
that are based on reasoning about forgetting subformula occurrences. In the same
way as in the case of the inconsistency measure Iforget, we use the constants �
and ⊥ to forget subformula occurrences.

The rationality postulates that we consider are defined as follows ∀K ∈ KForm

and ∀φ ∈ Form with φ /∈ K:
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– (ForgetNegOcc):
1. ∀ψ ∈ SF (φ) and ∀i ∈ 1..O(φ, ψ) with the ith occurrence of ψ in φ is

negative, I(K ∪ {φ[(ψ, i)/�]}) � I(K ∪ φ);
2. ∀ψ ∈ SF (φ) and ∀i ∈ 1..O(φ, ψ) with the ith occurrence of ψ in φ is

negative and φ[(ψ, i)/⊥] /∈ K, I(K ∪ φ) � I(K ∪ {φ[(ψ, i)/⊥]}).
– (ForgetPosOcc):

1. ∀ψ ∈ SF (φ) and ∀i ∈ 1..O(φ, ψ) with the ith occurrence of ψ in φ is
positive and φ[(ψ, i)/�] /∈ K, I(K ∪ φ) � I(K ∪ {φ[(ψ, i)/�]});

2. (ForgetPosOcc⊥) ∀ψ ∈ SF (φ) and ∀i ∈ 1..O(φ, ψ) with the ith occur-
rence of ψ in φ is positive, I(K ∪ {φ[(ψ, i)/⊥]}) � I(K ∪ φ).

The first property of (ForgetNegOcc) expresses the fact that a negative
subformula occurrence becomes useless to produce inconsistency if it is replaced
with �. Regarding the second property, it is worth mentioning that the con-
dition φ[(ψ, i)/⊥] /∈ K is only used to prevent formula deletion. The postulate
(ForgetPosOcc) is simply the counterpart in the case of positive subformula
occurrences of (ForgetNegOcc).

In a sense, the next proposition shows that the previous postulates can be
seen as restrictions of the postulate (Dominance), introduced in [9], in the case
of consistent formulas. Let us recall that (Dominance) is defined as follows:

– ∀K ∈ KForm and ∀φ, ψ ∈ Form with φ � ⊥ and φ � ψ, I(K ∪ {φ}) �
I(K ∪ {ψ}).

Proposition 1. The following two properties are satisfied for ∀φ ∈ Form with
negative polarity and ∀ψ ∈ SF (φ) and ∀i ∈ 1..O(φ, ψ): (i) if the ith occurrence
of ψ in φ is negative, then φ[(ψ, i)/⊥] � φ and φ � φ[(ψ, i)/�]; (ii) if the ith
occurrence of ψ in φ is positive, then φ[(ψ, i)/�] � φ and φ � φ[(ψ, i)/⊥].

Proof. We here consider only the case of φ[(ψ, i)/⊥] � φ when the considered
occurrence is negative and the case of φ � φ[(ψ, i)/⊥] when the considered
occurrence is positive, the other case being similar. The proof is by mutual
induction on the value of s(φ). If s(φ) = 1, then φ is a propositional variable
or a constant, and as a consequence, φ[(ψ, i)/⊥] = ⊥ holds in the case where
the ith occurrence of ψ in φ is negative. Thus, we obtain φ[(ψ, i)/⊥] = ⊥ � φ.
Moreover, there is no positive subformula occurrence in this case. Assume now
that s(φ) > 1. Then, φ has one of the following forms ¬φ′ φ1 ∧ φ2, φ1 ∨ φ2

and φ1 → φ2. Consider first the case φ = ¬φ′ the proof is trivial in the case
ψ = φ. If the ith occurrence of ψ in φ is negative, then it is positive in φ′,
and using the induction hypothesis, φ′ � φ′[(ψ, i)/⊥] holds. Thus, we obtain
¬φ′[(ψ, i)/⊥] = φ[(ψ, i)/⊥] � ¬φ′ = φ. The case where the ith occurrence of ψ
in φ is positive is similar. The proof in the remaining cases can be obtained by
simple application of the induction hypothesis, except the case φ1 → φ2, which
is similar to that of ¬φ′.

For instance, a direct consequence of Proposition 1 is the fact that Ihs satis-
fies (ForgetNegOcc) and (ForgetPosOcc). However, IM does not satisfy these
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postulates. Indeed, consider K = {p∧¬p, p∧q, p∧r}. We clearly have IM (K) = 1
since there is a single MIS, which is {p ∧ ¬p}, but IM ({� ∧ ¬p, p ∧ q, p ∧ r}) = 2
since there are two MISes {� ∧ ¬p, p ∧ q} and {� ∧ ¬p, p ∧ r}.

We now introduce a rationality postulate, named (ForgetSubformula), that
is based on forgetting all the occurrences of a subformula. Before that, let us
introduce a notational convention. Given a knowledge base K and a subformula
ψ ∈ SF (φ) with φ ∈ K, K[ψ ↓] denotes

⋃
φ∈K φ[(ψ)−, (ψ)+/�,⊥]. In other

words, K[ψ ↓] is used to denote that all the occurrences of ψ are forgotten to
restore consistency.

The postulate (ForgetSubformula) is defined as follows: ∀K ∈ KForm and
∀ψ ∈ SF (K), I(K[ψ ↓]) � I(K). It is clearly weaker than the previous postulates
and expresses simply that the amount of inconsistency does not decrease by for-
getting any subformula. This postulate can be used instead of (ForgetNegOcc)
and (ForgetPosOcc) in the case where no distinction is made between the occur-
rences of any subformula.

5 Forgetting Based Inconsistency Measures

In this section, we define several inconsistency measures that are based on forget-
ting subformula occurrences. We show in particular that two of these measures
correspond to Ihit

d and Iforget described previously.
The first inconsistency measure, denoted I#osf , is defined as the minimum

number of subformula occurrences that have to be forgotten to restore consis-
tency. It is formally defined as follows:
I#osf ({φ1, . . . , φn}) = min{∑n

i=1 li | {φ1[(ψ1
1 , j

1
1), . . . , (ψ1

l1
, j1l1)/ C1

1 , . . . , C1
l1

]} ∪
· · · ∪ {φn[(ψn

1 , jn
1 ), . . . , (ψn

ln
, jn

ln
)/Cn

1 , . . . , Cn
ln

]} � ⊥ with Cj
i ∈ {�,⊥}}.

The second inconsistency measure, denoted Is
osf , is defined in the same way

as I#osf , but it takes into account the sizes of the forgotten subformula occur-

rences: Is
osf ({φ1, . . . , φn}) = min{∑n

i=1

∑li
k=1 s(ψi

k) | {φ1[(ψ1
1 , j

1
1), . . . , (ψ1

l1
, j1l1)/

C1
1 , . . . , C1

l1
]} ∪ · · · ∪ {φn[(ψn

1 , jn
1 ), . . . , (ψn

ln
, jn

ln
)/Cn

1 , . . . , Cn
ln

]} � ⊥ with Cj
i ∈

{�,⊥}}. The measure Is
osf relates the effort needed to restore consistency to

the size of the considered subformula occurrences instead of their number as in
I#osf .

The third inconsistency measure, denoted Is,1
osf , takes also into account the

sizes of the forgotten subformula occurrences, with the additional requirement
that there is at most one forgotten occurrence in every formula in the knowl-
edge base: Is,1

osf ({φ1, . . . , φn}) = min{∑n
i=1 s(ψi) | {φ1[(ψ1, j1)/C1]} ∪ · · · ∪

{φn[(ψn, jn)/Cn]} � ⊥ with C1, . . . , Cn ∈ {�,⊥}}. The measure Is,1
osf captures

the fact that if we need to forget two disjoint subformula occurrences ψ and ψ′

in the same formula φ to restore consistency, then we have to forget the small-
est subformula occurrence in φ containing both ψ and ψ′. This measure allows
considering the relationship between occurrences forgotten in the same piece of
information.
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For the sake of illustration, consider the base K = {p ∧ q,¬p ∧ ¬q}. Then,
we clearly have Is

osf (K) = 2 since we only need to forget the first occurrences
of p and q to restore consistency. However, Is,1

osf (K) = 3 since we need to forget
the entire formula p ∧ q to forget its subformulas p and q. Compared to Is

osf in
this case, we also consider in Is,1

osf the fact that the first occurrences of p and q
are related with conjunction.

The three following inconsistency measures can be seen as variants of the pre-
vious ones by considering subformulas instead of subformula occurrences. These
measures can be used in the contexts where no distinction is made between
the occurrences of a subformula with regard to the amount of inconsistency.
For instance, the inconsistency measure denoted I#sf is defined as the minimum
number of subformulas that have to be forgotten to restore consistency. Thus,
forgetting any subformula once or more does not change the amount of incon-
sistency.

I#sf (K) = min{m ∈ N | K[ψ1 ↓] · · · [ψm ↓] � ⊥}
Is
sf (K) = min{∑m

i=1 s(ψi) | K[ψ1 ↓] · · · [ψm ↓] � ⊥
with s(ψ1) = . . . = s(ψm) = 1}

Is,1
sf ({φ1, . . . , φn}) = min{∑χ∈⋃n

i=1{ψi} s(χ) | {φ1[(ψ1, j1)/C1]} ∪ · · · ∪
{φn[(ψn, jn)/Cn]} � ⊥with C1, . . . , Cn ∈ {�,⊥}}

One can easily see that all the previous measures satisfy the two postulates
(Consistency) and (Monotonicity), and as a consequence, they are inconsis-
tency measures with respect to Definition 1. Further, from their definitions, it
is clear that they also satisfy the rationality postulates (ForgetNegOcc) and
(ForgetPosOcc).

In the following proposition, we have the fact that I#osf and Ihit
d are the same,

and in addition Is
osf (K) = Iforget(K) for every constant free knowledge base K.

Proposition 2. The following properties are satisfied:

1. I#osf (K) = Ihit
d (K);

2. Is
osf ({φ1, . . . , φn}) = min{∑n

i=1 li | {φ1[(ψ1
1 , j

1
1), . . . , (ψ1

l1
, j1l1)/C1

1 , . . . , C1
l1

]}
∪ · · · ∪ {φn[(ψn

1 , jn
1 ), . . . , (ψn

ln
, jn

ln
)/Cn

1 , . . . , Cn
ln

]} � ⊥
with C1

1 , . . . , Cn
ln

∈ {�,⊥} and s(ψ1
1) = . . . = s(ψn

ln
) = 1}.

6 Conclusion and Perspectives

We have proposed an approach for measuring inconsistency that takes into
account in a syntactic way the internal structure of the formulas, which is based
on forgetting subformula occurrences to restore consistency. As a future work, we
intend to investigate the possibility to consider more rationality postulates that
consider the internal structure in a syntactic way. The aim of such postulates is
to capture other interesting links between inconsistency and the notion of subfor-
mula occurrence. We also plan to propose inconsistency measures that combine
the subformula forgetting based approach with other syntactic approaches, such
as those based on minimal inconsistent subsets.
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Abstract. We are interested in the explanation of the solution to a hierarchical
multi-criteria decision aiding problem. We extend a previous approach in which
the explanation amounts to identifying the most influential criteria in a decision.
This is based on an influence index which extends the Shapley value on trees. The
contribution of this paper is twofold. First, we show that the computation of the
influence grows linearly and not exponentially with the depth of the tree for the
multi-linear model. Secondly, we are interested in the case where the values of
the alternatives are imprecise on the criteria. The influence indices become thus
imprecise. An efficient computation approach is proposed for the multi-linear
model.

1 Introduction

One of the major challenges of Artificial Intelligence (AI) methods is to explain their
predictions and make them transparent for the user. The explanations can take very
different forms depending on the area. For instance, in Computer Vision, one is inter-
ested in identifying the salient factors explaining the classification of an image [12]. In
Machine Learning, one might look for the smallest modification to make on an instance
to change its class (counter-factual example) [16]. In Constraint Programming, the aim
is to find the simplest way to repair a set of inconsistent constraints [8]. And so on. There
is thus a variety of explanation methods applicable to a wide range of AI methods.

Many decision problems involve multiple attributes to be taken into account. Multi-
Criteria Decision Aiding (MCDA) aims at representing the preferences of a decision
maker regarding options on the basis of multiple and conflicting criteria. In real appli-
cations, one shall use elaborate decision models able to capture complex expertise. A
few models have been shown to have this ability, such as the Choquet integral [3], the
multi-linear model [11] or the Generalized Additive Independence (GAI) model [1,6].
The main asset of these models is their ability to represent interacting criteria. The
multi-linear model is especially important as it is the most natural multi-dimensional
interpolation model. It is very smooth and does not have discontinuity of the Gradient
that the Choquet integral has. The following example illustrates applications in which
such models are important.

Example 1 (Example 1 in [9]). The DM is a Tactical Operator of an aircraft aiming
at Maritime Patrol. It consists in monitoring a maritime area and in particular looking
for illegal activity. The DM is helped by an automated system that evaluates in real
time a Priority Level (PL) associated to each ship in this area. The higher the PL the
c© Springer Nature Switzerland AG 2019
N. Ben Amor et al. (Eds.): SUM 2019, LNAI 11940, pp. 192–206, 2019.
https://doi.org/10.1007/978-3-030-35514-2_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35514-2_15&domain=pdf
https://doi.org/10.1007/978-3-030-35514-2_15
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Fig. 1. Hierarchy of criteria for Example 2.

more suspicious a ship and the more urgent it is to intercept it. The PL is used to raise
the attention of the DM on some specific ships. The computation of the PL depends
on several criteria: 1. Incoherence between Automatic Identification System (AIS) data
and radar detection; 2. Suspicion of drug smuggling on the ship; 3. Suspicion of human
smuggling on the ship; 4. Current speed (since fast boats are often used to avoid being
easily intercepted); 5. Maximum speed since the first detection of the ship (it represents
the urgency for the potential interception); 6. Proximity of the ship to the shore (since
smuggling ships often aim at reaching the shore as fast as possible). �

In the previous example, as in most real-applications, the criteria are not considered
in a flat way but are organized as a tree. The criteria are indeed organized hierarchically
with several nested aggregation functions. The hierarchical structure shall represent the
natural decomposition of the decision reasoning into points of view and sub-points of
view. In the previous example, the six criteria are organized as in Fig. 1. The tree of
the DM contains four aggregation nodes: 7. Suspicion of illegal activity; 8. Kinematics;
9. Capability to escape interception; 10. Overall PL.

The ability to explain the evaluation is very important in Example 2. If the PL of
a ship suddenly increases over time, the tactical operator needs to understand where
this comes from. This latter is under stress and time pressure. He is thus looking for
an explanation highlighting the most influencing attributes in the evolution of the PL.
This type of explanation has been recently widely studied under the name of feature
attribution. The aim is to attribute to each feature its level of contribution. Among the
many concepts that have been proposed, the Shapley value has been widely used in
Machine Learning [4,10].

The Shapley value has also been recently as an explanation means in MCDA [9].
In this reference, a new explanation approach for hierarchical MCDA models has been
introduced. The idea is to highlight the criteria that contribute most to the decision.
In Example 2, consider two ships represented by two alternatives x and y taking the
following values on the six attributes x = (x1, x2, x3, x4, x5, x6) = (+,−,−,−,−,−)
and y = (+,+,+,+,+,+) (where values ‘+’ and ‘−’ indicate a high and low value
respectively). The type of explanation that is sought can typically be that the nodes
contributing the most to the preference of y over x are nodes 8 (Kinematics) and 9
(Capability to escape interception) and not 2 (Suspicion of drug smuggling on the ship)
or 3 (Suspicion of human smuggling on the ship). This helps the user to further analyze
the values of criteria 8 and 9 (and not criteria 2 or 3). To this end, an indicator measuring
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the degree to which a node contributes to the preference between two alternatives has
been defined in Ref. [9]. It is a generalization of the Shapley value on trees.

The contribution of this paper is to further develop this approach in two directions.
We are interested in the practical computation of the influence indicator. The main

drawback of the Shapley value is that it has an exponential complexity in the num-
ber of nodes. It has been shown in Ref. [9] that the influence index for a node can be
equivalently be computed on a subtree. The first contribution of this paper is to rewrite
the influence index so as to improve the computational complexity. It cannot be fur-
ther reduced without making assumptions on the utility model. An illustration of the
influence indicator to the Choquet integral has been proposed in Ref. [9]. We consider
in this paper another important class of aggregation model, based on the multi-linear
extension. One of the main result of this paper shows that for the multi-linear model,
the computations can be performed independently on each aggregation node, making
the computation of the influence index much more tractable (see Sect. 5.2).

In practice, the values of the alternatives on the attributes are imprecise (second
direction of this work). In Example 2, one needs to assess the PL of faraway ships for
which the values of some attributes are not precisely known. In particular, the attributes
related to the intent of the ship cannot readily be determined. Other attributes such as
the heading of a ship cannot be assigned to a precise value as it is a fluctuating vari-
able. The imprecision of the values of the attributes can also come from some disagree-
ment among experts opinions (for attributes corresponding to a subjective judgment).
For numerical attributes, the imprecise value can take the form of an interval. So far,
there is no explanation approach able to capture imprecise values of the alternatives. In
Example 2, the values of a ship on numerical attributes such as the maximum speed or
the proximity of the shore might be given as an interval of confidence. The imprecisions
on the value of the alternatives on the attributes propagate to the influence degrees in
a very complex manner. We show that when the aggregation models are multi-linear
models, the computation of the bounds on the influence degree can be easily obtained
(see Sect. 4).

2 Preference Model and Notations

2.1 MCDA Model

We are given a set of criteria N = {1, . . . , n}, each criterion i ∈ N being associated
with an attribute Xi, either discrete or continuous. The alternatives are characterized by
a value on each attribute and are thus associated to an element in X = X1 × · · · × Xn.
We assume that the preferences of the DM over the alternatives are represented by a
utility model U : X → R.

The hierarchy of criteria is represented by a rooted tree T , defined by the set of
nodes MT (i.e. the set of criteria and aggregation nodes), and the children ChT (l) of
node l (i.e. the nodes that are aggregated at each node l) [5]. We also denote by NT ⊆
MT the set of leaves of tree T (i.e. the criteria), by sT ∈ MT the root of tree T (i.e. the
top aggregation node), by ChT (l) the children of node l in T , by DescT (l) the set of
descendants of l, and by LeafT (l) the leaves at or below l ∈ MT . A hierarchical model
on criteria N is such that NT = N .
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The preference model is composed of an aggregation function Hl at each node
l ∈ MT \ NT and a partial utility function ui for each criterion i ∈ NT (criteria). For
x ∈ X , we can compute U(x) recursively from a function vU

i defined at each node
i ∈ MT :

– vU
i (x) = ui(xi) for every leaf i ∈ NT ,

– vU
l (x) = Hl

(
(vU

k (x))k∈ChT (l)

)
for every aggregation node l ∈ MT \ NT ,

– U(x) = vU
sT
(x) is the overall utility.

Example 2 (Example 2 cont.). We have

vUi (x) = ui(xi) for i ∈ {1, 2, 3, 4, 5, 6},
vU7 (x) = H7(v

U
2 (x), vU3 (x)) , vU8 (x) = H8(v

U
4 (x), vU5 (x)),

vU9 (x) = H9(v
U
6 (x), vU8 (x)) , U(x) = vU10(x) = H10(v

U
1 (x), vU7 (x), vU9 (x)). �

2.2 Shapley Value

In Cooperative Game Theory, a game on N is a set function v : 2N → R such that
v(∅) = 0, N is the set of players, and v(S) (for S ⊆ N ) is the amount of wealth pro-
duced by S when they cooperate. It is a non-normalized capacity. The Shapley value is
a fair share of the global wealth v(N) produced by all players together, among them-
selves [14]:

φSh
i (N, v) :=

∑

S⊆N\i

(n − |S| − 1)!|S|!
n!

[
v(S ∪ {i}) − v(S)

]
. (1)

It can also be written as an average over the permutation on N :

φSh
i (N, v) :=

1
2n

∑

π∈Π(N)

[
v(Sπ(i)) − v(Sπ(i) \ {i})], (2)

where Sπ(π(k)) := {π(1), . . . , π(k)} and Π(N) is the set of permutations on N .

2.3 Influence Index

Consider two alternatives x and y in X . One wishes to explain the reasons of the dif-
ference of preference between x and y. The explanation proposed in Ref. [9] takes the
form of an index measuring the degree to which each node in MT contributes to the dif-
ference of preference between x and y. An influence index denoted by Ii(x, y;U, T ) is
computed for each node i ∈ MT for utility model U on the hierarchy T of criteria. The
influence index is some kind of Shapley value applied to the game v(S) = U(yS , xN\S)
for all S ⊆ N , where (yS , xN\S) denotes an alternative taking the values of y in S and
the values of x in N \ S. As for the Shapley value, it is defined from permutations on
N . Its expression is defined by [9]:

Ii(x, y, T, U) =

{
1

|Π(T )|
∑

π∈Π(T ) δx,y,T,U
π (i) if i ∈ NT ,

∑
k∈LeafT (i) Ik(x, y, T, U) else,

(3)
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where δx,y,T,U
π (i) := U(ySπ(i), xN\Sπ(i)) − U(ySπ(i)\{i}, x(N\Sπ(i))∪{i}). In (3), the

set of admissible orderings Π(T ) is defined as the set of orderings of elements of N for
which all elements of a subtree of T are consecutive. More precisely, π ∈ Π(T ) iff, for
every l ∈ MT \ N , indices π−1(LeafT (l)) are consecutive.

2.4 Influence Index of the Restricted Tree

The complexity of computing Ii is equal to |Π(T )|, which is far too large. It has been
shown in Ref. [9] that one can reduce this complexity by taking profit of some symme-
tries among permutations in Π(T ). The symmetries can be seen considering subtrees
of T . We consider a subtree T ′ of T having the same root as T , taking a subset of nodes
of T and having the same edges than T between nodes that are kept.
Definition of UT ′ : Given ((ui)i∈NT

, (Hi)i∈MT \NT
) and a subtree T ′ of T , we can

define ((u′
i)i∈NT ′ , (H ′

i)i∈MT ′ \NT ′ ) by u′
i = ui for i ∈ NT ′ ∩ NT , u′

i(xi) = xi for
i ∈ NT ′ \ NT and H ′

i = Hi for i ∈ MT ′ \ NT ′ . The overall utility on the sub-
tree is denoted by UT ′ . We set Xi = R for every i ∈ MT \ NT . Then for x ∈ X ,
U(x) = UT ′(xT ′

) where xT ′ ∈ XT ′ is defined by xT ′
i = xi if i ∈ NT ′ ∩ NT and

xT ′
i = vU

i (x) otherwise.
Definition of T[j]: A particular subtree is when a node j ∈ MT of T becomes a leaf, and
thus all descendants of j are encapsulated and represented by j. We define the restricted
tree T[j] by MT[j] :=(MT \ DescT (j))∪{j}, NT[j] :=(NT \ LeafT (j))∪{j}, sT[j] :=
sT , and ChT[j](l) = ChT (l) for all l ∈ MT[j] \ NT[j] .

Definition of T[J]: For J = {j1, . . . , jp}, we set T[J] :=
((

(T )[j1]
)
[j2]

· · ·
)

[jp]
.

Let us thus consider Ii for some fixed i ∈ N . The path from sT to i in T consists of
the nodes r0 = sT , r1, . . ., rt = i. Let J =

⋃t−1
l=1 ChT (rl−1) \ {rl}. Then we have [9]

Ii(x, y, T, U) = Ii(xT[J] , yT[J] , T[J], UT[J]). (4)

The influence index can be equivalently be computed on the restricted tree T[J].

3 Generic Complexity Reduction of Ii(x, y;U, T )

Our aim is to implement the influence index in practice. The influence index contains
an exponential number of terms. It is thus very challenging to perform its exact compu-
tation. A complexity analysis is performed in Sect. 3.1. An alternative expression of the
influence index, reducing its computational complexity is proposed in Sect. 3.2.

3.1 Complexity Analysis

By Sect. 2.3, the expression of the influence index is given by (3). Hence the complexity
of Ii(x, y;U, T ) depends on the number of permutations Π(T ). For j ∈ MT \ N ,
we denote by T|j the subtree of T starting at node j, defined by MT|j := DescT (j),
NT|j := LeafT (j), sT|j := j, and ChT|j (l) = ChT (l) for all l ∈ MT|j \NT|j . Then the
cardinality of Π(T ) can be recursively computed thanks to the next result.
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Lemma 1. |Π(T )| = |ChT (sT )|! ×
∏

j∈ChT (sT )

|Π(T|j)|.

The proofs of this result and the others are omitted for space limitation.
Lemma 3 provides a recursive formula to compute the number of compatible per-

mutations in a tree T , that is the complexity of Ii(x, y, T, U).
By (4), the extended Owen value of node i for tree T can be computed equiva-

lently on tree T[J]. The implementation of these formulae requires to enumerate over
the permutations Π(T[J]). This helps to drastically reduce the complexity.

Example 3. For T of Fig. 2(left), i = 1, we obtain J = {2, 10, 14}. Figure 2(right)
shows T[J]. �
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Fig. 2. Trees T (left) and T[J] (right), J = {2, 10, 14}.

In order to demonstrate the gain obtained by using T[J] instead of T , let us take
the example of uniform trees, denoted by TUn

d,p (with d, p ∈ N∗) where each aggrega-
tion node contains exactly p children and each leaf is exactly at depth d of the root.
Figure 2(left) illustrates TUn

3,2 . The next lemma gives the expression of the number of
permutations associated to the uniform tree TUn

d,p .

Lemma 2. n =
∣
∣
∣NTUn

d,p

∣
∣
∣ = pd,

∣
∣
∣Π(TUn

d,p )
∣
∣
∣ =(p!)

∑d−1
k=0 pk

, and
∣
∣
∣Π

(
(TUn

d,p )[J]

)∣
∣
∣ =(p!)d.

Table 1 below shows a clear benefit of using T[J] instead of T in the computation of
the influence index: the ratio amounts to orders of magnitude when n increases.

3.2 Alternative Expression of Ii(x, y;U, T )

Expression (3) takes the form of an average over permutations. The number of terms in
the sum in (3) is equal to C(N) := 2|N |−1. We give in this section an equivalent new
expression taking profit of relation (4).

Consider Ii for some fixed i ∈ N . We set Vl := ChT (rl−1) for all l ∈ {1, . . . , t},
V ′

l := Vl \ {rl} – see Fig. 3.
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Expression (3) can be turned into a sum over coalitions, which reduces a little bit
the computation complexity:

r0

r1

...

rl−1

rl

...

rt ◦ ◦ ◦

◦

◦ ◦ ◦ ◦

◦ ◦

◦

◦ ◦ V1

Vl

Vt

Fig. 3. Illustration of notation rl and Vl.

Theorem 1. We have

Ii(x, y, U, T[J]) =
∑

S1⊆V ′
1

· · ·
∑

St⊆V ′
t

∏t
l=1

(
|Sl|! ×

(|Vl| − |Sl| − 1
)
!
)

∏t
l=1 |Vl|!

(5)

×
[
U(yi, [yS1..t

x]V ′
1..t

) − U(xi, [yS1..t
x]V ′

1..t
)
]
,

where Sl..j = Sl ∪ · · · ∪ Sj , V ′
l..j = V ′

l ∪ · · · ∪ V ′
j , xk = vU

k (x), yk = vU
k (y) and

[ySx]T (for S ⊆ T ) denotes an alternative taking the value of y in S and the value of x
in T \ S.

The computation complexity of (5) is given by the next result.

Lemma 3. The number of terms in (5) is of order C(T ) :=
∏t

l=1 2
|V ′

l |.

The last two column in Table 1 presents the log of the number of operations in the
expression of the influence index written over coalitions rather than on permutations.
The complexity of computing the influence index reducing (resp. not reducing) to the
restricted tree is denoted by C(TUn

d,p ) (resp. C(NTUn
d,p

)).
We obtain significant improvements on the computation time. In the second part

of the paper, we will aim at drastically reducing this complexity – going from expo-
nential complexity to polynomial or even linear – by taking an appropriate family of
hierarchical aggregation models.
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Table 1. Logarithm of the number of permutations and subsets for uniform trees TUn
d,p .

d p n Expression (3) Expression (5)

log10|Π(N)| log10 |Π(T )| log10 Π(T[J]) log10 C(N
TUn

d,p
) log10 C(TUn

d,p)

3 3 27 28.036 10.115 2.334 8.128 1.806

3 4 64 89.1 28.984 4.14 19.266 2.709

3 5 125 209.27 64.454 6.237 37.629 3.612

3 6 216 412.0 122.86 8.571 65.022 4.515

4 3 81 120.76 31.126 3.112 24.383 2.408

4 4 256 506.93 117.31 5.520 77.063 3.612

4 5 625 1477.7 324.35 8.316 188.14 4.816

4 6 1296 3473.0 740.04 11.429 390.13 6.021

5 3 243 475.76 94.156 3.89 73.15 3.010

5 4 1024 2639.7 470.65 6.901 308.2 4.515

5 5 3125 9566.3 1623.84 10.395 940.7 6.021

5 6 7776 26879 4443.15 14.286 2340.9 7.526

4 Computation of the Influence Index with Imprecise Values

In many practical situations, the values of the alternatives are imprecise. We have justi-
fied this in the introduction, in particular for Example 2. For the sake of simplicity, the
imprecision of the two alternatives on which the explanation is computed are given as
intervals: x̂ = [x, x] and ŷ = [y, y], with x, x, y, y ∈ X . The problem is to define the
influence index between x̂ and ŷ.

The idea is to propagate the imprecisions on the values of x and y on the computa-
tion of the influence index. The influence of node i in the comparison between x̂ and ŷ
is a closed interval defined by

Îi(x̂, ŷ, T, U) =
[
Ii(x̂, ŷ, T, U), Ii(x̂, ŷ, T, U)

]
,

where

Ii(x̂, ŷ, T, U) = min
x∈x̂

min
y∈ŷ

Ii(x, y, T, U),

Ii(x̂, ŷ, T, U) = max
x∈x̂

max
y∈ŷ

Ii(x, y, T, U).
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We have

Ii(x̂, ŷ, T, U) = min
x∈x̂

min
y∈ŷ

Ii(x, y, T, U)

= min
x∈x̂

min
y∈ŷ

1
|Π(T )|

∑

π∈Π(T )

[
U(yi, ySπ(i)\{i}, x−Sπ(i)) − U(xi, ySπ(i)\{i}, x−Sπ(i))

]

= min
x−i∈x̂−i

min
y−i∈ŷ−i

1
|Π(T )|

∑

π∈Π(T )

[
U(y

i
, ySπ(i)\{i}, x−Sπ(i))

− U(xi, ySπ(i)\{i}, x−Sπ(i))
]
,

and

Ii(x̂, ŷ, T, U) = max
x∈x̂

max
y∈ŷ

Ii(x, y, T, U)

= max
x∈x̂

max
y∈ŷ

1
|Π(T )|

∑

π∈Π(T )

[
U(yi, ySπ(i)\{i}, x−Sπ(i)) − U(xi, ySπ(i)\{i}, x−Sπ(i))

]

= max
x−i∈x̂−i

max
y−i∈ŷ−i

1
|Π(T )|

∑

π∈Π(T )

[
U(yi, ySπ(i)\{i}, x−Sπ(i))

− U(xi, ySπ(i)\{i}, x−Sπ(i))
]
.

In the general case, computing Ii(x̂, ŷ, T, U) or Ii(x̂, ŷ, T, U) is difficult. We will
show in the next section that these computations become tractable for the multi-linear
model.

5 Case of the Multi-linear Model

Section 3.2 has provided an improved expression of the influence index reducing its
computation complexity. However, it is still exponential in the number of criteria and
the depth of the tree. We cannot further reduce the computation complexity without
making assumptions on the utility model U . For applications requiring real-time com-
putations of the explanations and/or presenting a large tree of criteria, we need to restrict
ourselves to classes of models U having specific properties allowing to break the expo-
nential complexity of the computation. This can be easily obtained considering very
simple aggregation models. For example, if all aggregation models in the tree are sim-
ple weighted sums

vU
l (x) = Hl

(
(vU

k (x))k∈ChT (l)

)
=

∑

k∈ChT (l)

wl(k) vU
k (x), (6)

where wl(k) is the weight of node k at aggregation ode l, then one can easily show that

Ii(x, y;T ;U) =(ui(yi) − ui(xi))
t−1∏

l=0

wrl
(rl+1). (7)



Explaining Hierarchical Multi-linear Models 201

Even though the complexity of computing Ii(x, y;T ;U) is linear in the depth of the
tree, the underlying model is very simple and far from being able to capture real-life
preferences.

We are thus looking for a decision model realizing a good compromise between
a high representation power (in particular being able to capture interaction among
attributes) and a low computation time for the influence indices.We explore in this paper
the multi-linear model and believe that it realizes such good compromise. Section 5.1
describes the multi-linear model. Section 5.2 shows that the expression of the influence
index for the multi-linear model can be drastically simplified in terms of computational
complexity. Section 5.3 shows that when the values of the alternatives are uncertain, the
computation of the influence is also tractable for the multi-linear model.

5.1 Multi-linear Model

Consider an aggregation node l ∈ MT \ N , which children are ChT (l). For the sake
of simplicity, we assume that the components that are aggregated by Hl are simply
denoted by the vector a = (a1, . . . , anl

), with nl = |ChT (l)|.
There exists many aggregation functions [2,7]. The simplest one is the weighted

sum (see (6)):

WS(a) =
nl∑

i=1

wl(i) ai,

where wl(i) is the weight assigned to node i. This model assumes the independence
among the criteria.

Without loss of generality, we can assume that the score lies in interval [0, 1] where
0 (resp. 1) means the criterion is not satisfied at all (resp. completely satisfied). In order
to represent interaction among criteria, the idea is to assign weights not only to single
criteria but also to subsets of criteria. A capacity (also called fuzzy measure [15]) is a set
function vl : 2nl → [0, 1] such that vl(∅) = 0, vl({1, . . . , nl}) = 1 and vl(S) ≤ vl(T )
whenever S ⊆ T [3]. Term vl(S) represents the aggregated score of an option being
very well-satisfied on criteria S (with score 1) and very ill-satisfied on the other criteria
(with score 0).

The Möbius transform of vl, denoted by ml : 2nl → R, is given by [13]

ml(A) =
∑

B⊆A

(−1)|A\B|vl(B).

A capacity is said to 2-additive if the Möbius coefficients are zero for all subsets of three
or more terms. Two classical aggregation functions can be obtained given the Möbius
coefficients ml. The first one is the Choquet integral [3]

Cml
(a) =

∑

T∈Sl

ml(T ) × min
m∈T

am,

whereas the second one is the multi-linear model

Mml
(a) =

∑

T∈Sl

ml(T ) ×
∏

m∈T

am, (8)
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where Sj is the subset of {1, . . . , nl} on which the Möbius coefficients are non-null.
The next example illustrates the multi-linear model w.r.t. a two-additive capacity.

Example 4 (Example 2 cont.). After eliciting the tactical operator preferences, the
aggregation functions are given by:
Node 7: There is suspicion of illegal activity whenever either drug or human smug-
gling is detected. Hence there is redundancy between criteria 2 and 3. As human
smuggling (crit. 3) is slightly more important than criterion 2, we obtain vU

7 (x) =
0.8 vU

3 (x) + vU
3 (x) − 0.8 vU

2 (x) × vU
3 (x);

Node 8: vU
8 (x) = (vU

4 (x) + vU
5 (x))/2;

Node 9: Nodes 6 and 8 are redundant, since there is a high risk that the ship escapes
interception when it is either close to the shore (crit. 6) or very fast (node 8). Hence
vU
9 (x) = 0.8 vU

6 (x) + 0.8 vU
8 (x) − 0.6 vU

6 (x) × vU
8 (x),

Node 10: Nodes 1 and 7 are redundant since there is a suspicion on the ship when
the score is high on either node 1 or 7. Nodes 7 and 9 are complementary as the
risk is not so high for a suspicious ship (high value at node 7) that is easy to inter-
cept (low value at node 9), or for a ship that is difficult to intercept but that is not
suspicious. We have the same behavior between nodes 1 and 9. Hence vU

10(x) =(
vU
1 (x) + vU

7 (x) − vU
1 (x) × vU

7 (x) + vU
1 (x) × vU

9 (x) + vU
7 (x) × vU

9 (x)
)
/3.

For x = (+,−,−,+,+,+), we obtain u2(x) = u3(x) = 0, ui(x) = 1 for i ∈
{1, 4, 5, 6}, vU

7 (x) = 0, vU
8 (x) = vU

9 (x) = 1 and U(x) = vU
10(x) =

2
3 . �

5.2 Expression of the Influence Index for the Multi-linear Model

We consider the case where all aggregations functions are multi-linear models.
We now give the main result of this paper.

Theorem 2. Assume that the aggregation function at node rl (for l ∈ {0, . . . , t − 1})
is done with a multi-linear extension w.r.t. Möbius coefficients mrl

. Then

Ii(x, y;U, T[J]) = (ui(yi) − ui(xi)) ×
t−1∏

l=0

Φl, (9)

where

Φl =
∑

T⊆V ′
l+1 , T∪{rl+1}∈Sl+1

mrl
(T ∪ {rl+1}) ×

∑

S′⊆T

∏

m∈T∩S′
ym ×

∏

m∈T\S′
xm×

⎡

⎣
|Vl+1|−|T |−1∑

s′′=0

(|Vl+1| − |T | − 1)!
s′′!(|Vl+1| − |T | − 1 − s′′)!

(|S′| + s′′)!(|Vl+1| − |S′| − s′′ − 1)!
|Vl+1|!

⎤

⎦ .

In the generic expression of the influence index (see (5)), the complexity of the
computation of Ii grows exponentially with the number t of layers (see Lemma 3).
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Thanks to the previous result, one readily sees that the computation of the influence only
grows linearly with the depth of the tree for the multi-linear model. In (9), the influence
index takes the form of a product of an influence computed for each layer, where Φl

is the local influence at aggregation node rl. Hence the computation of (9) becomes
very fast, whatever the depth of the tree and the number of aggregation functions, as the
number of children at each aggregation node is small in practice (in general between
2 and 6). We note that there are strong similarities with the case of a weighted sum
– see (7). The weighted is a particular case of a multi-linear model where all Möbius
coefficients for the subsets of two or more elements are zero. In this case, Φl subsumes
to mrl

({rl+1}), which is equal to the weight wrl
(rl+1) of node rl+1 at aggregation

node rl in a weighted sum. Hence (9) subsumes to (7) for a weighted sum.

Lemma 4. The number of terms in (5) is of order

CMultiLin(T ) := 1 +
t∑

l=1

|V ′
l | ×

∑

T⊆V ′
l , T∪{rl}∈Sl

2|T | ≤ 1 +
t∑

l=1

|V ′
l |3|V ′

l |. (10)

If all multi-linear models are two-additive, the complexity becomes

CMultiLin(T ) = 1 +
t∑

l=1

|V ′
l | [1 + 2|V ′

l |] .

We now illustrate Theorem 2 on the running example.

Example 5. (Example 4 cont.). We consider the two options x = (+,−,−,−,−,−)
and y = (+,+,+,+,+,+). We have

u1(x) = 1 , u2(x) = u3(x) = u4(x) = u5(x) = u6(x) = 0,
u1(y) = u2(y) = u3(y) = u4(y) = u5(y) = u6(y) = 1.

Then the influence of node say 4 is equal to

I4(x, y;U, T[J]) = (u4(y) − u4(x)) × Φ0 × Φ1 × Φ2,

where Φl is the contribution at aggregation node rl to the influence. We have

Φ0 = m10({9}) + m10({1, 9}) u1(x) + u1(y)
2

+ m10({7, 9}) u7(x) + u7(y)
2

(as m10({1, 7, 9}) = 0),

Φ1 = m9({8}) + m9({6, 9}) u6(x) + u6(y)
2

,

Φ2 = m8({4}) (as m8({4, 5}) = 0).

Hence Φ0 = 1
2 , Φ1 = 1

2 , Φ2 = 1
2 and I4(x, y;U, T[J]) = 0.125. �
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5.3 Computation of the Influence Index with Imprecise Values for the
Multi-linear Model

As in Sect. 5.2, we now assume that all aggregation functions are multi-linear models.
From Theorem 2,

Ii(x, y;U, T[J]) = (yi − xi) ×
t−1∏

l=0

Φl(x, y),

where

Φl(x, y) =
∑

S⊆V ′
l

|S|! × (|Vl| − |S| − 1
)
!

|Vl|! ×
∑

T⊆V ′
l

ml(T ∪ {rl})×
∏

j∈T∩S

yj ×
∏

j∈T\S

xj .

Let us start with the computation of the lower bound of the influence of criterion i:

Ii(x̂, ŷ, T, U) = min
x−i∈x̂−i

min
y−i∈ŷ−i

Ii

(
(xi, x−i), (yi

, y−i);T,U
)

= (y
i
− xi) ×

t∏

l=1

Φl,

where Φl = minx−i∈x̂−i
miny−i∈ŷ−i

Φl(x, y). Let k ∈ V ′
l . Let us analyse the mono-

tonicity of variables xk and yk on Φl(x, y):

Φl(x, y) =
∑

S⊆V ′
l \{k}

∑

T⊆V ′
l \{k}

[ |S|! × (|Vl| − |S| − 1
)
!

|Vl|! ml(T ∪ {rl}) (11)

+
(|S| + 1)! × (|Vl| − |S| − 2

)
!

|Vl|! ml(T ∪ {rl})

+
|S|! × (|Vl| − |S| − 1

)
!

|Vl|! ml(T ∪ {rl, k}) xk

+
(|S| + 1)! × (|Vl| − |S| − 2

)
!

|Vl|! ml(T ∪ {rl, k}) yk

]
×

∏

j∈T∩S

yj ×
∏

j∈T\S

xj .

The first two terms in the bracket are constant w.r.t. xk and yk. Hence Φl is linear in
xk and in yk. This implies that the minimum value in Φl(x, y) is attained at an extreme
point of the intervals. As this holds for every k, we obtain

Φl = min
x−i∈

∏
j �=i{xj ,xj}

min
y−i∈

∏
j �=i{y

j
,yj}

Φl(x, y).

The optimal value can be obtained by enumerating the extreme values. This is not so
time consuming as the number of elements in V ′

l is not large. A similar approach can
be performed to compute Ii(x̂, ŷ, T, U).

A more efficient approach can be derived to compute Ii(x̂, ŷ, T, U) and
Ii(x̂, ŷ, T, U) under assumptions on ml. By (11), if ml(T ∪ {rl, k}) ≥ 0 (resp. ≤ 0)
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for all T ⊆ V ′
l \ {k}, then Φl is monotonically increasing (resp. decreasing) w.r.t. xk

and yk. Hence the minimum Φl is attained at xk = xk (resp. at xk = xk). This is in
particular the case when the Möbius coefficients are 2-additive. Indeed, for a 2-additive
capacity, m(T ∪ {rl, k}) can be non-zero only for T = ∅.

6 Conclusion and Perspectives

The problem of generating explanations is of particular importance in many applica-
tions. It is also very challenging. We have considered the problem of explaining a hier-
archical multi-criteria decision aiding problem using influence indices extending the
Shapley value. The main drawback of this approach is that its computation complexity
grows exponentially with the depth of the tree. We have shown that this complexity
remains linear when the aggregation functions are multi-linear models. Secondly, we
considered in the case where the values of the alternatives are imprecise on the crite-
ria. The influence indices become thus imprecise. An efficient computation approach is
proposed for the multi-linear model.

The work can be extended in several directions. In applications where a multi-linear
model is not suitable, it is crucial to obtain efficient algorithms for other classes of
aggregation models, such as the Choquet integral. One can also check the validity of
the explanations on real users.
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Abstract. DL-Lite is a tractable family of Description Logics that underlies the
OWL-QL profile of the ontology web language, which is specifically tailored for
query answering. In this paper, we consider the setting where the queried data are
provided by several and potentially conflicting sources. We propose a merging
approach, called “Assertional Removed Sets Fusion” (ARSF) for merging DL-
Lite assertional bases. This approach stems from the inconsistency minimization
principle and consists in determining the minimal subsets of assertions, called
assertional removed sets, that need to be dropped from the original assertional
bases in order to resolve conflicts between them. We give several merging strate-
gies based on different definitions of minimality criteria, and we characterize the
behaviour of these strategies with respect to rational properties. The last part of
the paper shows how to use the notion of hitting sets for computing the assertional
removed sets, and the merging outcome.

1 Introduction

In the last years, there has been an increasing use of ontologies in many application
areas including query answering, Semantic Web and information retrieval. Description
Logics (DLs) have been recognized as powerful formalisms for both representing and
reasoning about ontologies. A DL knowledge base is built upon two distinct compo-
nents: a terminological base (called TBox), representing generic knowledge about an
application domain, and an assertional base (called ABox), containing assertional facts
that instantiate terminological knowledge. Among Description Logics, a lot of attention
was given to DL-Lite [12], a lightweight family of DLs specifically tailored for appli-
cations that use huge volumes of data for which query answering is the most important
reasoning task. DL-Lite guarantees a low computational complexity of the reasoning
process.

In many practical situations, data are provided by several and potentially conflicting
sources, where getting meaningful answers to queries is challenging. While the avail-
able sources are individually consistent, gathering them together may lead to inconsis-
tency. Dealing with inconsistency in query answering has received a lot of attention
in recent years. For example, a general framework for inconsistency-tolerant semantics

c© Springer Nature Switzerland AG 2019
N. Ben Amor et al. (Eds.): SUM 2019, LNAI 11940, pp. 207–220, 2019.
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was proposed in [4,5]. This framework considers two key notions: modifiers and infer-
ence strategies. Inconsistency tolerant query answering is seen as made out of a modi-
fier, which transforms the original ABox into a set of repairs, i.e. subsets of the original
ABox which are consistent w.r.t. the TBox, and an inference strategy, which evaluates
queries from these repairs. Interestingly enough, such setting covers the main existing
works on inconsistency-tolerant query answering (see e.g. [2,9,22]). Pulling together
the data provided by available sources and then applying inconsistency-tolerant query
answering semantics provides a solution to deal with inconsistency. However, in this
case valuable information about the sources will be lost. This information is indeed
important when trying to find better strategies to deal with inconsistency during merg-
ing process.

This paper addresses query answering by merging data sources. Merging consists
in achieving a synthesis between pieces of information provided by different sources.
The aim of merging is to provide a consistent set of information, making maximum use
of the information provided by the sources while not favoring any of them. Merging
is an important issue in many fields of Artificial Intelligence [10]. Within the classical
logic setting belief merging has been studied according different standpoints. One can
distinguish model-based approaches that perform selection among the interpretations
which are the closest to original belief bases. Postulates characterizing the rational
behaviour of such merging operators, known as IC postulates, which have been pro-
posed by Revesz [25] and improved by Konieczny and Pérez [21] in the same spirit as
the seminal AGM [1] postulates for revision. Several concrete merging operators have
been proposed [11,20,21,23,26]. In contrast to model-based approaches, the formula-
based approaches perform selection on the set of formulas that are explicitly encoded
in the initial belief bases. Some of these approaches have been adapted in the con-
text of DL-Lite [13]. Falappa et al. [14] proposed a set of postulates to characterize
the behaviour of belief bases merging operators and concrete merging operators have
been proposed [6,8,14,17,19,24]. Among these formula-based merging approaches,
Removed Sets Fusion approach has been proposed in [17,18] for merging propositional
belief bases. This approach stems from removing a minimal subset of formulae, called
removed set, to restore consistency. The minimality in Removed Sets Fusion stems
from the operator used to perform merging, which can be the sum (Σ), the cardinal-
ity (Card), the maximum (Max), the lexicographic ordering (GMax). This approach
has shown interesting properties: it is not too cautious and satisfies most rational IC
postulates when extended to belief sets revision.

This paper studies DL-Lite Assertional Removed Sets Fusion (ARSF). The main
motivation in considering ARSF is to take advantage of the tractability of DL-Lite for
the merging process and the rational properties satisfied by ARSF operators. We con-
sider in particular DL-LiteR as member of the DL-Lite family, which offers a good
compromise between expressive power and computational complexity and underlies
the OWL2-QL profile. We propose several merging strategies based on different defini-
tions of minimality criterion, and we give a characterization of these merging strategies.
The last section contains algorithms based on the notion hitting sets for computing the
merging outcome.
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2 Background

In this paper, we only consider DL-LiteR, denoted by L, which underlies OWL2-QL.
However, results of this work can be easily generalized for several members of the
DL-Lite family (see [3] for more details about the DL-Lite family).

Syntax. A DL-Lite knowledge base K = 〈T ,A〉 is built upon a set of atomic con-
cepts (i.e. unary predicates), a set of atomic roles (i.e. binary predicates) and a set of
individuals (i.e. constants). Complex concepts and roles are formed as follows:

B −→ A|∃R,C −→ B|¬B,R −→ P |P−, E −→ R|¬R,

where A (resp. P) is an atomic concept (resp. role). B (resp. C) are called basic (resp.
complex) concepts and roles R (resp. E) are called basic (resp. complex) roles. The
TBox T consists of a finite set of inclusion axioms between concepts of the form: B �
C and inclusion axioms between roles of the form: R � E. The ABox A consists of a
finite set of membership assertions on atomic concepts and on atomic roles of the form:
A(ai), P (ai, aj), where ai and aj are individuals. For the sake of simplicity, in the rest
of this paper, when there is no ambiguity we simply use DL-Lite instead of DL-LiteR.

Semantics. The DL-Lite semantics is given by an interpretation I = (ΔI , .I) which
consists of a nonempty domain ΔI and an interpretation function .I . The function
.I assigns to each individual a an element aI ∈ ΔI , to each concept C a subset
CI ⊆ ΔI and to each role R a binary relation RI ⊆ ΔI × ΔI over ΔI . More-
over, the interpretation function .I is extended for all constructs of DL-LiteR. For
instance: (¬B)I = ΔI\BI , (∃R)I = {x ∈ ΔI |∃y ∈ ΔI such that (x, y) ∈ RI}
and (P−)I = {(y, x) ∈ ΔI × ΔI |(x, y) ∈ P I}. Concerning the TBox, we say that
I satisfies a concept (resp. role) inclusion axiom, denoted by I |= B � C (resp.
I |= R � E), iff BI ⊆ CI (resp. RI ⊆ EI). Concerning the ABox, we say that
I satisfies a concept (resp. role) membership assertion, denoted by I |= A(ai) (resp.
I |= P (ai, aj)), iff aI

i ∈ AI (resp. (aI
i , aI

j ) ∈ P I). Finally, an interpretation I is said
to satisfy K = 〈T ,A〉 iff I satisfies every axiom in T and every assertion in A. Such
interpretation is said to be a model of K.

Incoherence and Inconsistency. Two kinds of inconsistency can be distinguished in
DL setting: incoherence and inconsistency [7]. A knowledge base is said to be incon-
sistent iff it does not admit any model and it is said to be incoherent if there exists at
least a non-satisfiable concept, namely for each interpretation I which is a model of T ,
we have CI = ∅. In DL-Lite setting a TBox T = {PIs, NIs} can be viewed as com-
posed of positive inclusion axioms, denoted by (PIs), and negative inclusion axioms,
denoted by (NIs). PIs are of the form B1 � B2 or R1 � R2 and NIs are of the form
B1 � ¬B2 or R1 � ¬R2. The negative closure of T , denoted by cln(T ), represents the
propagation of the NIs using both PIs and NIs in the TBox (see [12] for more details).
Important properties have been established in [12] for consistency checking in DL-Lite:
K is consistent if and only if 〈cln(T ),A〉 is consistent. Moreover, every DL-Lite knowl-
edge base with only PIs in its TBox is always satisfiable. However when T contains NI
axioms then the DL-Lite knowledge base may be inconsistent and in an assertional-
based approach only elements of ABoxes are removed to restore consistency [13].
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3 Assertional Removed Sets Fusion

In this section, we study removed sets fusion to merge a set {A1, · · · , An} of n asser-
tional bases, representing different sources of information, linked to a DL-lite ontology
T . As representation formalism, we consider MK = 〈T ,MA〉, an MBox knowledge
base where MA = {A1, . . . ,An} is called an MBox. An MBox is simply a multi-set
of membership assertions, where each Ai is an assertional base linked to T . We assume
that MK is coherent, i.e. T is coherent and for each Ai, 1 ≤ i ≤ n, 〈T ,Ai〉 is consis-
tent. However, the MBox MK may be inconsistent since the assertional bases Ai may
be conflicting w.r.t. T . We define the notion of conflict as a minimal inconsistent subset
of A1 ∪ . . . ∪ An, more formally:

Definition 1. Let MK = 〈T ,MA〉 be an inconsistent MBox DL-Lite knowledge base.
A conflict C is a set of membership assertions such that (i) C ⊆ A1 ∪ · · · ∪ An, (ii)
〈T , C〉 is inconsistent, (iii) ∀C ′, if C ′ ⊂ C then 〈T , C ′〉 is consistent.
We denote by C(MK) the collection of conflicts in MK. Since MK is assumed to be
finite, if MK is inconsistent then C(MK) �= ∅ is also finite.

Within the DL-Lite framework, in order to restore consistency, the following defini-
tion introduces the notion of potential assertional removed set.

Definition 2. Let MK = 〈T ,MA〉 be a MBox DL-Lite knowledge base. A potential
assertional removed set, denoted by X , is a set of membership assertions such that (i)
X ⊆ A1 ∪· · ·∪An, (ii) 〈T , (A1 ∪ · · · ∪ An)\X〉 is consistent, (iii) ∀X ′, if X ′ ⊂ X ⊆
A1 ∪ · · · ∪ An then 〈T , (A1 ∪ · · · ∪ An)\X ′〉 is inconsistent.
We denote by PR(MK) the set of potential assertional removed sets of MK. If MK is
consistent then PR(MK) = {∅}. The concept of potential assertional removed sets is
to some extent dual to the concept of repairs (maximally consistent subbase). Namely,
if X is a potential assertional removed set then (A1 ∪ · · · ∪ An)\X is a repair, and
conversely.

Example 1. Let MK = 〈T ,MA〉 be an inconsistent MBox DL-Lite knowledge base
such that T = {A � ¬B,C � ¬D} and MA = {A1,A2,A3} where A1 =
{A(a), C(a)} A2 = {A(a), A(b)} and A3 = {B(a),D(a), C(b)}. By Definition 1,
C(MK) = {{A(a), B(a)}, {C(a),D(a)}}. Hence, by Definition 2, PR(MK) =
{{A(a), C(a)}, {A(a),D(a)}, {B(a), C(a)}, {B(a),D(a)}}.

In order to cope with conflicting sources, merging aims at exploiting the comple-
mentarity between the sources providing the ABoxes, so merging strategies are neces-
sary. These merging strategies are captured by total pre-orders on potential assertional
removed sets. Let X and Y be two potential assertional removed sets, for each strategy
P a total pre-order ≤P over the potential assertional removed sets is defined. X ≤P Y
means that X is preferred to Y according to the strategy P . We define <P as the strict
total pre-order associated to ≤P (i.e. X <P Y if and only if X ≤P Y and Y �≤P X).

Definition 3. Let MK = 〈T ,MA〉 be a MBox DL-Lite knowledge base. An assertional
removed set according to the strategy P , denoted by X , is a set of membership asser-
tions such that (i) X is a potential assertional removed set of MK; (ii) there does not
exist any Y such that Y is a potential assertional removed set of MK and Y <P X .
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We denote by RP (MK) the set of assertional removed sets according to the strat-
egy P of MK. If MK is consistent then RP (MK) = {∅}. The usual merging strate-
gies sum-based (Σ), cardinality-based (Card), maximum-based (Max) and lexico-
graphic ordering (GMax) are captured by the following total pre-orders. We denote
by s(MA) the ABox obtained from MK where every assertion expressed more than
once is reduced to a singleton.

(Σ): X ≤Σ Y if
∑

1≤i≤n | X ∩ Ai |≤
∑

1≤i≤n | Y ∩ Ai | .
(Card): X ≤Card Y if |X ∩ s(MA)| ≤ |Y ∩ s(MA)|.
(Max): X ≤Max Y if max1≤i≤n | X ∩ Ai |≤ max1≤i≤n | Y ∩ Ai | .
(GMax): For every potential assertional removed set X and every ABox Ai, we define

pAi

X =| X ∩ Ai |. Let LMA
X be the sequence (pA1

X , . . . , pAn

X ) sorted by decreasing
order. Let X and Y be two potential assertional removed sets of MK, X ≤GMax

Y if LMA
X ≤lex LMA

Y
1.

The Σ strategy minimizes the number of assertions to remove from MA. The Card
strategy attempts, similarly to Σ, to minimize the number of removed assertions. But it
does not take into account assertions which are expressed several times. Note that the
Σ and Card strategies only differ if there are redundant assertions. The Max strategy
tries to distribute to the best the assertions to be removed among to ABoxes. It tries
to do so by removing the less possible assertions in the most hit ABox. The GMax
strategy is a lexicographic refinement of the Max strategy. Note that when there is only
one source, all strategies become equivalent.

We now present assertional-based DL-LiteR merging operators. A merging opera-
tor is a function that maps an MBox DL-LiteR MK = 〈T ,MA〉 to a knowledge base
Δ(MK) = 〈T ,Δ(MA)〉, where the function Δ defined from L× . . .×L to L, merges
according to a strategy a multiset of assertions MA into a set of assertions denoted by
Δ(MA). In the DL-Lite language, it is not possible to find a set of assertions which
represents the disjunction of such possible merged sets of assertions. If we want to keep
the result of merging in DL-Lite, several options are possible. The first one is to con-
sider the intersection of all possible merged set of assertions however this option may be
too cautious since it could remove too many assertions and contradicts in some sense
the minimal change principle. Another option is to define a selection function which
allows us to define the family of ARSF operators. In this paper we consider the family
of selection functions that select exactly one assertional removed set as follows.

Definition 4. A selection function f is a mapping from RP (MK) to A1 ∪ . . . ∪ An

such that (i) f(RP (MK)) = X with X ∈ RP (MK), (ii) f({∅}) = ∅.
Definition 5. Let MK = 〈T ,MA〉 be a MBox DL-Lite knowledge base, f be a selec-
tion function, and P be a strategy, the merged DL-Lite knowledge base, denoted by

Δarsf
P (MK), is such that Δarsf

P (MK) =
〈
T ,Δarsf

P (MA)
〉
where Δarsf

P (MA) =
(A1 ∪ . . . ∪ An)\f(RP (MK)).

Let MK = 〈T ,MA〉 be a MBox DL-Lite knowledge base, and q(x) a query.
Querying multiple data sources is performed by querying merged data sources and

〈T ,MA〉 |= q(x) amounts to
〈
T ,Δarsf

P (MA)
〉

|= q(x).

1 (X1, · · · , Xn) ≤lex (Y1, · · · , Yn) if ∃i, 1 ≤ i ≤ n, (i) Xi ≤ Yi, (ii) ∀j, 1 ≤ j < i Xi =
Yi.



212 S. Benferhat et al.

Example 2. Let MK = 〈T ,MA〉 be the MBox of Example 1. The potential assertional
removed sets are X1 = {A(a), C(a)}, X2 = {A(a),D(a)}, X3 = {B(a), C(a)}
and X4 = {B(a),D(a)}. As illustrated in the table below2, we have RΣ(MK) =
{X3,X4}. Suppose the selection function f is such that f(RΣ(MK)) = X4 we
have Δarsf

Σ (MA) = {A(a), C(a), A(b), C(b)}. We have RCard(MK) = {X1, X2,
X3, X4}. Suppose the selection function f is such that f(RCard(MK)) = X1 we
have Δarsf

Card(MA) = {A(b), B(a),D(a), C(b)}. We have RMax(MK) = {X2,X3}.
Suppose the selection function f is such that f(RCard(MK)) = X2 we have
Δarsf

Max(MA) = {C(a), A(b), B(a), C(b)}. We have RGMax(MK) = {X3} and
Δarsf

GMax(MA) = {A(a),D(a), A(b), C(b)}.

Xi |Xi ∩ A1| |Xi ∩ A2| |Xi ∩ A3| Σ Card Max GMax

X1 2 1 0 3 2 2 210

X2 1 1 1 3 2 1 111

X3 1 0 1 2 2 1 110

X4 0 0 2 2 2 2 200

4 Logical Properties

Within the context of propositional logic, postulates have been proposed in order to
classify reasonable belief bases merging operators [14–16]3. In order to give logical
properties of ARSF operators, we first rephrase these postulates within the DL-Lite
framework, and then analyse to which extent the proposed operators satisfy these pos-
tulates for any selection function.

Let MK = 〈T ,MA〉 and MK′ = 〈T ,M′
A〉 be two MBox DL-Lite knowledge

bases, let Δ be an assertional-based merging operator and 〈T ,Δ(MA)〉 be the DL-Lite
knowledge base resulting from merging, where Δ(MA) is a set of assertions. Let σ be
a permutation over {1, . . . n}, and MA = {A1, . . . ,An} be a multiset of assertions,
σ(MA) denotes the set {Aσ(1), . . . ,Aσ(n)}. We rephrase the postulates as follows:

Inclusion Δ(MA) ⊆ A1 ∪ . . . ∪ An.
Symmetry For any permutation σ over {1, . . . n}, Δ(σ(MA)) = Δ(MA).

Consistency 〈T ,Δ(MA)〉 is consistent.
Congruence If A1 ∪ . . . ∪ An = A′

1 ∪ . . . ∪ A′
n then Δ(MA) = Δ(MA′).

Vacuity If 〈T ,MA〉 is consistent then Δ(MA) = A1 ∪ . . . ∪ An.
Reversion If 〈T ,MA〉 and 〈T ,MA′〉 have the same minimal inconsistent sub-

sets then (A1 ∪ . . . ∪ An)\Δ(MA) = (A′
1 ∪ . . . ∪ A′

n)\Δ(MA′).

2 On each column the assertional removed sets are in bold.
3 We do not consider the IC postulates [21] since they apply to belief sets and not to belief bases.
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Core-retainment If α ∈ A1 ∪ . . . ∪ An and α �∈ Δ(MA) then there exists A′ s. t.
A′ ⊆ A1 ∪ . . . ∪ An, A′ is consistent but A′ ∪ {α} is inconsistent.

Relevance If α ∈ A1 ∪ . . . ∪ An and α �∈ Δ(MA) then there exists A′ s. t.
Δ(MA) ⊆ A′ ⊆ A1 ∪ . . . ∪ An, A′ is consistent but A′ ∪ {α} is
inconsistent.

Inclusion states that the union of the initial ABoxes is the upper bound of any merging
operation. Symmetry establishes that all ABoxes are considered of equal importance.
Consistency requires the consistency of the result of merging. Congruence requires that
the result of merging should not depend on syntactic properties of the ABoxes. Vacuity
says that if the union of the ABoxes is consistent w.r.t. T then the result of merging
equals this union. Reversion says that if ABoxes have the same minimal inconsistent
subsets w.r.t. T then the assertions erased in the respective ABoxes are the same. Core-
retainment and Relevance express the intuition that nothing is removed from the original
ABoxes unless its removal in some way contribute to make the result consistent.

Proposition 1. Let MK = 〈T ,MA〉 be a MBox DL-Lite knowledge base. For any
selection function, ∀P ∈ {Σ,Card,Max,GMax}, Δarsf

P satisfies the Inclusion,
Symmetry, Consistency, Vacuity, Core-retainment and Relevance.Δarsf

Card satisfies Con-
gruence and Reversion, but ∀P ∈ {Σ,Max,GMax}, Δarsf

P does not satisfy Congru-
ence nor Reversion.

(sketch of the proof) For any selection function, by Definitions 4 and 5, ∀P ∈
{Σ,Card,Max,GMax}, Δarsf

P satisfies Inclusion, Symmetry, Consistency, Vacuity
and Core-retainment.
Relevance: By Definition 5, for any selection function f , ∀P ∈ {Σ,Card,Max,

GMax}, if α ∈ A1∪ . . .∪An and α �∈ Δarsf
P (MA) then α ∈ f(RP (MK)). Let A′ =

Δarsf
P (MA), A′ is consistent and A′ ∪{α} is inconsistent since α ∈ f(RP (MK)) and

f(RP (MK) is an assertional removed set. By Definition 5, Δarsf
Card satisfies Congruence

and Reversion since every assertion expressed more than once is reduced to a singleton.
We provide a counter-example for Δarsf

P , ∀P ∈ {Σ,Max,GMax}. Let MK =
〈T ,MA〉 be an inconsistent MBox DL-Lite knowledge base such that T = {A � ¬B}
and A1 = {A(a)}, A2 = {A(b), B(a)}, A3 = {B(a), A(b)}. The potential asser-
tional removed sets are PR(MK) = {X1,X2,X3,X4} with X1 = {A(a), A(b)},
X2 = {A(a), B(b)}, X3 = {B(a), A(b)}, X4 = {B(a), B(b)} and the sets of
assertional removed sets are RΣ(MK) = {X1,X2}, RMax(MK) = {X1,X2} and
RGMax(MK) = {X1,X2}.

Xi |Xi ∩ A1| |Xi ∩ A2| |Xi ∩ A3| Σ Max GMax

X1 1 1 0 2 1 110

X2 1 0 1 2 1 110

X3 0 2 1 3 2 210

X4 0 1 2 3 2 210
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Besides, let MK′ = 〈T ,M′
A〉 be an inconsistent MBox DL-Lite knowledge base such

that T = {A � ¬B} and A′
1 = {A(a), B(b)}, A′

2 = {B(a)}, A′
3 = {A(a), A(a)}.

We have (A1 ∪A2∪A3) = (A′
1 ∪A′

2 ∪A′
3) and PR(MK) = PR(MK′), and the sets

of assertional removed sets are RΣ(MK′) = {X3,X4}, RMax(MK′) = {X3,X4}
and RGMax(MK′) = {X3,X4}.

Xi |Xi ∩ A′
1| |Xi ∩ A′

2| |Xi ∩ A′
3| Σ Max GMax

X1 1 0 2 3 2 210

X2 2 0 1 3 2 110

X3 0 1 1 2 1 110

X4 1 1 0 2 1 110

∀P ∈ {Σ,Max,GMax} we have RP (MK) �= RP (MK′), and there is no selection
function such that f(RP (MK)) ∈ RP (MK′) therefore Δarsf

P (MA) �= Δarsf
P (MA′).

5 Computing ARSF Merging Outcome

We first show the one to one correspondence between potential assertional removed sets
and minimal hitting sets w.r.t. set inclusion [28]. We recall that a set H is a hitting set
of a collection of sets C iff ∀C ∈ C, C ∩ H �= ∅.

Proposition 2. Let X be such that X ⊆ ∪1≤i≤nAi. X is an potential assertional
removed set of MK if and only if X is minimal hitting set w.r.t. set inclusion of C(MK).

The proof is straightforward following Definition 2. Notice that the algorithm for the
computation of the set of conflicts C(MK) is done in polynomial w.r.t. the size of MK.
This can be found e.g. in [7]. In the following, we provide a single algorithm to compute
the potential assertional removed sets and the assertional removed sets according to the
strategies Card, Σ, Max and Gmax. We give explanations on the different use cases of
this algorithm hereafter. For a given assertional base MK, the outcome of Algorithm 1
depends on the value of the parameter P : if P ∈ {Card,Σ,Max,Gmax}, then the
result is RP (MK). Otherwise the result is PR(MK).

Let us first focus on the computation of PR(MK). The algorithm is an adaptation
of the algorithm for the computation of the minimal hitting sets w.r.t. set inclusion of
a collection of sets described in [28]. It relies on the breadth-first construction of a
directed acyclic graph called an HS-dag. An HS-dag T is a dag with labeled nodes and
edges such that: (i) The root is labeled with ∅ if C(MK) is empty, otherwise it is labeled
with an arbitrary element of C(MK); (ii) for each node n of T , we denote by H(n) the
set of edge labels on the path from n to the root of T ; (iii) The label of a node n is any
set C ∈ C(MK) such that C ∩ H(n) = ∅ if such a set exists. Otherwise n is labeled
with ∅. Nodes labeled with ∅ are called terminal nodes; (iv) If n is labeled by a set C,
then for each α ∈ C, n has a successor nα, joined to n by an edge labeled by α.
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Algorithm 1. Computes the elements of RP (MK) or the elements of PR(MK)
depending on the P parameter value.
1: function COMPUTE-ASSERTIONAL-RS(MK, P )

� P : strategy
2: MK =

〈
T , MA

〉
, MA = {A1, · · · , An}

3: level ← 0
4: label(root) ← an element C ∈ C(MK) � root is the root node
5: P revQ ← {root} � Queue of nodes in the previous level
6: if P ∈ {Σ, Max, Gmax} then
7: MinNodes ← ∅ � set of optimal nodes
8: MinCost ← ∞ � ∞ for Σ and Max, (∞, . . . , ∞)

︸ ︷︷ ︸
n times

for GMax

9: mincard ← false � used by Card strategy
10: while P revQ �= ∅ and not mincard do
11: level ← level + 1
12: CurQ ← ∅
13: for all no ∈ P revQ do
14: if label(no) �= ∅ and label(no) �= � then
15: label(no) = {α, β}
16: label(left_branch(no)) ← α
17: label(right_branch(no)) ← β
18: left_child(no) ←PROCESSCHILD(α, no, CurQ, MK , MinCost, MinNodes, P )
19: right_child(no) ←PROCESSCHILD(β, no, CurQ, MK , MinCost, MinNodes, P )
20: if label(left_child(no)) = ∅ or label(right_child(no)) = ∅ and P = Card then
21: mincard ← true
22: P revQ ← CurQ

23: if P /∈ {Σ, Max, Gmax} then
24: MinNodes ← all nodes labelled with ∅
25: return MinNodes

Algorithm 2. Process a child branch of a node. Return a node (new or recycled).
1: function PROCESSCHILD(b_label, pa, CurQ, MK, MinCost, MinNodes, P )

� b_label: label of the branch to the new node
� pa: the parent node

� CurQ: queue of nodes already processed at the current level (input/output parameter)
� MinCost: current minimum cost (input/output parameter)

� MinNodes: set of current minimum cost nodes (input/output parameter)
� P : strategy

2: MK =
〈
T , MA

〉

3: MA = {A1, · · · , An}
4: if ∃n′ ∈ CurQ such that H(n′) = H(pa) ∪ {b_label} then
5: child_node ← n′ � no new node creation
6: else if ∃n′ ∈ T such that H(n′) ⊂ H(pa) ∪ {b_label} and label(n′) = ∅ then
7: child_node ← a new node
8: label(child_node) ← � � this is a closed node
9: else if P ∈ {Σ, Max, Gmax} and COST(P, H(pa) ∪ {b_label}) > MinCost then

10: child_node ← a new node
11: label(child_node) ← � � this is a closed node
12: else
13: child_node ← a new node
14: label(child_node) ← an element C ∈ C(MK) such that C ∩ (H(pa) ∪ {b_label}) = ∅
15: CurQ ← CurQ ∪ {child_node}
16: if P ∈ {Σ, Max, Gmax} and label(child_node) = ∅ then
17: if COST(P, H(pa) ∪ {b_label}) < MinCost then

� Close current level nodes which are no more optimal
18: for all nopt ∈ MinNodes do
19: label(nopt) ← �
20: MinNodes ← ∅
21: MinCost ←COST(P, H(pa) ∪ {b_label})

22: MinNodes ← MinNodes ∪ {child_node}
23: return child_node

In our case, the elements of C ∈ C(MK) are such that |C| = 2 (see [12]), so the
HS-dag is binary. Algorithm 1 computes the potential assertional removed sets by com-
puting the minimal hitting sets w.r.t. set inclusion of C(MK). It builds a pruned HS-dag
in a breadth-first order, using some pruning rules to avoid a complete development of
the branches. We move the processing of the left and right children nodes in a separate
function (described in Algorithm 2), as it first permits to keep the algorithm short and
simple, and second facilitates the extension of this algorithm to the computation of the
assertional removed sets according to the different strategies.
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PrevQ and CurQ are sets containing respectively the nodes of the previous and the
current level. label(n) denotes the label of a node n. In a similar way, if b is a branch,
label(b) represents the label of b. left_branch(n) (resp. right_branch(n)) denotes
the left (resp. right) branch under the node n. left_child(n) (resp. right_child(n))
represent the left (resp. right) child node of the node n. The algorithm iterates the nodes
of a level and tries to develop the branches under each of these nodes. The central
property is that the conflict C labeling a node n is such that C ∩ H(n) = ∅.

Pruning rules are applied when trying to develop the left and right branches of some
parent node pa (lines 4–22 in function PROCESSCHILD, Algorithm 2). Let us briefly
describe them: (i) if there exists a node n′ on the same level as the currently developed
child branch such that H(n′) = H(pa) ∪ {b_label} (b_label being the label of the
currently developed child branch), we connect the child branch to n′, and there is no
node creation (line 4); (ii) if there exists a node n′ in the HS-dag such that H(n′) ⊂
H(pa)∪{b_label} and n′ is a terminal node, then the node connected to the child branch
is a closed node (which is marked with �) (line 6); (iii) otherwise the node connected
to the child branch is labelled by a conflict C such that H(pa) ∪ {b_label} ∩ C = ∅.
This new node is added to the current level queue.

Now we explain the aspects of the computation of the assertional removed sets
according to each strategy P . Card strategy. The Card strategy is the simplest one
to implement. First, observe that the level of a node n in the HS-dag is equal to the
cardinality of H(n). This means that if n is an end node (a node labeled with ∅), the
cardinality of the corresponding minimal hitting set is H(n). Thus, there is no need
to continue the construction of the HS-dag, as we are only interested in hitting sets
which are minimal w.r.t. cardinality. In the light of the preceding observation, The only
modification of the algorithm is the use of a boolean flag mincard which halts the
computation at the end of the level where the first potential assertional removed set has
been detected. Σ, Max and GMax strategies. As regards these strategies, we have
no guarantee that the assertional removed sets reside in the same level of the tree, as
illustrated by the following example for the Σ strategy.

Example 3. Let MK = 〈T ,MA〉 be an inconsistent MBox DL-Lite knowledge base
such that T = {A � ¬B,C � ¬B}, and A1 = {A(a)}, A2 = {C(a)}, A3 = {B(a)},
A4 = {B(a)}, A5 = {B(a)}. We have PR(MK) = {{A(a), C(a)}, {B(a)}} and
RΣ(MK) = {{A(a), C(a)}}. Thus the only assertional removed set is found at level
2, while the first potential assertional removed set is found at level 1.

Similar examples can be exhibited for the Max and GMax strategies. The search
strategy and associated pruning techniques for Σ, Max and Gmax are located in lines 9
and 16 of Algorithm 2. They rely on a cost function which takes as parameters a strategy
and a set S of ABox assertions. The different cost functions are defined according to
the strategies, that is, given an MBox MA = {A1 ∪ . . . ∪ An}: For the Σ strategy
COST(Σ,S) computes |S∩A1|+ . . .+ |S∩An|. For the Max strategy COST(Max, S)
computes max(|S∩A1|, . . . , |S∩An|), For the GMax strategy, using pAi

X = |X∩Ai|,
COST(GMax, S) computes LMA

X , which is the sequence (pA1
X , . . . , pAn

X ) sorted by
decreasing lexicographic order.

The variable MinCost maintains the current minimal cost. In line 9 of Algorithm 2,
if the cost of the current node is greater than MinCost, then the node is closed, as is
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cannot be optimal. Otherwise we create a new node, labelled with a conflict which does
not intersect H(pa)∪{b_label}. If such a label cannot be found (line 16), i.e. the current
node is a terminal node then, at this point: (i) we are assured that COST(P,H(pa) ∪
{b_label}) ≤ MinCost, so we add the new node to the set of currently optimal nodes
(line 22); (ii) if the cost of the current node is strictly less than MinCost, then we close
all nodes currently believed to be optimal, empty the set containing them, and update
MinCost (lines 18–21).

Example 4. We illustrate the operation of the algorithm with the computation of the
assertional removed sets of Example 2. Figure 1 depicts the HS-dag built by Algo-
rithm 1. Circled numbers shows the ordering of nodes (apart from root which is obvi-
ously the first node).

{A(a), B(a)}

{C(a), D(a)}

∅ (1)
Σ = 3

Max = 2

GMax = (2, 1, 0)

C(a)

∅ (2)
Σ = 3

Max = 1

GMax = (1, 1, 1)

D(a)

A(a)

{C(a), D(a)}

∅ (3)
Σ = 2

Max = 1

GMax = (1, 1, 0)

C(a)

∅ (4)
Σ = 2

Max = 2

GMax = (2, 0, 0)

D(a)

B(a)

1 2

3 4 5 6

Fig. 1. Computing the removed sets of Example 2.

In order to facilitate the description, we denote by MinNodesP the variable
MinNode when considering strategy P . The same applies for MinCost. At the end
of the execution of the processing of a node (PROCESSCHILD function), a state of these
variables is given.

root The root is labelled with a conflict.
level 1

– Left and right branches of root node are labelled respectively with A(a) and
B(a), the members of the root label (lines 16–17 of Algorithm 1).

– PROCESSCHILD(α, no, CurQ, MK , MinCost, MinNodes, P ) is called. None of
the pruning conditions in lines 4, 6 and 9 apply, so node 1© is created, and
labelled with a conflict not intersecting H( 1©) = A(a), namely {C(a),D(a)}.
The same processing leads to the creation of node 2©.
State: MinNodes = ∅, MinCost = ∞ for any strategy

level 2
– Left and right branches of node 1© are labelled respectively with C(a) and D(a),

the members of the label (lines 16–17 of Algorithm 1).
– PROCESSCHILD(α, no,CurQ,MK ,MinCost,MinNodes, P ) (left branch

of node 1©) is called. None of the pruning conditions in lines 4, 6 and 9 apply,
so node 3© is created. As there is no conflict C such that C ∩ H( 3©) = ∅,
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the new node is labelled with ∅. Whatever the strategy is, its cost is necessarily
less than MinCost which has been initialized to ∞. Thus MinCost is updated
to the cost of node 3© depending on the strategy and node 3© is added to the
MinNodes set.
State: MinNodes = { 3©}, MinCostΣ = 3, MinCostMax = 2,
MinCostGMax = (2, 1, 0).

– PROCESSCHILD(β, no, CurQ,MK ,MinCost,MinNodes, P ) (right branch
of node 1©) is called. None of the pruning conditions in lines 4, 6 and 9 apply,
so node 4© is created. As there is no conflict C such that C ∩ H( 4©) = ∅,
the new node is labelled with ∅. For strategy Σ, the cost of node 4© is equal to
MinCost, thus node 4© is added to the MinNodes set. For strategies Max and
GMax, the cost of node 4© is less than MinCost: node 3© is closed (line 18),
set MinNodes is emptied, and MinCost is updated.
State: MinNodesΣ = { 3©, 4©}, MinNodesMax = { 4©}, MinNodesGMax =

{ 4©}, MinCostΣ = 3, MinCostMax = 1, MinCostGMax = (1, 1, 1).
– Left and right branches of node 2© are labelled respectively with C(a) and D(a),

the members of the label (lines 16–17 of Algorithm 1).
– PROCESSCHILD(α, no,CurQ,MK ,MinCost,MinNodes, P ) (left branch

of node 2©) is called. None of the pruning conditions in lines 4, 6 and 9 apply,
so node 5© is created. As there is no conflict C such that C ∩ H( 5©) = ∅, the
new node is labelled with ∅. For strategy Σ, The cost of node 5© (2) is less than
MinCost. The same applies for GMax
State: MinNodesΣ = { 5©}, MinNodesMax = { 4©, 5©}, MinNodesGMax =

{ 5©}, MinCostΣ = 2, MinCostMax = 1, MinCostGMax = (1, 1, 0).
– PROCESSCHILD(β, no, CurQ,MK ,MinCost,MinNodes, P ) (right branch

of node 2©) is called. None of the pruning conditions apply, so node 6© is cre-
ated. As there is no conflict C such that C∩H( 6©) = ∅, the new node is labelled
with ∅. For strategy Σ, The cost of node 6© (2) is equal to MinCost.
State: MinNodesΣ = { 5©, 6©}, MinNodesMax = { 4©, 5©}, MinNodesGMax =

{ 5©}, MinCostΣ = 2, MinCostMax = 1, MinCostGMax = (1, 1, 0).

6 Conclusion

In this paper, we proposed new family of assertional-based merging operators, called
Assertional Removed Sets Fusion (ARSF) operators, following several merging strate-
gies (Σ, Card, Max, GMax). We studied the behaviour of ARSF operators with
respect to a set of logical postulates (initially stated for propositional formula-based
merging), which we rephrased within the DL-Lite framework. From a computational
point of view, we proposed algorithms, stemming from the notion of hitting set, for
computing the potential assertional removed sets as well as the assertional removed
sets according to the different used strategies.

Belief change has been investigated within the framework of DL-Lite. Calvanese et
al. [13] adapted formula-based and model-based approaches of ABox and Tbox belief
revision and update, however they did not consider belief merging. Wang et al. [27]
addressed the problem of TBox DL-Lite KB merging by adapting classical model-based
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belief merging to DL-Lite. This approach differs from the one we propose since we
extend formula-based merging to DL lite.

In a future work we plan to conduct a complexity analysis of the proposed algo-
rithm for the different used merging strategies. Moreover, we also want to focus on
the implementation of ARSF operators and on an experimental study on real world
applications, in particular 3D surveys within the context of underwater archaeology
and handling conflicts in dances’ videos. Furthermore, the ARSF operators stem from
a selection function that selects one assertional removed set, we also plan to investigate
operators stemming from other selection functions as well as other strategies and other
approaches than ARSF for performing assertional-based merging.
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Abstract. In this paper, we develop a general interactive polyhedral
approach to solve multi-objective combinatorial optimization problems
with incomplete preference information. Assuming that preferences can
be represented by a parameterized scalarizing function, we iteratively ask
preferences queries to the decision maker in order to reduce the impre-
cision over the preference parameters until being able to determine her
preferred solution. To produce informative preference queries at each
step, we generate promising solutions using the extreme points of the
polyhedron representing the admissible preference parameters and then
we ask the decision maker to compare two of these solutions (we pro-
pose different selection strategies). These extreme points are also used
to provide a stopping criterion guaranteeing that the returned solution is
optimal (or near-optimal) according to the decision maker’s preferences.
We provide numerical results for the multi-objective spanning tree and
traveling salesman problems with preferences represented by a weighted
sum to demonstrate the practical efficiency of our approach. We com-
pare our results to a recent approach based on minimax regret, where
preference queries are generated during the construction of an optimal
solution. We show that better results are achieved by our method both
in terms of running time and number of questions.

Keywords: Multi-objective combinatorial optimization · Minimum
spanning tree problem · Traveling salesman problem · Incremental
preference elicitation · Minimax regret

1 Introduction

The increasing complexity of applications encountered in Computer Science sig-
nificantly complicates the task of decision makers who need to find the best
solution among a very large number of options. Multi-objective optimization
is concerned with optimization problems involving several (conflicting) objec-
tives/criteria to be optimized simultaneously (e.g., minimizing costs while max-
imizing profits). Without preference information, we only know that the best
c© Springer Nature Switzerland AG 2019
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solution for the decision maker (DM) is among the Pareto-optimal solutions (a
solution is called Pareto-optimal if there exists no other solution that is better
on all objectives while being strictly better on at least one of them). The main
problem with this kind of approach is that the number of Pareto-optimal solu-
tions can be intractable, that is exponential in the size of the problem (e.g. [13]
for the multicriteria spanning tree problem). One way to address this issue is to
restrict the size of the Pareto set in order to obtain a “well-represented” Pareto
set; this approach is often based on a division of the objective space into differ-
ent regions (e.g., [15]) or on ε-dominance (e.g., [18]). However, whenever the DM
needs to identify the best solution, it seems more appropriate to refine the Pareto
dominance relation with preferences to determine a single solution satisfying the
subjective preferences of the DM. Of course, this implies the participation of the
DM who has to give us some insights and share her preferences.

In this work, we assume that the DM’s preferences can be represented by a
parameterized scalarizing function (e.g., a weighted sum), allowing some trade-
off between the objectives, but the corresponding preference parameters (e.g.,
the weights) are initially not known; hence, we have to consider the set of all
parameters compatible with the collected preference information. An interesting
approach to deal with preference imprecision has been recently developed [19,
21,30] and consists in determining the possibly optimal solutions, that is the
solutions that are optimal for at least one instance of the preference parameters.
The main drawback of this approach, though, is that the number of possibly
optimal solutions may still be very large compared to the number of Pareto-
optimal solutions; therefore there is a need for elicitation methods aiming to
specify the preference model by asking preference queries to the DM.

In this paper, we study the potential of incremental preference elicitation
(e.g., [23,27]) in the framework of multi-objective combinatorial optimization.
Preference elicitation on combinatorial domains is an active topic that has been
recently studied in various contexts, e.g. in multi-agents systems [1,3,6], in stable
matching problems [9], in constraint satisfaction problems [7], in Markov Deci-
sion Processes [11,24,28] and in multi-objective optimization problems [4,14,16].
Our aim here is to propose a general interactive approach for multi-objective
optimization with imprecise preference parameters. Our approach identifies
informative preference queries by exploiting the extreme points of the polyhe-
dron representing the admissible preference parameters. Moreover, these extreme
points are also used to provide a stopping criterion which guarantees the deter-
mination of the (near-)optimal solution. Our approach is general in the sense
that it can be applied to any multi-objective optimization problem, providing
that the scalarizing function is linear in its preference parameters (e.g., weighted
sums, Choquet integrals [8,12]) and that there exists an efficient algorithm to
solve the problem when preferences are precisely known (e.g., [17,22] for the
minimum spanning tree problem with a weighted sum).

The paper is organized as follows: We first give general notations and recall
the basic principles of regret-based incremental elicitation. We then propose
a new interactive method based on the minimax regret decision criterion and
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extreme points generation. Finally, to show the efficiency of our method, we
provide numerical results for two well-known problems, namely the multicriteria
traveling salesman and multicriteria spanning tree problems; for the latter, we
compare our results with those obtained by the state-of-the-art method.

2 Multi-objective Combinatorial Optimization

In this paper, we consider a general multi-objective combinatorial optimization
(MOCO) problem with n objective functions yi, i ∈ {1, . . . , n}, to be minimized.
This problem can be defined as follows:

minimize
x∈X

(
y1(x), . . . , yn(x)

)

In this definition, X is the feasible set in the decision space, typically defined by
some constraint functions (e.g., for the multicriteria spanning tree problem, X is
the set of all spanning trees of the graph). In this problem, any solution x ∈ X is
associated with a cost vector y(x) = (y1(x), . . . , yn(x)) ∈ R

n where yi(x) is the
evaluation of x on the i-th criterion/objective. Thus the image of the feasible
set in the objective space is defined by {y(x) : x ∈ X} ⊂ R

n.
Solutions are usually compared through their images in the objective space

(also called points) using the Pareto dominance relation: we say that point u =
(u1, . . . , un) ∈ R

n Pareto dominates point v = (v1, . . . , vn) ∈ R
n (denoted by

u ≺P v) if and only if ui ≤ vi for all i ∈ {1, . . . , n}, with at least one strict
inequality. Solution x∗ ∈ X is called efficient if there does not exist any other
feasible solution x ∈ X such that y(x) ≺P y(x∗); its image in objective space is
then called a non-dominated point.

3 Minimax Regret Criterion

We assume here that the DM’s preferences over solutions can be represented by a
parameterized scalarizing function fω that is linear in its parameters ω. Solution
x ∈ X is preferred to solution x′ ∈ X if and only if fω(y(x)) ≤ fω(y(x′)).
To give a few examples, function fω can be a weighted sum (i.e. fω(y(x)) =∑n

i=1 ωiyi(x)) or a Choquet integral with capacity ω [8,12]. We also assume that
parameters ω are not known initially. Instead, we consider a (possibly empty)
set Θ of pairs (u, v) ∈ R

n ×R
n such that u is known to be preferred to v; this set

can be obtained by asking preference queries to the DM. Let ΩΘ be the set of all
parameters ω that are compatible with Θ, i.e. all parameters ω that satisfy the
constraints fω(u) ≤ fω(v) for all (u, v) ∈ Θ. Thus, since fω is linear in ω, we can
assume that ΩΘ is a convex polyhedron throughout the paper. The problem is
now to determine the most promising solution under the preference imprecision
(defined by ΩΘ). To do so, we use the minimax regret approach (e.g., [7]) which
is based on the following definitions:
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Definition 1 (Pairwise Max Regret). The Pairwise Max Regret (PMR) of
solution x ∈ X with respect to solution x′ ∈ X is:

PMR(x, x′, ΩΘ) = max
ω∈ΩΘ

{fω(y(x)) − fω(y(x′))}

In other words, PMR(x, x′, ΩΘ) is the worst-case loss when choosing solution x
instead of solution x′.

Definition 2 (Max Regret). The Max Regret (MR) of solution x ∈ X is:

MR(x,X , ΩΘ) = max
x′∈X

PMR(x, x′, ΩΘ)

Thus MR(x,X , ΩΘ) is the worst-case loss when selecting solution x instead of
any other feasible solution x′ ∈ X . We can now define the minimax regret:

Definition 3 (Minimax Regret). The MiniMax Regret (MMR) is:

MMR(X , ΩΘ) = min
x∈X

MR(x,X , ΩΘ)

According to the minimax regret criterion, an optimal solution is a solution that
achieves the minimax regret (i.e., any solution in arg minx∈X MR(x,X , ΩΘ)),
allowing to minimize the worst-case loss. Note that if MMR(X , ΩΘ) = 0, then
any optimal solution for the minimax regret criterion is necessarily optimal
according to the DM’s preferences.

4 An Interactive Polyhedral Method

Our aim is to produce an efficient regret-based interactive method for the deter-
mination of a (near-)optimal solution according to the DM’s preferences. Note
that the value MMR(X , ΩΘ) can only decrease when inserting new preference
information in Θ, as observed in previous works (see e.g., [5]). Therefore, the
general idea of regret-based incremental elicitation is to ask preference queries
to the DM in an iterative way, until the value MMR(X , ΩΘ) drops below a
given threshold δ ≥ 0 representing the maximum allowable gap to optimality;
one can simply set δ = 0 to obtain the preferred solution (i.e., the optimal
solution according to the DM’s preferences).

At each iteration step, the minimax regret MMR(X , ΩΘ) could be obtained
by computing the pairwise max regrets PMR(x, x′, ΩΘ) for all pairs (x, x′) of
distinct solutions in X (see Definitions 2 and 3). However, this would not be very
efficient in practice due to the large size of X (recall that X is the feasible set of
a MOCO problem). This observation has led a group of researchers to propose a
new approach consisting in combining preference elicitation and search by asking
preference queries during the construction of the (near-)optimal solution (e.g.,
[2]). In this work, we propose to combine incremental elicitation and search in
a different way: at each iteration step, we generate a set of promising solutions
using the extreme points of ΩΘ (the set of admissible parameters), we ask the
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DM to compare two of these solutions, we update ΩΘ according to her answer
and we stop the process whenever a (near-)optimal solution is detected (i.e. a
solution x ∈ X such that MR(x,X , ΩΘ) ≤ δ holds). More precisely, taking as
input a MOCO problem P , a tolerance threshold δ ≥ 0, a scalarizing function
fω with unknown parameters ω and an initial set of preference statements Θ,
our algorithm iterates as follows:

1. First, the set of all extreme points of polyhedron ΩΘ are generated. This set
is denoted by EPΘ and its kth element is denoted by ωk.

2. Then, for every point ωk ∈ EPΘ, P is solved considering the precise scalar-
izing function fωk (the corresponding optimal solution is denoted by xk).

3. Finally MMR(XΘ, ΩΘ) is computed, where XΘ = {xk : k ∈ {1, . . . , |EPΘ|}}.
If this value is strictly larger than δ, then the DM is asked to compare two
solutions x, x′ ∈ XΘ and ΩΘ is updated by imposing the linear constraint
fω(x) ≤ fω(x′) (or fω(x) ≥ fω(x′) depending on her answer); the algorithm
stops otherwise.

Our algorithm, called IEEP (for Incremental Elicitation based on Extreme
Points), is summarized in Algorithm1. The implementation details of Select,
Optimizing and ExtremePoints procedures are given in the numerical section.
Note however that Optimizing is a procedure that depends on the optimization
problem (e.g., Prim algorithm could be used for the spanning tree problem). The
following proposition establishes the validity of our interactive method:

Proposition 1. For any positive tolerance threshold δ, algorithm IEEP returns
a solution x∗ ∈ X such that the inequality MR(x∗,X , ΩΘ) ≤ δ holds.

Proof. Let x∗ be the returned solution and let K be the number of extreme
points of ΩΘ at the end of the execution. For all k ∈ {1, . . . , K}, let ωk be the
kth extreme point of ΩΘ and let xk be a solution minimizing function fωk . Let
XΘ = {xk : k ∈ {1, . . . , K}}. We know that MR(x∗,XΘ, ΩΘ) ≤ δ holds at the
end of the while loop (see the loop condition); hence we have fω(x∗)−fω(xk) ≤ δ
for all solutions xk ∈ XΘ and all parameters ω ∈ ΩΘ (see Definition 2).

We want to prove that MR(x∗,X , ΩΘ) ≤ δ holds at the end of execution. To
do so, it is sufficient to prove that fω(x∗) − fω(x) ≤ δ holds for all x ∈ X and
all ω ∈ ΩΘ. Since ΩΘ is a convex polyhedron, for any ω ∈ ΩΘ, there exists a
vector λ = (λ1, . . . , λK) ∈ [0, 1]K such that

∑K
k=1 λk = 1 and ω =

∑K
k=1 λkωk.

Therefore, for all solutions x ∈ X and for all parameters ω ∈ ΩΘ, we have:

fω(x∗) − fω(x) =
K∑

k=1

[
λk(fωk(x∗) − fωk(x))

]
by linearity

≤
K∑

k=1

[
λk(fωk(x∗)−fωk(xk))

]
since xk is fωk -optimal
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≤
K∑

k=1

[
λk × δ

]
since fω(x∗) − fω(xk) ≤ δ

= δ ×
K∑

k=1

λk

= δ. ��
For illustration proposes, we now present the execution of our algorithm on a
small instance of the multicriteria spanning tree problem.

Algorithm 1. IEEP
IN ↓ P : a MOCO problem; δ: a threshold; fω: a scalarizing function with unknown
parameters ω; Θ: a set of preference statements.
OUT ↑: a solution x∗ with a max regret smaller than δ.

- -| Initialization of the convex polyhedron:
ΩΘ ← {ω : ∀(u, v) ∈ Θ, fω(u) ≤ fω(v)}
- -| Generation of the extreme points of the polyhedron:
EPΘ ←ExtremePoints(ΩΘ)
- -| Generation of the optimal solutions attached to EPΘ:
XΘ ← Optimizing(P,EPΘ)

while MMR(XΘ, ΩΘ) > δ do
- -| Selection of two solutions to compare:
(x, x′) ← Select(XΘ)
- -| Question:
query(x, x′)
- -| Update preference information:
if x is preferred to x′ then

Θ ← Θ ∪ {(y(x), y(x′))}
else

Θ ← Θ ∪ {(y(x′), y(x))}
end
ΩΘ ← {ω : ∀(u, v) ∈ Θ, fω(u) ≤ fω(v)}
- -| Generation of the extreme points of the polyhedron:
EPΘ ←ExtremePoints(ΩΘ)
- -| Generation of the optimal solutions attached to EPΘ:
XΘ ← Optimizing(P,EPΘ)

end
return a solution x∗ ∈ XΘ minimizing MR(x, XΘ, ΩΘ)

Example 1. Consider the multicriteria spanning tree problem with 5 nodes and
7 edges given in Fig. 1. Each edge is evaluated with respect to 3 criteria. Assume
that the DM’s preferences can be represented by a weighted sum fω with
unknown parameters ω. Our goal is to determine an optimal spanning tree for the
DM (δ = 0), i.e. a connected acyclic sub-graph with 5 nodes that is fω-optimal.
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We now apply algorithm IEEP on this instance, starting with an empty set of
preference statements (i.e. Θ = ∅).

Initialization: As Θ = ∅, ΩΘ is initialized to the set of all weighting vectors
ω = (ω1, ω2, ω3) ∈ [0, 1]3 such that ω1 +ω2 +ω3 = 1. In Fig. 2, ΩΘ is represented
by the triangle ABC in the space (ω1, ω2); value ω3 is implicitly defined by
ω3 = 1−ω1 −ω2. Hence the initial extreme points are the vectors of the natural
basis of the Euclidean space, corresponding to Pareto dominance [29]; in other
words, we have EPΘ = {ω1, ω2, ω3} with ω1 = (1, 0, 0), ω2 = (0, 1, 0) and
ω3 = (0, 0, 1). We then optimize according to all weighting vectors in EPΘ using
Prim algorithm [22], and we obtain the following three solutions: for ω1, we
have a spanning tree x1 evaluated by y(x1) = (15, 17, 14); for ω2, we obtain a
spanning tree x2 with y(x2) = (23, 8, 16); for ω3, we find a spanning tree x3 such
that y(x3) = (17, 16, 11). Hence we have XΘ = {x1, x2, x3}.

1 2

45

3

(8,1,1)

(7,7,7)

(6,2,4)

(7,3,9)

(3,4,7)

(2,2,2) (4,9,1)

Fig. 1. A three-criteria minimum spanning tree problem.

Iteration Step 1: Since MMR(XΘ, ΩΘ) = 8 > δ = 0, we ask the DM to
compare two solutions in XΘ, say x1 and x2. Assume that the DM prefers x2.
In that case, we perform the following updates: Θ = {((23, 8, 16), (15, 17, 14))}
and ΩΘ = {ω : fω(23, 8, 16) ≤ fω(15, 17, 14)}; in Fig. 3, ΩΘ is represented by
triangle BFE. We then compute the set EPΘ of its extreme points (by applying
the algorithm in [10] for example) and we obtain EPΘ = {ω1, ω2, ω3} with ω1 =
(0.53, 0.47, 0), ω2 = (0, 0.18, 0.82) and ω3 = (0, 1, 0). We optimize according
to these weights and we obtain three spanning trees: XΘ = {x1, x2, x3} with
y(x1) = (23, 8, 16), y(x2) = (17, 16, 11) and y(x3) = (19, 9, 14).

Iteration Step 2: Here MMR(XΘ, ΩΘ) = 1.18 > δ = 0. Therefore, we ask
the DM to compare two solutions in XΘ, say x1 and x2. Assume she prefers x2.
We then obtain Θ = {((23, 8, 16), (15, 17, 14)), ((17, 16, 11), (23, 8, 16))} and we
set ΩΘ = {ω : fω(23, 8, 16) ≤ fω(15, 17, 14) ∧ fω(17, 16, 11) ≤ fω(23, 8, 16)}.
We compute the corresponding extreme points which are given by EPΘ =
{(0.43, 0.42, 0.15), (0, 0.18, 0.82), (0, 0.38, 0.62)} (see triangle HGE in Fig. 4);
finally we have XΘ = {x1, x2} with y(x1) = (17, 16, 11) and y(x2) = (19, 9, 14).

Iteration Step 3: Now MMR(XΘ, ΩΘ) = 1.18 > δ = 0. Therefore
we ask the DM to compare x1 and x2. Assuming that she prefers x2, we
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update Θ by inserting the preference statement ((19, 9, 14), (17, 16, 11)) and
we update ΩΘ by imposing the following additional constraint: fω(19, 9, 14) ≤
fω(17, 16, 11) (see Fig. 5); the corresponding extreme points are given by EPΘ =
{(0.18, 0.28, 0.54), (0, 0.3, 0.7), (0, 0.38, 0.62), (0.43, 0.42, 0.15)}. Now the set XΘ

only includes one spanning tree x1 and y(x1) = (19, 9, 14). Finally, the algorithm
stops (since we have MMR(XΘ, ΩΘ) = 0 ≤ δ = 0) and it returns solution x1

(which is guaranteed to be the optimal solution for the DM).

ω1

ω2

•B1

•A

0
•
C

1

Fig. 2. Initial set.

ω1

ω2

•B1

E •
•F

0
+

1

Fig. 3. After step 1.

ω1

ω2

+1

•H

E •
•G

0
+

1

Fig. 4. After step 2.

ω1

ω2

+1

•H

I
•J • •G

0
+

1

Fig. 5. After step 3.

5 Experimental Results

We now provide numerical results aiming to evaluate the performance of our
interactive approach. At each iteration step of our procedure, the DM is asked
to compare two solutions selected from the set XΘ until MR(XΘ, ΩΘ) ≤ δ.
Therefore, we need to estimate the impact of procedure Select on the per-
formances of our algorithm. Here we consider the following query generation
strategies:

– Random: The two solutions are randomly chosen in XΘ.
– Max-Dist: We compute the Euclidean distance between all solutions in the

objective space and we choose a pair of solutions maximizing the distance.
– CSS: The Current Solution Strategy (CSS) consists in selecting a solution

that minimizes the max regret and one of its adversary’s choice [7]1.

These strategies are compared using the following indicators:

– time: The running time given in seconds.
– eval: The number of evaluations, i.e. the number of problems with known

preferences that are solved during the execution; recall that we solve one opti-
mization problem per extreme point at each iteration step (see Optimizing).

– queries: The number of preference queries generated during the execution.
– qOpt: The number of preference queries generated until the determination

of the preferred solution (but not yet proved optimal).

1 Note that these three strategies are equivalent when only considering two objectives
since the number of extreme points is always equal to two in this particular case.
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We assume here that the DM’s preferences can be represented by a weighted
sum fω but the weights ω = (ω1, . . . , ωn) are not known initially. More precisely,
we start the execution with an empty set of preference statements (i.e. Θ = ∅
and ΩΘ = {ω ∈ R

n
+ :

∑n
i=1 ωi = 1}) and then any new preference statement

(u, v) ∈ R
2 obtained from the DM induces the following linear constraint over

the weights:
∑n

i=1 ωiui ≤ ∑n
i=1 ωivi. Hence ΩΘ is a convex polyhedron. In our

experiments, the answers to queries are simulated using a weighting vector ω
randomly generated before running the algorithm, using the procedure presented
in [25], to guarantee a uniform distribution of the weights.

Implementation Details. Numerical tests were performed on a Intel Core i7-
7700, at 3.60 GHz, with a program written in C. At each iteration step of our
algorithm, the extreme points associated to the convex polyhedron ΩΘ are gen-
erated using the polymake library2. Moreover, at each step, we do not compute
PMR values using a linear programming solver. Instead, we only compute score
differences since the maximum value is always obtained for an extreme point of
the convex polyhedron. Furthermore, to reduce the number of PMR computa-
tions, we use Pareto dominance tests between the extreme points to eliminate
dominated solutions, as proposed in [20].

5.1 Multicriteria Spanning Tree

In these experiments, we consider instances of the multicriteria spanning tree
(MST) problem, which is defined by a connected graph G = (V,E) where each
edge e ∈ E is valued by a cost vector giving its cost with respect to different
criteria/objectives (every criterion is assumed to be additive over the edges). A
spanning tree of G is a connected sub-graph of G which includes every vertex
v ∈ V while containing no cycle. In this problem, X is the set of all spanning
trees of G. We generate instances of G = (V,E) with a number of vertices |V |
varying between 50 and 100 and a number of objectives n ranging from 2 to 6.
The edge costs are drawn within {1, . . . , 1000}n uniformly at random. For the
MST problem, procedure Optimizing(P,EPΘ) proceeds as follows: First, for all
extreme points ωk ∈ EPΘ, an instance of the spanning tree problem with a single
objective is created by simply aggregating the edge costs of G using weights ωk.
Then, Prim algorithm is applied on the resulting graphs. The results obtained
by averaging over 30 runs are given in Table 1 for δ = 0.

2 https://polymake.org.

https://polymake.org
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Table 1. MST: comparison of the different query strategies (best values in bold).

n |V | IEEP - Random IEEP - Max-Dist IEEP - CSS

time(s) queries eval qOpt time(s) queries eval qOpt time(s) queries eval qOpt

2 50 8.6 7.4 9.4 4.6 8.0 7.4 9.4 4.6 7.7 7.4 9.4 4.6

3 50 16.9 16.2 34.9 10.9 16.5 15.2 33.1 10.2 17.9 16.9 35.9 12.0

4 50 27.5 25.7 117.3 19.7 26.4 24.6 112.3 17.2 30.7 28.9 130.8 20.1

5 50 37.7 35.0 363.2 27.2 36.2 34.3 358.4 23.3 42.3 39.8 404.7 30.6

6 50 46.1 43.3 1056.3 35.3 45.5 42.7 1075.2 32.8 62.6 57.6 1537.9 43.6

2 100 10.0 8.6 10.6 5.7 8.9 8.6 10.6 5.7 9.2 8.6 10.6 5.7

3 100 18.7 17.6 37.8 14.0 19.0 17.4 37.2 13.9 19.0 17.7 37.7 13.0

4 100 32.0 29.9 134.0 23.3 30.1 28.4 129.9 22.3 34.8 32.5 147.0 24.1

5 100 41.8 39.8 404.4 31.3 42.1 39.2 411.5 31.0 55.9 51.7 564.8 40.6

6 100 55.9 51.5 1306.1 40.0 52.3 49.1 1259.3 38.7 84.0 75.7 2329.6 62.1

Running Time and Number of Evaluations. We observe that Random and Max-
Dist strategies are much faster than CSS strategy; for instance, for n = 6 and
|V | = 100, Random and Max-Dist strategies end before one minute whereas
CSS needs almost a minute and a half. Note that time is mostly consumed by
the generation of extreme points, given that the evaluations are performed by
Prim algorithm which is very efficient. Since the number of evaluations with CSS
drastically increases with the size of the problem, we may expect the performance
gap between CSS and the two other strategies to be much larger for MOCO
problems with a less efficient solving method.

Number of Generated Preference Queries. We can see that Max-Dist is the best
strategy for minimizing the number of generated preference queries. More pre-
cisely, for all instances, the preferred solution is detected with less than 40 queries
and the optimality is established after at most 50 queries. In fact, we can reduce
even further the number of preference queries by considering a strictly positive
tolerance threshold; to give an example, if we set δ = 0.1 (i.e. 10% of the “maxi-
mum” error computed using the ideal point and the worst objective vector), then
our algorithm combined with Max-Dist strategy generates at most 20 queries in
all considered instances. In Table 1, we also observe that CSS strategy generates
many more queries than Random, which is quite surprising since CSS strategy
is intensively used in incremental elicitation (e.g., [4,7]). To better understand
this result, we have plotted the evolution of minimax regret with respect to the
number of queries for the bigger instance of our set (|V | = 100, n = 6). We have
divided the figure in two parts: the first part is when the number of queries is
between 1 and 20 and the other part is when the number of queries is between
20 and 50 (see Fig. 6). In the first figure, we observe that there is almost no
difference between the three strategies, and the minimax regret is already close
to 0 after only 20 questions (showing that we are very close to the optimum
relatively quickly). However, there is a significant difference between the three
strategies in the second figure: the minimax regret with CSS starts to reduce
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Fig. 6. MST problem with n = 6 and |V | = 100: evolution of the minimax regret
between 1 and 20 queries (left) and between 21 and 50 queries (right).

less quickly after 30 queries, remaining strictly positive after 50 queries, whereas
the optimal solution is found after about 40 queries with the other strategies.
Thus, queries generated with CSS gradually becomes less and less informative
than those generated by the two other strategies. This can be explained by the
following: CSS always selects the minimax regret optimal solution and one of its
worst adversary. Therefore, when the minimax regret optimal solution does not
change after asking a query, the same solution is used for the next preference
query. This can be less informative than asking the DM to compare two solu-
tions for which we have no preference information at all; Random and Max-Dist
strategies select the two solutions to compare in a more diverse way.

Comparison with the State-of-the-Art Method. In this subsection, we
compare our interactive method with the state-of-the-art method proposed in [2].
The latter consists essentially in integrating incremental elicitation into Prim
algorithm [22]; therefore, this method will be called IE-Prim hereafter. The main
difference between IE-Prim and IEEP is that IE-Prim is constructive: queries
are not asked on complete solutions but on partial solutions (edges of the graph).
We have implemented ourselves IE-Prim, using the same programming language
and data structures than IEEP, in order to allow a fair comparison between these
methods. Although IE-Prim was only proposed and tested with CSS in [2], we
have integrated the two other strategies (i.e., Max-Dist and Random) in IE-Prim.

In Table 2, we compare IEEP with Max-Dist and IE-Prim in terms of running
times and number of queries3. We see that IEEP outperforms IE-Prim in all set-
tings, allowing the running time and the number of queries to be divided by three
in our biggest instances. Note that Max-Dist and Random strategies improve
the performances of IE-Prim (compared to CSS), but it is still not enough to
achieve results comparable to IEEP. This shows that asking queries during the
3 Note that we cannot compute qOpt and eval for IE-Prim since it is constructive and

makes no evaluation.
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Table 2. MST: comparison between IEEP and IE-Prim (best values in bold).

n |V | IEEP - Max-Dist IE-Prim - Random IE-Prim - Max-Dist IE-Prim - CSS

time(s) queries time(s) queries time(s) queries time(s) queries

2 50 8.0 7.4 13.3 12.3 12.1 11.2 13.0 12.3

3 50 16.5 15.2 28.6 26.7 26.1 24.5 31.9 29.6

4 50 26.4 24.6 45.0 42.1 42.5 39.7 55.6 50.8

5 50 36.2 34.3 59.7 55.5 56.9 53.2 80.4 73.4

6 50 45.5 42.7 78.7 73.4 79.4 73.5 117.8 108.1

2 100 8.9 8.6 15.9 15.1 14.6 13.6 16.1 15.0

3 100 19.0 17.4 34.6 32.4 33.6 31.1 36.9 35.3

4 100 30.1 28.4 55.6 51.6 54.7 51.2 66.6 61.6

5 100 42.1 39.2 75.4 70.7 76.4 71.7 103.7 95.3

6 100 52.3 49.1 103.7 96.0 100.3 93.5 162.3 146.2

construction of the solutions is less informative than asking queries using the
extreme points of the polyhedron representing the preference uncertainty.

Now we want to estimate the performances of our algorithm seen as an any-
time algorithm (see Fig. 7). For each iteration step i, we compute the error
obtained when deciding to return the solution that is optimal for the minimax
regret criterion at step i (i.e., after i queries); this error is here expressed in
terms of percentage from the optimal solution. For the sake of comparison, we
also include the results obtained with IE-Prim. However IE-Prim cannot be seen
as an anytime algorithm since it is constructive. Therefore, to vary the number
of queries, we used different tolerance thresholds: δ = 0.3, 0.2, 0.1, 0.05 and 0.01.

Fig. 7. MST problem with |V | = 100: Comparison of the errors with respect to the
number of queries for n = 3 (left) and for n = 6 (right).

In Fig. 7, we observe that the error drops relatively quickly for both proce-
dures. Note however that the error obtained with IE-Prim is smaller than with
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IEEP when the number of queries is very low. This may suggest to favor IE-Prim
over IEEP whenever the interactions are very limited and time is not an issue.

5.2 Multicriteria Traveling Salesman Problem

We now provide numerical results for the multicriteria traveling salesman prob-
lem (MTSP). In our tests, we consider existing Euclidean instances of the MTSP
with 50 and 100 cities, and n = 2 to 6 objectives4. Moreover, we use the exact
solver Concorde5 to perform the optimization part of IEEP algorithm (see proce-
dure Optimizing). Contrary to the MST, there exist no interactive constructive
algorithms to solve the MTSP. Therefore, we only provide the results obtained by
our algorithm IEEP with the three proposed query generation strategies (namely
Random, Max-Dist and CSS). The results obtained by averaging over 30 runs
are given in Table 3 for δ = 0.

In this table, we see that Max-Dist remains the best strategy for minimizing
the number of generated preference queries. Note that the running times are
much higher for the MTSP than for the MST (see Table 1), as the traveling
salesman problem is much more difficult to solve exactly with known preferences.

Table 3. MTSP: comparison of the different query strategies (best values in bold)

n |V | IEEP - Random IEEP - Max-Dist IEEP - CSS

time(s) queries eval qOpt time(s) queries eval qOpt time(s) queries eval qOpt

2 50 8.0 6.3 8.3 3.7 8.8 6.3 8.3 3.7 10.0 6.3 8.3 3.7

3 50 21.2 14.3 31.3 10.0 23.5 13.3 29.5 9.5 24.5 14.9 32.4 10.6

4 50 38.7 22.6 101.5 16.0 50.2 20.7 93.6 16.2 67.7 24.2 109.1 16.9

5 50 210.9 31.2 331.1 22.7 95.1 28.6 304.8 19.2 137.1 38.5 387.7 23.9

6 50 390.8 41.0 1044.5 26.2 238.8 37.3 949.3 24.4 584.9 58.4 1531.0 28.9

2 100 12.2 7.6 9.6 4.3 11.3 7.6 9.6 4.3 19.1 7.6 9.6 4.3

3 100 28.3 15.9 34.7 12.4 27.3 15.4 33.7 12.1 42.2 16.5 35.6 11.7

4 100 73.1 26.7 121.1 20.0 69.9 25.4 115.8 18.1 94.8 28.4 124.9 19.6

5 100 241.9 36.4 380.6 27.3 237.0 35.5 383.0 24.4 361.8 44.7 481.3 31.2

6 100 981.2 45.0 1106.8 32.8 586.3 41.7 1014.5 30.2 1618.3 68.8 1865.3 39.2

6 Conclusion and Perspectives

In this paper, we have proposed a general method for solving multi-objective
combinatorial optimization problems with unknown preference parameters. The
method is based on a sharp combination of (1) regret-based incremental prefer-
ence elicitation and (2) the generation of promising solutions using the extreme

4 https://eden.dei.uc.pt/∼paquete/tsp/.
5 http://www.math.uwaterloo.ca/tsp/concorde.

https://eden.dei.uc.pt/~paquete/tsp/
http://www.math.uwaterloo.ca/tsp/concorde
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points of the polyhedron representing the admissible preference parameters; sev-
eral query generation strategies have been proposed in order to improve its
performances. We have shown that our method returns the optimal solution
according to the DM’s preferences. Our method has been tested on the multicri-
teria spanning tree and multicriteria traveling salesman problems until 6 criteria
and 100 vertices. We have provided numerical results showing that our method
achieves better results than IE-Prim (the state-of-the-art method for the MST
problem) both in terms of number of preference queries and running times.

Thus, in practice, our algorithm outperforms IE-Prim which is an algorithm
that runs in polynomial time and generates no more than a polynomial number
of queries. However, our algorithm does not have these performance guarantees.
More precisely, the performances of our interactive method strongly depend on
the number of extreme points at each iteration step, which can be exponential
in the number of criteria (see e.g., [26]). Therefore, the next step could be to
identify an approximate representation of the polyhedron which guarantees that
the number of extreme points is always polynomial, while still being able to
determine a (near-)optimal solution according to the DM’s preferences.

References

1. Benabbou, N., Di Sabatino Di Diodoro, S., Perny, P., Viappiani, P.: Incremental
preference elicitation in multi-attribute domains for choice and ranking with the
Borda count. In: Schockaert, S., Senellart, P. (eds.) SUM 2016. LNCS (LNAI),
vol. 9858, pp. 81–95. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-
45856-4 6

2. Benabbou, N., Perny, P.: On possibly optimal tradeoffs in multicriteria spanning
tree problems. In: Walsh, T. (ed.) ADT 2015. LNCS (LNAI), vol. 9346, pp. 322–
337. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-23114-3 20

3. Benabbou, N., Perny, P.: Solving multi-agent knapsack problems using incremental
approval voting. In: Proceedings of ECAI 2016, pp. 1318–1326 (2016)

4. Benabbou, N., Perny, P.: Interactive resolution of multiobjective combinatorial
optimization problems by incremental elicitation of criteria weights. EURO J.
Decis. Process. 6(3–4), 283–319 (2018)

5. Benabbou, N., Perny, P., Viappiani, P.: Incremental elicitation of Choquet capaci-
ties for multicriteria choice, ranking and sorting problems. Artif. Intell. 246, 152–
180 (2017)

6. Bourdache, N., Perny, P.: Active preference elicitation based on generalized Gini
functions: application to the multiagent knapsack problem. In: Proceedings of
AAAI 2019 (2019)

7. Boutilier, C., Patrascu, R., Poupart, P., Schuurmans, D.: Constraint-based opti-
mization and utility elicitation using the minimax decision criterion. Artif. Intell.
170(8–9), 686–713 (2006)

8. Choquet, G.: Theory of capacities. Annales de l’Institut Fourier 5, 31–295 (1953)
9. Drummond, J., Boutilier, C.: Preference elicitation and interview minimization in

stable matchings. In: Proceedings of AAAI 2014, pp. 645–653 (2014)
10. Dyer, M., Proll, L.: An algorithm for determining all extreme points of a convex

polytope. Math. Program. 12–81 (1977)

https://doi.org/10.1007/978-3-319-45856-4_6
https://doi.org/10.1007/978-3-319-45856-4_6
https://doi.org/10.1007/978-3-319-23114-3_20


An Interactive Polyhedral Approach for MOCO Problems 235

11. Gilbert, H., Spanjaard, O., Viappiani, P., Weng, P.: Reducing the number of queries
in interactive value iteration. In: Walsh, T. (ed.) ADT 2015. LNCS (LNAI), vol.
9346, pp. 139–152. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-
23114-3 9

12. Grabisch, M., Labreuche, C.: A decade of application of the Choquet and Sugeno
integrals in multi-criteria decision aid. Ann. Oper. Res. 175(1), 247–286 (2010)

13. Hamacher, H., Ruhe, G.: On spanning tree problems with multiple objectives. Ann.
Oper. Res. 52, 209–230 (1994)

14. Kaddani, S., Vanderpooten, D., Vanpeperstraete, J.M., Aissi, H.: Weighted sum
model with partial preference information: application to multi-objective optimiza-
tion. Eur. J. Oper. Res. 260, 665–679 (2017)
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Abstract. Gradual argumentation frameworks allow modeling argu-
ments and their relationships and have been applied to problems like
decision support and social media analysis. Semantics assign strength
values to arguments based on an initial belief and their relationships.
The final assignment should usually satisfy some common-sense prop-
erties. One property that may currently be missing in the literature is
Open-Mindedness. Intuitively, Open-Mindedness is the ability to move
away from the initial belief in an argument if sufficient evidence against
this belief is given by other arguments. We generalize and refine a pre-
viously introduced notion of Open-Mindedness and use this definition to
analyze nine gradual argumentation approaches from the literature.

Keywords: Gradual argumentation · Weighted argumentation ·
Semantical properties

1 Introduction

The basic idea of abstract argumentation is to study the acceptability of argu-
ments abstracted from their content, just based on their relationships [13]. While
arguments can only be accepted or rejected under classical semantics, gradual
argumentation semantics consider a more fine-grained scale between these two
extremes [3,6–8,10,16,20,22]. Arguments may have a base score that reflects a
degree of belief that the argument is accepted when considered independent of
all the other arguments. Semantics then assign strength values to all arguments
based on their relationships and the base score if provided.

Of course, strength values should not be assigned in an arbitrary manner, but
should satisfy some common-sense properties. Baroni, Rago and Toni recently
showed that 29 properties from the literature can be reduced to basically two
fundamental properties called Balance and Monotonicity [8] that we will discuss
later. Balance and Monotonicity already capture a great deal of what we should
expect from strength values of arguments, but they do not (and do not attempt
to) capture everything. One desiderata that may be missing in many applications
is Open-Mindedness. To illustrate the idea, suppose that we evaluate arguments
by strength values between 0 and 1, where 0 means that we fully reject and 1
means that we fully accept an argument. Then, as we increase the number of
c© Springer Nature Switzerland AG 2019
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Fig. 1. Argument attacked by N other arguments.

supporters of an argument while keeping everything else equal, we should expect
that its strength steadily approaches 1. Symmetrically, as we increase the number
of attackers of an argument, we should expect that its strength approaches 0.
To illustrate this, consider the graph in Fig. 1 that shows an argument A that is
initially accepted (base score 1), but has N attackers that are initially accepted
as well. For example, we could model a trial in law, where A corresponds to the
argument that we should find the accused not guilty because we do not want to
convict an innocent person. The N attackers correspond to pieces of evidence
without reasonable doubt. Then, as N grows, we should expect that the strength
of A goes to 0. Similar, in medical diagnosis, it is reasonable to initially accept
that a patient with an infectious disease has a common cold because this is
usually the case. However, as the number of symptoms for a more serious disease
grows, we should be able to reject our default diagnosis at some point. Of course,
we should expect a dual behaviour for support relations: if we initially reject A
and have N supporters that are initially accepted, we should expect that the
strength of A goes to 1 as N increases. A gradual argumentation approach that
respects this idea is called open-minded. Open-Mindedness may not be necessary
in every application, but it seems natural in many domains. Therefore, our goal
here is to investigate which gradual argumentation semantics from the literature
respect this property.

2 Compact QBAFs, Balance and Monotonicity

In our investigation, we consider quantitative bipolar argumentation frameworks
(QBAFs) similar to [8]. However, for now, we will restrict to frameworks that
assign values from a compact real interval to arguments in order to keep the
formalism simple. At the end of this article, we will explain how the idea can be
extended to more general QBAFs.

Definition 1 (Compact QBAF). Let D be a compact real interval. A QBAF
over D is a quadruple (A,Att,Sup, β) consisting of a set of arguments A, two
binary relations Att and Sup called attack and support and a function β : A → D
that assigns a base score β(a) to every argument a ∈ A.

Typical instantiations of the interval D are [0, 1] and [−1, 1]. Sometimes non-
compact intervals like open or unbounded intervals are considered as well, but
we exclude these cases for now. We can consider different subclasses of QBAFs
that use only some of the possible building blocks [8]. Among others, we will
look at subclasses that contain QBAFs of the following restricted forms:
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Attack-only: (A,Att,Sup, β) where Sup = ∅,
Support-only: (A,Att,Sup, β) where Att = ∅,
Bipolar without Base Score: (A,Att,Sup, β) where β is a constant function.

In order to interpret a given QBAF, we want to assign strength values to every
argument. The strength values should be connected in a reasonable way to the
base score of an argument and the strength of its attackers and supporters. Of
course, this can be done in many different ways. However, eventually we want a
function that assigns a strength value to every argument.

Definition 2 (QBAF interpretation). Let Q = (A,Att,Sup, β) be a QBAF
over a real interval D. An interpretation of Q is a function σ : A → D and σ(a)
is called the strength of a for all a ∈ A.

Gradual argumentation semantics can define interpretations for the whole class
of QBAFs or for a subclass only. One simple example is the h-categorizer seman-
tics from [10] that interprets only acyclic attack-only QBAFs without base score.
For all a ∈ A, the h-categorizer semantics defines σ(a) = 1

1+
∑

(b,a)∈Att σ(b) . That
is, unattacked arguments have strength 1, and the strength of all other argu-
ments decreases monotonically based on the strength of their attackers. Since it
only interprets acyclic QBAFs, the strength values can be evaluated in topologi-
cal order, so that the strength values of all parents are known when interpreting
the next argument.

Of course, we do not want to assign final strength values in an arbitrary way.
Many desirable properties for different families of QBAFs have been proposed
in the literature, see, e.g., [2–4,16,22]. Dependent on whether base scores, only
attack, only support or both relations are considered, different properties have
been proposed. However, as shown in [8], most properties can be reduced to
basically two fundamental principles that are called Balance and Monotonicity.
Roughly speaking, Balance says that the strength of an argument should be
equal to its base score if its attackers and supporters are equally strong and that
it should be smaller (greater) if the attackers are stronger (weaker) than the
supporters. Monotonicity says, intuitively, that if the same impact (in terms of
base score, attack and support) acts on two arguments a1, a2, then they should
have the same strength, whereas if the impact on a1 is more positive, it should
have a larger strength than a2. Several variants of Balance and Monotonicity
have been discussed in [8]. For example, the stronger-than relationship between
arguments can be formalized in a qualitative (focusing on the number of attackers
and supporters) or quantitative manner (focusing on the strength of attackers
and supporters). We refer to [8] for more details.

3 Open-Mindedness

Intuitively, it seems that Balance and Monotonicity could already imply Open-
Mindedness. After all, they demand that adding attacks (supports) increases
(decreases) the strength in a sense. However, this is not sufficient to guarantee
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that the strength can be moved arbitrarily close to the boundary values. To
illustrate this, let us consider the Euler-based semantics that has been introduced
for the whole class of QBAFs in [4]. Strength values are defined by

σ(a) = 1 − 1 − β(a)2

1 + β(a) · exp(
∑

(b,a)∈Sup σ(b) − ∑
(b,a)∈Att σ(b))

Note that if there are no attackers or supporters, the strength becomes just
1 − (1+β(a))(1−β(a))

1+β(a)·1 = β(a). If the strength of a’s attackers accumulates to a
larger (smaller) value than the strength of a’s supporters, the strength will be
smaller (larger) than the base score. The Euler-based semantics satisfies the
basic Balance and Monotonicity properties in most cases, see [4] for more details.
However, it does not satisfy Open-Mindedness as has been noted in [21] already.
There are two reasons for this. The first reason is somewhat weak and regards
the boundary case β(a) = 0. In this case, the strength becomes 1 − 1−02

1+0 = 0
independent of the supporters. In this boundary case, the Euler-based semantics
does not satisfy Balance and Monotonicity either. The second reason is more
profound and corresponds to the fact that the exponential function always yields
positive values. Therefore, 1 + β(a) · exp(x) ≥ 1 and σ(a) ≥ 1 − 1−β(a)2

1 = β(a)2

independent of the attackers. Hence, the strength value can never be smaller
than the base score squared. The reason that the Euler-based semantics can still
satisfy Balance and Monotonicity is that the limit β(a)2 can never actually be
taken, but is only approximated as the number of attackers goes to infinity.

Hence, Open-Mindedness is indeed a property that is currently not captured
by Balance and Monotonicity. To begin with, we give a formal definition for a
restricted case. We assume that larger values in D are stronger to avoid tedious
case differentiations. This assumption is satisfied by the first eight semantics
that we consider. We will give a more general definition later that also makes
sense when this assumption is not satisfied. Open-Mindedness includes two dual
conditions, one for attack- and one for support-relations. Intuitively, we want
that in every QBAF, the strength of every argument with arbitrary base score
can be moved arbitrarily close to min(D) (max(D)) if we only add a sufficient
number of strong attackers (supporters). In the following definition, ε captures
the closeness and N the sufficiently large number.

Definition 3 (Open-Mindedness). Consider a semantics that defines an
interpretation σ : A → D for every QBAF from a particular class F of QBAFs
over a compact interval D. We call the semantics open-minded if for every QBAF
(A,Att,Sup, β) in F , for every argument a ∈ A and for every ε > 0, the fol-
lowing condition is satisfied: there is an N ∈ N such that when adding N new
arguments AN = {a1, . . . , aN}, A ∩ AN = ∅, with maximum base score, then

1. if F allows attacks, then for (A ∪ AN ,Att ∪ {(ai, a) | 1 ≤ i ≤ N},Sup, β′),
we have |σ(a) − min(D)| < ε and

2. if F allows supports, then for (A ∪ AN ,Att,Sup ∪ {(ai, a) | 1 ≤ i ≤ N}, β′),
we have |σ(a) − max(D)| < ε,

where β′(b) = β(b) for all b ∈ A and β′(ai) = max(D) for i = 1, . . . , n.
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Some explanations are in order. Note that we do not make any assumptions
about the base score of a in Definition 3. Hence, we demand that the strength
of a must become arbitrary small (large) within the domain D, no matter what
its base score is. One may consider a weaker notion of Open-Mindedness that
excludes the boundary base scores for a. However, this distinction does not make
a difference for our investigation and so we will not consider it here. Note also
that we do not demand that the strength of a ever takes the extreme value
max(D) (min(D)), but only that it can become arbitrarily close. Finally note
that item 1 in Definition 3 is trivially satisfied for support-only QBAFs, and item
2 for attack-only QBAFs.

3.1 Attack-Only QBAFs over D = [0, 1]

In this section, we consider three semantics for attack-only QBAFs over D =
[0, 1]. Recall from Sect. 2 that the h-categorizer semantics from [10] inter-
prets acyclic attack-only QBAFs without base score. The definition has been
extended to arbitrary (including cycles) attack-only QBAFs and base scores from
D = [0, 1] in [6]. The strength of an argument under the weighted h-categorizer
semantics is then defined by

σ(a) =
β(a)

1 +
∑

(b,a)∈Att σ(b)
(1)

for all a ∈ A. Note that the original definition of the h-categorizer seman-
tics from [10] is obtained when all base scores are 1. The strength values in
(cyclic) graphs can be computed by initializing the strength values with the
base scores and applying formula (1) repeatedly to all arguments simultaneously
until the strength values converge [6]. It is not difficult to see that the weighted h-
categorizer semantics satisfies Open-Mindedness. However, in order to illustrate
our definition, we give a detailed proof of the claim.

Proposition 1. The weighted h-categorizer semantics is open-minded.

Proof. In the subclass of attack-only QBAFs, it suffices to check the first condi-
tion of Definition 3. Consider an arbitrary attack-only QBAF (A,Att, ∅, β), an
arbitrary argument a ∈ A and an arbitrary ε > 0. Let N = 	 1

ε 
+1 and consider
the QBAF (A ∪ {a1, . . . , aN},Att ∪ {(ai, a) | 1 ≤ i ≤ N},Sup, β′) as defined
in Definition 3. Recall that the N new attackers {a1, . . . , aN} have base score
1 and do not have any attackers. Therefore, σ(ai) = β(ai)

1 = 1 for i = 1, . . . , n

and
∑

(b,a)∈Att σ(a) ≥ ∑N
i=1 σ(ai) = N . Furthermore, we have β(a) ≤ 1 because

D = [0, 1]. Hence, |σ(a) − 0| = β(a)
1+

∑
(b,a)∈Att σ(a) < 1

N < ε. ��

The weighted max-based semantics from [6] can be seen as a variant of the
h-categorizer semantics that aggregates the strength of attackers by means of
the maximum instead of the sum. The strength of arguments is defined by

σ(a) =
β(a)

1 + max(b,a)∈Att σ(b)
. (2)
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If there are no attackers, the maximum yields 0 by convention. The motivation
for using the maximum is to satisfy a property called Quality Precedence, which
guarantees that when arguments a1 and a2 have the same base score, but a1 has
an attacker that is stronger than all attackers of a2, then the strength of a1 must
be smaller than the strength of a2. The strength values under the weighted max-
based semantics can again be computed iteratively [6]. Since all strength values
are in [0, 1] and the maximum is used for aggregating the strength values, we can
immediately see that σ(a) ≥ β(a)

2 . Therefore, the weighted max-based semantics
is clearly not open-minded. For example, if β(a) = 1, the final strength cannot
be smaller than 1

2 , no matter how many attackers there are.

Proposition 2. The weighted max-based semantics is not open-minded.

One may wonder if Quality Precedence and Open-Mindedness are incompatible.
This is actually not the case. For example, when defining strength values by

σ(a) = β(a) · (
1 − max

(b,a)∈Att
σ(b)

)

both Quality Precedence and Open-Mindedness are satisfied. In particular, the
strength now decreases linearly from β(a) to 0 with respect to the strongest
attacker, which makes this perhaps a more natural way to satisfy Quality Prece-
dence when it is desired.

The weighted card-based semantics from [6] is another variant of the h-
categorizer semantics. Instead of putting extra emphasis on the strength of
attackers, it now puts extra emphasis on the number of attackers. Let Att+ =
{(a, b) ∈ Att | β(a) > 0}. Then the strength of arguments is defined by

σ(a) =
β(a)

1 + |Att+| +
∑

(b,a)∈Att+ σ(b)

|Att+|
. (3)

When reordering terms in the denominator, we can see that the only difference to
the h-categorizer semantics is that every attacker b with non-zero strength adds
1+σ(b) instead of just σ(b) in the sum in the denominator (attacker with strength
0 do not add anything anyway). This enforces a property called Cardinality
Precedence, which basically means that when arguments a1 and a2 have the
same base score and a1 has a larger number of non-rejected attackers (σ(b) > 0)
than a2, then the strength of a1 must be smaller than the strength of a2. The
strength values under the weighted card-based semantics can again be computed
iteratively [6]. Analogously to the weighted h-categorizer semantics, it can be
checked that the weighted card-based semantics satisfies Open-Mindedness.

Proposition 3. The weighted card-based semantics is open-minded.

3.2 Support-Only QBAFs over D = [0, 1]

We now consider three semantics for support-only QBAFs over D = [0, 1]. For
all semantics, the strength of arguments is defined by equations of the form

σ(a) = β(a) + (1 − β(a)) · S(a),
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where S(a) is an aggregate of the strength of a’s supporters. Therefore, the ques-
tion whether Open-Mindedness is satisfied boils down to the question whether
S(a) converges to 1 as we keep adding supporters.

The top-based semantics from [3] defines the strength of arguments by

σ(a) = β(a) + (1 − β(a)) max
(b,a)∈Sup

σ(b). (4)

If there are no supporters, the maximum again yields 0 by convention. Similar
to the semantics in the previous section, the strength values can be computed
iteratively by setting the initial strength values to the base score and applying
formula (4) repeatedly until the values converge [3]. It is easy to check that the
top-based semantics is open-minded. In fact, a single supporter with strength
1 is sufficient to move the strength all the way to 1 independently of the base
score.

Proposition 4. The top-based semantics is open-minded.

The aggregation-based semantics from [3] defines the strength of arguments
by the formula

σ(a) = β(a) + (1 − β(a))

∑
(b,a)∈Sup σ(b)

1 +
∑

(b,a)∈Sup σ(b)
. (5)

The strength values can again be computed iteratively [6]. It is easy to check
that the aggregation-based semantics is open-minded. Just note that the fraction
in (5) has the form N

1+N and therefore approaches 1 as N → ∞. Therefore, the
strength of an argument will go to 1 as we keep adding supporters under the
aggregation-based semantics.

Proposition 5. The aggregation-based semantics is open-minded.

The reward-based semantics from [3] is based on the idea of founded argu-
ments. An argument a is called founded if there exists a sequence of argu-
ments (a0, . . . , an) such that an = a, (ai−1, ai) ∈ Sup for i = 1, . . . , n and
β(a0) > 0. That is, a has non-zero base score or is supported by a sequence
of supporters such that the first argument in the sequence has a non-zero
base score. Intuitively, this implies that a must have non-zero strength. We let
Sup+ = {(a, b) ∈ Sup | a is founded} denote the founded supports. For every
a ∈ A, we let N(a) = |Sup+| denote the number of founded supporters of a and

M(a) =
∑

(b,a)∈Sup+ σ(b)

N(A) the mean strength of the founded supporters. Then the
strength of a is defined as

σ(a) = β(a) + (1 − β(a))
(

N(a)−1∑

i=1

1
2i

+
M(a)
2N(a)

)
. (6)

The strength values can again be computed iteratively [6]. As we show next, the
reward-based semantics also satisfies Open-Mindedness.
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Proposition 6. The reward-based semantics is open-minded.

Proof. In the subclass of support-only QBAFs, it suffices to check the second
condition of Definition 3. Let us first note that

∑N(a)−1
i=1

1
2i is a geometric sum

without the first term and therefore evaluates to

1 − 1
2N(a)

1 − 1
2

− 1 = 1 − 1
2N(a)−1

Note that this term already goes to 1 as the number of founded supporters N(a)

increases. We additionally add the non-negative term M(a)
2N(a) =

∑
(b,a)∈Sup+ σ(b)

N(A)·2N(a)

which is bounded from above by 1
2N(a) . Therefore, the factor

( ∑N(a)−1
i=1

1
2i +

M(a)
2N(a)

)
is always between 0 and 1 and approaches 1 as |N(A)| → ∞.

To complete the proof, consider any support-only QBAF (A, ∅,Sup, β), any
argument a ∈ A, any ε > 0 and let (A∪{a1, . . . , aN},Att,Sup∪{(ai, a) | 1 ≤ i ≤
N}, β′) be the QBAF defined in Definition 3 for some N ∈ N. Note that every
argument in {a1, . . . , aN} is a founded supporter of a. Therefore, N(A) ≥ N and
σ(a) → β(a) + (1 − β(a)) = 1 as N → ∞. This then implies that there exists an
N0 ∈ N such that |σ(a) − 1| < ε. ��

3.3 Bipolar QBAFs Without Base Score over D = [−1, 1]

In this section, we consider two semantics for bipolar QBAFs without base score
over D = [−1, 1] that have been introduced in [7]. It has not been explained how
the strength values are computed in [7]. However, given an acyclic graph, the
strength values can again be computed in topological order because the strength
of every argument depends only on the strength of its parents. For cyclic graphs,
one may consider an iterative procedure as before, but convergence may be an
issue. In our investigation, we will just assume that the strength values are well-
defined.

Following [8], we call the first semantics from [7], the loc-max semantics. It
defines strength values by the formula

σ(a) =
max(b,a)∈Sup σ(b) − max(b,a)∈Att σ(b)

2
(7)

By convention, the maximum now yields −1 if there are no supporters/attackers
(this is consistent with the previous conventions in that −1 is now the minimum
of the domain, whereas the minimum was 0 before). If a has neither attack-
ers nor supporters, then σ(a) = −1−(−1)

2 = 0. As we keep adding supporters
(attackers), the first (second) term in the numerator will take the maximum
strength value. From this we can see that the loc-sum semantics is open-minded
for attack-only QBAFs without base score and for support-only QBAFs with-
out base score. However, it is not open-minded for bipolar QBAFs without base
score. For example, suppose that a has a single supporter b′, which has a single
supporter b′′ and no attackers. Further assume that b′′ has neither attackers nor
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supporters, so that σ(b′′) = 0, σ(b′) = 0−(−1)
2 = 1

2 and σ(a) ≥ 1
2−max(b,a)∈Att σ(b)

2 .
Since the maximum of the attackers can never become larger than 1, we have
σ(a) ≥ 1

2−1

2 ≥ − 1
4 , no matter how many attackers we add. Thus, the first condi-

tion of Open-Mindedness is violated. Using a symmetrical example, we can show
that the second condition can be violated as well.

Proposition 7. The loc-max semantics is not open-minded. It is open-minded
when restricting to attack-only QBAFs without base score or to support-only
QBAFs without base score.

Following [8], we call the second semantics from [7], the loc-sum semantics.
It defines strength values by the formula

σ(a) =
1

1 +
∑

(b,a)∈Att
σ(b)+1

2

− 1

1 +
∑

(b,a)∈Sup
σ(b)+1

2

(8)

Note that if there are neither attackers nor supporters, then both fractions are
1 such that their difference is just 0. As we keep adding attackers (supporters),
the first (second) fraction goes to 0. It follows again that the loc-sum semantics
is open-minded for attack-only QBAFs without base score and for support-only
QBAFs without base score. However, it is again not open-minded for bipolar
QBAFs without base score. For example, if a has a single supporter b′ that has
neither attackers nor supporters, then σ(b′) = 0 and the second fraction evaluates
to 1

1+ 1
2

= 2
3 . As we keep adding attackers, the first fraction will to 0 so that the

strength of a will converge to − 2
3 rather than to −1 as the first condition of

Open-Mindedness demands. It is again easy to construct a symmetrical example
to show that the second condition of Open-Mindedness can be violated as well.

Proposition 8. The loc-sum semantics is not open-minded. It is open-minded
when restricting to attack-only QBAFs without base score or to support-only
QBAFs without base score.

4 General QBAFs and Open-Mindedness

We now consider the general form of QBAFs as introduced in [8]. The domain
D = (S,�) is now an arbitrary set along with a preorder �, that is, a reflexive
and transitive relation over S. We further assume that there is an infimum inf(S)
and a supremum sup(S) that may or may not be contained in S. For example,
the open interval (0,∞), contains neither its infimum 0 nor its supremum ∞,
whereas the half-open interval [0,∞) contains its infimum, but not its supremum.

Definition 4 (QBAF). A QBAF over D = (S,�) is a quadruple
(A,Att,Sup, β) consisting of a set of arguments A, a binary attack relation Att,
a binary support relation Sup and a function β : A → D that assigns a base
score β(a) to every argument a ∈ A.
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We now define a generalized form of Open-Mindedness for general QBAFs. We
have to take account of the fact that there may no longer exist a minimum
or maximum of the set. So instead we ask that strength values can be made
smaller/larger than every element from S\{inf(S), sup(S)} by adding a sufficient
number of attackers/supporters. Intuitively, we want to add strong supporters.
In Definition 3, we just assumed that the maximum corresponds to the strongest
value, but there are semantics that regard smaller values as stronger and, again,
S may neither contain a maximal nor a minimal element. Therefore, we will just
demand that there is some base score s∗, such that adding attackers/supporters
with base score s∗ has the desired consequence.

Definition 5 (Open-Mindedness (General Form)). Consider a semantics
that defines an interpretation σ : A → D for every QBAF from a particular
class F of QBAFs over D = (S,�). We call the semantics open-minded if for
every QBAF (A,Att,Sup, β) in F , for every argument a ∈ A and for every
s ∈ S \ {inf(S), sup(S)}, the following condition is satisfied: there is an N ∈ N

and an s∗ ∈ S such that when adding N new arguments AN = {a1, . . . , aN},
A ∩ AN = ∅, then
1. if F allows attacks, then for (A ∪ AN ,Att ∪ {(ai, a) | 1 ≤ i ≤ N},Sup, β′),

we have σ(a) � s and
2. if F allows supports, then for (A ∪ AN ,Att,Sup ∪ {(ai, a) | 1 ≤ i ≤ N}, β′),

we have s � σ(a),

where β′(b) = β(b) for all b ∈ A and β′(ai) = s∗ for i = 1, . . . , n.

Note that if S is a compact real interval, s ∈ S \ {inf(S), sup(S)} can be chosen
arbitrarily close to sup(S) = max(S) or inf(S) = min(S), so that s in Defini-
tion 5 plays the role of ε in Definition 3. In particular, if Definition 3 is satisfied,
Definition 5 can be satisfied as well for an arbitrary s by choosing base score
s∗ = max(S) and choosing N with respect to ε = max(S)−s

2 or ε = s−min(S)
2 .

Definitions 5 and 3 are actually equivalent for compact real intervals provided
that max(S) corresponds to the strongest initialization of the base score under
the given semantics, which is indeed the case in all previous examples.

As an example, for more general QBAFs, let us now consider the α-burden-
semantics from [5]. It defines strength values for attack-only QBAFs without
base score over the half-open interval [1,∞). As opposed to our previous exam-
ples, the minimum 1 now corresponds to the strongest value and increasing values
correspond to less plausibility. The α-burden-semantics defines strength values
via the formula

σ(a) = 1 +
( ∑

(b,a)∈Att

1
(σ(b))α

) 1
α

. (9)

α is called the burden-parameter and can be used to modify the semantics, see [5]
for more details about the influence of α. For α ∈ [1,∞)∪{∞}, (9) is equivalent
to arranging the reciprocals of strength values of all attackers in a vector v and

to take the p-norm ‖v‖p =
(∑

i vp
i

) 1
p

of this vector with respect to p = α
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and adding 1. Popular examples of p-norms are the Manhattan-, Euclidean- and
Maximum-norm that are obtained for p = 1, p = 2 and the limit-case p = ∞,
respectively. An unattacked argument has just strength 1 under the α-burden-
semantics. Hence, when adding N new attackers to a, we have σ(a) ≥ 1+N

1
α for

α ∈ [1,∞). Hence, the α-burden-semantics is clearly open-minded in this case,
even though it becomes more conservative as α increases. In particular, for the
limit case α = ∞, it is not open-minded. This can be seen from the observation,
that the second term in (9) now corresponds to the maximum norm. Since the
strength of each attacker is in [1,∞), their reciprocals are in (0, 1]. Therefore,
σ(a) ≤ 2 independent of the number of attackers of a.

Proposition 9. The α-burden-semantics is open-minded for α ∈ [1,∞), but is
not open-minded for α = ∞.

5 Related Work

Gradual argumentation has become a very active research area and found appli-
cations in areas like information retrieval [24], decision support [9,22] and social
media analysis [1,12,16]. Our selection of semantics followed the selection in [8].
One difference is that we did not consider social abstract argumentation [16]
here. The reason is that social abstract argumentation has been formulated in a
very abstract form, which makes it difficult to formulate interesting conditions
under which Open-Mindedness is guaranteed. Instead, we added the α-burden-
semantics from [5] because it gives a nice example for a more general semantics
that neither uses strength values from a compact interval nor regards larger
values as stronger.

The authors in [8] also view ranking-based semantics [11] as gradual argu-
mentation frameworks. In their most general form, ranking-based semantics just
order arguments qualitatively, so that our notion of Open-Mindedness is not very
meaningful. A variant may be interesting, however, that demands, that in every
argumentation graph, every argument can become first or last in the order if
only a sufficient number of supporters or attackers is added to this argument.
However, in many cases, this notion of Open-Mindedness may be entailed by
other properties already. For example, Cardinality Precedence [11] states that if
argument a1 has more attackers than a2, then a1 must be weaker than a2. In
finite argumentation graphs, this already implies that a1 will be last in the order
if we add a sufficient number of attackers.

There are other quantitative argumentation frameworks like probabilis-
tic argumentation frameworks [14,15,17,19,23]. In this area, Open-Mindedness
would simply state that the probability of an argument must go to 0 (1) as we
keep adding attackers (supporters). It may be interesting to perform a similar
analysis for probabilistic argumentation frameworks.

An operational definition of Open-Mindedness for the class of modular seman-
tics [18] for weighted bipolar argumentation frameworks has been given in [21].
The Df-QuAD semantics [22] and the Quadratic-energy Semantics [20] satisfy
this notion of open-mindedness [21]. However, in case of DF-QuAD and some
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other semantics, this is actually counterintuitive because they cannot move the
strength of an argument towards 0 if there is a supporter with non-zero strength.
Indeed, DF-QuAD does not satisfy Open-Mindedness as defined here (every
QBAF with a non-zero strength supporter provides a counterexample). How-
ever, the quadratic energy model from [21] still satisfies the more restrictive
definition of Open-Mindedness that we considered here.

Another interesting property for bipolar QBAFs that is not captured by
Balance and Monotonicity is Duality [20]. Duality basically states that attack
and support should behave in a symmetrical manner. Roughly speaking, when
we convert an attack relation into a support relation or vice versa, the effect
of the relation should just be inverted. Duality is satisfied by the Df-QuAD
semantics [22] and the Quadratic-energy Semantics [20], but not by the Euler-
based semantics [4]. A formal analysis can be found in [20,21].

6 Conclusions

We investigated 9 gradual argumentation semantics from the literature. 5 of
them satisfy Open-Mindedness unconditionally. This includes the weighted h-
categorizer semantics and the weighted card-based semantics for attack-only
QBAFs from [6] and all three semantics for support-only QBAFs from [3]. The
α-burden-semantics for attack-only QBAFs without base score from [5] is open-
minded for α ∈ [1,∞), but not for the limit case α = ∞. The loc-max seman-
tics and the loc-sum semantics for bipolar QBAFs without base score from [7]
are only open-minded when restricted to either attack-only or to support-only
QBAFs. Finally, the weighted max-based semantics for attack-only QBAFs from
[6] is not open-minded. However, as we saw, it can easily be adapted to satisfy
both Open-Mindedness and Quality Precedence.

In future work, it may be interesting to complement Open-Mindedness with
a Conservativeness property that demands that the original base scores are not
given up too easily. For the class of modular semantics [18] that iteratively com-
pute strength values by repeatedly aggregating strength values and combining
them with the base score, Conservativeness can actually be quantified analyti-
cally [21]. Intuitively, this can be done by analyzing the maximal local growth
of the aggregation and influence functions. There is actually an interesting rela-
tionship between Conservativeness and Well-Definedness of strength values. For
general QBAFs, procedures that compute strength values iteratively, can actu-
ally diverge [18] so that some strength values remain undefined. However, the
mechanics that make semantics more conservative, simultaneously improve con-
vergence guarantees [21]. In other words, convergence guarantees can often be
improved by giving up Open-Mindedness. The extreme case would be the naive
semantics that just assigns the base score as final strength to every argument
independent of the attackers and supporters. This semantics is clearly most con-
servative and always well-defined, but does not make much sense.

My personal impression is indeed that gradual argumentation semantics for
general QBAFs with strong convergence guarantees are too conservative at the
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moment. Some well-defined semantics for general QBAFs have been presented
recently in [18], but they are not open-minded. I am indeed unaware of any
semantics for general QBAFs that is generally well-defined and open-minded.
It is actually possible to define for every k ∈ N, an open-minded semantics
that is well-defined for all QBAFs where arguments have at most k parents.
One example is the 1-max(k) semantics, see Corollary 3.5 in [21]. However,
as k grows, these semantics become more and more conservative even though
they remain open-minded. More precisely, every single argument can change the
strength value of another argument by at most 1

k , so that at least k arguments
are required to move the strength all the way from 0 to 1 and vice versa. A
better way to improve convergence guarantees may be to define strength values
not by discrete iterative procedures, but to replace them with continuous pro-
cedures that maintain the strength values in the limit, but improve convergence
guarantees [20,21]. However, while I find this approach promising, I admit that
it requires further analysis.

In conclusion, I think that Open-Mindedness is an interesting property that
is important for many applications. It is indeed satisfied by many semantics from
the literature. For others, like the weighted max-based semantics, we may be able
to adapt the definition. One interesting open question is whether we can define
semantics for general QBAFs that are generally well-defined and open-minded.
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Abstract. Property graphs are becoming widespread when modeling
data with complex structural characteristics and enhancing edges and
nodes with a list of properties. In this paper, we focus on the approxi-
mate evaluation of counting queries involving recursive paths on property
graphs. As such queries are already difficult to evaluate over pure RDF
graphs, they require an ad-hoc graph summary for their approximate
evaluation on property graphs. We prove the intractability of the opti-
mal graph summarization problem, under our algorithm’s conditions.
We design and implement a novel property graph summary suitable for
the above queries, along with an approximate query evaluation module.
Finally, we show the compactness of the obtained summaries as well as
the accuracy of answering counting recursive queries on them.

1 Introduction

A tremendous amount of information stored in the LOD can be inspected, by
leveraging the already mature query capabilities of SPARQL, relational, and
graph databases [14]. However, arbitrarily complex queries [2,3,7], entailing
rather intricate, possibly recursive, graph patterns prove difficult to evaluate,
even on small-sized graph datasets [4,5]. On the other hand, the usage of these
queries has radically increased in real-world query logs, as shown by recent empir-
ical studies on SPARQL queries from large-scale Wikidata and DBPedia corpuses
[8,17]. As a tangible example of this growth, the percentage of SPARQL prop-
erty paths has increased from 15% to 40%, from 2017 to beginning 2018 [17], for
user-specified Wikidata queries. In this paper, we focus on regular path queries
(RPQs) that identify paths labeled with regular expressions and aim to offer
an approximate query evaluation solution. In particular, we consider counting
queries with regular paths, which are a notable fragment of graph analytical
queries. The exact evaluation of counting queries on graphs is #P−complete
[21] and is based on another result on enumeration of simple graph paths.
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Due to this intractability, an efficient and highly-accurate approximation of these
queries is desirable, which we address in this paper.

Approximate query processing on relational data and the related sampling
methods are not applicable to graphs, since the adopted techniques are based on
the linearity assumption [15], i.e., the existence of a linear relationship between
the sample size and execution time, typical of relational query processing. As
such, we design a novel query-driven graph summarization approach tailored for
property graphs. These significantly differ from RDF and relational data models,
as they attach data values to property lists on both nodes and edges [7].

To the best of our knowledge, ours is the first work on approximate prop-
erty graph analytics addressing counting estimation on top of navigational graph
queries. We illustrate our query fragment with the running example below.

Example 1 (Social Network Advertising). Let GSN (see Fig. 1) be a property
graph (see Sect. 2) encoding a social network, whose schema is inspired by the
LDBC benchmark [12]1. Entities are people (type Person, Pi) that know (l0)
and/or follow (l1) either each other or certain forums (type Forum, Fi). These
are moderated (l2) by specific persons and can contain (l3) messages/ads (type
Message, Mi), to which persons can author (l4) other messages in reply (l5).

We focus on a RPQ [3,23] dialect with counting, capturing following query
types (Q1 − Q7) (see Fig. 2): (1) Simple/Optional Label. The number of pairs
satisfying Q1, i.e., ()−→ l5(), counts the ad reactions, while that for Q2, i.e.,
()−→ l2?(), indicates the number of potential moderators. (2) Kleene Plus/Kleene
Star. The number of the connected/potentially connected acquaintances is the
count of node pairs satisfying Q3, i.e., () ← l+0 (), respectively, Q4, i.e., () ← l∗0().
(3) Disjunction. The number of the targeted subscribers is the sum of counting
all node pairs satisfying Q5, i.e., () l4←−() or () l1←−(). (4) Conjunction. The direct
reach of a company via its page ads is the count of node pairs satisfying Q6, i.e.,
() l4←−()−→ l5(). (5) Conjunction with Property Filters. Recommendation systems
can further refine the Q6 estimates. Thus, one can compute the direct demo-
graphic reach and target people within an age group, e.g., 18–24, by counting all
node pairs that satisfy Q7, i.e. (x) l4←−()−→ l5(), s.t x.age ≥ 18 and x.age ≤ 24.

Contributions. Our paper provides the following main contributions:

– We design a property graph summarization algorithm for approximately eval-
uating counting regular path queries (Sect. 3).

– We prove the intractability of the optimal graph summarization problem
under the conditions of our summarization algorithm (Sect. 3).

– We define a query translation module, ensuring that queries on the initial
and summary property graphs are expressible in the same fragment (Sect. 4).

– Based on this, we experimentally exhibit the small relative errors of various
workloads, in the expressive query fragment from Example 1. We measure
the relative response time between estimating counting recursive queries on

1 One of the few benchmarks currently available for generating property graphs.
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summaries and on the original graphs. For non-recursive queries, we compare
with SumRDF [19], a baseline graph summary for RDF datasets (Sect. 5).

In Sect. 2, we revisit the property graph model and query language. We present
related work in Sect. 6 and conclude the paper in Sect. 7.

P1 P2 P3

P4

P5 P6P7

P8 P9

P10

R1 R2 R3 R4
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l4

l4
l4
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Fig. 1. Example social graph GSN

Forum Message Reply Person

knows (l0) follows (l1) moderates (l2) contains (l3)

authors (l4) replies (l5) reshares (l6)

Q1(l5) Ans(count( )) ← l5( , )
Q2(l2) Ans(count( )) ← l2?( , )
Q3(l0) Ans(count( )) ← l+0 ( , )
Q4(l0) Ans(count( )) ← l∗0( , )
Q5(l4, l1) Ans(count( )) ← l4 + l1( , )
Q6(l4, l5) Ans(count( )) ← l−4 · l5( , )
Q7(l4, l5) Ans(count(x)) ← l−4 · l5(x, ),≥ (x.age, 18),

≤ (x.age, 24).

Fig. 2. Targeted advertising queries

2 Preliminaries

Graph Model. We take the property graph model (PGM) [7] as our founda-
tion. Graph instances are multi-edge digraphs; its objects are represented by
typed, data vertices and their relationships, by typed, labeled edges. Vertices
and edges can have any number of properties (key/value pairs). Let LV and LE

be disjoint sets of vertex (edge) labels and G = (V,E), with E ⊆ V × LE × V , a
graph instance. Vertices v ∈ V have an id label, lv, and a set of property labels
(attributes, li), each with a (potentially undefined) term value. For e ∈ E, we
use the binary notation e = le(v1, v2) and abbreviate v1, as e.1, and v2, as e.2.
We denote the number of occurrences of le, as #le, and the set of all edge labels
in G, as Λ(G). Other key notations henceforth used are given in Table 1.

Clauses C ::= A ← A1, . . . , An | Q ← A1, . . . , An

Queries Q ::= Ans(count( )) | Ans(count(lv)) | Ans(count(lv1 , lv2))
Atoms A ::= π(lv1 , lv2) | op(lv1 .li, lv2 .lj) | op(lv1 .li, k), op ∈ {<, ≤, >, ≥}, k ∈ R

Paths π ::= ε | le | le? | l−1
e | l∗e | le1 · le2 | π + π

Fig. 3. Graph query language
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Graph Query Language. To query the above property graph model, we rely
on an RPQ [10,11] fragment with aggregate operators (see Fig. 3). RPQs cor-
respond to SPARQL 1.1 property paths and are a well-studied query class
tailored to express graph patterns of one or more label-constrained reachabil-
ity paths. For labels lie and vertices vi, the labeled path π, corresponding to
v1 −→ l1ev2 . . . vk−1 −→ lkevk, is the concatenation l1e · . . . · lke . In their full gen-
erality, RPQs allow one to select vertices connected via such labeled paths in
a regular language over LE . We restrict RPQs to handle atomic paths – bi-
directional, optional, single-labeled (le, le?, and l−e ) and transitive single-labeled
(l∗e) – and composite paths – conjunctive and disjunctive composition of atomic
paths (le · le and π +π). While not as general as SPARQL, our fragment already
captures more than 60% of the property paths found in practice in SPARQL
query logs [8]. Moreover, it captures property path queries, as found in the large
Wikidata corpus studied in [9]. Indeed, almost all the property paths in the con-
sidered logs contain Kleene-star expressions over single labels. In our work, we
enrich the above query classes with the count operator and support basic graph
reachability estimates.

3 Graph Summarization

We introduce a novel algorithm that summarizes any property graph into one
tailored for approximately counting reachability queries. The key idea is that,
as nodes and edges are compressed, informative properties are iteratively added
to the corresponding newly formed structures, to enable accurate estimations.

The grouping phase (Sect. 3.1) computes Φ, a label-driven G-partitioning
into subgroupings, following the connectivity on the most frequent labels in G. A
first summarization collapses the vertices and inner-edges of each subgrouping
into s-nodes and the edges connecting s-nodes, into s-edges. The merge phase
(Sect. 3.2), based on further label-reachability conditions, specified by a heuristic
mode m, collapses s-nodes into h-nodes and s-edges into h-edges.

Table 1. Notation table

G, Φ, v, V, e, E � Graph, graph partitioning, vertex (set), edge
(set)

G∗, v∗, V ∗, e∗, E∗ � S-graph, s-node (set), s-edge (set)

Ĝ, v̂, V̂ , ê, Ê � H-graph, h-node (set), h-edge (set)

λ(G) � label on which a graph G is maximally
l-connected

Λd(v∗), d ∈ {1, 2} � set of edge labels with direction d w.r.t v∗

(1-incoming, 2-outgoing)
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3.1 Grouping Phase

For each frequently occurring label l in G, in descending order, we iteratively
partition G into Φ, containing components that are connected on l, as below.

Definition 1 (Maximal L-Connectivity). A G-subgraph2, G′ = (V ′, E′),
is maximally l-connected, i.e., λ(G′) = l, iff (1) G′ is weakly-connected, (2)
removing any l-labeled edge from E′, there exists a V ′ node pair not connected
by a l+-labeled undirected path, (3) no l-labeled edge connects a V ′ node to V \V ′.

Example 2. In Fig. 1, G1 is maximally l0-connected, since it is weakly-connected,
not connected by an l0-labeled edge to the rest of G, and such that, by removing
P8 −→ l0P9, no undirected, l+0 -labeled path unites P8 and P9.

We call each such component a subgrouping. The procedure (see Algorithm 1)
computes, as the first grouping, all the subgroupings for the most frequent label,
l1, and then identifies those corresponding to the rest of the graph and to l2. At
the end, all remaining nodes are collected into a final subgrouping. We illustrate
this in Fig. 4, on the running example below.

Example 3 (Grouping). In Fig. 1, #l0 = 11, #l1 = 3, #l2 = 2, #l3 = 6, #l4 =
#l5 = 7, #l6 = 1, and

−−−→
Λ(G) = [l0, l5, l4, l3, l1, l2, l6], as #l4 = #l5 allows arbi-

trary ordering. We add the maximal l0-connected subgraph, G1, to Φ. Hence, V =
{Ri∈1,7,Mi∈1,6, F1, F2}. Next, we add G2, regrouping the maximal l5-connected
subgraph. Hence, V = {F1, F2}; we add G3 and output Φ = {G1,G2,G3}.

Algorithm 1. GROUPING(G)
Input: G – a graph; Output: Φ – a graph partitioning

1: n ← |Λ(G)|, −−−→
Λ(G) ← [l1, . . . , ln], Φ ← ∅, i ← 1 �Descending frequency label list

−−−→
Λ(G)

2: for all li ∈ −−−→
Λ(G) do �Label-driven partitioning computation

3: Φ ← Φ ∪ {G∗
k = (V ∗

k , E∗
k) ⊆ G | λ(G∗

k) = li} �Maximally li-Connected Subgraphs

4: V ← V \ {v ∈ V ∗
k | k ∈ N} �Discard Already Considered Nodes

5: i ← i + 1

6: Φ ← Φ ∪ {Gi = (V ∗
i , E∗

i ) ⊆ G | V ∗
i = V \ V ∗} �Collect Remains in Final Subgroup

7: return Φ

A G-partitioning Φ (see Fig. 4a) is transformed into a s-graph G∗ = (V ∗, E∗)
(see Fig. 4b). As such, each s-node gathers all the nodes and inner edges of a
Φ-subgrouping, G∗

j , and each s-edge, all same-labeled cross-edges (edges between
pairwise distinct s-nodes). During this phase, we compute analytics concerning
the regrouped entities. We leverage PGM’s expressivity to internalize these as
properties, e.g., Fig. 5 (right)3. Hence, to every s-edge, e∗, we attach EWeight,
2 G′ is a G-subgraph iff V ′ ⊆ V and E′ ⊆ E and is weakly connected iff there exists an

undirected path between any pair of vertices.
3 All corresponding formulas are provided in the additional material.
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Fig. 4. Summarization phases for GSN

its number of compressed edges, e.g., in Fig. 4b, all s-edges have weight 1, except
e∗(v∗

4 , v
∗
1), with weight 2. To every s-node, v∗, we attach properties concerning:

(1) Compression. VWeight and EWeight store its number of inner vertices/edges.
(2) Inner-Connectivity. The percentage of its l-labeled inner edges is LPercent
and the number of its vertex pairs, connected with an l-labeled edge, is LReach.
These first two types of properties will be useful in Sect. 4, for estimating Kleene
paths, as the labels of inner-edges in s-nodes are not unique, e.g., both l0 and
l1 appear in v∗

1 . (3) Outer-Connectivity. For pairs of labels and direction indices
with respect to v∗ (d = 1, for incoming edges, and d = 2, for outgoing ones), we
compute cross-connectivity, CReach, as the number of binary cross-edge paths
that start/end in v∗. Analogously, we record that of binary traversal paths, i.e.,
formed of an inner v∗ edge and of a cross-edge, as TReach. Also, for a label l
and given direction, we store, as VF , the number of frontier vertices on l, i.e.,
that of v∗ nodes at either endpoint of a l-labeled s-edge.

We can thus record traversal connectivity information, LPart, dividing the
number of traversal paths by that of the frontier vertices on the cross-edge label.
Intuitively, this is due to the fact that, traversal connectivity, as opposed to cross
connectivity, also needs to account for the “dispersion” of the inner-edge label
of the path, within the s-node it belongs to. For example, for a traversal path
lc · li, formed of a cross-edge, lc, and an inner one, li, not all frontier nodes lc
are endpoints of li labeled inner-edges, as we will see in the example below.

Example 4 (Outer-Connectivity). Figure 5 (left) depicts a stand-alone example,
such that circles denote s-nodes, labeled arrows denote the s-edges relating
them, and crosses represent nameless vertices, as we only label relevant ones,
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VWeight v∗
1 10, v∗

{2,3,5,6,7} 2,
v∗
4 3, v∗

{8,9} 1
EWeight v∗

1 14, v∗
{2,3,5,6,7} 1,

v∗
4 3, v∗

{8,9} 0
LReach (v∗

1 , l0) 11, (v∗
1 , l1) 3

LPercent (v∗
1 , l0) 79, (v∗

1 , l1) 21

Fig. 5. Selected properties for Fig. 4b (right); Frontier vertices (left)

for simplicity. We use this configuration to illustrate analytics regarding cross
and traversal connectivity on labels l1 and l2. For instance, as we will see in
Sect. 4, when counting l1 · l−2 cross-edge paths, we will look at the CReach s-
node properties mentioning these labels and note that there is a single such
one, i.e., that corresponding to l1 and l2 appearing on edges incoming v∗

1 , i.e.,
CReach(v∗

1 , l1, l2, 1, 1) = 1. When counting l1 · l2 traversal paths, for the case
when l1 appears on the cross-edge, we will look at the properties of s-nodes con-
taining l2 inner-edges. Hence, for v∗

2 , we note that there is a single such path,
formed by an outgoing l2 edge and incoming l1 edge, as TReach(v∗

2 , l1, l2, 1, 1) =
1. To estimate the traversal connectivity we will divide this by the number of
frontier vertices on incoming l1 edges. As, VF (v∗

2 , l1, 1) = {v2, v3}, we have that
LPart(v∗

2 , l1, l2, 1, 1) = 0.5.

3.2 Merge Phase

We take as input the graph computed by Algorithm1, and a label set and out-
put a compressed graph, Ĝ = (V̂ , Ê). During this phase, sets of h-nodes, V̂ ,
and h-edges, Ê, are created. At each step, as previously, Ĝ is enriched with
approximation-relevant precomputed properties (see Sect. 4).

Each h-node, v̂, merges all s-nodes, v∗
i , v∗

j ∈ V ∗, that are maximally label
connected on the same label, i.e., λ(v∗

i ) = λ(v∗
j ), and that have either the

same set of incoming (source-merge) or outgoing (target-merge) edge labels, i.e.,
Λd(v∗

i ) = Λd(v∗
j ), d ∈ {1, 2} (see Algorithm 2). Each h-edge, ê, merges all s-edges

in E∗ with the same label and orientation, i.e., e∗
i .d = e∗

j .d, for d ∈ {1, 2}.

Algorithm 2. MERGE(V ∗, Λ, m)

Input: V ∗ – s-nodes; Λ – labels; m – heuristic mode; Output: V̂ – h-nodes

1: for all v∗ ∈ V ∗ do
2: Λd(v∗) ← {l ∈ Λ | ∃e∗ = l( , ) ∈ E∗ ∧ e.d = v∗} �Labels Incoming/Outgoing v∗

3: for all v∗
1 , v∗

2 ∈ V ∗ do �Pair-wise S-node Inspection

4: bλ ← λ(v∗
1)

?
= λ(v∗

2), bd ← Λd(v∗
1)

?
= Λd(v∗

2), d ∈ {1, 2} �Boolean Conditions

5: if m = true then v̂ ← {v∗
1 , v∗

2 | bλ ∧ b1 = true} �Target-Merge

6: else v̂ ← {v∗
1 , v∗

2 | bλ ∧ b2 = true} �Source-Merge

7: V̂ ← {v̂k | k ∈ [1, |V ∗|]} �H-node Computation

8: return V̂
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To each h-node, we attach properties, whose values, except LPercent, are
the sum of those corresponding to each of its s-nodes. For the label percentage,
these values record the weighted percentage mean. Next, we merge s-edges into
h-edges, if they have the same label and endpoints, and attach to each h-edge, its
number of compressed s-edges, EWeight. We also record the avg. s-node weight,
V∗Weight, to estimate how many nodes a h-node compresses.

To formally characterize the graph transformation corresponding to our sum-
marization technique, we first define the following function.

Definition 2 (Valid Summarization). For G = (V, E), a valid summariza-
tion function χΛ : V → N assigns vertex identifiers, s.t., any vertices with the
same identifier are either in the same maximally l-connected G-subgraph, or in
different ones, not connected by an l-labeled edge.

A valid summary is thus obtained from G, by collapsing vertices with the same
χΛ into h-nodes and edges with the same (depending on the heuristic, ingo-
ing/outgoing) label into h-edges. We illustrate this below.

Example 5 (Graph Compression). The graphs in Fig. 4c are obtained from G∗ =
(V ∗, E∗), after the merge phase. Each h-node contains the s-nodes (see Fig. 4b)
collapsed via the target-merge (left) and source-merge (right) heuristics.

We study our summarization’s optimality, i.e., the size of the obtained com-
pressed graph, to graphs its tractability. Specifically, we investigate the follow-
ing MinSummary problem, to establish whether one can always minimize the
number of nodes of an input graph, when constructing its valid summary.

Problem 1 (Minimal Summary). Let MinSummary be the problem that, for a
graph G and an integer k′ ≥ 2, decides if there exists a label-driven partitioning
Φ of G, |Φ| ≤ k′, such that χΛ is a valid summarization.

Each MinSummary h-node is thus intended to regroup as many nodes from
the original graph as possible, while ensuring these are connected by frequently
occurring labels. This condition (see Definition 2) reflects the central idea of our
framework, namely that the connectivity of such prominent labels can serve to
both compress a graph and to approximately evaluate label-constrained reacha-
bility queries. Next, we establish the difficulty of solving MinSummary.

Theorem 1 (MinSummary NP-completeness). Even for undirected
graphs, |Λ(G)| ≤ 2, and k′ = 2, MinSummary is NP-complete4.

The intractability of constructing an optimal summary thus justifies our
search for heuristics with good performance in practice.

4 Proof given at: http://web4.ensiie.fr/∼stefania.dumbrava/SUM19 appx.pdf.

http://web4.ensiie.fr/~stefania.dumbrava/SUM19_appx.pdf
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4 Approximate Query Evaluation

Query Translation. For G and a counting reachability query Q, we approxi-
mate [[Q]]G , the evaluation of Q over G. We translate Q into a query QT , evaluated
over the summarization Ĝ of G, s.t [[QT ]]Ĝ ≈ [[Q]]G . The translations by input
query type are given in Fig. 6, with PGQL as concrete syntax. (1) Simple and
Optional Label Queries. A label l occurs in Ĝ either within a h-node or on a cross-
edge. Thus, we either cumulate the number of l-labeled h-node inner-edges or the
l-labeled cross-edge weights. To account for the potential absence of l, we also
estimate, in the optional-label queries, the number of nodes in Ĝ, by cumulating
those in each h-node. (2) Kleene Plus and Kleene Star Queries. To estimate l+,
we cumulate the counts within h-nodes containing l-labeled inner-edges and the
weights on l-labeled cross-edges. For the former, we distinguish whether the l+
reachability is due to: (1) inner-connectivity – we use the property counting the
inner l-paths; (2) incoming cross-edges – we cumulate the l-labeled in-degrees
of h-nodes; or (3) outgoing cross-edges – we cumulate the number of outgoing
l-paths. To handle the ε-label in l∗, we also estimate the number of nodes in Ĝ.
(3) Disjunction. We treat each possible configuration, on both labels. Hence, we
either cumulate the number of h-node inner-edges or that of cross-edge weights,
with either label. (4) Binary Conjunction. We distinguish whether the label pair
appears on an inner h-node path, on a cross-edge path, or on a traversal one.

Example 6. We illustrate the approximate evaluation of these query types on
Fig. 4. To evaluate the number of single-label atomic paths, e.g., QT

L(l5), as
l5 only occurs inside h-node v̂2, [[l5]]Ĝ is the amount of l5-labeled inner edges
in v̂2, i.e., EWeight(v̂2, l5) ∗ LPercent(v̂2, l5) = 7. To estimate the number of
optional label atomic paths, e.g., QT

O(l2), we add to QT
L(l2) the total number

of graph vertices,
∑

v̂∈V̂ V∗Weight(v̂) ∗ VWeight(v̂) (empty case). As l2 only
appears on a h-edge of weight 2 and there are 25 initial vertices, [[l2?]]Ĝ is 27. To
estimate Kleene-plus queries, e.g., QT

P (l0), as no h-edge has label l0, we return
LReach(v̂1, l0), i.e., the number of l0-connected vertex pairs. Thus, [[l+0 ]]Ĝ is 15.
For Kleene-star, we add to this, the previously computed total number of vertices
and obtain that [[l∗0]]Ĝ is 40. For disjunction queries, e.g., [[l4 + l1]]Ĝ , we cumulate
the single-labeled atomic paths on each label, yielding 14. For binary conjunc-
tions, e.g., [[l−4 · l5]]Ĝ , we rely on the traversal connectivity, LPart(v∗, l4, l5, 2, 2),
as l4 appears on a h-edge and, l5, inside h-nodes; we thus count 7 node pairs.
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QL(l) SELECT COUNT(*) MATCH () -[:l]-> ()

QT
L(l) SELECT SUM(x.LPERCENT_L * x.EWEIGHT) MATCH (x)

SELECT SUM(e.EWEIGHT) MATCH () -[e:l]-> ()

QO(l) SELECT COUNT(*) MATCH () -[:l?]-> ()

QT
O

SELECT SUM(x.LPERCENT_L * x.EWEIGHT) MATCH (x)
SELECT SUM(e.EWEIGHT) MATCH () -[e:l]-> ()
SELECT SUM(x.AVG_SN_VWEIGHT * x.VWEIGHT) MATCH (x)

QP (l) SELECT COUNT(*) MATCH () -/:l+/-> ()

QT
P (l) SELECT SUM(x.LREACH_L) MATCH (x) WHERE x.LREACH_L > 0

SELECT SUM(e.EWEIGHT) MATCH () -[e:l]-> ()

QS(l) SELECT COUNT(*) MATCH () -/:l*/-> ()

QT
S (l)

SELECT SUM(x.LREACH_L) MATCH (x) WHERE x.LREACH_L > 0
SELECT SUM(e.EWEIGHT) MATCH () -[e:l]-> ()
SELECT SUM(x.AVG_SN_VWEIGHT * x.VWEIGHT) MATCH (x)

QD(l1, l2) SELECT COUNT(*) MATCH () -[:l1|l2]-> ()

QT
D(l1, l2) SELECT SUM(x.LPERCENT_L1 * x.EWEIGHT + x.LPERCENT_L2 * x.EWEIGHT) MATCH (x)

SELECT SUM(e.EWEIGHT) MATCH () -[e:l1|l2]-> ()

QC(l1, l2, 1, 1) SELECT COUNT(*) MATCH () -[:l1]-> () <-[:l2]- ()

QC(l1, l2, 1, 2) SELECT COUNT(*) MATCH () -[:l1]-> () -[:l2]-> ()

QC(l1, l2, 2, 1) SELECT COUNT(*) MATCH () <-[:l1]- () <-[:l2]- ()

QC(l1, l2, 2, 2) SELECT COUNT(*) MATCH () <-[:l1]- () -[:l2]-> ()

QT
C(l1, l2, d1, d2)

SELECT SUM((x.LPART_L2_L1_D2_D1 * e.EWEIGHT)/(x.LPERCENT_L1 * x.VWEIGHT))
MATCH (x) -[e:l2] -> () WHERE x.LPERCENT_L1 > 0
SELECT SUM((y.LPART_L1_L2_D1_D2 * e.EWEIGHT)/(y.LPERCENT_L2 * y.VWEIGHT))
MATCH () -[e:l1] -> (y) WHERE y.LPERCENT_L2 >0
SELECT SUM(x.CREACH_L1_L2_D1_D2) MATCH (x)
SELECT SUM(x.EWEIGHT * min(x.LPERCENT_L1, x.LPERCENT_L2)) MATCH (x)

Fig. 6. Query translations onto the graph summary.

5 Experimental Analysis

In this section, we present an empirical evaluation of our graph summariza-
tion, recording (1) the succinctness of our summaries and the efficiency of the
underlying algorithm and (2) the suitability of our summaries for approximate
evaluation of counting label-constrained reachability queries.

Setup, Datasets and Implementation. The summarization and approxima-
tion modules are implemented in Java using OpenJDK 1.85. As the underlying
graph database backend, we have used Oracle Labs PGX 3.1, which is the only
property graph engine allowing for the evaluation of complex RPQs.

To implement the intermediate graph analysis operations (e.g., weakly con-
nected components), we used the Green-Marl domain-specific language and mod-
ified the methods to fit the construction of node properties required by our
summarization algorithm. We base our analysis on the graph datasets in Fig. 7,
encoding: a Bibliographic network (bib), the LDBC social network schema [12]
(social), Uniprot knowledge graphs (uniprot), and the WatDiv schema [1] (shop).

We obtained these datasets using gMark [5], a synthetic graph instance and
query workload generator. As gMark tries to construct the instance that best fits

5 Available at: https://github.com/grasp-algorithm/label-driven-summarization.

https://github.com/grasp-algorithm/label-driven-summarization
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Dataset |LV | |LE | ∼ 1K ∼ 5K ∼ 25K ∼ 50K ∼ 100K ∼ 200K
|V | |E| |V | |E| |V | |E| |V | |E| |V | |E| |V | |E|

bib 5 4 916 1304 4565 6140 22780 3159 44658 60300 88879 119575 179356 240052
social 15 27 897 2127 4434 10896 22252 55760 44390 110665 88715 223376 177301 450087
uniprot 5 7 2170 3898 6837 18899 25800 97059 47874 192574 91600 386810 177799 773082
shop 24 82 3136 4318 6605 10811 17893 34052 31181 56443 57131 93780 109205 168934

Fig. 7. Datasets: no. of vertices |V |, edges |E|, vertex |LV | and edge labels |LE |.

the size parameter and schema constraints, the resulting sizes vary (especially for
the very dense graphs social and shop). Next, on the same datasets, we generated
workloads of varying sizes, for each type in Sect. 2. These datasets and related
query workloads have been chosen since they provide the most recent benchmarks
for recursive graph queries and also to ensure a comparison with SumRDF [19]
(as shown next) on a subset of those supported by the latter. Studies [8,17] have
shown that practical graph pattern queries formulated by users in online query
endpoints are often small: 56.5% of real-life SPARQL queries consist of a single
edge (RDF triple), whereas 90.8% use 6 edges at most. Hence, we select small-
sized template queries with frequently occurring topologies, such as chains [8],
and formulate them on our datasets, for workloads of ∼600 queries.

Experiments ran on a cloud VM with Intel Xeon E312xx, 4 cores, 1.80 GHz
CPU, 128 GB RAM, and Ubuntu 16.04.4 64-bit. Each data point corresponds to
repeating an experiment 6 times, removing the first value from the average.

Summary Compression Ratios. First, we evaluate the effect that using the
source-merge and target-merge heuristics has on the summary construction time
(SCT). We also assess the compression ratio (CR) on the original graph’s vertices
and edges, by measuring (1 − |V̂|/|V|) ∗ 100 and, respectively, (1 − |Ê|/|E|) ∗ 100.

Next, we compare the results for source and target merge. In Fig. 8(a-d), the
most homogeneous datasets, bib and uniprot, achieve very high CR (close to
100%) and steadily maintain it with varying graph sizes. As far as heterogeneity
significantly grows for shop and social, the CR becomes eagerly sensitive to
the dataset size, starting with low values, for smaller graphs, and stabilizing
between 85% and 90%, for larger ones. Notice also that the most heterogeneous
datasets, shop and social, although similar, display a symmetric behavior for the
vertex and edge CRs: the former better compresses vertices, while the latter,
edges. Concerning the SCT runtime in Fig. 8(e-f), all datasets keep a reasonable
performance for larger sizes, even the most heterogeneous one shop. The runtime
is, in fact, not affected by heterogeneity, but is rather sensitive, for larger sizes,
to |E| variations (up to 450K and 773K, for uniprot and social). Also, while
the source and target merge SCT runtimes are similar, the latter achieves better
CRs for social. Overall, the dataset with the worst CR for the two heuristics is
shop, with the lowest CR for smaller sizes. This is also due to the high number of
labels in the initial shop instances, and, hence, to the high number of properties
its summary needs: on average, for all considered sizes, 62.33 properties, against
17.67, for social graph, 10.0, for bib, and 14.0, for uniprot. These experiments
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Fig. 8. CRs for vertices and edges, along with SCT runtime for various dataset sizes,
for both source-merge (a-c-e), and target-merge (b-d-f).

show that, despite its high complexity, our summarization provides high CRs
and low SCT runtimes, even for large, heterogeneous graphs.

Approximate Evaluation Accuracy. We assess the accuracy and efficiency
of our engine with the relative error and time gain measures, respectively. The
relative error (per query Qi) is 1 − min(Qi(G), QT

i (Ĝ))/ max(Qi(G), QT
i (Ĝ)) (in

%), where Qi(G) computes (with PGX) the counting query Qi, on the original
graph, and QT

i (Ĝ) computes (with our engine) the translated query QT
i , on the

summary. The time gain is: tG − tĜ/max(tG , tĜ) (in %), where tG and tĜ are the
query evaluation times of Qi on the original graph and on the summary.

For the Disjunction, Kleene-plus, Kleene-star, Optional and Single Label
query types, we have generated workloads of different sizes, bound by the num-
ber of labels in each dataset. For the concatenation workloads, we considered
binary conjunctive queries (CQs) without disjunction, recursion, or optionality.
Note that, currently, our summaries do not support compositionality.

Figure 9(a) and (b) show the relative error and average time gain for the
Disjunction, Kleene-plus, Kleene-star, Optional and Single Label workloads. In
Fig. 9(a), we note that the avg. relative error is kept low in all cases and is bound
by 5.5%, for the Kleene-plus and Kleene-star workloads of the social dataset.
In all the other cases, including the Kleene-plus and Kleene-star workloads of
the shop dataset, the error is relatively small (near 0%). This confirms the effec-
tiveness of our graph summaries for approximate evaluation of graph queries. In
Fig. 9(b), we studied the efficiency of approximate evaluation on our summaries
by reporting the time gain (in %) compared with the query evaluation on the
original graphs for the four datasets. We notice a positive time gain (≥75%)
in most cases, but for disjunction. While the relative approximation error is
still advantageous for disjunction, disjunctive queries are time-consuming for
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(a) Avg. Rel. Error/Workload (b) Avg. Time Gain/Workload

Fig. 9. Rel. Error (a), Time Gain (b) per Workload, per Dataset, 200K nodes.

ID Query Body Approx. Answer Rel. Error (%) Runtime (ms)
SumRDF APP SumRDF APP SumRDF APP

Q1 (x0)-[:producer]->()<-[:paymentAccepted]-(x1) 75 76 1.32 0.00 136.30 38.2
Q2 (x0)-[:totalVotes]->()<-[:price]-(x1) 42.4 44 3.64 0.00 50.99 17
Q3 (x0)-[:jobTitle]->()<-[:keywords]-(x1) 226.7 221 2.51 0.18 463.85 12.8
Q4 (x0)<-[:title]-()-[:performedIn]->(x1) 19.5 20 2.50 0.00 831.72 8.8
Q5 (x0)-[:artist]->()<-[:employee]-(x1) 143.3 133 7.19 0.37 196.77 10.6
Q6 (x0)-[:follows]->()<-[:editor]-(x1) 524 528 0.38 0.48 1295.83 19

Fig. 10. Performance Comparison: SumRDF vs. APP (our approach): approx. eval. of
binary CQs, SELECT COUNT(*) MATCH Qi, on the summaries of a shop graph instance
(31K nodes, 56K edges); comparing estimated cardinality (no. of computed answers),
rel. error w.r.t the original graph results, and query runtime.

approximate evaluation on our summaries, especially for extremely heteroge-
neous datasets, such as shop (having the most labels). This is due to the over-
head introduced by considering all possible connectivity combinations on the
disjunctive labels. The problem of scaling our method, without prohibitive accu-
racy loss, to queries involving multiple labels and further compositionality, e.g.,
Kleene-star over disjunctions [22], is challenging and falls under the scope of
future work.

Baseline for Approximate Query Evaluation Performance. The clos-
est system to ours is SumRDF [19] (see Sect. 6), which, however, operates on
a simpler edge-labeled model rather than on property graphs and is tailored for
estimating the results of conjunctive queries only. As a performance baseline, we
considered the shop dataset in gMark [5], simulating the WatDiv benchmark [1]
(also a benchmark in [19]). From this dataset with 31K nodes and 56K edges,
we generated the corresponding SumRDF and our summaries. We obtained a
better CR than SumRDF, with 2737 nodes vs. 3480 resources and 17430 edges
vs. 29621 triples. This comparison is, however, tentative, as our approach com-
presses vertices independently of the edges, while SumRDF returns triples. We
then considered the same CQ types as in Fig. 10. Comparing our approach vs.
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SumRDF (see Fig. 10), we recorded an average relative error of estimation of only
0.15%. vs. 2.5% and an average query runtime of only 27.55 ms vs. 427.53
ms. As SumRDF does not support disjunctions, Kleene-star/plus queries and
optional queries, further comparisons were not possible.

6 Related Work

Preliminary work on approximate graph analytics in a distributed setting has
recently been pursued in [15]. They rather focus on a graph sparsification tech-
nique and small samples, in order to approximate the results of specific graph
algorithms, such as PageRank and triangle counting on undirected graphs. In
contrast, our approach operates in a centralized setting and relies on query-
driven graph summarization for graph navigational queries with aggregates.

RDF graph summarization for cardinality estimation has been tackled in [19],
albeit for a less expressive data model than ours (plain RDF vs. property graphs).
They focus on Basic Graph Patterns (BGP), hence their considered query frag-
ment has limited overlap with ours. As shown in Sect. 5, our approximate eval-
uation is faster and more accurate on a common set of (non recursive) queries.

An algorithm for answering graph reachability queries, using graph simu-
lation based pattern matching, is given in [13], to construct query preserving
summaries. However, it does not consider property graphs or aggregates.

Aggregation-based graph summarization [16] is at the heart of previous
approaches, the most notable of which is SNAP [20]. This method is mainly
devoted to discovery-driven graph summarization of heterogeneous networks and
is unsuitable for approximate query evaluation.

More recently, Rudolf et al. [18] have introduced a graph summary suitable
for property graphs based on a set of input summarization rules. However, it does
not support the label-constrained reachability queries in this paper. Graph sum-
maries for answering subgraphs returned by keyword queries on large networks
are studied in [24]. Our query classes significantly differ from theirs.

7 Conclusion

Our paper focuses on a novel graph summarization method that is suitable for
property graph querying. As the underlying MinSummary decision problem is
NP-complete, this technique builds on an heuristic that compresses label fre-
quency information in the nodes of the graph summary. We show the practical
effectiveness of our approach, in terms of compression ratios, error rates and
query evaluation time. As future work, we plan to investigate the feasibility of
our graph summary for other query classes, such as those described in [22]. Also,
we aim to apply formal methods, as described in [6], to ascertain the correctness
of our approximation algorithm, with provably tight error bounds.
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Abstract. The problem of learning from imprecise data has recently
attracted increasing attention, and various methods to tackle this prob-
lem have been proposed. In this paper, we discuss and compare two quite
opposite approaches, an “optimistic” one that interprets imprecise data
in a way that is most favourable for a candidate model, and a “pes-
simistic” one in which model choice is guided by the most unfavourable
interpretation. To avoid an overly extreme behaviour, a modified version
of the latter has recently been proposed, which we complement by an
adjusted version of the optimistic approach. By presenting the various
methods within a common (loss minimization) framework and discussing
illustrative examples, we hope to provide some insight into important
properties and differences, thereby paving the way for a more formal
analysis.

1 Introduction

Superset learning is a specific type of learning from weak supervision, in which
the outcome (response) associated with a training instance is only characterized
in terms of a set of possible candidates. There are numerous applications in which
supervision is partial in that sense [9]. Correspondingly, the superset learning
problem has received increasing attention in recent years, and has been studied
under various names, such as learning from ambiguously labelled examples or
learning from partial labels [2,10]. The contributions so far also differ with regard
to their assumptions on the incomplete information being provided, and how it
has been produced. In this paper, we only assume the actual outcome to be
covered by the subset—hence the name superset learning.

In spite of the ambiguous, set-valued training data, the goal that is commonly
considered in superset learning is to induce a unique model, or a set of models
c© Springer Nature Switzerland AG 2019
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that are all deemed optimal (in the sense of fitting the observed data equally
well) and not differentiated any further. This differs from approaches that allow
for a set of incomparable, undominated models, resulting for instance from the
interval order induced by set-valued loss functions [3], or by the application of
conservative, imprecise Bayesian updating rules [11].

In this paper, we reconsider the principle of generalized loss minimization
based on the so-called optimistic superset loss (OSL) as introduced in [7]. To
better understand its nature and possible deficiencies, we contrast the latter
with another, in a sense diametral approach based on a “pessimistic” inference
principle. Moreover, to compensate for a bias that might be caused by an overly
optimistic attitude, we propose an adjustment of the OSL, which can be seen as
a counterpart of a corresponding modification of the pessimistic approach [6].
Presenting the various methods within a common framework of loss minimization
in supervised learning allows us to highlight some important properties and
differences through illustrative examples.

2 Preliminaries

2.1 Setting and Notation

The OSL was introduced in a standard setting of supervised learning with an
input (instance) space X and an output space Y. The goal is to learn a mapping
from X to Y that captures, in one way or the other, the dependence of outputs
(responses) on inputs (predictors). The learning problem essentially consists of
choosing an optimal model (hypothesis) h∗ from a given model space (hypothesis
space) H, based on a set of training data

D =
{

(xn, yn)
}N

n=1
∈ (X × Y)N . (1)

More specifically, optimality typically refers to optimal prediction accuracy, i.e.,
a model is sought whose expected prediction loss or risk

R(h) =
∫

L
(
y, h(x)

)
dP(x, y) (2)

is minimal; here, L : Y × Y −→ R is a loss function, and P is an (unknown)
probability measure on X ×Y modeling the underlying data generating process.

In the following, we assume hypotheses to be uniquely defined in terms of a
parameter θ from an underlying parameter space Θ: H = {hθ | θ ∈ Θ}, where
hθ is the hypothesis associated with θ. Selecting an optimal hypothesis h∗ ∈ H
thus reduces to estimating an optimal parameter θ∗ ∈ Θ.

We are interested in the case where parts of the data are not observed pre-
cisely. More specifically, focusing on the output values1 yn ∈ Y, we assume that
only supersets Yn ⊆ Y are observed. Thus, the learning algorithm does not
1 The principles of optimistic (and likewise pessimistic) loss minimization also extend

to the case of imprecision in the instance features.
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have direct access to the (precise) data (1), but only to the (imprecise, coarse,
ambiguous) observations

O =
{
(xn, Yn)

}N

n=1
∈ (X × 2Y)N . (3)

In the following, we denote by Y = Y1×Y2×· · ·×YN the (Cartesian) product
of the supersets observed for x1, . . . ,xN . Moreover, each y = (y1, . . . , yN ) ∈ Y
is called an instantiation of the imprecisely observed data. More generally, we
call a sample D in (1) an instantiation of O if the instances xn coincide and
yn ∈ Yn for all n ∈ [N ] ..= {1, . . . , N}.

2.2 Optimistic and Pessimistic Learning

According to [7], a candidate θ ∈ Θ is evaluated optimistically in terms of

ROPT
emp (θ) ..= min

y∈Y

1
N

N∑

n=1

L
(
yn, hθ(xn)

)
, (4)

i.e., in terms of the empirical risk of hθ in the case of a most favourable selection of
the outcomes yn. Moreover, given a loss L that is decomposable (over examples),
the “optimism” can be moved into the loss:

θ∗ ..= argmin
θ∈Θ

ROPT
emp (θ) = argmin

θ∈Θ

1
N

N∑

n=1

LO

(
Yn, hθ(xn)

)
, (5)

with the optimistic superset loss (OSL)

LO(Y, ŷ) = min
{
L(y, ŷ) | y ∈ Y

}
, (6)

which compares (precise) predictions with set-valued observations. A key moti-
vation of the OSL is the idea of data disambiguation, i.e., the idea of simulta-
neously inducing the true model (parameter θ) and reconstructing the values of
the underlying precise data.

A completely opposite principle is to replace the optimistic minimum in (4)
by a pessimistic maximum [5]. More specifically, this principle was introduced
in the realm of statistical inference (instead of supervised learning) with L the
logistic loss, i.e., in the setting of maximum likelihood inference. The idea is to
evaluate each candidate θ in terms of the worst likelihood it can achieve over all
instantiations y ∈ Y, and to pick the best among these pessimistic evaluations.
Expressed in terms of generic loss functions (possibly but not necessarily the
logistic loss), this principle would amount to considering

RPESS
emp (θ) ..= max

y∈Y

1
N

N∑

n=1

L
(
yn, hθ(xn)

)
, (7)
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and (again assuming the loss to be decomposable) choosing

θ∗ ..= argmin
θ∈Θ

RPESS
emp (θ) = argmin

θ∈Θ

1
N

N∑

n=1

LP

(
Yn, hθ(xn)

)
(8)

as a presumably best model, with the pessimistic superset loss (PSL)

LP (Y, ŷ) = max
{
L(y, ŷ) | y ∈ Y

}
. (9)

3 Illustrative Examples

Which of the two approaches to superset learning is more reasonable, the opti-
mistic or the pessimistic one? This question is difficult (or actually impossible)
to answer without further assumptions on the coarsening process, i.e., the pro-
cess that turns precise data into imprecise observations. In the following, to get
a better idea of the nature of the two approaches, we illustrate them by some
simple examples. We shall refer to the optimistic approach (based on the OSL)
as OPT and to the pessimistic one (based on the PSL) and PESS.

3.1 Linear Regression

In linear regression, X = R
d, Y = R, and the goal is to learn a linear predictor

h(x) = x�θ = 〈x, θ〉. Training data is typically assumed to be noisy observations
yn = x�θ0 + ε, where θ0 is the ground-truth parameter and ε a noise term
(with zero expectation). Correspondingly, in the setting of superset learning, we
assume observations Yn � yn. Note, therefore, that Yn does not necessarily cover
the ideal outcome (e.g., the expected value E(y |xn) = x�θ0); instead, just like
the precise observation yn itself, it might be shifted by the noise.

To evaluate predictions ŷ = h(x), the loss function most commonly used in
linear regression is the squared error loss. For the case of interval-valued data
Y = [ymin, ymax], the OSL (6) is then given as follows (cf. Fig. 1):

LO

(
[ymin, ymax], ŷ

)
=

⎧
⎨

⎩

(ymin − ŷ)2 if ŷ < ymin

0 if ymin ≤ ŷ ≤ ymax

(ŷ − ymax)2 if ymax < ŷ
(10)

Thus, the loss is 0 if the prediction is inside the interval, i.e., if the regression
function intersects with the interval, and grows quadratically with the distance
from the interval outside. A small one-dimensional example of a set of interval-
valued data together with a regression line minimizing (5) is shown in Fig. 2
(left).

The PSL version (9) of the squared error loss is given as follows (cf. Fig. 1):

LP

(
[ymin, ymax], ŷ

)
=

{
(ymax − ŷ)2 if ŷ < 1

2 (ymin + ymax)
(ŷ − ymin)2 if ŷ ≥ 1

2 (ymin + ymax) (11)
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Fig. 1. The OSL (solid line in blue) and PSL (dashed line in red) as extensions of the
squared error loss (gray line) in the case of an interval-valued observation (here the
interval [−1, 1], indicated by the vertical lines). (Color figure online)

As can be seen in Fig. 1, the PSL targets the midpoint of the interval as an opti-
mal “compromise value”; this point minimizes the maximal prediction error pos-
sible, and hence the loss function. Moreover, the larger the interval, the stronger
the loss function increases. Therefore, PESS is very similar to weighted linear
regression, where the weight of an example increases with the width of the cor-
responding interval. The OSL behaves in a quite different way: the larger the
interval, the smaller the loss function. Moreover, OSL does not prefer any values
inside the interval (e.g., the midpoint) to any other values. Note that, if the data
is completely coherent with a (noise-free) linear model, i.e., if there is a regres-
sion function intersecting all intervals, then any such function will be optimal
for OPT, while this is not necessarily the case for PESS, as PESS may prefer
a function not intersecting all intervals (see Fig. 2 (right) for an illustration).
Obviously, since the OSL is no longer strictly convex (in contrast with PSL), the
optimisation problem solved by OPT may no longer have a unique solution.

Fig. 2. Left: Linear regression with interval-valued data. Right: Comparison between
PESS and OPT for linear regression.

We can also compare OPT and PESS from the point of view of model updating
or revision in the case where new data is observed. Imagine, for example, that
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a new data point (xN+1, YN+1) is added to the data seen so far. OPT will
check for how compatible its current model is with the interval YN+1 and make
adjustments only if necessary. In particular, if ŷN+1 = hθ(xN+1) ∈ YN+1, i.e.,
the interval includes the current prediction, the model will not be changed at all,
as it is considered fully coherent with the new observation. This also implies that
an extremely wide interval will be ignored as being completely uninformative.
PESS, on the other side, will always change its current estimate θ, unless ŷN+1 =
hθ(xN+1) corresponds exactly to the midpoint of YN+1; this is because any
deviation from this “perfect” prediction is considered as a mistake (or at least a
suboptimal choice) that ought to be mitigated.

From the above comments, it is clear that the two strategies may behave
quite differently on the same data. OPT assumes that Yn is a set of candidate
values, one of which corresponds to the true measurement. Therefore, fitting
one of these candidates, namely the one that is maximally coherent with the
model assumption and the rest of the data, is enough. As opposed to this, PESS
seeks to fit all values yn ∈ Yn simultaneously, i.e., to find a good compromise
prediction ŷn that is not in conflict with any of the candidates.

It appears that OPT proceeds from a disjunctive interpretation of the set
Yn, and considers that the true data will not be chosen so as to systematically
put the assumed model in default. In contrast, PESS is more in line with a
conjunctive interpretation, which makes sense if all the candidates are indeed
guaranteed to be possible measurements. One could imagine, for example, that
xn actually characterizes a whole set of entities, and that Yn is the collection of
outputs associated with these entities. As an illustration, suppose we would like
to learn a control rule that prescribes an autonomous car the strength of braking
depending on its current speed x. Since the optimal strength will also depend
on other factors (such as weather conditions), which are ignored (or “integrated
out”) here, training examples might be interval-valued. For example, depending
on further unknown conditions, the optimal strength could be in-between ymin

and ymax for a speed of x Km/h. Adopting a “cautious” model, which minimizes
the worst mistake it can make, may look like a reasonable strategy then.

3.2 Logistic Regression

In logistic regression, the goal is to learn a probabilistic classifier

hθ(x) =
1

1 + exp(−〈θ,x〉) , (12)

where hθ(x) is an estimate of the (conditional) probability p(y = 1 |x) of the
positive class. Inference is done on the basis of the maximum likelihood principle,
which is equivalent to minimizing the log-loss on the training data:

θ∗ = argmin
θ∈Θ

N∑

n=1

L(yn, hθ(xn))
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with

L(y, p) = − log
(
py + (1 − p)(1 − y)

)
=

{ − log(p) if y = 1
− log(1 − p) if y = 0

Using the representation (12) for the probability p, and the class encoding Y =
{−1,+1} instead of Y = {0, 1}, the loss can also be written as follows:

L(y, s) = log
(
1 + exp(−ys)

)
,

where s = 〈θ,x〉 is the predicted score and ys is the margin, i.e., the distance
from the decision boundary (to the right side) (Fig. 3).

Fig. 3. OSL (blue, solid line) and PSL (red, dashed line) for the logistic loss function.
(Color figure online)

Since Y = {−1,+1} contains only two elements, there is only one imprecise
observation that can be made, namely Y = {−1,+1} = Y, and the setting
reduces to so-called semi-supervised learning (with a part of the data being
precisely labeled, and another part without any supervision). Thus, the OSL is
given by

LO(Y, s) =

⎧
⎨

⎩

L(−1, s) if Y = {−1}
L(+1, s) if Y = {+1}

min{L(−1, s), L(+1, s)} if Y = {−1,+1}
,

and the pessimistic version LP by the same expression with min in the third case
replaced by max. As a consequence, if an imprecise observation is made, OPT
will try to disambiguate, i.e., to choose θ such that ys = y〈θ,x〉 is large (and
hence p is close to 0 or close to 1); this is in line with a large margin approach,
i.e., the learner tries to move the decision boundary away from the data points.
Indeed, the generalized loss LO can be seen as the logistic version of the “hat
loss” that is used in semi-supervised learning of support vector machines [1].

As opposed to this, PESS will try to choose θ such that s ≈ 0 and hence
p ≈ 1

2 . Obviously, this may lead to drastically different solutions. An example
is shown in Fig. 4, where a few labeled training examples are given (positive
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in blue and negative in red) and many unlabeled. OPT seeks to maximize the
margin of the decision boundary, and hence puts it in-between the two clusters.
This is in line with the goal of disambiguation: ideally, the unlabeled examples
are far from the decision boundary, which means they are clearly identified as
positive or negative. PESS is doing exactly the opposite and tries to have the
unlabeled examples close to the decision boundary.

Fig. 4. Logistic regression in a semi-supervised setting: Solutions for OPT and PESS.
(Color figure online)

This example suggests that PESS is not really appropriate for tackling dis-
criminative learning tasks. To be fair, however, one has to acknowledge that
PESS may produce more reasonable results in other scenarios. For example, if
the unlabeled examples are not chosen arbitrarily but indeed correspond to those
cases that are very close to the true decision boundary, i.e., for which the pos-
terior probability is indeed close to 1

2 , and which could hence be hard to label,
then PESS is just doing the right thing.

As another rather extreme example, suppose that the precise observations
in Fig. 4 are just the “noisy” cases, whereas all “normal” cases are hidden (the
blue class is actually in the upper right and the red class in the lower left). One
can imagine, for example, an “adversarial” coarsening process that coarsens all
normal cases and only reveals the noise in the data. In this scenario, it is clear
that OPT will be completely misled and produce exactly the opposite of the
right model. In such adversarial settings [8], PESS (and more generally minimax
approaches) may indeed be considered a more reasonable strategy, as it may
provide some guarantees in terms of protection with regard to the coarsening
process. Anyway, what all these examples are showing is that the reasonableness
of an approach strongly depends on which assumptions about the coarsening
process can be considered as plausible.

3.3 Statistical Parameter Estimation

As already said, OPT and PESS have been introduced in different contexts.
While generalized loss minimization with the OSL was mainly motivated by
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problems of supervised machine learning, PESS has mostly been considered in a
setting of statistical parameter estimation, such as the estimation of the param-
eter θ of a Bernoulli distribution in coin tossing. In these cases, OPT may tend
to produce rather extreme estimates. For example, consider a sample such as

1, 0, ?, 0, ?, 1, 1, 1, ?, ? ,

with p positive outcomes indicated by a 1 (e.g., a coin toss landing heads up),
n negative outcomes indicated by a 0, and u unknowns indicated by a ?. One
can check that, in the case where p > n, OPT will produce the estimate θ∗ =
p+u/p+u+n, based on a corresponding disambiguation in which each unknown
is replaced by a positive outcome. More generally, in a multinomial case, all
unknowns are supposed to belong to the majority of the precise part of the data.
This estimate maximizes the likelihood or, equivalently, minimizes the log-loss

L(θ) = −
N∑

n=1

Xi log(θ) + (1 − Xi) log(1 − θ) .

Such an estimate may appear somewhat implausible. Why should all the
unknowns be positive? Of course, one may not exclude that the coarsening pro-
cess is such that only positives are hidden. In that case, OPT will exactly do the
right thing. Still, the estimate remains rather extreme and hence arguable.

In contrast, PESS would try to maximize the entropy of the estimated dis-
tribution [4, Corollary 1], which is equivalent to having θ∗ = 1/2 in the example
given above. While such an estimate may seem less extreme and more reason-
able, there is again no compelling reason to consider it more (or less) legitimate
than the one obtained by POSS, unless further assumptions are made about
the coarsening process. Finally, note that neither POSS nor PESS can produce
the estimate obtained by the classical coarsening-at-random (CAR) assumption,
which would give θ∗ = 2/3.

As a first remark, let us repeat that generalized loss minimization based
on OSL was actually not intended, or at least not motivated, by this sort of
problem. To explain this point, let us compare the above (statistical estimation)
example of coin tossing with the previous (machine learning) example of logistic
regression. In fact, the former can be seen as a special case of the latter, with
an instance space X = {x0} consisting of a single instance, such that θ = p(y =
1 |x0). Correspondingly, since X has no structure, it is impossible to leverage
any structural assumptions about the sought model h : X −→ Y, which is the
basis of the idea of data disambiguation as performed by OPT.

In particular, in the case of coin flipping, each ? can be replaced by any (hypo-
thetical) outcome, independently of all others and without violating any model
assumptions. In other words, every instantiation of the coarse data is as plausible
as any other. This is in sharp contrast with the case of logistic regression, where
the assumption of a linear model, i.e., the assumption that the probability of
success for an input x depends on the spatial position of that point, lets many
disambiguations appear implausible. For example, in Fig. 5, the instantiation in
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Fig. 5. Coarse data (left) together with two instantiations (middle and right).

the middle, where half of the unlabeled examples are disambiguated as positive
and the other half as negative, is clearly more coherent with the assumption of
(almost) linearly separable classes than the instantiation on the right, where all
unknowns are assigned to the positive class.

In spite of this, examples like the one of coin tossing are indeed suggesting
that OSL might be overly optimistic in certain cases. Even in discriminative
learning, OSL makes the assumption that the chosen model class is the right
one, which may lead to overly confident results should the model choice be
wrong. This motivates a reconsideration of the optimistic inference principle
and perhaps a suitable adjustment.

4 Adjustments of OSL and PSL

A noticeable property of the previous coin tossing example is a bias of the estima-
tion (or learning) process, which is caused by the fact that a higher likelihood can
principally be achieved with a more extreme θ. For example, with θ ∈ {0, 1}, the
probability of an “ideal” sample is 1, whereas for θ = 1/2, the highest probability
achievable on a sample of size N is (1/2)N . Thus, it seems that, from the very
beginning, the candidate estimate θ = 1/2 is put at a systematic disadvantage.

This can also be seen as follows: Consider any sample produced by θ = 1,
i.e., a sequence of tosses with heads up. When coarsening the data by covering
a subset of the sample, OPT will still produce θ = 1 as an estimate. Roughly
speaking, θ = 1 is “robust” toward coarsening. As opposed to this, when coars-
ening a sample produced with θ = 1/2, OPT will diverge and either produce a
smaller or a larger estimate.

4.1 Regularized OSL

One way to counter a systematic bias in disfavour of certain parameters or
hypotheses is to adopt a Bayesian approach. Instead of looking at the high-
est likelihood value maxy∈Y p(y | θ) of θ across different instantiations of the
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imprecise data2, one may start with a prior π on θ and look at the highest
posterior3

max
y∈Y

p
(
y | θ) π(θ)
p
(
y
) ,

or, equivalently,

max
y∈Y

{
log p

(
y | θ) − H(θ,y)

}
= max

y∈Y

{
N∑

i=1

log p(yn | θ) − H(θ,y)

}

(13)

with
H(θ,y) ..= log p(y) − log π(θ) (14)

At the level of loss minimization, when ignoring the role of y in (14), this app-
roach essentially comes down to adding a regularization term to the empirical
risk, and hence to minimizing the regularized OSL

ROPT
reg (θ) ..=

1
N

N∑

n=1

LO

(
Yn, hθ(xn)

)
+ F (hθ) , (15)

where F (hθ) is a suitable penalty term.
Coming back to our original motivation, namely that some parameters can

principally achieve a higher likelihood than others, one instantiation of F one
may think of is the maximal (log-)likelihood conceivable for θ (where the sample
can be chosen freely and does not depend on the actual imprecise observations):

F (θ) = − max
y∈YN

logp
(
y | θ) (16)

In this case, F (θ) can again be moved inside the loss function LO in (15):

ROPT
reg (θ) ..=

1
N

N∑

n=1

LO

(
Yn, hθ(xn)

)
(17)

with
LO(Y, ŷ) ..= min

y∈Y
L(y, ŷ) − min

y∈Y
L(y, ŷ) . (18)

For some losses, such as squared error loss in regression, the adjustment (18)
has no effect, because L(y, ŷ) = 0 can always be achieved for at least one y ∈ Y.
For others, however, LO may indeed differ from LO. For the log-loss in binary

2 We assume the xn in the data {(xn, yn)}Nn=1 to be fixed.
3 The obtained bound are similar to the upper expectation bound obtained by the

updating rule discussed by Zaffalon and Miranda [11] in the case of a completely
unknown coarsening process and precise prior information. However, Zaffalon and
Miranda discussed generic robust updating schemes leading to sets of probabilities
or sets of models, which is not the intent of the methods discussed in this paper.
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Fig. 6. The adjusted OSL version (19) of the logistic loss (black line) compared to the
original version (red line). (Color figure online)

classification, for example, the normalizing term in (18) is min{L(0, p), L(1, p)},
which means that

LO(Y, p) =

⎧
⎨

⎩

log(1 − p) − log(p) if Y = {1}, p < 1/2
log(p) − log(1 − p) if Y = {0}, p > 1/2

0 otherwise
. (19)

A graphical representation of this loss function, which can be seen as a combi-
nation of the 0/1 loss (it is 0 for signed probabilities ≥ 1/2) and the log-loss, is
shown in Fig. 6.

4.2 Adjustment of PSL: Min-Max Regret

Interestingly, a similar adjustment, called min-max regret criterion, has recently
been proposed for PESS [6]. The motivation of the latter, namely to assess a
parameter θ in a relative rather than absolute way, is quite similar to ours.
Adopting our notation, a candidate θ is evaluated in terms of

max
y∈Y

{
logp

(
y | θ) − max

θ̂
logp

(
y | θ̂)

}
. (20)

That is, θ is assessed on a concrete instantiation y ∈ Y by comparing it to the
best estimation θ̂y on that data, which defines the regret, and then the worst
comparison over all possible instantiations (the maximum regret) is considered.
Like in the case of OSL, this can again be seen as an approximation of (14) with

F (y) = max
θ̂

logp
(
y | θ̂) ,

which now depends on y but not on θ (whereas the F in (15) depends on θ but
not on y). Obviously, the min-max regret principle is less pessimistic than the
original PSL, and leads to an adjustment of PESS that is even somewhat compa-
rable to OPT: The loss of a candidate θ on an instantiation y is corrected by the
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Fig. 7. Loss functions and optimal predictions of θ (minima of the losses indicated by
vertical lines) in the case of coin tossing with observations 0, 0, 1, 1, 1, 1, ?, ?, ?: solid
blue line for OSL, dashed blue for the regularized OSL version (14) with π the beta
(5,5) distribution, solid red for PSL, and dashed red for the adjusted PSL (20). (Color
figure online)

minimal loss F (y) that can be achieved on this instantiation. Obviously, by doing
so, the influence of instantiations that necessarily cause a high loss is reduced.
But these instantiations are exactly those that are considered as “implausible”
and down-weighted by OPT (cf. Sect. 3.3). See Fig. 7 for an illustrative compar-
ison in the case of coin tossing as discussed in Sect. 3.3. Note that (20) does not
permit an additive decomposition into losses on individual training examples,
because the regret is defined on the entire set of data. Instead, a generalization
of (20) to loss functions other than log-loss suggests evaluating each θ in terms
of the maximal regret

MReg(θ) ..= max
y∈Y

(
Remp(θ,y) − min

θ̂
Remp(θ̂,y)

)
, (21)

where Remp(θ,y) denotes the empirical risk of θ on the data obtained for the
instantiation y. Computing the maximal regret (21), let alone finding the mini-
mizer θ∗ = argminθ MReg(θ), appears to be intractable except for trivial cases.
In particular, the problem will be hard in cases like logistic regression, where
the empirical risk minimizer minθ̂ Remp(θ̂,y) cannot be obtained analytically,
because then even the evaluation of a single candidate θ on a single instantia-
tion y requires the solution of a complete learning task—not to mention that
the minimization over all instantiations y comes on top of this.

5 Concluding Remarks

The goal of our discussion was to provide some insight into the basic nature of
the “optimistic” and the “pessimistic” approach to learning from imprecise data.
To this end, we presented both of them in a unified framework and highlighted
important properties and differences through illustrative examples.
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As future work, we plan a more thorough comparison going beyond anecdotal
evidence. Even if both approaches deliberately refrain from specific assumptions
about the coarsening process, it would be interesting to characterize situations
in which they are likely to produce accurate results, perhaps even with formal
guarantees, and situations in which they may fail. In addition to a formal analysis
of that kind, it would also be interesting to compare the approaches empirically.
This is not an easy task, however, especially due to a lack of suitable (real)
benchmark data. Synthetic data can of course be used as well, but as our exam-
ples have shown, it is always possible to create the data in favour of the one and
in disfavour of the other approach.

References

1. Chapelle, O., Sindhwani, V., Keerthi, S.S.: Optimization techniques for semi-
supervised support vector machines. J. Mach. Learn. Res. 9, 203–233 (2008)

2. Cour, T., Sapp, B., Taskar, B.: Learning from partial labels. J. Mach. Learn. Res.
12, 1501–1536 (2011)

3. Couso, I., Sánchez, L.: Machine learning models, epistemic set-valued data and
generalized loss functions: an encompassing approach. Inf. Sci. 358, 129–150 (2016)

4. Guillaume, R., Couso, I., Dubois, D.: Maximum likelihood with coarse data based
on robust optimisation. In: Proceedings of the Tenth International Symposium on
Imprecise Probability: Theories and Applications, pp. 169–180 (2017)

5. Guillaume, R., Dubois, D.: Robust parameter estimation of density functions under
fuzzy interval observations. In: 9th International Symposium on Imprecise Proba-
bility: Theories and Applications (ISIPTA 2015), pp. 147–156 (2015)

6. Guillaume, R., Dubois, D.: A maximum likelihood approach to inference under
coarse data based on minimax regret. In: Destercke, S., Denoeux, T., Gil, M.Á.,
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Abstract. In this paper, we study how cautious conclusions should
be taken when considering interval-valued propositional logic, that is
logic where to each formula is associated a real-valued interval providing
imprecise information about the penalty incurred for falsifying this for-
mula. We work under the general assumption that the weights of falsified
formulas are aggregated through a non-decreasing commutative function,
and that an interpretation is all the more plausible as it is less penalized.
We then formulate some dominance notions, as well as properties that
such notions should follow if we want to draw conclusions that are at
the same time informative and cautious. We then discuss the dominance
notions in light of such properties.

Keywords: Logic · Imprecise weights · Skeptic inference · Robust
inferences · Penalty logic

1 Introduction

Logical frameworks have always played an important role in artificial intelli-
gence, and adding weights to logical formulas allow one to deal with a variety of
problems with which classical logic struggles [3].

Usually, such weights are assumed to be precisely given, and associated to
an aggregation function, such as the maximum in possibilistic logic [4] or the
sum in penalty logic [5]. These approaches can typically find applications in
non-monotonic reasoning [1] or preference handling [7].

However, as providing specific weights to each formula is likely to be a cog-
nitively demanding tasks, many authors have considered extensions of these
frameworks to interval-valued weights [2,6], where intervals are assumed to con-
tain the true, ill-known weights. Such approaches can also be used, for instance,
to check how robust conclusions obtained with precise weights are.

In this paper, we are interested in making cautious or robust inferences in
such interval-valued frameworks. That is, we look for inference tools that will
typically result in a partial order over the interpretations or world states, such
that any preference statement made by this partial order is made in a skeptic
way, i.e., it holds for any replacement of the weights by precise ones within the
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intervals, and should not be reversed when gaining more information. We simply
assume that the weights are positive and aggregated by a quite generic function,
meaning that we include for instance possibilistic and penalty logics as special
cases.

We provide the necessary notations and basic material in Sect. 2. In Sect. 3,
we introduce different ways to obtain partial orders over interpretations, and
discuss different properties that corresponding cautious inference tools could or
should satisfy. Namely, that reducing the intervals will provide more informative
and non-contradictory inferences, and that if an interpretation falsify a subset
of formulas falsified by another one, then it should be at least as good as this
latter one. Section 4 shows which of the introduced inference tools satisfy which
property.

2 Preliminaries

We consider a finite propositional language L. We denote by Ω the space of all
interpretations of L, and by ω an element of Ω. Given a formula φ, ω is a model
of φ if it satisfies it, denoted ω |= φ.

A weighted formula is a tuple 〈φ, α〉 where α represents the importance
of the rule, and the penalty incurred if it is not satisfied. This weight may be
understood in various ways: as a degree of certainty, as a degree of importance of
an individual preference, . . . . We assume that α take their values on an interval
of R+, possibly extended to include ∞ (e.g., to represent formulas that cannot
be falsified). In this paper, a formula with α = 0 is understood as a totally
unimportant formula that can be ignored, while a formula with maximal α is a
formula that must be satisfied.

A (precisely) weighted knowledge base K = {〈φi, αi〉 : i = 1, . . . , n} is a set of
distinct weighted formulas. Since these formulas are weighted, an interpretation
can (and sometimes must, if K without weights is inconsistent) falsify some of
them, and still be considered as valid. In order to determine an ordering between
different interpretations, we introduce two new notations:

– FK(ω) = {φi : ω �|= φi}, the set of formulas falsified by ω
– FK(ω \ ω′) = {φi : ω �|= φi ∧ ω′ |= φi}

Let us furthermore consider an aggregation function ag : Rn → R that we
assume to be non-decreasing, commutative, continuous and well-defined1 for any
finite number n.

We consider that ag({αi : φi ∈ F}) applied to a subset F of formulas of K
measure the overall penalty corresponding to F , with ag(∅) = 0. Given this, we
also assume that if ag receives two vectors a and b of dimensions n and n + m
such that b has the same first n elements as a, i.e., b = (a, y1, . . . , ym), then
ag(a) ≤ ag(b). The idea here is that adding (falsified) formulas to a can only
increase the global penalty. Classical options correspond to possibilistic logic

1 As we do not necessarily assume it to be associative.
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(weights are in [0, 1] and ag = max) or penalty logic (weights are positive reals
and ag =

∑
). Based on this aggregation function, we define a given K the two

following complete orderings between interpretations when weights are precise:

– ω �K
All ω′ iff ag({αi : φi ∈ FK(ω)}) ≤ ag({αi : φi ∈ FK(ω′)}).

– ω �K
Diff ω′ iff ag({αi : φi ∈ FK(ω \ ω′)}) ≤ ag({αi : φi ∈ FK(ω′ \ ω)}).

Both orderings can be read as ω � ω′ meaning that “ω is more plausible, or
preferred to ω′, given K”.

When the weights are precise, it may be desirable for �All and �Diff to be
consistent, that is not to have ω �K

All ω′ and ω ≺K
Diff ω′ for a given K. It may

be hard to characterize the exact family of functions ag that will satisfy this,
but we can show that adding associativity and strict increasigness2 to the other
mentioned properties ensure that results will be consistent.

Proposition 1. If ag is continuous, commutative, strictly increasing and asso-
ciative, then given a knowledge base K, we have that

ω �K
All ω′ ⇔ ω �K

Diff ω′

Proof. Let us denote the sets {αi : φi ∈ FK(ω)} and {αi : φi ∈ FK(ω′)} as real-
valued vectors a = (x1, . . . , xn, yn+1, . . . , yna

) and b = (x1, . . . , xn, zn+1, . . . ,
znb

), where x1, . . . , xn are the weights associated to the formulas that both
interpretations falsify. Showing the equivalence of Proposition 1 then comes down
to show

ag(a) ≥ ag(b) ⇔ ag((yn+1, . . . , yna
)) ≥ ag((zn+1, . . . , znb

)).

Let us first remark that, due to associativity,

ag(a) = ag(ag((x1, . . . , xn)), ag((yn+1, . . . , yna
))) := ag(A,B),

ag(b) = ag(ag((x1, . . . , xn)), ag((zn+1, . . . , znb
))) := ag(A,C).

Under these notations, we must show that ag(A,B) ≥ ag(A,C) ⇔ B ≥ C.
That B ≥ C ⇒ ag(A,B) ≥ ag(A,C) is immediate, as ag is non-decreasing.

To show that B ≥ C ⇐ ag(A,B) ≥ ag(A,C), we can just see that if B < C, we
have ag(A,B) < ag(A,C) due to the strict increasingness of ag.

3 Interval-Valued Logic, Dominance Notions and
Properties

In practice, it is a strong requirement to ask users to provide precise weights for
each formula, and they may be more comfortable in providing imprecise ones.
This is one of the reason why researchers proposed to extend weighted logics to
interval-valued logics, where the knowledge base is assumed to have the form
2 Which is also necessary, as ag = max will not always satisfy Property 1.
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K = {〈φi, Ii〉 : i = 1, . . . , n} with Ii = [ai, bi] representing an interval of possible
weights assigned to φi.

In practice, this means that the result of applying ag to a set of formulas F
is no longer a precise value, but an interval [ag, ag]. As ag is a non-decreasing
continuous function, computing this interval is quite easy as

ag = ag({ai|φi ∈ F}),

ag = ag({bi|φi ∈ F}),

which means that if the problem with precise weights is easy to solve, then
solving it for interval-valued weights is equally easy, as it amounts to solve twice
the problems for specific precise weights (i.e., the lower and upper bounds).
A question is now to know how we should rank the various interpretations in
a cautious way given these interval-valued formulas. In particular, this means
that the resulting order between interpretations should be a partial order if we
have no way to know whether one has a higher score than the other, given our
imprecise information. But at the same time, we should try to not lose too much
information by making things imprecise.

There are two classical ways to compare interval-valued scores that results
in possible incomparabilities:

– Lattice ordering: [a, b] �L [c, d] iff a ≤ c and b ≤ d. We then have [a, b] ≺L

[c, d] if one of the two inequalities is strict, and [a, b] � [c, d] iff [a, b] = [c, d].
Incomparability of [a, b] and [c, d] corresponds to one of the two set being
strictly included in the other.

– Strict ordering: [a, b] �S [c, d] iff b ≤ c. We then have [a, b] ≺S [c, d] if b < c,
and indifference will only happen when a = b = c = d (hence never if intervals
are non-degenerate). Incomparability of [a, b] and [c, d] corresponds to the two
sets overlapping.

These two orderings can then be applied either to �All or �Diff , resulting in
four different extensions: �All,L,�All,S ,�Diff,L,�Diff,S . A first remark is that
strict comparisons are stronger than lattice ones, as the former imply the latter,
that is if [a, b] �S [c, d], then [a, b] �L [c, d]. In order to decide which of these
orderings are the most adequate, let us first propose some properties they should
follow when one wants to perform cautious inferences.

Property 1 (Informational monotonicity). Assume that we have two knowl-
edge bases K1 = {〈φ1

i , Ii
1〉 : i = 1, . . . , n} and K2 = {〈φ2

i , Ii
2〉 : i = 1, . . . , n}

with φ1
i = φ2

i and Ii
1 ⊆ Ii

2 for all i. An aggregation method and the partial order �
it induces on interpretations is informational monotonic if

ω �K2 ω′ =⇒ ω �K1 ω′

That is, the more we gain information, the better we become at differenti-
ating and ranking interpretations. If ω is strictly preferred to ω′ before getting
more precise assessments, it should remain so after the assessments become more
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precise3. A direct consequence of Property 1 is that we cannot have ω �K2 ω′

and ω′ �K1 ω, meaning that �K1 will be a refinement of �K2 . This makes
sense if we aim for a cautious behaviour, as the conclusion we make in terms of
preferred interpretations should be guaranteed, i.e., they should not be revised
when we become more precise.

It should also be noted that violating this property means that the corre-
sponding partial order is not skeptic in the sense advocated in the introduction,
as a conclusion taken at an earlier step can be contradicted later on by gaining
more information.

Property 2 (subset/implication monotonicity). Assume that we have a
knowledge base K. An aggregation method and the partial order � it induces on
interpretations follows subset monotonicity if

FK(ω) ⊆ FK(ω′) =⇒ ω �K ω′ for any pair ω, ω′

This principle is quite intuitive: if we are sure that ω′ falsifies the same
formulas than ω in addition to some others, then certainly ω′ should be less
preferable/certain than ω.

4 Discussing Dominance Notions

Let us now discuss the different partial orders in light of these properties, starting
with the lattice orderings and then proceeding to interval orderings.

4.1 Lattice Orderings

Let us first show that �All,L,�Diff,L do not satisfy Property 1 in general, by
considering the following example:

Example 1. Consider the case where ai, bi ∈ R and ag =
∑

, with the following
knowledge base on the propositional variables {p, q}

φ1 = p, φ2 = p ∧ q, φ3 = ¬q

with the three following sets (respectively denoted K1,K2,K3) of interval-valued
scores

IK1
1 = [2.5, 2.5], IK1

2 = [0, 4], IK1
3 = [1, 5],

IK2
1 = [2.5, 2.5], IK2

2 = [4, 4], IK2
3 = [1, 5],

IK3
1 = [2.5, 2.5], IK3

2 = [4, 4], IK3
3 = [1, 1],

that are such that IK3 ⊆ IK2 ⊆ IK1 for all formulas. The resulting scores
using the choice �All following on the different interpretations are summarised
in Table 1.

3 Note that we consider the new assessments to be consistent with the previous ones,
as Ii

1 ⊆ Ii
2.
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Table 1. Interval-valued scores from Example 1

p q ag1 ag2 ag3

ω0 0 0 [2.5,6.5] [6.5,6.5] [6.5,6.5]

ω1 0 1 [3.5, 11.5] [7.5,11.5] [7.5,7.5]

ω2 1 0 [0, 4] [4, 4] [4, 4]

ω3 1 1 [1, 5] [1, 5] [1, 1]

Figure 1 shows the different partial orders between the interpretations,
according to �All,L. We can see that ω2 and ω3 go from comparable to incom-
parable when going from �K1

All,L to �K2
All,L, and that the preference or ranking

between them is even reversed when going from �K1
All,L to �K3

All,L.

ω1

ω0

ω3

ω2

�K1
All,L

ω1

ω0

ω2 ω3

�K2
All,L

ω1

ω0

ω2

ω3

�K3
All,L

Fig. 1. Orderings �All,L of Example 1 on interpretations.

It should be noted that what happens to ω2, ω3 for �All,L is also true for
�Diff,L. Indeed, FK(ω2) = {p ∩ q} and FK(ω3) = {¬q}, hence FK(ω2 \ ω3) =
FK(ω2) and FK(ω3 \ ω2) = ∅. However, we can show that the two orderings
based on lattice do satisfy subset monotonicity.

Proposition 2. Given a knowledge base K, the two orderings �K
All,L,�K

Diff,L

satisfy subset monotonicity.

Proof. For �Diff,L, it is sufficient to notice that if FK(ω) ⊆ FK(ω′), then FK(ω\
ω′) = FK(∅). This means that ag({αi : φi ∈ FK(ω \ ω′)}) = [0, 0], hence we
necessarily have ω �K

Diff,L ω′.
For �All,L, the fact that FK(ω) ⊆ FK(ω′) means that the vectors a and a′

of lower values associated to {αi : φi ∈ FK(ω)} and {αi : φi ∈ FK(ω′)} will be
of the kind a′ = (a, a1, . . . , am), hence we will have ag(a) ≤ ag(a′). The same
reasoning applied to upper bounds means that we will also have ag(a) ≤ ag(a′),
meaning that ω �K

All,L ω′.
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From this, we deduce that lattice orderings will tend to be too informative
for our purpose4, i.e., they will induce preferences between interpretations that
should be absent if we want to make only those inferences that are guaranteed
(i.e., hold whatever the value chosen within the intervals Ii).

4.2 Strict Orderings

In this section, we will study strict orderings, and will show in particular that
while �All,S provides orderings that are not informative enough for our purpose,
�Diff,S does satisfy our two properties.

As we did for lattice orderings, let us first focus on the notion of informational
monotonicity, and show that both orderings satisfy it.

Proposition 3. Given knowledge bases K1,K2 with φ1
i = φ2

i and Ii
1 ⊆ Ii

2 for
all i ∈ {1, . . . , n}, the two orderings �All,S ,�Diff,S satisfy information mono-
tonicity.

Proof. Assume that [a, b] and [c, d] are the intervals obtained from K2 respec-
tively for ω and ω′ after aggregation has been performed, with b ≤ c, hence
ω �K2

�,S ω′ with � ∈ {All,Diff}.
Since ag is an increasing function, and as Ii

1 ⊆ Ii
2, we will have that the

intervals [a′, b′] and [c′, d′] obtained from K1 for ω and ω′ after aggregation will
be such that [a′, b′] ⊆ [a, b] and [c′, d′] ⊆ [c, d], meaning that b′ ≤ b ≤ c ≤ c′,
hence ω �K1

�,S ω′, and this finishes the proof.

Let us now look at the property of subset monotonicity. From the knowledge
base K1 in Example 1, one can immediately see that �All,S is not subset mono-
tonic, as FK(ω3) ⊆ FK(ω1) and FK(ω2) ⊆ FK(ω0) ⊆ FK(ω1), yet all intervals in
Table 1 overlap, meaning that all interpretations are incomparable. Hence �All,S

will usually not be as informative as we would like a cautious ranking procedure
to be. This is mainly due to the presence of redundant variables, or common
formulas, in the comparison of interpretations. In contrast, �Diff,S does not
suffer from the same defect, as the next proposition shows.

Proposition 4. Given a knowledge base K, the ordering �Diff,S satisfies subset
monotonicity.

Proof. As for Proposition 2, it is sufficient to notice that if FK(ω) ⊆ FK(ω′),
then FK(ω \ ω′) = FK(∅). This means that ag({αi : φi ∈ FK(ω \ ω′)}) = [0, 0],
hence we necessarily have ω �K

Diff,L ω′.

Hence, the ordering �Diff,S satisfies all properties we have considered desir-
able in our framework. It does not add unwanted comparisons, while not losing
information that could be deduced without knowing the weights.

4 Which does not prevent them to be suitable for other purposes.
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Example 2. If we consider the knowledge base K1 of Example 1, using �Diff,S

we could only deduce the rankings induced by the facts that FK(ω3) ⊆ FK(ω1)
and FK(ω2) ⊆ FK(ω0) ⊆ FK(ω1), as ω3 does not falsify any of the formulas that
ω2 and ω0 falsify, hence we can directly compare their intervals. The resulting
ordering is pictured in Fig. 2.

ω1

ω0

ω2

ω3

Fig. 2. Orderings �Diff,S of Example 2

5 Conclusions

In this paper, we have looked at the problem of making cautious inferences in
weighted logics when weights are interval-valued, and have made first proposals
to make such inferences. There is of course a lot that remains to be done, such
as studying expressivity, representational or computational issues.

It should also be noted that our approach can easily be extended to cases
where weights are given by other uncertainty models. If Ii is an uncertain quan-
tity (modelled by a fuzzy set, a belief function, a probability, . . . ), we would then
need to specify how to propagate them to obtain ag(F ), and how to compare
these uncertain quantities.
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Abstract. Preference elicitation is a key element of any multi-criteria
decision analysis (MCDA) problem, and more generally of individual
user preference learning. Existing efficient elicitation procedures in the
literature mostly use either robust or Bayesian approaches. In this paper,
we are interested in extending the former ones by allowing the user to
express uncertainty in addition of her preferential information and by
modelling it through belief functions. We show that doing this, we pre-
serve the strong guarantees of robust approaches, while overcoming some
of their drawbacks. In particular, our approach allows the user to contra-
dict herself, therefore allowing us to detect inconsistencies or ill-chosen
model, something that is impossible with more classical robust methods.

Keywords: Belief functions · Preference elicitation · Multicriteria
decision

1 Introduction

Preference elicitation, the process through which we collect preference from a
user, is an important step whenever we want to model her preferences. It is
a key element of domains such as multi-criteria decision analysis (MCDA) or
preference learning [7], where one wants to build a ranking model on multivariate
alternatives (characterised by criteria, features, . . . ). Our contribution is more
specific to MCDA, as it focuses on getting preferences from a single user, and
not a population of them.

Note that within this setting, preference modelling or learning can be asso-
ciated with various decision problems. Such problems most commonly include
the ranking problem that consists in ranking alternatives from best to worst,
the sorting problem that consists in classifying alternatives into ordered classes,
and finally the choice problem that consists in picking a single best candidate
among available alternatives. This article only deals with the choice problem but
can be extended towards the ranking problem in a quite straightforward manner
– commonly known as the iterative choice procedure – by considering a ranking
as a series of consecutive choices [1].

c© Springer Nature Switzerland AG 2019
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In order for the expert to make a recommendation in MCDA, she must
first restrict her search to a set of plausible MCDA models. This is often done
accordingly to a priori assumptions on the decision making process, possibly
constrained by computational considerations.

In this paper, we will assume that alternatives are characterised by q real
values, i.e. are represented by a vector in R

q, and that preferences over them
can be modelled by a value function f : R

q → R such that a � b iff f(a) > f(b).
More specifically, we will look at weighted averages. The example below illustrate
this setting. Our results can straightforwardly be extended to other evaluations
functions (Choquet integrals, GAI, . . . ) in theory, but would face additional
computational issues that would need to be solved.

Example 1 (choosing the best course). Consider a problem in which the DM is
a student wanting to find the best possible course in a large set of courses, each
of which has been previously associated a grade from 0 to 10–0 being the least
preferred and 10 being the most preferred – according to 3 criteria: usefulness,
pedagogy and interest. The expert makes the assumption that the DM evaluates
each course according to a score computed by a weighted sum of its 3 grades.
This is a strong assumption as it means for example that an increase of 0.5 in
usefulness will have the same impact on the score regardless of the grades in
pedagogy and interest. In such a set of models, a particular model is equivalent
to a set of weights in R

3. Assume that the DM preferences follow the model given
by the weights (0.1, 0.8, 0.1), meaning that she considers pedagogy to be eight
time as important as usefulness and interest which are of equal importance.
Given the grades reported in Table 1, she would prefer the Optimization course
over the Machine learning course, as the former would have a 5.45 value, and
the later a 3.2 value.

Table 1. Grades of courses

Machine learning :
usefulness pedagogy interest

8.5 1.5 10
Optimization:

usefulness pedagogy interest

3 5.5 2

Linear algebra:
usefulness pedagogy interest

7 5 5.5
Graph theory :

usefulness pedagogy interest

1 2 6

Beyond the choice of a model, the expert also needs to collect or elicit prefer-
ences that are specific to the DM, and that she could not have guessed according
to a priori assumptions. Information regarding preferences that are specific to
the DM can be collected by asking them to answer questions in several form
such as the ranking of a subset of alternatives from best to worst or the choice
of a preferred candidate among a subset of alternatives.

Example 2 (choosing the best course (continued)). In our example, directly ask-
ing for weights would make little sense (as our model may be wrong, and as the



Preference Elicitation with Uncertainty: Extending Regret Based Methods 291

user cannot be expected to be an expert of the chosen model). A way to get
this information from her would therefore be to ask her to pick her favorite out
of two courses. Let’s assume that when asked to choose between Optimization
and Graph theory, she prefers the Optimisation course. The latter being better
than the former in pedagogy and worse in interest, her answer is compatible with
weights (0.05, 0.9, 0.05) (strong preference for pedagogy over other criteria) but
not with (0.05, 0.05, 0.9) (strong preference for interest over other criteria). Her
answer has therefore given the expert additional information on the preferen-
tial model underlying her decision. We will see later that this generates a linear
constraint over the possible weights.

Provided we have made some preference model assumptions (our case here),
it is possible to look for efficient elicitation methods, in the sense that they solve
the decision problem we want to solve in a small enough, if not minimal number
of questions. A lot of work has been specifically directed towards active elicitation
methods, in which the set of questions to ask the DM is not given in advance
but determined on the fly. In robust methods, this preferential information is
assumed to be given with full certainty which leads to at least two issues. The
first one is that elicitation methods thus do not account for the fact that the
DM might doubt her own answers, and that they might not reflect her actual
preferences. The second one, that is somehow implied by the first one, is that
most robust active elicitation methods will never put the DM in a position
where she could contradict either herself or assumptions made by the expert, as
new questions will be built on the basis that previous answers are correct and
hence should not be doubted. This is especially problematic when inaccurate
preferences are given early on, or when the preference model is based on wrong
assumptions.

This paper presents an extension of the Current Solution Strategy [3] that
includes uncertainty in the answers of the DM by using the framework based on
belief functions presented in [5]. Section 2 will present necessary preliminaries on
both robust preference elicitation based on regret and uncertainty management
based on belief functions. Section 3 will present our extension and some of the
associated theoretical results and guarantees. Finally Sect. 4 will present some
first numerical experiments that were made in order to test the method and its
properties in simulations.

2 Preliminaries

2.1 Formalization

Alternatives and Models: We will denote X the space of possible alternatives,
and X ⊆ X the subset of available alternatives at the disposal of our DM
and about which a recommendation needs to be made. In this paper we will
consider alternatives summarised by q real values corresponding to criteria, hence
X ⊆ R

q. For any x ∈ X and 1 ≤ i ≤ q, we denote by xi ∈ R the evaluation
of alternative x according to criterion i. We also assume that for any x, y ∈ X
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such that xi > yi for some i ∈ {1, . . . , q} and xl ≥ yl,∀l ∈ {1, . . . , q} \ {i}, x
will always be strictly preferred to y – meaning that preferences respect ceteris
paribus monotonicity, and we assume that criteria utility scale is given.

X is a finite set of k alternative such that X = {x1, x2, . . . , xk} with xj the
j-th alternative of X. Let P(X) be a preference relation over X, and x, y ∈ X

be two alternatives to compare. We will state that x �P y if and only if x is
strictly preferred to y in the corresponding relation, x 	P y if and only if x
and y are equally preferred in the corresponding relation, and x 
P y if and
only if either x is strictly preferred to y or x and y are equally preferred.

Preference Modelling and Weighted Sums: In this work, we focus on the
case where the hypothesis set Ω of preference models is the set of weighted
sum models1. A singular model ω will be represented by its vector of weights
in R

q, and ω will be used to describe indifferently the decision model and the
corresponding weight vector. Ω can therefore be described as:

Ω =

{
ω ∈ R

q : ωi ≥ 0 and
q∑

i=1

ωi = 1

}
.

Each model ω is associated to the corresponding aggregating evaluation function

fω(x) =
q∑

i=1

ωixi,

and any two potential alternatives x, y in X can then be compared by comparing
their aggregated evaluation:

x 
ω y ⇐⇒ fω(x) ≥ fω(y) (1)

which means that if the model ω is known, Pω(X) is a total preorder over
X, the set of existing alternatives. Note that Pω(X) can be determined using
pairwise relations 
ω. Weighted averages are a key model of preference learning
whose linearity usually allows the development of efficient methods, especially in
regret-based elicitation [2]. It is therefore an ideal starting point to explore other
more complex functions, such as those that are linear in their parameters once
alternatives are known (i.e., Choquet integrals, Ordered weighted averages).

2.2 Robust Preference Elicitation

In theory, obtaining a unique true preference model requires both unlimited time
and unbounded cognitive abilities. This means that in practice, the best we can
do is to collect information identifying a subset Ω′ of possible models, and act

1 In principle, our methods apply to any value function with the same properties,
but may have to solve computational issue that depends on the specific chosen
hypothesis.
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accordingly. Rather than choosing a unique model within Ω′, robust methods
usually look at the inferences that hold for every model in Ω′. Let Ω′ be the
subset of models compatible with all the given preferential information, then we
can define PΩ′(X), a partial preorder of robust preferences over X, as follows:

x 
Ω′ y ⇐⇒ ∀ω ∈ Ω′ fω(x) ≥ fω(y). (2)

The research question we address here is to find elicitation strategies that reduce
Ω′ as quickly as possible, obtaining at the limit an order PΩ′(X) having only
one maximal element2. In practice, one may have to stop collecting information
before that point, explaining the need for heuristic indicators of the fitness of
competing alternatives as potential choices.

Regret Based Elicitation: Regret is a common way to assess the potential
loss of recommending a given alternative under incomplete knowledge. It can
help both the problem of making a recommendation and finding an efficient
question. Regret methods use various indicators, such as the regret Rω(x, y) of
choosing x over y according to model ω, defined as

Rω(x, y) = fω(y) − fω(x). (3)

From this regret and a set Ω′ of possible models, we can then define the pairwise
max regret as

PMR(x, y,Ω′) = max
ω∈Ω′

Rω(x, y) = max
ω∈Ω′

(fω(y) − fω(x)) (4)

that corresponds to the maximum possible regret of choosing x over y for any
model in Ω′. The max regret for an alternative x defined as

MR(x,Ω′) = max
y∈X

PMR(x, y,Ω′) = max
y∈X

max
ω∈Ω′

(fω(y) − fω(x)) (5)

then corresponds to the worst possible regret one can have when choosing x.
Finally the min max regret over a subset of models Ω′ is

mMR(Ω′) = min
x∈X

MR(x,Ω′) = min
x∈X

max
y∈X

max
ω∈Ω′

(fω(y) − fω(x)) (6)

Picking as choice x∗ = arg min mMR(Ω′) is then a robust choice, in the sense
that it is the one giving the minimal regret in a worst-case scenario (the one
leading to max regret).

Example 3 (choosing the best course (continued)). Let X = [0, 10]3 be the set of
valid alternatives composed of 3 grades from 0 to 10 in respectively pedagogy,
usefulness and interest. Let X = {x1, x2, x3, x4} be the set of available alterna-
tives in which x1 corresponds to the Machine learning course, x2 corresponds
2 Or in some cases a maximal set {x1, . . . , xp} of equally preferred elements s.t. x1 �

. . . � xp.
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to the Optimization course, x3 corresponds to the Linear algebra course and x4

corresponds to the Graph theory course, as reported in Table 1. Let x, y ∈ X

be two alternatives and Ω the set of weighted sum models, PMR(x, y,Ω) can
be computed by optimizing maxω∈Ω

[
ω1(x1 − y1) + ω2(x2 − y2) + ω3(x3 − y3)

]
.

As this linear function of ω is optimized over a convex polytope Ω, it can eas-
ily be solved exactly using linear programming (LP). Results of PMR(x, y,Ω)
and MR(x,Ω) are shown in Table 2. In this example, x1 is the alternative with
minimum max regret, and the most conservative candidate to answer the choice
problem according to regret.

Table 2. Values of PMR(x, y, Ω) (left) and MR(x, Ω) (right)

�
��x
y

x1 x2 x3 x4

x1 0 4 3.5 0.5
x2 8 0 4 4
x3 4.5 0.5 0 0.5
x4 7.5 3.5 6 0

x MR
x1 4
x2 8
x3 4.5
x4 7.5

Regret indicators are also helpful for making the elicitation strategy efficient
and helping the expert ask relevant questions to the DM. Let Ω′ and Ω′′ be
two sets of models such that mMR(Ω′) < mMR(Ω′′). In the worst case, we are
certain that x∗

Ω′ the optimal choice for Ω′ is less regretted than x∗
Ω′′ the optimal

choice for Ω′′, which means that we would rather have Ω′ be our set of models
than Ω′′. Let I, I ′ be two pieces of preferential information and ΩI , ΩI′

the sets
obtained by integrating this information. Finding which of the two is the most
helpful statement in the progress towards a robust choice can therefore be done
by comparing mMR(ΩI) and mMR(ΩI′

). An optimal elicitation process (w.r.t.
minimax regret) would then choose the question for which the worst possible
answer gives us a restriction on Ω that is the most helpful in providing a robust
choice. However, computing such a question can be difficult, and the heuristic
we present next aims at picking a nearly optimal question in an efficient and
tractable way.

The Current Solution Strategy: Let’s assume that Ω′ is the subset of deci-
sion models that is consistent with every information available so far to the
expert. Let’s restrict ourselves to questions that consist in comparing pairs x, y
of alternatives in X. The DM can only answer with I1 = x 
 y or I2 = x  y.
A pair helpful in finding a robust solution as fast as possible can be computed
as a solution to the following optimization problem that consists in finding the
pair minimizing the worst-case min max regret:

min
(x,y)∈X2

WmMR({x, y}) = min
(x,y)∈X2

max
{
mMR(Ω′ ∩ Ωx�y),mMR(Ω′ ∩ Ωx�y)

}
(7)
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The current solution strategy (referred to as CSS) is a heuristic answer to this
problem that has proved to be efficient in practice [3]. It consists in asking
the DM to compare x∗ ∈ arg mMR(Ω′) the least regretted alternative to y∗ =
arg maxy∈X PMR(x∗, y, Ω′) the one it could be the most regretted to (its “worst
opponent”). CSS is efficient in the sense that it requires the computation of only
one value of min max regret, instead of the O(q2) required to solve (7).

Example 4 (Choosing the best course (continued).). Using the same example,
according to Table 2, we have mMR(Ω) = MR(x1, Ω) = PMR(x1, x2, Ω), mean-
ing that x1 is the least regretted alternative in the worst case and x2 is the one it
is most regretted to. The CSS heuristic consists in asking the DM to compare x1

and x2, respectively the Machine learning course and the Optimization course.

2.3 Uncertain Preferential Information

Two key assumptions behind the methods we just described are that (1) the
initial chosen set Ω of models can perfectly describe the DM’s choices and (2)
the DM is an oracle, in the sense that any answer she provides truly reflects
her preferences, no matter how difficult the question. This certainly makes CSS
an efficient strategy, but also an unrealistic one. This means in particular that
if the DM makes a mistake, we will just pursue with this mistake all along the
process and will never question what was said before, possibly ending up with
sub-optimal recommendations.

Example 5 (choosing the best course (continued)). Let’s assume similarly to
Example 2 that the expert has not gathered any preference from the DM yet,
and that this time she asks her to compare alternatives x1 and x2 – respectively
the Machine learning course and the Optimization course. Let’s also assume
similarly to Example 1 that the DM makes decisions according to a weighted
sum model with weights ω� = (0.1, 0.8, 0.1). fω�(x2) = 5.45 > 3.2 = fω�(x1),
which means that she should prefer the Optimization course over the Machine
learning course. However for some reason – such as her being unfocused or unsure
about her preference – assume the DM’s answer is inconsistent with ω� and she
states that x1 
 x2 rather than x2 
 x1.

Then Ω′ the set of model consistent with available preferential information
is such that Ω′ = Ωx1�x2 = {ω ∈ Ω :

∑3
i=1 ωi

(
xi
1 − xi

2

) ≥ 0} = {ω ∈ Ω :
ω2 ≤ 2

3 − 5
24ω1}, as represented in Fig. 1. It is clear that ω� �∈ Ω′: subsequent

questions will only ever restrict Ω′ and the expert will never get quite close to
modelling ω�.

A similar point could be made if ω∗, the model according to which the DM
makes her decision, does not even belong to Ω the set of weighted sums models
that the expert chose.

As we shall see, one way to adapt min-max regret approaches to circumvent
the two above difficulties can be to include a simple measure of how uncertain
an answer is.
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Fig. 1. Graphical representation of Ω, Ω′ and ω�

The Belief Function Framework. In classical CSS, the response to a query
by the DM always implies a set of consistent models Ω′ such that Ω′ ⊆ Ω.
Here, we allow the DM to give alongside her answer a confidence level α ∈
[0, 1], interpreted as how confident she is that this particular answer matches her
preferences. In the framework developed in [5], such information is represented
by a mass function on Ω′, referred to as mΩ′

α and defined as:

mΩ′
α (Ω) = 1 − α, mΩ′

α (Ω′) = α.

Such mass assignments are usually called simple support [13] and represent ele-
mentary pieces of uncertain information. A confidence level of 0 will correspond
to a vacuous knowledge about the true model ω∗, and will in no way imply that
the answer is wrong (as would have been the case in a purely probabilistic frame-
work). A confidence level of 1 will correspond to the case of certainty putting a
hard constraint on the subset of models to consider.

Remark 1. Note that values of α do not necessarily need to come from the DM,
but can just be chosen by the analyst (in the simplest case as a constant) to
weaken the assumptions of classical models. We will see in the experiments of
Sect. 4 that such a strategy may indeed lead to interesting behaviours, without
necessitating the DM to provide confidence degrees if she thinks the task is too
difficult, or if the analyst thinks such self-assessed confidence is meaningless.

Dempster’s Rule. Pieces of information corresponding to each answer will be
combined through non-normalized Dempster’s rule +∩. At step k, mk the mass
function capturing the current belief about the DM’s decision model can thus
be defined recursively as:

m0 = mΩ
1 . . . mk = mk−1 +∩ mΩk

αk
. (8)

This rule, also known as TBM conjunctive rule, is meant to combine distinct
pieces of information. It is central to the Transferable Belief Model, that intends
to justify belief functions without using probabilistic arguments [14].
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Note that an information fusion setting and the interpretation of the TBM
fit our problem particularly well as it assumes the existence of a unique true
model ω∗ underlying the DM’s decision process, that might or might not be in
our predefined set of models Ω. Allowing for an open world is a key feature of
the framework. Let us nevertheless recall that non-normalized Dempster’s rule
+∩ can also be justified without resorting to the TBM [8,9,11].

In our case this independence of sources associated with two mass assign-
ments mΩi

αi
and m

Ωj
αj means that even though both preferential information

account for preferences of the same DM, the answer a DM gives to the ith
question does not directly impact the answer she gives to the jth question: she
would have answered the same thing had their ith answer been different for some
reason. This seems reasonable, as we do not expect the DM to have a clear intu-
ition about the consequences of her answers over the set of models, nor to even
be aware that such a set – or axioms underlying it – exists. One must however
be careful to not ask the exact same question twice in short time range.

Since combined masses are all possibility distributions, an alternative to
assuming independence would be to assume complete dependence, simply using
the minimum rule [6] which among other consequences would imply a loss of
expressivity3 but a gain in computation4.

As said before, one of the key interest of using this rule (rather than its
normalised version) is to allow m(∅) > 0, notably to detect either mistakes in
the DM’s answer (considered as an unreliable source) or a bad choice of model
(under an open world assumption). Determining where the conflict mainly comes
from and acting upon it will be the topic of future works. Note that in the specific
case of simple support functions, we have the following result:

Proposition 1. If mΩk
αk

are simple support functions combined through Demp-
ster’s rule, then

m(∅) = 0 ⇔ ∃ω, P l({ω}) = 1

with Pl({ω}) =
∑

E⊆Ω,ω∈E m(E) the plausibility measure of model ω.

Proof (Sketch). The ⇐ part is obvious given the properties of Plausibility mea-
sure. The ⇒ part follows from the fact that if m(∅) = 0, then all focal elements
are supersets of

⋂
i∈{1,...,k} Ωi, hence all contains at least one common element.

This in particular shows that m(∅) can, in this specific case, be used as an
estimate of the logical consistency of the provided information pieces.

Consistency with Robust, Set-Based Methods: when an information I
is given with full certainty α = 1, we retrieve a so-called categorical mass

3 For instance, no new values of confidence would be created when using a finite set
{α1, . . . , αM} for elicitation.

4 The number of focal sets increasing only linearly with the number of information
pieces.
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mk

(
ΩI)

= 1. Combining a set I1, ..., Ik of such certain information will end
up in the combined mass

mk

⎛
⎝ ⋂

i∈{1,...,k}
Ωi

⎞
⎠ = 1

which is simply the intersection of all provided constraints, that may turn up
either empty or non-empty, meaning that inconsistency will be a Boolean
notion, i.e.,

mk (Ø) =
{

1 if
⋂

i∈{1,...,k} Ωi = ∅
0 otherwise

Recall that in the usual CSS or minimax regret strategies, such a situation can
never happen.

3 Extending CSS Within the Belief Function Framework

We now present our proposed extension of the Current Solution Strategy inte-
grating confidence degrees and uncertain answers. Note that in the two first
Sects. 3.1 and 3.2, we assume that the mass on the empty set is null in order
to parallel our approach with the usual one not including uncertainties. We will
then consider the problem of conflict in Sect. 3.3.

3.1 Extending Regret Notions

Extending PMR: when uncertainty over possible models is defined through a
mass function 2Ω → [0, 1], subsets of Ω known as focal sets are associated to
a value m(Ω′) that correspond to the knowledge we have that ω belongs to Ω′

and nothing more. The extension we propose averages the value of PMR on focal
sets weighted by their corresponding mass:

EPMR(x, y,m) =
∑

Ω′⊆Ω

m(Ω′).PMR(x, y,Ω′) (9)

and we can easily see that in the case of certain answers (α = 1), we do have

EPMR(x, y,mk) = PMR

⎛
⎝x, y,

⎛
⎝ ⋂

i∈{1,...,k}
Ωi

⎞
⎠

⎞
⎠ (10)

hence formally extending Eq. (4). When interpreting m(Ω′) as the probability
that ω belongs to Ω′, EPMR could be seen as an expectation of PMR when
randomly picking a set in 2Ω .
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Extending EMR: Similarly, we propose a weighted extension of maximum
regret

EMR(x,m) =
∑

Ω′⊆Ω

m(Ω′).MR(x,Ω′) =
∑

Ω′⊆Ω

m(Ω′).max
y∈X

{PMR(x, y,Ω′)} .

(11)
EMR is the expectation of the maximal pairwise max regret taken each time
between x and y ∈ X its worst adversary – as opposed to a maximum consid-
ering each y ∈ X of the expected pairwise max regret between x and the given
y, described by MER(x,m) = maxy EPMR(x, y,m). Both approaches would be
equivalent to MR in the certain case, meaning that if αi = 1 then

EMR(x,mk) = MER(x,mk) = MR

⎛
⎝x,

⎛
⎝ ⋂

i∈{1,...,k}
Ωi

⎞
⎠

⎞
⎠ . (12)

However EMR seems to be a better option to assess the max regret of an alter-
native, as under the assumption that the true model ω∗ is within the focal set
Ω′, it makes more sense to compare x to its worst opponent within Ω′, which
may well be different for two different focal sets. Indeed, if ω∗ the true model
does in fact belong to Ω′, decision x is only as bad as how big the regret can get
for any adversarial counterpart yΩ′ ∈ X.

Extending mMR: we propose to extend it as

mEMR(m) = min
x∈X

EMR(x,m). (13)

mEMR minimizes for each x ∈ X the expectation of max regret and is differ-
ent from the expectation of the minimal max regret for whichever alternative
x is optimal, described by EmMR(m) =

∑
Ω′ m(Ω′)minx∈X MR(x,Ω′). Again,

these two options with certain answers boil down to mMR as we have

mEMR(m) = EmMR(m) = mMR

⎛
⎝ ⋂

i∈{1,...,k}
Ωi

⎞
⎠ . (14)

The problem with EmMR is that it would allow for multiple possible best alter-
natives, leaving us with an unclear answer as to what is the best choice option,
(arg min EmMR) not being defined. It indicates how robust in the sense of regret
we expect any best answer to the choice problem to be, assuming there can be
an optimal alternative for each focal set. In contrast, mEMR minimizes the max
regret while restricting the optimal alternative x to be the same in all of them,
hence providing a unique argument and allowing our recommendation system
and elicitation strategy to give an optimal recommendation.

Extending CSS: our Evidential Current Solution Strategy (ECSS) then
amounts, at step k with mass function mk, to perform the following sequence of
operations:
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– Find x∗ = arg mEMR(mk) = arg minx∈X EMR(x,mk);
– Find y∗ = arg maxy∈X EPMR(x∗, y,mk);
– Ask the DM to compare x∗, y∗ and provide αk, obtaining mΩk

αk
;

– Compute mk+1 := mk +∩ mΩk

αk

– Repeat until conflict is too high (red flag), budget of questions is exhausted,
or mEMR(mk) is sufficiently low

Finally, recommend x∗ = arg mEMR(mk). Thanks to Eqs. (10), (12) and (14),
it is easy to see that we retrieve CSS as the special case in which all answers are
completely certain.

Example 6. Starting with intial mass function m0 such that m0(Ω) = 1, the
choice of CSS coincides with the choice of ECSS (all evidence we have is com-
mitted to ω ∈ Ω). With the values of PMR reported in Table 2 the alterna-
tives the DM is asked to compare are x1 the least regretted alternative and x2

its most regretted counterpart. In accordance with her true preference model
ω∗ = (0.1, 0.8, 0.1), the DM states that x2 
 x1, i.e., she prefers the Optimiza-
tion course over the Machine learning course, with confidence degree α = 0.7.
Let Ω1 be the set of WS models in which x2 can be preferred to x1, which in
symmetry with Example 5 can be defined as Ω1 = {ω ∈ Ω : ω2 ≥ 2

3 − 5
24ω1},

as represented in Fig. 2.

0 ω1

1

ω2

1

2
3 11

19

8
19

0.1

0.8
Ω1

Ω

ω�

Fig. 2. Graphical representation of Ω, Ω1 and ω�

Available information on her decision model after step 1 is represented by
mass function m1 with

m1( Ω ) = 0.3
m1( Ω1 ) = 0.7

The values of PMR and MR on Ω1 can be computed using LP as reported in
Table 3. Values of PMR and MR and have been previously computed on Ω
as reported in Table 2. Values of EPMR and EMR can be then be deduced by
combining them according to Eqs. (9) and (11), as reported in Table 4. In this
example x3 minimizes both MR and EMR and our extension agrees with the
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robust version as to which recommendation is to be made. However the most
regretted counterpart to which the DM has to compare x3 in the next step differs,
as ECSS would require that she compares x3 and x1 rather than x3 and x2 for
CSS.

Table 3. Values of PMR(x, y, Ω1) (left) and MR(x, Ω1) (right)

�
��x
y

x1 x2 x3 x4

x1 0 4 3.5 0.5
x2 0 0 53

38
� 1.39 −1

x3 − 5
6

� −0.83 0.5 0 − 11
6

� −1.83
x4

109
38

2.87 3.5 81
19

4.26 0

x MR
x1 4
x2

53
38

� 1.39
x3 0.5
x4

81
19

4.26

Table 4. Values of EPMR(x, y, m1) (left) and EMR(x, m1) (right)

�
��x
y

x1 x2 x3 x4

x1 0 4 3.5 0.5
x2 2.4 0 827

390
� 2.18 0.5

x3
23
30

� 0.77 0.5 0 − 68
60

� −1.13
x4

809
190

4.26 3.5 909
190

4.78 0

x MR
x1 4
x2

1283
380

� 3.38
x3

23
30

� 0.7
x4

1389
380

5.23

3.2 Preserving the Properties of CSS

This section discusses to what extent is ECSS consistent with three key proper-
ties of CSS:

1. CSS is monotonic, in the sense that the minmax regret mMR reduces at each
iteration.

2. CSS provides strong guarantees, in the sense that the felt regret of the rec-
ommendation is ensured to be at least as bad as the computed mMR.

3. CSS produces questions that are non-conflicting (whatever the answer) with
previous answers.

We would like to keep the first two properties at least in the absence of conflict-
ing information, as they ensure respectively that the method will converge and
will provide robust recommendations. However, we would like our strategy to
raise questions possibly contradicting some previous answers, so as to raise the
previously mentioned red flags in case of problems (unreliable DM or bad choice
of model assumption). As shows the next property, our method also converges.
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Proposition 2. Let mk−1 and mΩk

αk
be two mass functions on Ω issued from

ECSS such that mk(∅) =
[
mk−1 +∩ mΩk

αk

]
(∅) = 0, then

1. EPMR(x, y,mk) ≤ EPMR(x, y,mk−1)
2. EMR(x,mk) ≤ EMR(x,mk−1)
3. mEMR(mk) ≤ mEMR(mk−1)

Proof (sketch). The two first items are simply due to the combined facts that
on one hand we know [15] that applying +∩ means that mk is a specialisation
of mk−1, and on the other hand that for any Ω′′ ⊆ Ω′ we have f(x, y,Ω′′) ≤
f(x, y,Ω′) for any f ∈ {PMR,MR}. The third item is implied by the second as
it consists in taking a minimum over a set of values of EMR that are all smaller.

Note that the above argument applies to any combination rule producing
a specialisation of the two combined masses, including possibilistic minimum
rule [6], Denoeux’s family of w-based rules [4], etc. We can also show that the
evidential approach, if we provide it with questions computed through CSS, is
actually more cautious than CSS:

Proposition 3. Consider the subsets of models Ω1, . . . , Ωk issued from the
answers of the CSS strategy, and some values α1, . . . , αk provided a posteri-
ori by the DM. Let mk−1 and mΩk

αk
be two mass functions issued from ECSS on

Ω such that mk(∅) = 0. Then we have

1. EPMR(x, y,mk) ≥ PMR(x, y,
(⋂

i∈{1,...,k} Ωi

)
)

2. EMR(x,mk) ≥ MR(x,
(⋂

i∈{1,...,k} Ωi

)
)

3. mEMR(mk) ≥ mMR(
(⋂

i∈{1,...,k} Ωi

)
)

Proof (sketch). The first two items are due to the combined facts that on one
hand all focal elements are supersets of

(⋂
i∈{1,...,k} Ωi

)
and on the other hand

that for any Ω′′ ⊆ Ω′ we have f(x, y,Ω′′) ≤ f(x, y,Ω′) for any f ∈ {PMR,MR}.
Any value of EPMR or EMR is a weighted average over terms all greater than
their robust counterpart on

(⋂
i∈{1,...,k} Ωi

)
, and is therefore greater itself. The

third item is implied by the second as the biggest value of EMR is thus necessarily
bigger than all the values of MR.

This simply shows that, if anything, our method is even more cautious than
CSS. It is in that sense probably slightly too cautious in an idealized scenario –
especially as unlike robust indicators our evidential extensions will never reach
0 – but provides guarantees that are at least as strong.

While we find the two first properties appealing, one goal of including uncer-
tainties in the DM answers is to relax the third property, whose underlying
assumptions (perfectness of the DM and of the chosen model) are quite strong.
In Sects. 3.3 and 4, we show that ECSS indeed satisfies this requirement, respec-
tively on an example and in experiments.
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3.3 Evidential CSS and Conflict

The following example simply demonstrates that, in practice, ECSS can lead
to questions that are possibly conflicting with each others, a feature CSS does
not have. This conflict is only a possibility: no conflict will appear should the
DM provide answers completely consistent with the set of models and what she
previously stated, and in that case at least one model will be fully plausible5

(see Proposition 1).

Example 7 (Choosing the best course (continued)). At step 2 of our example the
DM is asked to compare x1 to x3 in accordance with Table 4. Even though it
conflicts with ω∗ the model underlying her decision the DM has the option to
state that x1 
 x3 with confidence degree α > 0, putting weight on Ω2 the set
of consistent model defined by Ω2 = {ω ∈ Ω :

∑q
i=1 ωi

(
xi
1 − xi

3

) ≥ 0} = {ω ∈
Ω : ω2 ≤ 9

16 − 3
8ω1}. However as represented in Fig. 3, Ω1 ∩ Ω2 = Ø.

0 ω1

1

ω2

1

2
3 11

19

8
19

0.1

0.8
Ω1

Ω

ω�

0 ω1

1

ω2

1

2/3
9/16

11
19

8
19

0.3
0.7

0.1

0.8
Ω1

Ω2

Ω

ω�

Fig. 3. Graphical representation of Ω, Ω1, Ω2 and ω�

This means that x1 
 x2 and x3 
 x1 are not compatible preferences assuming
the DM acts according to a weighted sum model. This can be either because she
actually does not follow such a model, or because one of her answers did not
reflect her actual preference (which would be the case here). Assuming she does
state that x1 
 x3 with confidence α = 0.6, information about the preference
model at step 2 is captured through mass function m2 defined as:

m2 : Ω → 0.12 Ω2 → 0.18
Ω1 → 0.28 Ø → 0.42

Meaning that ECSS detects a degree of inconsistency equal to m2(∅) = 0.42.

This illustrating example is of course not representative of real situations,
having only four alternatives, but clearly shows that within ECSS, conflict may
5 This contrasts with a Bayesian/probabilistic approach, where no model would receive

full support in non-degenerate cases.
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appear as an effect of the strategy. In other words, we do not have to modify it to
detect consistency issues, it will automatically seek out for such cases if αi < 1.
In our opinion, this is clearly a desirable property showing that we depart from
the assumptions of CSS.

However, the inclusion of conflict as a focal element in the study raises new
issues, the first one being how to extend the various indicators of regret to
this situation. In other words, how can we compute PMR(x, y, ∅), MR(x, ∅) or
MMR(∅)? This question does not have one answer and requires careful think-
ing, however the most straightforward extension is to propose a way to compute
PMR(x, y, ∅), and then to plug in the different estimates of ECSS. Two possi-
bilities immediately come to mind:

– PMR(x, y, ∅) = maxω∈Ω Rω(x, y), which takes the highest regret among all
models, and would therefore be equivalent to consider conflict as ignorance.
This amounts to consider Yager’s rule [16] in the setting of belief functions.
This rule would make the regret increases when conflict appears, therefore
providing alerts, but this clearly means that the monotonicity of Proposi-
tion 3 would not longer hold. Yet, one could discuss whether such a property
is desirable or not in case of conflicting opinions. It would also mean that
elicitation methods are likely to try to avoid conflict, as it will induce a regret
increase.

– PMR(x, y, ∅) = minω∈Ω max(0, Rω(x, y)), considering ∅ as the limit inter-
section of smaller and smaller sets consistent with the DM answers. Such a
choice would allow us to recover monotonicity, and would clearly privilege
conflict as a good source of regret reduction.

Such distinctions expand to other indicators, but we leave such a discussion for
future works.

3.4 On Computational Tractability

ECSS requires, in principle, to compute PMR values for every possible focal
elements, which could lead to an exponential explosion of the computational
burden. We can however show that in the case of weighted sums and more gen-
erally of linear constraints, where PMR has to be solved through a LP program,
we can improve upon this worst-case bound. We introduce two simplifications
that lead to more efficient methods providing exact answers:

Using the Polynomial Number of Elementary Subsets. The computa-
tional cost can be reduced by using the fact that if Pj = {Ωi1 , . . . , Ωik

} is a
partition of Ωj , then:

PMR(x, y,Ωj) = max
l∈{i1,...,ik}

PMR(x, y,Ωl)

Hence, computing PMR on the partition is sufficient to retrieve the global PMR
through a simple max. Let us now show that, in our case, the size of this parti-
tion only increases polynomially. Let Ω1, . . . , Ωn be the set of models consistent
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with respectively the first to the nth answer, and ΩC
i , . . . , ΩC

n their respective
complement in Ω.

Due to the nature of the conjunctive rule +∩, every focal set Ω′ of mk =
mΩ

1 +∩ mΩ1
α1

+∩ . . . +∩ mΩn
αn

is the union of elements of the partition PΩ′ =
{Ω̃1, . . . , Ω̃s}, with:

Ω̃k = Ω
⋂

i∈Uk

Ωi

⋂
i∈{1,...,n}\Uk

ΩC
i , Uk ⊆ {1, . . . , n}

Which means that for each Ω′’s PMR can be computed using the PMR of its
corresponding partition. This still does not help much, as there is a total of 2n

possible value of Ω̃k. Yet, in the case of convex domains cut by linear constraints,
which holds for the weighted sum, the following theorem shows that the total
number of elementary subset in Ω only increases polynomially.

Theorem 1 [12, P 39]. Let E be a convex bounded subset of F an euclidean
space of dimension q, and H = {η1, . . . , ηn} a set of n hyperplanes in F such
that ∀i ∈ {1, . . . , n}, ηi separates F into two subsets F ηi

0 and F ηi

1 .
To each of the 2n possible U ⊆ {1, . . . , n} a subset FH

U = F
⋂
i∈U

F ηi

1⋂
i∈{1,...,n}\U F ηi

0 can be associated.
Let ΘH =

{
U ⊆ {1, . . . , n} : FH

U ∩ E �= ∅
}

and BH = |ΘH |, then

BH ≤ Λn
q = 1 + n +

(
n

2

)
+ · · · +

(
n

q

)

Meaning that at most Λn
q of the FH

U subsets have a non empty intersection
with E.

In the above theorem (the proof of which can be found in [12], or in [10] for
the specific case of E ⊂ R

3), the subsets BH are equivalent to Ω̃k, whose size
only grow according to a polynomial whose power increases with q.

Using the Polynomial Number of Extreme Points in the Simplex Prob-
lem. Since we work with LP, we also know that optimal values will be obtained
at extreme points. Optimization on focal sets can therefore ALL be done by
maxing points at the intersection of q hyperplanes. This set of extreme point is

E = {ω = ηi ∩ · · · ∩ ηq : {i1, . . . , iq} ∈ {1, . . . , n}} (15)

with ηi the hyper-planes corresponding to the questions. We have |E| =
(
n
q

) ∈
O(nq) which is reasonable whenever q is small enough (typically the case in
MCDA). The computation of the coordinate of extreme points related to con-
straints of each subset can be done in advance for each ω ∈ E and not once per
subset and pair of alternatives, since EΩ′ the set of extreme points of Ω′ will
always be such that EΩ′ ⊆ E . The computation of the dot products necessary
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to compute Rω(x, y) for all ω ∈ E , x, y ∈ X can also be done once for each
ω ∈ E , and not be repeated in each subset Ω′ s.t. ω ∈ EΩ′ . Those results indicate
us that when q (the model-space dimension) is reasonably low and questions
correspond to cutting hyper-planes over a convex set, ECSS can be performed
efficiently. This will be the case for several models such as OWA or k-additive
Choquet integrals with low k, but not for others such as full Choquet integrals,
whose dimension if we have k criteria is 2k −2. In these cases, it seems inevitable
that one would resort to approximations having a low numerical impact (e.g.,
merging or forgetting focal elements having a very low mass value).

4 Experiments

To test our strategy and its properties, we proceeded to simulated experiments,
in which the confidence degree was always constant. Such experiments therefore
also show what would happen if we did not ask confidence degrees to the DM,
but nevertheless assumed that she could make mistakes with a very simple noise
model.

The first experiment reported in Fig. 4 compares the extra cautiousness of
EMR when compared to MR. To do so, simulations were made for several fixed
degrees of confidence – including 1 in which case EMR coincides with MR – in
which a virtual DM states her preferences with the given degree of confidence,
and the value of EMR at each step is divided by the initial value so as to observe
its evolution. Those EMR ratios were then averaged over 100 simulations for
each degree. Results show that while high confidence degrees will have a limited
impact, low confidence degrees (< 0.7) may greatly slow down the convergence.
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Fig. 4. Average evolution of min max regret with various degrees of confidence

The second experiment reported in Fig. 5 aims at finding if ECSS and CSS
truly generate different question strategies. To do so, we monitored the two
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strategies for a given confidence degree, and identify the first step k for which
the two questions are different. Those values were averaged over 300 simulations
for several confidence degrees. Results show that even for a high confidence
degree (α = 0.9) it takes in average only 3 question to see a difference. This
shows that the methods are truly different in practice.
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Fig. 5. Average position of the first different question in the elicitation process/degrees
of confidence
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Fig. 6. Evolution of average inconsistency with a DM fitting the WS model and a
randomly choosing DM

The third experiment reported in Fig. 6 is meant to observe how good m(∅)
our measure of inconsistency is in practice as an indicator that something is
wrong with the answers given by a DM. In order to do so simulations were made
in which one of two virtual DMs answers with a fixed confidence degree and
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the value of m(∅) is recorded at each step. They were then averaged over 100
simulations for each confidence degree. The two virtual DMs behaved respec-
tively completely randomly (RAND) and in accordance with a fixed weighted
sum model (WS) with probability α and randomly with a probability 1 − α. So
the first one is highly inconsistent with our model assumption, while the second
is consistent with this assumptions but makes mistakes.

Results are quite encouraging: the inconsistency of the random DM with the
model assumption is quickly identified, especially for high confidence degrees.
For the DM that follows our model assumptions but makes mistakes, the results
are similar, except for the fact that the conflict increase is not especially higher
for lower confidence degrees. This can easily be explained that in case of low
confidence degrees, we have more mistakes but those are assigned a lower weight,
while in case of high confidence degrees the occasional mistake is quite impactful,
as it has a high weight.

5 Conclusion

In this paper, we have proposed an evidential extension of the CSS strategy,
used in robust elicitation of preferences.

We have studied its properties, notably comparing them to those of CSS, and
have performed first experiments to demonstrate the utility of including confi-
dence degrees in robust preference elicitation. Those latter experiments confirm
the interest of our proposal, in the sense that it quickly identifies inconsistencies
between the DM answer and model assumptions. It remains to check whether, in
presence of mistakes from the DM, the real-regret (and not the computed one)
obtained for ECSS is better than the one obtained for CSS.

As future works, we would like to work on the next step, i.e., identify the
sources of inconsistency (whether it comes from bad model assumption or an
unreliable DM) and propose correction strategies. We would also like to perform
more experiments, and extend our approach to other decision models (Choquet
integrals and OWA operators being the first candidates).
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Abstract. We study the effectiveness of consensus formation in multi-
agent systems where there is both belief updating based on direct evi-
dence and also belief combination between agents. In particular, we con-
sider the scenario in which a population of agents collaborate on the
best-of-n problem where the aim is to reach a consensus about which is
the best (alternatively, true) state from amongst a set of states, each with
a different quality value (or level of evidence). Agents’ beliefs are repre-
sented within Dempster-Shafer theory by mass functions and we inves-
tigate the macro-level properties of four well-known belief combination
operators for this multi-agent consensus formation problem: Dempster’s
rule, Yager’s rule, Dubois & Prade’s operator and the averaging oper-
ator. The convergence properties of the operators are considered and
simulation experiments are conducted for different evidence rates and
noise levels. Results show that a combination of updating on direct evi-
dence and belief combination between agents results in better consensus
to the best state than does evidence updating alone. We also find that in
this framework the operators are robust to noise. Broadly, Yager’s rule
is shown to be the better operator under various parameter values, i.e.
convergence to the best state, robustness to noise, and scalability.

Keywords: Evidence propagation · Consensus formation ·
Dempster-Shafer theory · Distributed decision making · Multi-agent
systems

1 Introduction

Agents operating in noisy and complex environments receive evidence from a
variety of different sources, many of which will be at least partially inconsistent.
In this paper we investigate the interaction between two broad categories of
evidence: (i) direct evidence from the environment, and (ii) evidence received
from other agents with whom an agent is interacting or collaborating to perform
a task. For example, robots engaged in a search and rescue mission will receive
data directly from sensors as well as information from other robots in the team.
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Alternatively, software agents can have access to online data as well as sharing
data with other agents.

The efficacy of combining these two types of evidence in multi-agent systems
has been studied from a number of different perspectives. In social epistemol-
ogy [6] has argued that agent-to-agent communications has an important role
to play in propagating locally held information widely across a population. For
example, interaction between scientists facilitates the sharing of experimental
evidence. Simulation results are then presented which show that a combination
of direct evidence and agent interaction, within the Hegselmann-Krause opinion
dynamics model [10], results in faster convergence to the true state than updat-
ing based solely on direct evidence. A probabilistic model combining Bayesian
updating and probability pooling of beliefs in an agent-based system has been
proposed in [13]. In this context it is shown that combining updating and pooling
leads to faster convergence and better consensus than Bayesian updating alone.
An alternative methodology exploits three-valued logic to combine both types
of evidence [2] and has been effectively applied to distributed decision-making
in swarm robotics [3].

In this current study we exploit the capacity of Dempster-Shafer theory
(DST) to fuse conflicting evidence in order to investigate how direct evidence
can be combined with a process of iterative belief aggregation in the context
of the best-of-n problem. The latter refers to a general class of problems in
distributed decision-making [16,22] in which a population of agents must col-
lectively identify which of n alternatives is the correct, or best, choice. These
alternatives could correspond to physical locations as, for example, in a search
and rescue scenario, different possible states of the world, or different decision-
making or control strategies. Agents receive direct but limited feedback in the
form of quality values associated with each choice, which then influence their
beliefs when combined with those of other agents with whom they interact. It is
not our intention to develop new operators in DST nor to study the axiomatic
properties of particular operators at the local level (see [7] for an overview of
such properties). Instead, our motivation is to study the macro-level conver-
gence properties of several established operators when applied iteratively by a
population of agents, over long timescales, and in conjunction with a process of
evidential updating, i.e., updating beliefs based on evidence.

An outline of the remainder of the paper is as follows. In Sect. 2 we give a
brief introduction to the relevant concepts from DST and summarise its previous
application to dynamic belief revision in agent-based systems. Section 3 intro-
duces a version of the best-of-n problem exploiting DST measures and combi-
nation operators. In Sect. 4 we then give the fixed point analysis of a dynamical
system employing DST operators so as to provide insight into the convergence
properties of such systems. In Sect. 5 we present the results from a number of
agent-based simulation experiments carried out to investigate consensus forma-
tion in the best-of-n problem under varying rates of evidence and levels of noise.
Finally, Sect. 6 concludes with some discussion.
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2 An Overview of Dempster-Shafer Theory

In this section we introduce relevant concepts from Dempster-Shafer theory
(DST) [5,19], including four well-known belief combination operators.

Definition 1. Mass function (or agent’s belief)
Given a set of states or frame of discernment S = {s1, ..., sn}, let 2S denote

the power set of S. An agent’s belief is then defined by a basic probability assign-
ment or mass function m : 2S → [0, 1], where m(∅) = 0 and

∑
A⊆S

m(A) = 1.
The mass function then characterises a belief and a plausibility measure defined
on 2S such that for A ⊆ S:

Bel(A) =
∑

B⊆A

m(B) and Pl(A) =
∑

B:B∩A �=∅
m(B)

and hence where Pl(A) = 1 − Bel(Ac).

A number of operators have been proposed in DST for combining or fusing
mass functions [20]. In this paper we will compare in a dynamic multi-agent set-
ting the following operators: Dempster’s rule of combination (DR) [19], Dubois
& Prade’s operator (D&P) [8], Yager’s rule (YR) [25], and a simple averaging
operator (AVG). The first three operators all make the assumption of inde-
pendence between the sources of the evidence to be combined but then employ
different techniques for dealing with the resulting inconsistency. DR uniformly
reallocates the mass associated with non-intersecting pairs of sets to the overlap-
ping pairs, D&P does not re-normalise in such cases but instead takes the union
of the two sets, while YR reallocates all inconsistent mass values to the universal
set S. These four operators were chosen based on several factors: the operators
are well established and have been well studied, they require no additional infor-
mation about individual agents, and they are computationally efficient at scale
(within the limits of DST).

Definition 2. Combination operators
Let m1 and m2 be mass functions on 2S. Then the combined mass function

m1 � m2 is a function m1 � m2 : 2S → [0, 1] such that for ∅ �= A,B,C ⊆ S:

(DR) m1 � m2(C) =
1

1 − K

∑

A∩B=C �=∅
m1(A) · m2(B),

(D&P) m1 � m2(C) =
∑

A∩B=C �=∅
m1(A) · m2(B) +

∑

A∩B=∅,
A∪B=C

m1(A) · m2(B),

(YR) m1 � m2(C) =
∑

A∩B=C �=∅
m1(A) · m2(B) if C �= S, and

m1 � m2(S) = m1(S) · m2(S) + K,

(AVG) m1 � m2(C) =
1
2

(m1(C) + m2(C)) ,

where K is associated with conflict, i.e., K =
∑

A∩B=∅ m1(A) · m2(B).
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In the agent-based model of the best-of-n problem, proposed in Sect. 3, agents
are required to make a choice as to which of n possible states they should inves-
tigate at any particular time. To this end we utilise the notion of pignistic dis-
tribution proposed by Smets and Kennes [21].

Definition 3. Pignistic distribution
For a given mass function m, the corresponding pignistic distribution on S is

a probability distribution obtained by reallocating the mass associated with each
set A ⊆ S uniformly to the elements of that set, i.e., si ∈ A, as follows:

P (si|m) =
∑

A:si∈A

m(A)
|A| .

DST has been applied to multi-agent dynamic belief revision in a number of
ways. For example, [4] and [24] investigate belief revision where agents update
their beliefs by taking a weighted combination of conditional belief values of
other agents using Fagin-Halpern conditional belief measures. These measures
are motivated by the probabilistic interpretation of DST according to which a
belief and plausibility measure are characterised by a set of probability distribu-
tions on S. Several studies [1,2,15] have applied a three-valued version of DST
in multi-agent simulations. This corresponds to the case in which there are two
states, S = {s1, s2}, one of which is associated with the truth value true (e.g.,
s1), one with false (s2), and where the set {s1, s2} is then taken as corresponding
to a third truth state representing uncertain or borderline. One such approach
based on subjective logic [1] employs the combination operator proposed in [11].
Another [15] uses Dempster’s rule applied to combine an agent’s beliefs with
an aggregate of those of her neighbours. Similarly, [2] uses Dubois & Prade’s
operator for evidence propagation. Other relevant studies include [12] in which
Dempster’s rule is applied across a network of sparsely connected agents.

With the exception of [2], and only for two states, none of the above studies
considers the interaction between direct evidential updating and belief combina-
tion. The main contribution of this paper is therefore to provide a detailed and
general study of DST applied to dynamic multi-agent systems in which there
is both direct evidence from the environment and belief combination between
agents with partially conflicting beliefs. In particular, we will investigate and
compare the consensus formation properties of the four combination operators
(Definition 2) when applied to the best-of-n problem.

3 The Best-of-n Problem within DST

Here we present a formulation of the best-of-n problem within the DST frame-
work. We take the n choices to be the states S. Each state si ∈ S is assumed to
have an associated quality value qi ∈ [0, 1] with 0 and 1 corresponding to min-
imal and maximal quality, respectively. Alternatively, we might interpret qi as
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quantifying the level of available evidence that si corresponds to the true state
of the world.

In the best-of-n problem agents explore their environment and interact with
each other with the aim of identifying which is the highest quality (or true)
state. Agents sample states and receive evidence in the form of the quality qi,
so that in the current context evidence Ei regarding state si takes the form of
the following mass function;

mEi
= {si} : qi, S : 1 − qi.

Hence, qi is taken as quantifying both the evidence directly in favour of si pro-
vided by Ei, and also the evidence directly against any other state sj for j �= i.
Given evidence Ei an agent updates its belief by combining its current mass
function m with mEi

using a combination operator so as to obtain the new mass
function given by m � mEi

.
A summary of the process by which an agent might obtain direct evidence

in this model is then as follows. Based on its current mass function m, an agent
stochastically selects a state si ∈ S to investigate1, according to the pignistic
probability distribution for m as given in Definition 3. More specifically, it will
update m to m � mEi

with probability P (si|m) × r for i = 1, . . . , n and leave
its belief unchanged with probability (1 − r), where r ∈ [0, 1] is a fixed evidence
rate quantifying the probability of finding evidence about the state that it is
currently investigating. In addition, we also allow for the possibility of noise
in the evidential updating process. This is modelled by a random variable ε ∼
N (0, σ2) associated with each quality value. In other words, in the presence of
noise the evidence Ei received by an agent has the form:

mEi
= {si} : qi + ε,S : 1 − qi − ε,

where if qi + ε < 0 then it is set to 0, and if qi + ε > 1 then it is set to 1. Overall,
the process of updating from direct evidence is governed by the two parameters,
r and σ, quantifying the availability of evidence and the level of associated noise,
respectively.

In addition to receiving direct evidence we also include belief combination
between agents in this model. This is conducted in a pairwise symmetric manner
in which two agents are selected at random to combine their beliefs, with both
agents then adopting this combination as their new belief, i.e., if the two agents
have beliefs m1 and m2, respectively, then they both replace these with m1�m2.
However, in the case that agents are combining their beliefs under Dempster’s
rule and that their beliefs are completely inconsistent, i.e., when K = 1 (see
Definition 2), then they do not form consensus and the process moves on to the
next iteration.

In summary, during each iteration both processes of evidential updating and
consensus formation take place2. However, while every agent in the population
1 We utilise roulette wheel selection; a proportionate selection process.
2 Due to the possibility of rounding errors occurring as a result of the multiplication

of small numbers close to 0, we renormalise the mass function that results from each
process.
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has the potential to update its own belief, provided that it successfully receives a
piece of evidence, the consensus formation is restricted to a single pair of agents
for each iteration. That is, we assume that only two agents in the whole popu-
lation are able to communicate and combine their beliefs during each iteration.

4 Fixed Point Analysis

In the following, we provide an insight into the convergence properties of the
dynamical system described in Sect. 2. Consider an agent model in which at each
time step t two agents are selected at random to combine their beliefs from a pop-
ulation of k agents A = {a1 . . . , ak} with beliefs quantified by mass functions mt

i :
i = 1, . . . , k. For any t the state of the system can be represented by a vector of
mass functions 〈mt

1, . . . ,m
t
k〉. Without loss of generality, we can assume that the

updated state is then 〈mt+1
1 ,mt+1

2 , . . . ,mt+1
k 〉 = 〈mt

1�mt
2,m

t
1�mt

2,m
t
3, . . . ,m

t
k〉.

Hence, we have a dynamical system characterised by the following mapping:

〈mt
1, . . . ,m

t
k〉 → 〈mt

1 � mt
2,m

t
1 � mt

2,m
t
3, . . . ,m

t
k〉.

The fixed points of this mapping are those for which mt
1 = mt

1 � mt
2 and mt

2 =
mt

1 � mt
2. This requires that mt

1 = mt
2 and hence the fixed point of the mapping

are the fixed points of the operator, i.e., those mass functions m for which m �
m = m.

Let us analyse in detail the fixed points for the case in which there are 3 states
S = {s1, s2, s3}. Let m = {s1, s2, s3} : x7, {s1, s2} : x4, {s1, s3} : x5, {s2, s3} :
x6, {s1} : x1, {s2} : x2, {s3} : x3 represent a general mass function defined on
this state space and where without loss of generality we take x7 = 1 − x1 − x2 −
x3−x4−x5−x6. For Dubois & Prade’s operator the constraint that m�m = m
generates the following simultaneous equations.

x2
1 + 2x1x4 + 2x1x5 + 2x1x7 + 2x4x5 = x1

x2
2 + 2x2x4 + 2x2x6 + 2x2x7 + 2x4x6 = x2

x2
3 + 2x3x5 + 2x3x6 + 2x3x7 + 2x5x6 = x3

x2
4 + 2x1x2 + 2x4x7 = x4

x2
5 + 2x1x3 + 2x5x7 = x5

x2
6 + 2x2x3 + 2x6x7 = x6

The Jacobian for this set of equations is given by:

J =
(

∂

∂xj
m � m(Ai)

)

,

where A1 = {s1}, A2 = {s2}, A3 = {s3}, A4 = {s1, s2}, . . . The stable fixed
points are those solutions to the above equations for which the eigenvalues of
the Jacobian evaluated at the fixed point lie within the unit circle on the complex
plane. In this case the only stable fixed points are the mass functions {s1} : 1,
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{s2} : 1 and {s3} : 1. In other words, the only stable fixed points are those for
which agents’ beliefs are both certain and precise. That is where for some state
si ∈ S, Bel({si}) = Pl({si}) = 1. The stable fixed points for Dempster’s rule
and Yager’s rule are also of this form. The averaging operator is idempotent and
all mass functions are unstable fixed points.

The above analysis concerns agent-based systems applying a combination
in order to reach consensus. However, we have yet to incorporate evidential
updating into this model. As outlined in Sect. 3, it is proposed that each agent
investigates a particular state si chosen according to its current beliefs using
the pignistic distribution. With probability r this will result in an update to its
beliefs from m to m�mEi

. Hence, for convergence it is also required that agents
only choose to investigate states for which m � mEi

= m. Assuming qi > 0,
then there is only one such fixed point corresponding to m = {si} : 1. Hence,
the consensus driven by belief combination as characterised by the above fixed
point analysis will result in convergence of individual agent beliefs if we also
incorporate evidential updating. That is, an agent with beliefs close to a fixed
point of the operator, i.e., m = {si} : 1, will choose to investigate state si with
very high probability and will therefore tend to be close to a fixed point of the
evidential updating process.

5 Simulation Experiments

In this section we describe experiments conducted to understand the behaviour
of the four belief combination operators in the context of the dynamic multi-
agent best-of-n problem introduced in Sect. 3. We compare their performance
under different evidence rates r, noise levels σ, and their scalability for different
numbers of states n.

5.1 Parameter Settings

Unless otherwise stated, all experiments share the following parameter values.
We consider a population A of k = 100 agents with beliefs initialised so that:

m0
i = S : 1 for i = 1, . . . , 100.

In other words, at the beginning of each simulation every agent is in a state
of complete ignorance as represented in DST by allocating all mass to the set
of all states S. Each experiment is run for a maximum of 5 000 iterations, or
until the population converges. Here, convergence requires that the beliefs of the
population have not changed for 100 interactions, where an interaction may be
the updating of beliefs based on evidence or the combination of beliefs between
agents. For a given set of parameter values the simulation is run 100 times and
results are then averaged across these runs.

Quality values are defined so that qi = i
n+1 for i = 1, . . . , n and consequently

sn is the best state. In the following, Bel({sn}) provides a measure of convergence
performance for the considered operators.
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Fig. 1. Average Bel({s3}) plotted against iteration t with r = 0.05 and σ = 0.1.
Comparison of all four operators with error bars displaying the standard deviation.

5.2 Convergence Results

Initially we consider the best-of-n problem where n = 3 with quality values
q1 = 0.25, q2 = 0.5 and q3 = 0.75. Figure 1 shows belief values for the best state
s3 averaged across agents and simulation runs for the evidence rate r = 0.05
and noise standard deviation σ = 0.1. For both Dubois & Prade’s operator and
Yager’s rule there is complete convergence to Bel({s3}) = 1 while for Dempster’s
rule the average value of Bel({s3}) at steady state is approximately 0.9. The
averaging operator does not converge to a steady state and instead maintains
an average value of Bel({s3}) oscillating around 0.4. For all but the averaging
operator, at steady state the average belief and plausibility values are equal. This
is consistent with the fixed point analysis given for Dubois & Prade’s operator
in Sect. 4, showing that all agents converge to mass functions of the form m =
{si} : 1 for some state si ∈ S. Indeed, for both Dubois & Prade’s operator
and Yager’s rule all agents converge to m = {s3} : 1, while for Dempster’s rule
this happens in the large majority of cases. In other words, the combination of
updating from direct evidence and belief combination results in agents reaching
the certain and precise belief that s3 is the true state of the world.

5.3 Varying Evidence Rates

In this section we investigate how the rate at which agents receive information
from their environment affects their ability to reach a consensus about the true
state of the world.

Figures 2a and b show average steady state values of Bel({s3}) for evidence
rates in the lower range r ∈ [0, 0.01] and across the whole range r ∈ [0, 1], respec-
tively. For each operator we compare the combination of evidential updating and
belief combination (solid lines) with that of evidential updating alone (dashed
lines). From Fig. 2a we see that for low values of r ≤ 0.02 Dempster’s rule con-
verges to higher average values of Bel({s3}) than do the other operators. Indeed,
for 0.001 ≤ r ≤ 0.006 the average value of Bel({s3}) obtained using Dempster’s
rule is approximately 10% higher than is obtained using Dubois & Prade’s oper-
ator and Yager’s rule, and is significantly higher still than that of the averaging
operator. However, the performance of Dempster’s rule declines significantly for
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(a) Low evidence rates r ∈ [0, 0.01]. (b) All evidence rates r ∈ [0, 1].

Fig. 2. Average Bel({s3}) for evidence rates r ∈ [0, 1]. Comparison of all four operators
both with and without belief combination between agents.

Fig. 3. Standard deviation for different evidence rates r ∈ [0, 0.5]. Comparison of all
four operators both with and without belief combination between agents.

higher evidence rates and for r > 0.3 it converges to average values for Bel({s3})
of less than 0.8. At r = 1, when every agent is receiving evidence at each time
step, there is failure to reach consensus when applying Dempster’s rule. Indeed,
there is polarisation with the population splitting into separate groups, each cer-
tain that a different state is the best. In contrast, both Dubois & Prade’s operator
and Yager’s rule perform well for higher evidence rates and for all r > 0.02 there
is convergence to an average value of Bel({s3}) = 1. Meanwhile the averaging
operator appears to perform differently for increasing evidence rates and instead
maintains similar levels of performance for r > 0.1. For all subsequent figures
showing steady state results, we do not include error bars as this impacts nega-
tively on readability. Instead, we show the standard deviation plotted separately
against the evidence rate in Fig. 3. As expected, standard deviation is high for
low evidence rates in which the sparsity of evidence results in different runs of
the simulation converging to different states. This then declines rapidly with
increasing evidence rates.

The dashed lines in Figs. 2a and b show the values of Bel({s3}) obtained
at steady state when there is only updating based on direct evidence. In
most cases the performance is broadly no better than, and indeed often worse
than, the results which combine evidential updating with belief combination
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between agents. For low evidence rates where r < 0.1 the population does not
tend to fully converge to a steady state since there is insufficient evidence avail-
able to allow convergence. For higher evidence rates under Dempster’s rule,
Dubois & Prade’s operator and Yager’s rule, the population eventually converges
on a single state with complete certainty. However, since the average value of
Bel({s3}) in both cases is approximately 0.6 for r > 0.002 then clearly conver-
gence is often not to the best state. The averaging operator is not affected by the
combined updating method and performs the same under evidential updating
alone as it does in conjunction with consensus formation.

Overall, it is clear then that in this formulation of the best-of-n problem
combining both updating from direct evidence and belief combination results in
much better performance than obtained by using evidential updating alone for
all considered operators except the averaging operator.

5.4 Noisy Evidence

Noise is ubiquitous in applications of multi-agent systems. In embodied agents
such as robots this is often a result of sensor errors, but noise can also be a
feature of an inherently variable environment. In this section we consider the
effect of evidential noise on the best-of-n problem, as governed by the standard
distribution σ of the noise.

Figure 4 shows the average value of Bel({s3}) at steady state plotted against
σ ∈ [0, 0.3] for different evidence rates r ∈ {0.01, 0.05, 0.1}. Figure 4 (left) shows
that for an evidence rate r = 0.01, all operators except the averaging operator
have very similar performance in the presence of noise. For example with no
noise, i.e., σ = 0, Yager’s rule converges to an average value of 0.97, Dubois
& Prade’s operator converges to an average of Bel({s3}) = 0.96, Dempster’s
rule to 0.95 on average, and the averaging operator to 0.4. Then, with σ = 0.3,
Yager’s rule converges to an average value of 0.8, Dubois & Prade’s operator to
an average value of Bel({s3}) = 0.77, Dempster’s rule to 0.74, and the averaging
operator converges to 0.29. Hence, all operators are affected by the noise to a
similar extent given this low evidence rate.

Fig. 4. Average Bel({s3}) for all four operators plotted against σ ∈ [0, 0.3] for different
evidence rates r. Left: r = 0.01. Centre: r = 0.05. Right: r = 0.1.
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In contrast, for the evidence rates of r = 0.05 and r = 0.1, Fig. 4 (centre) and
(right), respectively, we see that both Dubois & Prade’s operator and Yager’s
rule are the most robust combination operators to increased noise. Specifically,
for r = 0.05 and σ = 0, they both converge to an average value of Bel({s3}) = 1
and for σ = 0.3 they only decrease to 0.99. On the other hand, the presence
of noise at this evidence rate has a much higher impact on the performance of
Dempster’s rule and the averaging operator. For σ = 0 Dempster’s rule converges
to an average value of Bel({s3}) = 0.95 but this decreases to 0.78 for σ = 0.3, and
for the averaging operator the average value of Bel({s3}) = 0.41 and decreases
to 0.29. The contrast between the performance of the operators in the presence
of noise is even greater for the evidence rate r = 0.1 as seen in Fig. 4 (right).
However, both Dubois & Prade’s operator and Yager’s rule differ in this context
since, for both evidence rates r = 0.05 and r = 0.1, their average values of
Bel({s3}) remain constant at approximately 1.

5.5 Scalability to Larger Numbers of States

In the swarm robotics literature most best-of-n studies are for n = 2 (see for
example [17,23]). However, there is a growing interest in studying larger numbers
of choices in this context [3,18]. Indeed, for many distributed decision-making
applications the size of the state space, i.e., the value of n in the best-of-n
problem, will be much larger. Hence, it is important to investigate the scalability
of the proposed DST approach to larger values of n.

Having up to now focused on the n = 3 case, in this section we present
additional simulation results for n = 5 and n = 10. As proposed in Sect. 5.1,
the quality values are allocated so that qi = i

n+1 for i = 1, . . . , n. Here, we
only consider Dubois & Prade’s operator and Yager’s rule due to their better
performance when compared with the other two combination operators.

(a) Dubois & Prade’s operator. (b) Yager’s rule.

Fig. 5. Average Bel({sn}) for n ∈ {3, 5, 10} plotted against σ for r = 0.05.

Figure 5 shows the average values of Bel({sn}) at steady state plotted against
noise σ ∈ [0, 0.3] for evidence rate r = 0.05, where Bel({sn}) is the belief in the
best state for n = 3, 5 and 10. For Dubois & Prade’s operator, Fig. 5a shows
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the steady state values of Bel({s3}) = 1 independent of the noise level, followed
closely by the values of Bel({s5}) = 0.94 at σ = 0 for the n = 5 case. However, for
n = 10 the value of Bel({s10}) is 0.61 when σ = 0, corresponding to a significant
decrease in performance. At the same time, from Fig. 5b, we can see that for
Yager’s rule performance declines much less rapidly with increasing n than for
Dubois & Prade’s operator. So at σ = 0 and n = 5 the average value at steady
state for Yager’s rule is almost the same as for n = 3, i.e. Bel({s5}) = 0.98, with
a slight decrease in the performance Bel({s10}) = 0.92 for n = 10. As expected
the performance of both operators decreases as σ increases, with Yager’s rule
being much more robust to noise than Dubois & Prade’s operator for large values
of n.

In this way, the results support only limited scalability for the DST approach
to the best-of-n problem, at least as far as uniquely identifying the best state is
concerned. Furthermore, as n increases so does sensitivity to noise. This reduced
performance may in part be a feature of the way quality values have been allo-
cated. Notice that as n increases, the difference between successive quality values
qi+1 − qi = 1

n+1 decreases. This is likely to make it difficult for a population of
agents to distinguish between the best state and those which have increasingly
similar quality values. Furthermore, a given noise standard deviation σ results
in an inaccurate ordering of the quality values the closer those values are to each
other, making it difficult for a population of agents to distinguish between the
best state and those which have increasingly similar quality values.

6 Conclusions and Future Work

In this paper we have introduced a model of consensus formation in the best-of-n
problem which combines updating from direct evidence with belief combination
between pairs of agents. We have utilised DST as a convenient framework for
representing agents’ beliefs, as well as the evidence that agents receive from
the environment. In particular, we have studied and compared the macro-level
convergence properties of several established operators applied iteratively in a
dynamic multi-agent setting and through simulation we have identified several
important properties of these operators within this context. Yager’s rule and
Dubois & Prade’s operator are shown to be most effective at reducing polari-
sation and reaching a consensus for all except very low evidence rates, despite
them not satisfying certain desirable properties, e.g., Dubois & Prade’s operator
is not associative while Yager’s rule is only quasi-associative [7]. Both have also
demonstrated robustness to different noise levels. However, Yager’s rule is more
robust to noise than Dubois & Prade’s operator for large values of states n > 3.
Although the performance of both operators decreases with an increase in the
number of states n, Yager’s rule is shown to be more scalable. We believe that
underlying the difference in the performance of all but the averaging operator is
the way in which they differ in their handling of inconsistent beliefs. Specifically,
the manner in which they reallocate the mass associated with the inconsistent
non-overlapping sets in the case of Dempster’s rule, Dubois & Prade’s operator
and Yager’s rule.
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Further work will investigate the issue of scalability in more detail, including
whether alternatives to the updating process may be applicable in a DST model,
such as that of negative updating in swarm robotics [14]. We must also consider
the increasing computational cost of DST as the size of the state space increases
and investigate other representations such as possibility theory [9] as a means
of avoiding exponential increases in the cost of storing and combining mass
functions. Finally, we hope to adapt our method to be applied to a network, as
opposed to a complete graph, so as to study the effects of limited or constrained
communications on convergence.
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Abstract. This paper deals with multivariate regression chain graphs
(MVR CGs), which were introduced by Cox and Wermuth in the nineties
to represent linear causal models with correlated errors. We consider the
PC-like algorithm for structure learning of MVR CGs, a constraint-based
method proposed by Sonntag and Peña in 2012. We show that the PC-
like algorithm is order-dependent, because the output can depend on the
order in which the variables are given. This order-dependence is a minor
issue in low-dimensional settings. However, it can be very pronounced in
high-dimensional settings, where it can lead to highly variable results.
We propose two modifications of the PC-like algorithm that remove part
or all of this order-dependence. Simulations under a variety of settings
demonstrate the competitive performance of our algorithms in compari-
son with the original PC-like algorithm in low-dimensional settings and
improved performance in high-dimensional settings.

Keywords: Multivariate regression chain graph · Structural learning ·
Order independence · High-dimensional data · Scalable machine
learning techniques

1 Introduction

Chain graphs were introduced by Lauritzen, Wermuth and Frydenberg [5,9]
as a generalization of graphs based on undirected graphs and directed acyclic
graphs (DAGs). Later Andersson, Madigan and Perlman introduced an alter-
native Markov property for chain graphs [1]. In 1993 [3], Cox and Wermuth
introduced multivariate regression chain graphs (MVR CGs). The different inter-
pretations of CGs have different merits, but none of the interpretations subsumes
another interpretation [4].

Acyclic directed mixed graphs (ADMGs), also known as semi-Markov(ian)
[12] models contain directed (→) and bidirected (↔) edges subject to the restric-
tion that there are no directed cycles [15]. An ADMG that has no partially
directed cycle is called a multivariate regression chain graph. Cox and Wermuth
represented these graphs using directed edges and dashed edges, but we fol-
low Richardson [15] because bidirected edges allow the m-separation criterion
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(defined in Sect. 2) to be viewed more directly as an extension of d-separation
than is possible with dashed edges [15].

Unlike in the other CG interpretations, the bidirected edge in MVR CGs
has a strong intuitive meaning. It can be seen to represent one or more hidden
common causes between the variables connected by it. In other words, in an MVR
CG any bidirected edge X ↔ Y can be replaced by X ← H → Y to obtain a
Bayesian network representing the same independence model over the original
variables, i.e. excluding the new variables H. These variables are called hidden,
or latent, and have been marginalized away in the CG model. See [7,17,18] for
details on the properties of MVR chain graphs.

Two constraint-based learning algorithms, that use a statistical analysis to
test the presence of a conditional independency, exist for learning MVR CGs: (1)
the PC-like algorithm [16], and (2) the answer set programming (ASP) algorithm
[13]. The PC-like algorithm extends the original learning algorithm for Bayesian
networks by Peter Spirtes and Clark Glymour [19]. It learns the structure of
the underlying MVR chain graph in four steps: (a) determining the skeleton:
the resulting undirected graph in this phase contains an undirected edge u − v
iff there is no set S ⊆ V \ {u, v} such that u ⊥⊥ v|S; (b) determining the v -
structures (unshielded colliders); (c) orienting some of the undirected/directed
edges into directed/bidirected edges according to a set of rules applied iteratively;
(d) transforming the resulting graph in the previous step into an MVR CG.
The essential recovery algorithm obtained after step (c) contains all directed
and bidirected edges that are present in every MVR CG of the same Markov
equivalence class.

In this paper, we show that the PC-like algorithm is order-dependent, in the
sense that the output can depend on the order in which the variables are given.
We propose several modifications of the PC-like algorithm that remove part or all
of this order-dependence, but do not change the result when perfect conditional
independence information is used. When applied to data, the modified algorithms
are partly or fully order-independent. Proofs, implementations in R, and details
of experimental results can be found in the supplementary material at https://
github.com/majavid/SUM2019.

2 Definitions and Concepts

Below we briefly list some of the most important concepts used in this paper.
If there is an arrow from a pointing towards b, a is said to be a parent of b.

The set of parents of b is denoted as pa(b). If there is a bidirected edge between
a and b, a and b are said to be neighbors. The set of neighbors of a vertex a
is denoted as ne(a). The expressions pa(A) and ne(A) denote the collection of
parents and neighbors of vertices in A that are not themselves elements of A.
The boundary bd(A) of a subset A of vertices is the set of vertices in V \ A that
are parents or neighbors to vertices in A.

A path of length n from a to b is a sequence a = a0, . . . , an = b of distinct
vertices such that (ai → ai+1) ∈ E, for all i = 1, . . . , n. A chain of length n from

https://github.com/majavid/SUM2019
https://github.com/majavid/SUM2019
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a to b is a sequence a = a0, . . . , an = b of distinct vertices such that (ai → ai+1) ∈
E, or (ai+1 → ai) ∈ E, or (ai+1 ↔ ai) ∈ E, for all i = 1, . . . , n. We say that u is
an ancestor of v and v is a descendant of u if there is a path from u to v in G.
The set of ancestors of v is denoted as an(v), and we define An(v) = an(v) ∪ v.
We apply this definition to sets: an(X) = {α|α is an ancestor of β for some β ∈
X}. A partially directed cycle in a graph G is a sequence of n distinct vertices
v1, . . . , vn(n ≥ 3),and vn+1 ≡ v1, such that ∀i(1 ≤ i ≤ n) either vi ↔ vi+1 or
vi → vi+1, and ∃j(1 ≤ j ≤ n) such that vi → vi+1.

A graph with only undirected edges is called an undirected graph (UG). A
graph with only directed edges and without directed cycles is called a directed
acyclic graph (DAG). Acyclic directed mixed graphs, also known as semi-
Markov(ian) [12] models contain directed (→) and bidirected (↔) edges subject
to the restriction that there are no directed cycles [15]. A graph that has no
partially directed cycles is called a chain graph.

A non endpoint vertex ζ on a chain is a collider on the chain if the edges
preceding and succeeding ζ on the chain have an arrowhead at ζ, that is, → ζ ←,
or ↔ ζ ↔, or ↔ ζ ←, or → ζ ↔. A nonendpoint vertex ζ on a chain which is
not a collider is a noncollider on the chain. A chain between vertices α and β in
chain graph G is said to be m-connecting given a set Z (possibly empty), with
α, β /∈ Z, if every noncollider on the path is not in Z, and every collider on the
path is in AnG(Z).

A chain that is not m-connecting given Z is said to be blocked given (or by)
Z. If there is no chain m-connecting α and β given Z, then α and β are said to
be m-separated given Z. Sets X and Y are m-separated given Z, if for every pair
α, β, with α ∈ X and β ∈ Y , α and β are m-separated given Z (X, Y , and Z are
disjoint sets; X,Y are nonempty). We denote the independence model resulting
from applying the m-separation criterion to G, by �m(G). This is an extension
of Pearl’s d-separation criterion [11] to MVR chain graphs in that in a DAG D,
a chain is d-connecting if and only if it is m-connecting.

We say that two MVR CGs G and H are Markov equivalent or that they are
in the same Markov equivalence class iff �m(G) = �m(H). If G and H have the
same adjacencies and unshielded colliders, then �m(G) = �m(H) [21].

Just like for many other probabilistic graphical models there might exist
multiple MVR CGs that represent the same independence model. Sometimes
it can however be desirable to have a unique graphical representation of the
different representable independence models in the MVR CGs interpretation. A
graph G∗ is said to be the essential MVR CG of an MVR CG G if it has the
same skeleton as G and contains all and only the arrowheads common to every
MVR CG in the Markov equivalence class of G. One thing that can be noted
here is that an essential MVR CG does not need to be a MVR CG. Instead these
graphs can contain three types of edges, undirected, directed and bidirected [17].

3 Order-Dependent PC-Like Algorithm

In this section, we show that the PC-like algorithm proposed by Sonntag and
Peña in [16] is order-dependent, in the sense that the output can depend on
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the order in which the variables are given. The PC-like algorithm for learn-
ing MVR CGs under the faithfulness assumption is formally described in
Algorithm 1.

Algorithm 1. The order-dependent PC-like algorithm for learning MVR
chain graphs [16]
Input: A set V of nodes and a probability distribution p faithful to an

unknown MVR CG G and an ordering order(V ) on the variables.
Output: An MVR CG G′ s.t. G and G′ are Markov equivalent and G′ has

exactly the minimum set of bidirected edges for its equivalence class.
1 Let H denote the complete undirected graph over V ;

/* Skeleton Recovery */

2 for i ← 0 to |VH | − 2 do
3 while possible do
4 Select any ordered pair of nodes u and v in H such that u ∈ adH(v) and

|adH(u) \ v| ≥ i using order(V );
/* adH(x) := {y ∈ V |x y, y x, or x y} */

5 if there exists S ⊆ (adH(u) \ v) s.t. |S| = i and u ⊥⊥p v|S (i.e., u is
independent of v given S in the probability distribution p) then

6 Set Suv = Svu = S;
7 Remove the edge u v from H;

8 end

9 end

10 end
/* v-structure Recovery */

11 for each m-separator Suv do
12 if u w v appears in the skeleton and w is not in Suv then

/* u w means u w or u w. Also, w v means

w v or w v. */

13 Determine a v-structure u w v;

14 end

15 end
16 Apply rules 1-3 in Figure 1 while possible;

/* After this line, the learned graph is the essential graph of MVR

CG G. */

17 Let G′
u be the subgraph of G′ containing only the nodes and the undirected

edges in G′;
18 Let T be the junction tree of G′

u;
/* If G′

u is disconnected, the cliques belonging to different

connected components can be linked with empty separators, as

described in [6, Theorem 4.8]Golumbic. */

19 Order the cliques C1, · · · , Cn of G′
u s.t. C1 is the root of T and if Ci is closer to

the root than Cj in T then Ci < Cj ;
20 Order the nodes such that if A ∈ Ci, B ∈ Cj , and Ci < Cj then A < B;
21 Orient the undirected edges in G′ according to the ordering obtained in line 21.
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Fig. 1. The rules [16]

In applications, we do not have perfect conditional independence information.
Instead, we assume that we have an i.i.d. sample of size n of variables V =
(X1, . . . , Xp). In the PC-like algorithm [16] all conditional independence queries
are estimated by statistical conditional independence tests at some pre-specified
significance level (p value) α. For example, if the distribution of V is multivariate
Gaussian, one can test for zero partial correlation, see, e.g., [8]. For this purpose,
we use the gaussCItest() function from the R package pcalg throughout this
paper. Let order(V ) denote an ordering on the variables in V . We now consider
the role of order(V ) in every step of the algorithm.

In the skeleton recovery phase of the PC-like algorithm [16], the order of
variables affects the estimation of the skeleton and the separating sets. In par-
ticular, as noted for the special case of Bayesian networks in [2], for each level
of i, the order of variables determines the order in which pairs of adjacent ver-
tices and subsets S of their adjacency sets are considered (see lines 4 and 5 in
Algorithm 1). The skeleton H is updated after each edge removal. Hence, the
adjacency sets typically change within one level of i, and this affects which other
conditional independencies are checked, since the algorithm only conditions on
subsets of the adjacency sets. When we have perfect conditional independence
information, all orderings on the variables lead to the same output. In the sam-
ple version, however, we typically make mistakes in keeping or removing edges,
because conditional independence relationships have to be estimated from data.
In such cases, the resulting changes in the adjacency sets can lead to different
skeletons, as illustrated in Example 1.

Moreover, different variable orderings can lead to different separating sets
in the skeleton recovery phase. When we have perfect conditional independence
information, this is not important, because any valid separating set leads to
the correct v -structure decision in the orientation phase. In the sample version,
however, different separating sets in the skeleton recovery phase of the algorithm
may yield different decisions about v -structures in the orientation phase. This is
illustrated in Example 2.

Finally, we consider the role of order(V ) on the orientation rules in the essen-
tial graph recovery phase of the sample version of the PC-like algorithm. Example
3 illustrates that different variable orderings can lead to different orientations,
even if the skeleton and separating sets are order-independent.

Example 1 (Order-dependent skeleton of the PC-like algorithm). Suppose that
the distribution of V = {a, b, c, d, e} is faithful to the DAG in Fig. 2(a). This DAG
encodes the following conditional independencies (using the notation defined in

https://cran.r-project.org/web/packages/pcalg
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line 5 of Algorithm 1) with minimal separating sets: a ⊥⊥ d|{b, c} and a ⊥⊥
e|{b, c}.

Suppose that we have an i.i.d. sample of (a, b, c, d, e), and that the following
conditional independencies with minimal separating sets are judged to hold at
some significance level α: a ⊥⊥ d|{b, c}, a ⊥⊥ e|{b, c, d}, and c ⊥⊥ e|{a, b, d}. Thus,
the first two are correct, while the third is false.

We now apply the skeleton recovery phase of the PC-like algorithm with two
different orderings: order1(V ) = (d, e, a, c, b) and order2(V ) = (d, c, e, a, b). The
resulting skeletons are shown in Figs. 2(b) and (c), respectively.

e

d

a

b c

(a)

e

d

a

b c

(b)

e

d

a

b c

(c)

Fig. 2. (a) The DAG G, (b) the skeleton returned by Algorithm 1 with order1(V ), (c)
the skeleton returned by Algorithm 1 with order2(V ).

We see that the skeletons are different, and that both are incorrect as the
edge c e is missing. The skeleton for order2(V ) contains an additional error,
as there is an additional edge a e. We now go through Algorithm 1 to see
what happened. We start with a complete undirected graph on V . When i = 0,
variables are tested for marginal independence, and the algorithm correctly does
not remove any edge. Also, when i = 1, the algorithm correctly does not remove
any edge. When i = 2, there is a pair of vertices that is thought to be condition-
ally independent given a subset of size two, and the algorithm correctly removes
the edge between a and d. When i = 3, there are two pairs of vertices that are
thought to be conditionally independent given a subset of size three. Table 1
shows the trace table of Algorithm 1 for i = 3 and order1(V ) = (d, e, a, c, b).

Table 1. The trace table of Algorithm 1 for i = 3 and order1(V ) = (d, e, a, c, b).

Ordered pair (u, v) adH(u) Suv Is Suv ⊆ adH(u) \ {v}? Is u v removed?

(e, a) {a, b, c, d} {b, c, d} Yes Yes

(e, c) {b, c, d} {a, b, d} No No

(c, e) {a, b, d, e} {a, b, d} Yes Yes

Table 2 shows the trace table of Algorithm 1 for i = 3 and order2(V ) =
(d, c, e, a, b).
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Table 2. The trace table of Algorithm1 for i = 3 and order2(V ) = (d, c, e, a, b).

Ordered Pair (u, v) adH(u) Suv Is Suv ⊆ adH(u) \ {v}? Is u v removed?

(c, e) {a, b, d, e} {a, b, d} Yes Yes

(e, a) {a, b, d} {b, c, d} No No

(a, e) {b, c, e} {b, c, d} No No

Example 2 (Order-dependent separating sets and v-structures of the PC-like
algorithm). Suppose that the distribution of V = {a, b, c, d, e} is faithful to the
DAG in Fig. 3(a). This DAG encodes the following conditional independencies
with minimal separating sets: a ⊥⊥ d|b, a ⊥⊥ e|{b, c}, a ⊥⊥ e|{c, d}, b ⊥⊥ c, b ⊥⊥ e|d,
and c ⊥⊥ d.

Suppose that we have an i.i.d. sample of (a, b, c, d, e). Assume that all true
conditional independencies are judged to hold except c ⊥⊥ d. Suppose that c ⊥⊥
d|b and c ⊥⊥ d|e are thought to hold. Thus, the first is correct, while the second is
false. We now apply the v -structure recovery phase of the PC-like algorithm with
two different orderings: order1(V ) = (d, c, b, a, e) and order3(V ) = (c, d, e, a, b).
The resulting CGs are shown in Figs. 3(b) and (c), respectively. Note that while
the separating set for vertices c and d with order1(V ) is Sdc = Scd = {b}, the
separating set for them with order2(V ) is Scd = Sdc = {e}.

This illustrates that order-dependent separating sets in the skeleton recovery
phase of the sample version of the PC-algorithm can lead to order-dependent
v -structures.

ed

a

b c

(a)

ed

a

b c

(b)

ed

a

b c

(c)

Fig. 3. (a) The DAG G, (b) the CG returned after the v -structure recovery phase of
Algorithm 1 with order1(V ), (c) the CG returned after the v -structure recovery phase
of Algorithm1 with order3(V ).

Example 3 (Order-dependent orientation rules of the PC-like algorithm). Con-
sider the graph in Fig. 4, and assume that this is the output of the sample
version of the PC-like algorithm after v -structure recovery. Also, consider that
c ∈ Sa,d and d ∈ Sb,f . Thus, we have two v-structures, namely a c e
and b d f , and four unshielded triples, namely (e, c, d), (c, d, f), (a, c, d),
and (b, d, c). Thus, we then apply the orientation rules in the essential recovery
phase of the algorithm, starting with rule R1. If one of the two unshielded triples
(e, c, d) or (a, c, d) is considered first, we obtain c d. On the other hand, if
one of the unshielded triples (b, d, c) or (c, d, f) is considered first, then we obtain
c d. Note that we have no issues with overwriting of edges here, since as soon



Order-Independent Structure Learning of MVR CGS 331

as the edge c d is oriented, all edges are oriented and no further orientation
rules are applied. These examples illustrate that the essential graph recovery
phase of the PC-like algorithm can be order-dependent regardless of the output
of the previous steps.

e d

a b

c f

Fig. 4. Possible mixed graph after v -structure recovery phase of the sample version of
the PC-like algorithm.

4 Order Independent Algorithms for Learning MVR CGs

We now propose several modifications of the original PC-like algorithm (and
hence also of the related algorithms) that remove the order-dependence in the
various stages of the algorithm, analogously to what Colombo and Maathuis [2]
did for the original PC algorithm in the case of DAGs. For this purpose, we
discuss the skeleton, v -structures, and the orientation rules, respectively.

4.1 Order-Independent Skeleton Recovery

We first consider estimation of the skeleton in the adjacency search of the PC-
like algorithm. The pseudocode for our modification is given in Algorithm 2. The
resulting PC-like algorithm in Algorithm 2 is called stable PC-like.

The main difference between Algorithms 1 and 2 is given by the for-loop on
lines 3–5 in the latter one, which computes and stores the adjacency sets aH(vi) of
all variables after each new size i of the conditioning sets. These stored adjacency
sets aH(vi) are used whenever we search for conditioning sets of this given size
i. Consequently, an edge deletion on line 10 no longer affects which conditional
independencies are checked for other pairs of variables at this level of i.

In other words, at each level of i, Algorithm 2 records which edges should
be removed, but for the purpose of the adjacency sets it removes these edges
only when it goes to the next value of i. Besides resolving the order-dependence
in the estimation of the skeleton, our algorithm has the advantage that it is
easily parallelizable at each level of i. The stable PC-like algorithm is correct,
i.e. it returns an MVR CG to which the given probability distribution is faithful
(Theorem 1), and it yields order-independent skeletons in the sample version
(Theorem 2). We illustrate the algorithm in Example 4.

Theorem 1. Let the distribution of V be faithful to an MVR CG G, and assume
that we are given perfect conditional independence information about all pairs of
variables (u, v) in V given subsets S ⊆ V \ {u, v}. Then the output of the stable
PC-like algorithm is an MVR CG that has exactly the minimum set of bidirected
edges for its equivalence class.
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Theorem 2. The skeleton resulting from the sample version of the stable PC-
like algorithm is order-independent.

Example 4 (Order-independent skeletons). We go back to Example 1, and con-
sider the sample version of Algorithm 2. The algorithm now outputs the skele-
ton shown in Fig. 2(b) for both orderings order1(V ) and order2(V ). We again
go through the algorithm step by step. We start with a complete undirected
graph on V . No conditional independence found when i = 0. Also, when i = 1,
the algorithm correctly does not remove any edge. When i = 2, the algorithm
first computes the new adjacency sets: aH(v) = V \ {v},∀v ∈ V . There is a
pair of variables that is thought to be conditionally independent given a sub-
set of size two, namely (a, d). Since the sets aH(v) are not updated after edge
removals, it does not matter in which order we consider the ordered pair. Any
ordering leads to the removal of edge between a and d. When i = 3, the algo-
rithm first computes the new adjacency sets: aH(a) = aH(d) = {b, c, e} and
aH(v) = V \{v}, for v = b, c, e. There are two pairs of variables that are thought
to be conditionally independent given a subset of size three, namely (a, e) and
(c, e). Since the sets aH(v) are not updated after edge removals, it does not
matter in which order we consider the ordered pair. Any ordering leads to the
removal of both edges a e and c e.

Algorithm 2. The order-independent (stable) PC-like algorithm for learn-
ing MVR chain graphs.
Input: A set V of nodes and a probability distribution p faithful to an

unknown MVR CG G and an ordering order(V ) on the variables.
Output: An MVR CG G′ s.t. G and G′ are Markov equivalent and G′ has

exactly the minimum set of bidirected edges for its equivalence class.
1 Let H denote the complete undirected graph over V = {v1, . . . , vn};

/* Skeleton Recovery */

2 for i ← 0 to |VH | − 2 do
3 for j ← 1 to |VH | do
4 Set aH(vi) = adH(vi);
5 end
6 while possible do
7 Select any ordered pair of nodes u and v in H such that u ∈ aH(v) and

|aH(u) \ v| ≥ i using order(V );
8 if there exists S ⊆ (aH(u) \ v) s.t. |S| = i and u ⊥⊥p v|S (i.e., u is

independent of v given S in the probability distribution p) then
9 Set Suv = Svu = S;

10 Remove the edge u v from H;

11 end

12 end

13 end
/* v-structure Recovery and orientation rules */

14 Follow the same procedures in Algorithm1 (lines: 11–21).
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4.2 Order-Independent v-structures Recovery

We propose two methods to resolve the order-dependence in the determination
of the v -structures, using the conservative PC algorithm (CPC) of Ramsey et al.
[14] and the majority rule PC-like algorithm (MPC) of Colombo & Maathuis [2].

The Conservative PC-like algorithm (CPC-like algorithm) works as
follows. Let H be the undirected graph resulting from the skeleton recovery phase
of the PC-like algorithm (Algorithm 1). For all unshielded triples (Xi,Xj ,Xk)
in H, determine all subsets S of adH(Xi) and of adH(Xk) that make Xi and
Xk conditionally independent, i.e., that satisfy Xi ⊥⊥p Xk|S. We refer to such
sets as separating sets. The triple (Xi,Xj ,Xk) is labelled as unambiguous if at
least one such separating set is found and either Xj is in all separating sets or in
none of them; otherwise it is labelled as ambiguous. If the triple is unambiguous,
it is oriented as v -structure if and only if Xj is in none of the separating sets.
Moreover, in the v -structure recovery phase of the PC-like algorithm (Algorithm
1, lines 11–15), the orientation rules are adapted so that only unambiguous triples
are oriented. The output of the CPC-like algorithm is a mixed graph in which
ambiguous triples are marked. We refer to the combination of the stable PC-like
and CPC-like algorithms as the stable CPC-like algorithm.

In the case of DAGs, Colombo and Maathuis [2] found that the CPC-
algorithm can be very conservative, in the sense that very few unshielded triples
are unambiguous in the sample version, where conditional independence rela-
tionships have to be estimated from data. They proposed a minor modification
of the CPC approach, called Majority rule PC algorithm (MPC) to mitigate the
(unnecessary) severity of CPC-like approach. We similarly propose the Major-
ity rule PC-like algorithm (MPC-like) for MVR CGs. As in the CPC-like
algorithm, we first determine all subsets S of adH(Xi) and of adH(Xk) that make
Xi and Xk conditionally independent, i.e., that satisfy Xi ⊥⊥p Xk|S. The triple
(Xi,Xj ,Xk) is labelled as (α, β)-unambiguous if at least one such separating set
is found or Xj is in no more than α% or no less than β% of the separating sets,
for 0 ≤ α ≤ β ≤ 100. Otherwise it is labelled as ambiguous. (As an example,
consider α = 30 and β = 60.) If a triple is unambiguous, it is oriented as a
v -structure if and only if Xj is in less than α% of the separating sets. As in
the CPC-like algorithm, the orientation rules in the v -structure recovery phase
of the PC-like algorithm (Algorithm 1, lines 11–15) are adapted so that only
unambiguous triples are oriented, and the output is a mixed graph in which
ambiguous triples are marked. Note that the CPC-like algorithm is the special
case of the MPC-like algorithm with α = 0 and β = 100. We refer to the com-
bination of the stable PC-like and MPC-like algorithms as the stable MPC-like
algorithm.

Theorem 3. Let the distribution of V be faithful to an MVR CG G, and assume
that we are given perfect conditional independence information about all pairs of
variables (u, v) in V given subsets S ⊆ V \{u, v}. Then the output of the (stable)
CPC/MPC-like algorithm is an MVR CG that is Markov equivalent with G that
has exactly the minimum set of bidirected edges for its equivalence class.



334 M. A. Javidian et al.

Theorem 4. The decisions about v-structures in the sample version of the stable
CPC/MPC-like algorithm is order-independent.

Example 5 (Order-independent decisions about v-structures). We consider the
sample versions of the stable CPC/MPC-like algorithm, using the same input
as in Example 2. In particular, we assume that all conditional independencies
induced by the MVR CG in Fig. 3(a) are judged to hold except c ⊥⊥ d. Suppose
that c ⊥⊥ d|b and c ⊥⊥ d|e are thought to hold. Let α = β = 50.

Denote the skeleton after the skeleton recovery phase by H. We consider
the unshielded triple (c, e, d). First, we compute aH(c) = {a, d, e} and aH(d) =
{a, b, c, e}, when i = 1. We now consider all subsets S of these adjacency sets,
and check whether c ⊥⊥ d|S. The following separating sets are found: {b}, {e},
and {b, e}. Since e is in some but not all of these separating sets, the stable CPC-
like algorithm determines that the triple is ambiguous, and no orientations are
performed. Since e is in more than half of the separating sets, stable MPC-like
determines that the triple is unambiguous and not a v -structure. The output of
both algorithms is given in Fig. 3(c).

At this point it should be clear why the modified PC-like algorithm is labeled
“conservative”: it is more cautious than the (stable) PC-like algorithm in drawing
unambiguous conclusions about orientations. As we showed in Example 5, the
output of the (stable) CPC-like algorithm may not be collider equivalent with
the true MVR CG G, if the resulting CG contains an ambiguous triple.

4.3 Order-Independent Orientation Rules

Even when the skeleton and the determination of the v -structures are order-
independent, Example 3 showed that there might be some order-dependent steps
left in the sample version. Regarding the orientation rules, we note that the PC-
like algorithm does not suffer from conflicting v -structures (as shown in [2] for
the PC-algorithm in the case of DAGs), because bi-directed edges are allowed.
However, the three orientation rules still suffer from order-dependence issues
(see Example 3 and Fig. 4). To solve this problem, we can use lists of candidate
edges for each orientation rule as follows: we first generate a list of all edges
that can be oriented by rule R1. We orient all these edges, creating bi-directed
edges if there are conflicts. We do the same for rules R2 and R3, and iterate this
procedure until no more edges can be oriented.

When using this procedure, we add the letter L (standing for lists), e.g.,
(stable) LCPC-like and (stable) LMPC-like. The (stable) LCPC-like and (stable)
LMPC-like algorithms are fully order-independent in the sample versions. The
procedure is illustrated in Example 6.

Theorem 5. Let the distribution of V be faithful to an MVR CG G, and assume
that we are given perfect conditional independence information about all pairs of
variables (u, v) in V given subsets S ⊆ V \{u, v}. Then the output of the (stable)
LCPC/LMPC-like algorithm is an MVR CG that is Markov equivalent with G
that has exactly the minimum set of bidirected edges for its equivalence class.
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Theorem 6. The sample versions of stable CPC-like and stable MPC-like algo-
rithms are fully order-independent.

Example 6. Consider the structure shown in Fig. 4. As a first step, we construct
a list containing all candidate structures eligible for orientation rule R1 in the
phase of the essential graph recovery. The list contains the unshielded triples
(e, c, d), (c, d, f), (a, c, d), and (b, d, c). Now, we go through each element in the
list and we orient the edges accordingly, allowing bi-directed edges. This yields
the edge orientation c d, regardless of the ordering of the variables.

5 Evaluation

In this section, we compare the performance of our algorithms (Table 3) with
the original PC-like learning algorithm by running them on randomly generated
MVR chain graphs in low-dimensional and high-dimensional data, respectively.
We report on the Gaussian case only because of space limitations.

We evaluate the performance of the proposed algorithms in terms of the six
measurements that are commonly used [2,8,10,20] for constraint-based learning
algorithms: (a) the true positive rate (TPR) (also known as sensitivity, recall, and
hit rate), (b) the false positive rate (FPR) (also known as fall-out), (c) the true
discovery rate (TDR) (also known as precision or positive predictive value), (d)
accuracy (ACC) for the skeleton, (e) the structural Hamming distance (SHD)
(this is the metric described in [20] to compare the structure of the learned
and the original graphs), and (f) run-time for the LCG recovery algorithms. In
principle, large values of TPR, TDR, and ACC, and small values of FPR and
SHD indicate good performance. All of these six measurements are computed on
the essential graphs of the CGs, rather than the CGs directly, to avoid spurious
differences due to random orientation of undirected edges.

Table 3. Order-dependence issues and corresponding modifications of the PC-like
algorithm that remove the problem. “Yes” indicates that the corresponding aspect of
the graph is estimated order-independently in the sample version.

Skeleton v -structures decisions Edges orientations

PC-like No No No

Stable PC-like Yes No No

Stable CPC/MPC-like Yes Yes No

Stable LCPC/LMPC-like Yes Yes Yes

Figure 5 shows that: (a) as we expected [8,10], all algorithms work well on
sparse graphs (N = 2), (b) for all algorithms, typically the TPR, TDR, and
ACC increase with sample size, (c) for all algorithms, typically the SHD and FPR
decrease with sample size, (d) a large significance level (α = 0.05) typically yields
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Fig. 5. The first two rows show the performance of the original (OPC) and stable PC-
like (SPC) algorithms for randomly generated Gaussian chain graph models: average
over 30 repetitions with 50 variables correspond to N=2, and the significance level α =
0.001. The last two rows show the performance of the original (OPC) and stable PC-
like (SPC) algorithms for randomly generated Gaussian chain graph models: average
over 30 repetitions with 1000 variables correspond to N=2, sample size S=50, and
the significance level α = 0.05, 0.01, 0.005, 0.001.
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large TPR, FPR, and SHD, (e) while the stable PC-like algorithm has a better
TDR and FPR in comparison with the original PC-like algorithm, the original
PC-like algorithm has a better TPR (as observed in the case of DAGs [2]). This
can be explained by the fact that the stable PC-like algorithm tends to perform
more tests than the original PC-like algorithm, and (h) while the original PC-
like algorithm has a (slightly) better SHD in comparison with the stable PC-like
algorithm in low-dimensional data, the stable PC-like algorithm has a better
SHD in high-dimensional data. Also, (very) small variances indicate that the
order-independent versions of the PC-like algorithm in high-dimensional data are
stable. When considering average running times versus sample sizes, as shown
in Fig. 5, we observe that: (a) the average run time increases when sample size
increases; (b) generally, the average run time for the original PC-like algorithm
is (slightly) better than that for the stable PC-like algorithm in both low and
high dimensional settings.

In summary, empirical simulations show that our algorithms achieve com-
petitive results with the original PC-like learning algorithm; in particular, in the
Gaussian case the order-independent algorithms achieve output of better qual-
ity than the original PC-like algorithm, especially in high-dimensional settings.
Since we know of no score-based learning algorithms for MVR chain graphs (and,
in fact, for any kind of chain graphs), we plan to investigate the feasibility of a
scalable algorithm of this kind.
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Abstract. Given a set of preferences between items taken by pairs and
described in terms of nominal or numerical attribute values, the prob-
lem considered is to predict the preference between the items of a new
pair. The paper proposes and compares two approaches based on ana-
logical proportions, which are statements of the form “a is to b as c is to
d”. The first one uses triples of pairs of items for which preferences are
known and which make analogical proportions, altogether with the new
pair. These proportions express attribute by attribute that the change
of values between the items of the first two pairs is the same as between
the last two pairs. This provides a basis for predicting the preference
associated with the fourth pair, also making sure that no contradictory
trade-offs are created. Moreover, we also consider the option that one
of the pairs in the triples is taken as a k-nearest neighbor of the new
pair. The second approach exploits pairs of compared items one by one:
for predicting the preference between two items, one looks for another
pair of items for which the preference is known such that, attribute by
attribute, the change between the elements of the first pair is the same
as between the elements of the second pair. As discussed in the paper,
the two approaches agree with the postulates underlying weighted aver-
ages and more general multiple criteria aggregation models. The paper
proposes new algorithms for implementing these methods. The reported
experiments, both on real data sets and on generated datasets suggest
the effectiveness of the approaches. We also compare with predictions
given by weighted sums compatible with the data, and obtained by lin-
ear programming.

1 Introduction

Predicting preferences has become a challenging topic in artificial intelligence,
e.g., [9]. The idea of applying analogical proportion-based inference to this prob-
lem has been recently proposed [11] and different approaches have been suc-
cessfully tested [1,7], following previous studies that obtained good results in
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classification [3,10]. Analogical proportions are statements of the form “a is to
b as c is to d”, and express that the change (if any) between items a and b is
the same as the one between c and d. Analogical inference relies on the idea
that when analogical proportions hold, some related one may hold as well. Inter-
estingly enough, analogical inference may work with rather small amounts of
examples. There are two ways of making an analogical reading of preferences
between items (taken by pairs), which lead to different prediction methods. In
this paper, we explain the two analogical readings in Sect. 2 and how they give
birth to new prediction algorithms in Sect. 3. They are compared in Sect. 4 on
benchmarks with the two existing implementations, and with a linear program-
ming method when applicable.

2 Analogy and Linear Utility

Analogical proportions are statements of the form “a is to b as c is to d”, often
denoted a : b :: c : d. As numerical proportions, they are quaternary relations that
are supposed to satisfy the following postulates: (i) a : b :: a : b holds (reflexivity);
(ii) if a : b :: c : d holds, c : d :: a : b holds (symmetry); (iii) if a : b :: c : d holds,
a : c :: b : d holds (central permutation). When a : b :: c : d holds, it expresses
that “a differs from b as c differs from d and b differs from a as d differs from
c”. This translates into a Boolean logical expression (see, e.g., [12–14]),

a : b :: c : d = ((a ∧ ¬b) ≡ (c ∧ ¬d)) ∧ ((b ∧ ¬a) ≡ (d ∧ ¬c)).

a : b :: c : d is true only for the 6 following patterns (0, 0, 0, 0), (1, 1, 1, 1),
(1, 0, 1, 0), (0, 1, 0, 1), (1, 1, 0, 0), and (0, 0, 1, 1) for (a, b, c, d). This can be gener-
alized to nominal values; then a : b :: c : d holds true if and only if abcd is one of
the following patterns ssss, stst, or sstt where s and t are two possible distinct
values of items a, b, c and d.

Analogical proportions extends to vectors describing items in terms of
attribute values such as a = (a1, ..., an), by stating a : b :: c : d iff ∀i∈ [[1, n]], ai :
bi :: ci : di.

The basic analogical inference pattern applied to compared items is then, ∀i ∈
[[1, n]],

a1
i : b1i :: c1i : d1i and a2

i : b2i :: c2i : d2i
a1 � a2

b1 � b2

c1 � c2

− − − − − − − − − − − − − − −
d1 � d2.

where x � y expresses that y is preferred to x (equivalently y � x); other
patterns (equivalent up to some rewriting) exist where, e.g., � is changed into
� for (i) pairs (b1, b2) and (d1, d2), or in (ii) pairs (c1, c2) and (d1, d2) (since
a : b :: c : d is stable under central permutation) [1].
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Following [11], the above pattern corresponds to a vertical reading, while
another pattern corresponding to the horizontal reading can be stated as follows
∀i ∈ [[1, n]],

ai : bi :: ci : di
a � b,
− − − − −−
c � d.

The intuition behind the second pattern is simple: since a differs from b as
c differs from d (and vice-versa), and b is preferred to a, d should be preferred
to c as well. The first pattern, which involves more items and more preferences,
states that since the pair of items (d1,d2) makes an analogical proportion with
the three other pairs (a1,a2), (b1, b2), (c1, c2), then the preference relation that
holds for the 3 first pairs should hold as well for the fourth one.

Besides, the structure of the first pattern follows the axiomatics of additive
utility functions, for which contradictory trade-offs are forbidden, namely: if ∀i, j,

a1−iα � a2−iβ

a1−iγ � a2−iδ

c1−jα � c2−jβ

one cannot have:
c1−jγ ≺ c2−jδ

where x−i denotes the n-1-dimensional vector made of the evaluations of x on all
criteria except the ith one for which the Greek letter denotes the substituted value.
This property ensures that the differences of preference between α and β, on the
one hand, and between γ and δ, on the other hand, can consistently be compared.

Thus, when applying the first pattern, one may also make sure that no con-
tradictory trade-offs are introduced by the prediction mechanism. In the first
pattern, analogical reasoning amounts here to finding triples of pairs of com-
pared items (a, b, c) appropriate for inferring the missing value(s) in d. When
there exist several suitable triples, possibly leading to different conclusions, one
may use a majority vote for concluding.

Analogical proportions can be extended to numerical values, once the values
are renormalized on scale [0, 1], by a multiple-valued logic expression. The main
option, which agrees with the Boolean case, and where truth is a matter of degree
[6] is:

A(a, b, c, d) = 1 − |(a − b) − (c − d)| if a ≥ b and c ≥ d, or a ≤ b and c ≤ d
= 1 − max(|a − b|, |c − d|) otherwise.

Note that A(a, b, c, d) = 1 iff a − b = c − d.
We can then compute to what extent an analogical proportion holds between

vectors:

A(a, b, c,d) =
Σn

i=1A(ai, bi, ci, di)
n

(1)

Lastly, let us remark that the second, simpler, pattern agrees with the view
that preferences wrt each criterion are represented by differences of evaluations.
This includes the weighted sum, namely b � a iff

∑
i=1,n wi(bi − ai) ≥ 0, while
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analogy holds at degree 1 iff ∀i ∈ [[1, n]], bi − ai = di − ci. This pattern does
not agree with more general models of additive utility functions, while the first
pattern is compatible with more general preference models.

3 Analogy-Based Preference Learning

In order to study the ability of analogical proportions to predict new preference
relations from a given set of such relations, while avoiding the generation of con-
tradictory trade-offs, we propose different “Analogy-based Preference Learning”
algorithms (APL algorithms for short). The criteria are assumed to be evalu-
ated on a scale S = {1, 2, ..., k}. Let E = {ej : xj � yj} be a set of preference
examples, where � is a preference relation telling us that choice xj is preferred
to choice yj .

3.1 Methodology

Given a new pair of items d = (d1,d2) for which preference is to be predicted, we
present two types of algorithms for predicting preferences in the following, corre-
sponding respectively to the “vertical reading” (first pattern) that exploits triples
of pairs of items, and to “horizontal reading” (second pattern) where pairs of items
are taken one by one. This leads to algorithms APL3 and APL1 respectively.

APL3: The basic principle of APL3 is to find triples t(a, b, c) of examples in E3

that form with d either the non-contradictory trade-offs pattern (considered in
first), or the analogical proportion-based inference pattern.

For each triple t(a, b, c), we compute an analogical score At(a, b, c,d) that
estimates the extent to which it is in analogy with the item d using Formula 1.
Then to guess the final preference of d, for each possible solution, we first cumulate
these atomic scores provided by each of these triples in favor of this solution and
finally we assign to d the solution with the highest score. In case of ties, a majority
vote is applied.

The APL3 can be described by this basic process:

– For a given d whose preference is to be predicted.
– Search for solvable triples t ∈ E3 that make the analogical proportion, linking

the 4 preference relations of the triple elements with d, valid (the preference
relation between the 4 items satisfy one of the vertical pattern given in Sect. 2).

– For each triple t, compute the analogical score At(a, b, c,d).
– Compute the sum of these scores for each possible solution for d and assign to

d, the solution with the highest score.

APL1: Applying the “horizontal reading” (second pattern), we consider only one
item a at a time and apply a comparison with d in terms of pairs of vectors rather
than comparing simultaneously 4 preferences, as with the first pattern. From a
preference a : a1 � a2 such that (a1,a2,d1,d2) is in analogical proportion, one
extrapolates that the same preference still holds for d : d1 � d2. A similar process
is applied in [7] that they called analogical transfer of preferences. A comparison
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of APL1 with the algorithm they recently proposed is presented in the subsection
after the next one.

Following this logic, for each item a in the training set, an analogical score
A(a1, a2,d1,d2) is computed. As in case of the vertical reading, these atomic
scores are accumulated for each possible solution for d (induced from items a).
Finally, the solution with the highest score is assigned to d.

The APL1 can be described by this basic process:

– For a given d : d1,d2 whose preference is to be predicted.
– For each item a ∈ E, compute the analogical score A(a1,a2,d1,d2).
– Compute the sum of these scores for each possible solution for d and assign to

d, the solution with the highest score.

3.2 Algorithms

Based on the above ideas, we propose two different algorithms for predicting
preferences. Let E be a training set of examples whose preference is known.
Algorithms 1 and 2 respectively describe the two previously introduced

Algorithm 1. APL3
Input: a training set E of examples with known preferences
a new item d /∈ E whose preference P (d) is unknown.
SumA(p)=0 for each p ∈ {�,�}
BestAt=0, S = ∅, BestSol = ∅
for each triple t = (a, b, c) in E3 do

S = FindCandidateTriples(t)
for each candidate triple ct = (a′, b′, c′) in S do

if (P (a′) : P (b′) ::P (c′) : x has solution p) then
At = Min(A(a′

1, b
′
1, c

′
1, d1), A(a′

2, b
′
2, c

′
2, d2))

if (At > BestAt) then
BestAt = At

BestSol = Sol(ct)
end if

end if
end for
SumA(BestSol)+ = BestAt

end for
maxi = max{SumA}
if (maxi �= 0) then

if (unique(maxi, SumA)) then
P (d) = argmaxp{SumA}

else
Majority vote

end if
else

No Prediction
end if
return P (d)
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procedures APL3 and APL1. Note that in Algorithm 1, to evaluate the analogical
score At(a, b, c,d) for each triple t, we choose to consider all the possible arrange-
ments of items a, b and c, i.e., for each item x, both x : x1 � x2 and x′ : x2 � x1

are to be evaluated. The function FindCandidateTriples(t) helps to find such
candidate triples. Since we are dealing with triples in this algorithm, 23 candidate
triples are evaluated for each triple t. The final score for t is that corresponding
to the best score among its candidate triples. In both Algorithms 1 and 2, P (x)
returns the preference sign of the preference relation for x. For APL3, we also
consider another alternative in order to drastically reduce the number of triples
to be investigated. This alternative follows exactly the same process described
by Algorithm 1 except one difference: instead of systematically surveying E3, we
restrict the search for solvable triples t(a, b, c) by constraining c to be one of the
k-nearest neighbors of d w.r.t. Manhattan distance (k is a parameter to be tuned).
This option allows us to decrease the complexity of APL3 that become quadratic
instead of being cubic. A similar approach [3] showed good efficiency for classifying
nominal or numerical data. We denote APL3(NN) the algorithm corresponding
to this alternative.

Algorithm 2. APL1
Input: a training set E of examples with known preferences
a new item d /∈ E whose preference P (d) is unknown.
SumA(p)=0 for each p ∈ {�,�}
BestA=0, BestSol = ∅
for each a in E do

BestA = max(A(a1, a2, d1, d2), A(a2, a1, d1, d2))
if (A(a1, a2, d1, d2) > A(a2, a1, d1, d2)) then

BestSol = P (a)
else

BestSol = notP (a)
end if
SumA(BestSol)+ = BestA

end for
maxi = max{SumA}
if (maxi �= 0) then

if (unique(maxi, SumA)) then
P (d) = argmaxp{SumA}

else
Majority vote

end if
else

No Prediction
end if
return P (d)
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3.3 Related Work and Complexity

A panoply of research works has been developed to deal with preference learning
problems, see, e.g., [8]. The goal of most of these works is to predict a total order
function that agrees with a given preference relation. See, e.g., Cohen et al. [5]
that developed a greedy ordering algorithm to build a total order on the input
preferences given by an expert, and also suggest an approach to linearly combine
a set of preferences functions. However, we are only intended to predict preferences
relations in this paper and not a total order on preferences.

Even if the proposed approaches for predicting preferences may also look sim-
ilar to the recommender systems models, these latter address problems that are
somewhat different from ours. Observe that, in general, prediction recommender
systems is based on examples where items are associated with absolute grades
(e.g., from 1 to 5); namely examples are not made of comparisons between pairs
of items as in our case.

To the best of our knowledge, the only approach also aiming at predicting pref-
erences on an analogical proportion basis is the recent paper [7], which only inves-
tigates “the horizontal reading” of preference relations, leaving aside a prelimi-
nary version of “the vertical reading” [1]. The algorithms proposed in [1] only use
the Boolean setting of analogical proportions, while the approach presented here
deals with the multiple-valued setting (also applied in [7]). Moreover, Algorithm 2
in [1] used a set of preference examples completed by monotony in case no triples
satisfying analogical proportion could be found, while in this work, this issue was
simply solved by selecting triples satisfying the analogical proportions with some
degree as suggested in the presentation of the multiple-valued extension in Sect. 2.
That’s why we compare deeply our proposed analogical proportions algorithms to
this last work [7]. APL algorithms differ from this approach in two ways.

First, the focus of [7] is on learning to rank user preferences based on the eval-
uation of a loss function, while our focus is on predicting preferences (rather than
getting a ranking) evaluated with the error rate of predictions.

Lastly, although Algorithm 1 in [7] may be useful for predicting preferences in
the same way as our APL1, the key difference between these two algorithms is that
APL1 exploits the summation of all valid analogical proportions for each possible
solution for d to be predicted, while Algorithm 1 in [7] computes all valid analogi-
cal proportions, and then considers only the N most relevant ones for prediction,
i.e., those having the largest analogical scores. To select such N best scores, a total
order on valid proportions is required for each item d to be predicted which may
seem computationally costly for a large number of items, as noted in [7], while no
ordering on analogical proportions is required in the proposed APL1.

To compare our APL algorithms to Algorithm 1 in [7], suitable for predicting
preferences, we also re-implemented the latter as described in their paper (without
considering their Algorithm 2). We also tuned the parameter N with the same
input values as fixed by the authors [7].

In terms of complexity, due to the use of triples of pairs of items in APL3, the
algorithm has a cubic complexity while Algorithm APL3(NN) is quadratic. Both
APL1 and Algorithm 1 in [7] are linear, even if Algorithm 1 is slightly computa-
tionally more costly due to the ordering process.
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4 Experimentations

To evaluate the proposed APL algorithms, we have developed a set of experiments
that we describe in the following.

4.1 Datasets

The experimental study is based on five datasets, the two first ones are synthetic
data generated from different functions: weighted average, Tversky’s additive dif-
ference and Sugeno Integral described in the following. For each dataset, any pos-
sible combination of the feature values over the scale S is associated with the pref-
erence relation.

– Datasets 1: we consider only 3 criteria in each preference relation i.e., n = 3.
We generate different type of datasets:
1. Examples in this dataset are first generated using a weighted average func-

tion (denoted WA in Table 2) with 0.6, 0.3, 0.1 weights respectively for cri-
teria 1, 2 and 3.

2. The second artificial dataset (denoted TV in Table 2) is generated using a
Tversky’s additive difference model [15], i.e. an alternative a is preferred
over b if

∑n
i=1 Φi(ai − bi) ≥ 0, where Φi are increasing and odd real-valued

functions. For generating this dataset, we used the piecewise linear func-
tions given in appendix A.

3. Then, we generate this dataset using weighted max and weighted min
which are particular cases of Sugeno integrals, namely using the aggrega-
tion functions defined as follows:

SMax =
n

max
i=1

(min(vi, wi)),

SMin =
n

min
i=1

(max(vi, 6 − wi)),

where vi refers to the value of criterion i and wi represents its weight. In this
case, we tried two different sets of weights : w1 = 5, 4, 2 and w2 = 5, 3, 3,
respectively for criteria 1, 2 and 3.

– Datasets 2: we expand each preference relation to support 5 criteria, i.e:
n = 5. We apply the weights 0.4, 0.3, 0.1, 0.1, 0.1 in case of weighted average
function and w1 = 5, 4, 3, 2, 1 and w2 = 5, 4, 4, 2, 2 in case of Sugeno integral
functions. For generating the second dataset (TV), we used the following piece-
wise linear functions given in Appendix A. For the two datasets, weights are
fixed on a empirical basis, although other choices have been tested and have
led to similar results.

We limit ourselves to 5 criteria since it is already a rather high number of cri-
teria for the cognitive appraisal of an item by a human user in practice. For both
datasets, each criterion is evaluated on a scale with 5 levels, i.e., S = {1, ..., 5}.
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To check the applicability of APL algorithms, it is important to measure their
efficiency on real data. For our experiments, data should be collected as pairs of
choices/options for which a human is supposed to pick one of them. To the best
of our knowledge, there is no such a dataset that is available in this format [4].
Note that in the following datasets, a user only provides an overall rating score for
each choice. Instead, we first pre-process these datasets to generate the preferences
into the needed format. For any two inputs with different ratings, we generate a
preference relation. We use the three following datasets:

– The Food dataset (https://github.com/trungngv/gpfm) contains 4036 user
preferences among 20 food menus picked by 212 users. Features represent 3
levels of user hunger; the study is restricted to 5 different foods.

– The University dataset (www.cwur.org) includes the top 100 universities
from the world for 2017 with 9 numerical features such as national rank, quality
of education, etc.

– The Movie-Lens dataset (https://grouplens.org) includes users responses in
a survey on how serendipitous a particular movie was to them. It contains 2150
user preferences among different movies picked by different users.

Table 1 gives a summary of the datasets characteristics. In order to apply the
multiple-valued definition of analogy, all numerical attributes are rescaled. Each
numerical feature x is replaced by x−xmin

xmax−xmin
, where xmin and xmax respectively

represent the minimal and the maximal values for this feature computed using the
training set only.

4.2 Validation Protocol

In terms of protocol, we apply a standard 10 fold cross-validation technique. To
tune the parameter k of APL3(NN) as well as parameter N for Algorithm 1 in
[7], for each fold, we only keep the corresponding training set and we perform
again a 5-fold cross-validation with diverse values of the parameters. We consider
k ∈ {10, 15, ..., 30} and we keep the same optimization values for N fixed by the
authors for a fair comparison with [7], i.e., N ∈ {10, 15, 20}. We then select the
parameter values providing the best accuracy. These tuned parameters are then

Table 1. Datasets description

Dataset Features Ordinal Binary Numeric Instances

Dataset1 3 3 – – 200

Dataset2 5 5 – – 200

Food 4 4 – – 200

University 9 – – 9 200

Movie-lens 17 9 8 – 200

https://github.com/trungngv/gpfm
www.cwur.org
https://grouplens.org
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used to perform the initial cross-validation. We run each algorithm (with the pre-
vious procedure) 10 times. Accuracies and parameters shown in Table 2 are the
average values over the 10 different values (one for each run).

4.3 Results

Tables 2 and 3 provide prediction accuracies respectively for synthetic and real
datasets for the three proposed APL algorithms as well as Algorithm 1 described
in [7] (denoted here “FH18”). The best accuracies for each dataset size are high-
lighted in bold.

If we analyze results in Tables 2 and 3 we can conclude that:

– For synthetic data and in case of datasets generated from a weighted average, it
is clear that APL3 achieves the best performances for almost all dataset sizes.
APL1 is just after. Note that these two algorithms record all triples/items ana-
logical scores for prediction. We may think that it is better to use all the train-
ing set for prediction to be compatible with weighted average examples.

– In case of datasets generated from a Sugeno integral, APL1 is significantly bet-
ter than other algorithms for most datasets sizes and for the two weights W1

and W2.
– If we compare results of the three types of datasets: the one generated from a

weighted average, from Tversky’s additive difference or from a Sugeno integral,
globally, we can see that the accuracy obtained for a Sugeno integral dataset
is the best in case of datasets with 3 criteria (see for example APL1). For
datasets with 5 criteria, results obtained on weighted average datasets are bet-
ter than on the two others. While results obtained for Tversky’s additive dif-
ference datasets seem less accurate in most cases.

– For real datasets, it appears that APL3(NN) is the best predictor for most
tested datasets. To predict user preferences, rather than using all the training
set for prediction, we can select a set of training examples, those where one of
them is among the k-nearest neighbors.

– APL3(NN) seems less efficient in case of synthetic datasets. This is due to the
fact that synthetic data is generated randomly and applying the NN-approach
is less suitable in such cases.

– If we compare APL algorithms to Algorithm1 “FH18”, we can see that APL3

outperforms the latter in case of synthetic datasets. Moreover, APL3(NN) is
better than “FH18” in case of real datasets.

– APL algorithms achieve the same accuracy as Algorithm2 in [1] with a very
small dataset size (for the dataset with 5 criteria built from a weighted average,
only 200 examples are used by APL algorithms instead of 1000 examples in [1]
to achieve the best accuracy). The two algorithms have close results for the
Food dataset.

– Comparing vertical and horizontal approaches, there is no clear superiority
of one view (for the tested datasets).

To better investigate the difference between the two best algorithms noted in
the previous study, we also develop a pairwise comparison at the instance level
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Table 2. Prediction accuracies for Dataset 1 and Dataset 2

Data Size APL3 APL3(NN) k∗ APL1 FH18 N∗

D1 50 WA 92.4± 11.94 89.0± 12.72 22 92.9±11.03 90.6± 12.61 14

TV 87.8± 12.86 88.6± 12.71 19 86.8± 14.28 90.4±12.61 11

SMax-W1 90.0± 12.24 88.8± 12.01 19 90.2±11.66 88.0± 13.02 15

SMax-W2 91.2± 12.91 88.4± 13.59 20 95.8±7.92 90.2± 11.62 15

SMin-W1 90.0±13.24 89.4± 11.97 17 88.6± 13.18 86.4± 13.76 16

SMin-W2 93.2± 10.37 89.6± 12.61 20 94.2±9.86 92.4± 11.48 18

100 WA 94.75±6.79 91.55± 8.51 24 93.85± 7.51 93.5± 7.09 15

TV 89.6± 9.43 86.5± 10.41 21 88.0± 9.6 92.1±8.45 15

SMax-W1 93.4±6.5 91.2± 9.31 25 93.2± 6.98 91.2± 9.14 17

SMax-W2 93.8± 7.17 88.8± 8.08 25 95.3±5.66 92.9± 8.2 15

SMin-W1 90.4± 9.66 89.6± 8.57 19 90.6±9.43 89.4± 8.73 16

SMin-W2 94.3± 6.56 90.1± 7.68 21 96.3±5.09 94.6± 5.68 14

200 WA 95.25± 4.94 92.25± 6.28 23 95.4±4.33 94.55± 5.17 13

TV 91.25± 5.48 91.7± 5.93 25 90.1± 5.18 95.1±4.53 13

SMax-W1 90.0± 5.98 89.3± 6.73 24 90.2±6.24 89.4± 6.38 14

SMax-W2 95.7± 3.28 92.6± 5.35 26 97.2±2.71 95.6± 4.08 15

SMin-W1 92.0±7.17 91.1± 5.86 24 92.0±5.82 90.3± 6.38 18

SMin-W2 94.8± 4.88 91.55± 5.15 26 97.4±3.35 95.0± 4.45 16

D2 50 WA 88.3±12.41 86.2± 14.43 20 84.9± 15.17 83.5± 14.99 15

TV 89.4±15.08 86.0± 16.46 17 89.2± 14.85 87.6± 14.44 17

SMax-W1 86.6±13.77 83.8± 14.14 18 86.4± 12.18 83.2± 15.53 16

SMax-W2 85.8± 15.77 82.4± 15.44 20 87.0±14.58 81.2± 15.7 14

SMin-W1 86.6±14.34 86.2± 13.45 23 85.6± 14.61 84.0± 14.57 16

SMin-W2 88.8± 11.5 86.2± 14.29 22 89.0±11.94 83.6± 14.78 17

100 WA 92.0±7.51 89.0± 8.89 22 90.0± 8.22 88.3± 9.71 15

TV 90.2± 8.18 88.1± 8.93 18 91.4±8.03 86.8± 9.06 15

SMax-W1 88.0± 9.52 87.9± 9.56 21 88.8±9.31 85.4± 10.7 16

SMax-W2 87.7± 9.17 86.1± 9.77 24 90.1±9.73 85.1± 9.86 17

SMin-W1 89.1± 9.15 88.6± 10.47 21 90.2±9.3 85.6± 9.98 16

SMin-W2 87.4± 9.7 83.2± 11.99 24 89.2±9.27 84.8± 10.06 16

200 WA 94.7±5.11 90.2± 6.01 24 92.3± 5.2 90.0± 6.08 17

TV 91.1± 6.33 89.0± 6.54 27 91.9±6.06 89.65± 6.81 16

SMax-W1 89.15± 6.76 88.65± 6.58 22 89.7±6.84 86.5± 7.66 17

SMax-W2 89.4± 6.45 88.15± 6.77 27 91.7±5.65 86.65± 6.71 16

SMin-W1 90.7± 5.79 89.25± 6.45 24 91.3±5.1 88.8± 6.55 15

SMin-W2 89.75± 5.64 88.0± 6.33 23 91.55±5.68 87.8± 6.68 16
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Table 3. Prediction accuracies for real datasets

Dataset Size APL3 APL3(NN) k∗ APL1 FH18 N∗

Food 200 61.3 ± 8.32 63.0±9.64 15 61.05 ± 9.34 57.55 ± 10.41 13

1000 – 73.16±3.99 20 63.11 ± 5.0 63.11 ± 5.54 20

Univ. 200 73.6 ± 9.67 80.0±8.03 14 73.6 ± 8.47 75.7 ± 8.29 12

1000 – 87.9±3.04 17 76.76 ± 3.86 83.74 ± 3.26 12

Movie 200 51.9 ± 14.72 49.1 ± 15.2 19 52.93±13.52 48.61 ± 14.26 15

1000 – 55.06±4.51 23 54.48 ± 4.7 53.38 ± 5.32 10

between APL3 and APL1 in case of synthetic datasets and APL3(NN) and
APL1 in case of real datasets. In this comparison, we want to check if the prefer-
ence d is predicted in the same way by the two algorithms. For this purpose, we
computed the frequency of the case where the two algorithms predict the correct
preference for d (this case is noted TT ), the frequency of the case where both algo-
rithms predict an incorrect preference (noted FF ), the frequency where APL3 or
APL3(NN) prediction is correct and APL1 prediction is wrong (TF ) and the fre-
quency where APL3 or APL3(NN) prediction is wrong and APL1 prediction is
correct (FT ). We only consider the datasets generated from a weighted average in
case of synthetic data in this new experimentation. Results are shown in Table 4.
Results in this table show that the two compared algorithms predict preferences
in the same way (the highest frequency is seen in column TT ) for most cases. If
we compare results in column TF and FT , it is clear that APL3 (or APL3(NN))
is significantly better than APL1 since the frequency of cases where APL3 (or
APL3(NN)) yields the correct prediction while APL1 doesn’t (column TF ) is
higher than the opposite case (column FT ). These results confirm our previous
study.

Table 4. Frequency of correctly/incorrectly predicted preferences d predicted same/not
same by the two compared algorithms

Datasets Size TT TF FT FF

D1 100 0.96 0.02 0.01 0.01

200 0.93 0.02 0.02 0.03

D2 100 0.84 0.07 0.05 0.04

200 0.9 0.04 0.01 0.05

Food 1000 0.528 0.18 0.106 0.186

Univ. 1000 0.735 0.158 0.033 0.074

Movie 1000 0.364 0.189 0.17 0.277

In Tables 5 and 6, we compare the best results obtained with our algorithms to
the accuracies obtained by finding the weighted sum that best fits the data in the
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learning sets. The weights are found by using linear programming as explained in
Appendix B.

Table 5 displays the results obtained using the synthetic datasets generated
according to Tverski’s model. The results for datasets generated by a weighted
average or a Sugeno integral are not reproduced in this table because the weighted
sum (WSUM) almost always reaches an accuracy of 100%. Only in three cases on
thirty, its accuracy is slightly lower, with a worst performance of 97.5%. This is not
unexpected for datasets generated by means of a weighted average, since WSUM is
the right model in this case. It is more surprising for data generated by a Sugeno
integral (even if we have only dealt here with particular cases), but we get here
some empirical evidence that the Sugeno integral can be well-approximated by a
weighted sum. The results are quite different for datasets generated by Tversky’s
model. WSUM shows the best accuracy in two cases; APL1 and APL3, also in
two cases each. Tversky’s model does not lead to transitive preference relations,
in general, and this may be detrimental to WSUM that models transitive relations.

Table 5. Prediction accuracies for artificial datasets generated by the Tverski model

Dataset Size APL3 APL1 WSUM

TV (3 features) 50 87.8±12.86 86.8 ± 14.28 82.00 ± 17.41

100 89.6 ± 9.43 88.0 ± 9.6 93.00±8.23

200 81.25 ± 5.48 90.1 ± 5.18 91.00±6.43

TV (5 features) 50 89.4±15.08 89.2 ± 14.85 84.00 ± 15.78

100 90.2 ± 8.18 91.4±8.03 87.00 ± 9.49

200 91.1 ± 6.33 91.9±6.06 85.50 ± 6.53

Table 6 compares the accuracies obtained with the real datasets. WSUM yields
the best results for all datasets except for the “Food” dataset, size 1000.

Table 6. Prediction accuracies for real datasets

Dataset Size APL3(NN) APL1 WSUM

Food 200 63.0 ± 9.64 61.05 ± 9.34 64.00±20.11

1000 73.16±3.99 63.11 ± 5.0 61.10 ± 10.19

Univ. 200 80.0 ± 8.03 73.6 ± 8.47 99.50±1.58

1000 87.9 ± 3.04 76.76 ± 3.86 88.70±21.43

Movie 200 49.1 ± 15.2 52.93 ± 13.52 69.50±18.77

1000 55.06 ± 4.51 54.48 ± 4.7 77.60±16.93

These examples suggest that analogy-based algorithms may surpass WSUM
in some cases. However, the type of datasets for which it takes place is still to be
determined.
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5 Conclusion

The results presented in the previous section confirm the interest of considering
analogical proportions for predicting preferences, which was the primary goal of
this paper since such an approach has been proposed only recently. We observed
that analogical proportions yield a better accuracy as compared to a weighted sum
model for certain datasets (TV, among the synthetic datasets and Food, as a real
dataset). Determining for which datasets this tends to be the case requires further
investigation.

Analogical proportions may be a tool of interest for creating artificial examples
that are useful for enlarging a training set, see, e.g., [2]. It would be worth investi-
gating to see if such enlarged datasets could benefit to analogy-based preference
learning algorithms as well as to the ones based on weighted sum.

Acknowledgements. This work was partially supported by ANR-11-LABX-0040-
CIMI (Centre Inter. de Math. et d’Informatique) within the program ANR-11-IDEX-
0002-02, project ISIPA.

A Tversky’s Additive Difference Model

Tversky’s additive difference model functions used in the experiments are given
below. Let d1, d2 be a pair of alternative that have to be compared. We denote by
ηi the difference between d1 and d2 on the criterion i, i.e. ηi = d1i − d2i . For the
TV dataset in which 3 features are involved, we used the following piecewise linear
functions:

Φ1(η1) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

sgn(η1) 0.453 · 0.143 · η1 if |η1| ∈ [0, 0.25],
sgn(η1) 0.453 · [−0.168 + 0.815 · η1] if |η1| ∈ [0.25, 0.5],
sgn(η1) 0.453 · [0.230 + 0.018 · η1] if |η1| ∈ [0.5, 0.75],
sgn(η1) 0.453 · [−2.024 + 3.024 · η1] if |η1| ∈ [0.75, 1],

Φ2(η2) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

sgn(η2) 0.053 · 2.648 · η2 if |η2| ∈ [0, 0.25],
sgn(η2) 0.053 · [0.371 + 1.163 · η2] if |η2| ∈ [0.25, 0.5],
sgn(η2) 0.053 · [0.926 + 0.054 · η2] if |η2| ∈ [0.5, 0.75],
sgn(η2) 0.053 · [0.866 + 0.134 · η2] if |η2| ∈ [0.75, 1],

Φ3(η3) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

sgn(η3) 0.494 · 0.289 · η3 if |η3| ∈ [0, 0.25],
sgn(η3) 0.494 · [−0.197 + 1.076 · η3] if |η3| ∈ [0.25, 0.5],
sgn(η3) 0.494 · [0.150 + 0.383 · η3] if |η3| ∈ [0.5, 0.75],
sgn(η3) 0.494 · [−1.252 + 2.252 · η3] if |η3| ∈ [0.75, 1].
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For the TV dataset in which 5 features are involved, we used the following
piecewise linear functions:

Φ1(η1) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

sgn(η1) · 0.294 · 2.510 · η1 if |η1| ∈ [0, 0.25],
sgn(η1) · 0.294 · [0.562 + 0.263 · η1] if |η1| ∈ [0.25, 0.5],
sgn(η1) · 0.294 · [0.645 + 0.096 · η1] if |η1| ∈ [0.5, 0.75],
sgn(η1) · 0.294 · [−0.130 + 1.130 · η1] if |η1| ∈ [0.75, 1],

Φ2(η2) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

sgn(η2) · 0.151 · 0.125 · η2 if |η2| ∈ [0, 0.25],
sgn(η2) · 0.151 · [0.025 + 0.023 · η2] if |η2| ∈ [0.25, 0.5],
sgn(η2) · 0.151 · [−0.545 + 1.164 · η2] if |η2| ∈ [0.5, 0.75],
sgn(η2) · 0.151 · [−1.689 + 2.689 · η2] if |η2| ∈ [0.75, 1],

Φ3(η3) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

sgn(η3) · 0.039 · 2.388 · η3 if |η3| ∈ [0, 0.25],
sgn(η3) · 0.039 · [0.582 + 0.057 · η3] if |η3| ∈ [0.25, 0.5],
sgn(η3) · 0.039 · [−0.046 + 1.314 · η3] if |η3| ∈ [0.5, 0.75],
sgn(η3) · 0.039 · [0.759 + 0.241 · η3] if |η3| ∈ [0.75, 1],

Φ1(η4) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

sgn(η4) · 0.425 · 0.014 · η4 if |η4| ∈ [0, 0.25],
sgn(η4) · 0.425 · [−0.110 + 0.455 · η4] if |η4| ∈ [0.25, 0.5],
sgn(η4) · 0.425 · [−0.341 + 0.917 · η4] if |η4| ∈ [0.5, 0.75],
sgn(η4) · 0.425 · [−1.613 + 2.613 · η4] if |η4| ∈ [0.75, 1].

Φ1(η5) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

sgn(η5) · 0.091 · 3.307 · η5 if |η5| ∈ [0, 0.25],
sgn(η5) · 0.091 · [0.697 + 0.519 · η5] if |η5| ∈ [0.25, 0.5],
sgn(η5) · 0.091 · [0.880 + 0.153 · η5] if |η5| ∈ [0.5, 0.75],
sgn(η5) · 0.091 · [0.979 + 0.021 · η5] if |η5| ∈ [0.75, 1].

B Linear Program Used for Computing a Weighted Sum

We compared the performances of the algorithms presented in this paper to the
results obtained with a linear program inferring the parameters of a weighted sum
that fits as well as possible with the learning set. The linear program is given below:

min
∑

a∈E δa∑n
i=1 wi · (a1

i − a2
i ) + δa ≥ 0 ∀a ∈ E : a1 � a2

∑n
i=1 wi · (a1

i − a2
i ) − δa ≤ ε ∀a ∈ E : a1 ≺ a2

wi ∈ [0, 1] i = 1, ..., n
δa ∈ [0,∞[

with:

– n: number of features,
– E: learning set composed of pairs (a1, a2) evaluated on n features and a pref-

erence relation for each pair (a1 � a2 or a1 ≺ a2),
– wi: weight associated to feature i,
– ε: a small positive value.
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1 LARODEC, ISG, Université de Tunis, Tunis, Tunisia
rihabbouslama@yahoo.fr, nahla.benamor@gmx.fr

2 ESSECT, LARODEC, Université de Tunis, Tunis, Tunisia
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Abstract. Argument Mining has become a remarkable research area in
computational argumentation and Natural Language Processing fields.
Despite its importance, most of the current proposals are restricted
to a text type (e.g., Essays, web comments) on a specific domain and
fall behind expectations when applied to cross-domain data. This paper
presents a new framework for Argumentation Mining to detect argumen-
tative segments and their components automatically using Convolutional
Neural Network (CNN). We focus on both (1) argumentative sentence
detection and (2) argument components detection tasks. Based on differ-
ent corpora, we investigate the performance of CNN on both in-domain
level and cross-domain level. The investigation shows challenging results
in comparison with classic machine learning models.

Keywords: Argumentation Mining · Arguments · Convolutional
Neural Network · Deep learning

1 Introduction

An important sub-field of computational argumentation is Argumentation Min-
ing (AM) which aims to detect argumentative sentences and argument com-
ponents from different sources (e.g., online debates, social medias, persuasive
essays, forums). In the last decade, AM field has gained the interest of many
researchers due to its important impact in several domains [1,4,19]. AM process
can be divided into sub-tasks taking the form of a pipeline as proposed in [3].
They presented three sub-tasks namely, argumentative sentence detection, argu-
ment component boundary detection and argument structure prediction. Argu-
mentative sentence detection task is viewed as a classification problem where
argumentative sentences are classified into two classes (i.e., argumentative, not
argumentative). Argument component boundary detection is treated as a seg-
mentation problem and may be presented either as a multi-class classification
issue (i.e., classify each component) or as a binary classification issue (i.e., one
classifier for each component) solved using machine learning classifiers.
c© Springer Nature Switzerland AG 2019
N. Ben Amor et al. (Eds.): SUM 2019, LNAI 11940, pp. 355–367, 2019.
https://doi.org/10.1007/978-3-030-35514-2_26
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Interesting applications in the AM area were proposed. An argument search
engine was proposed in [19]. A web server for argumentation mining called MAR-
GOT was proposed in [4] which is an online platform for non-expert of the argu-
mentation domain. Considering the first two sub-tasks of AM (i.e., argument
detection and argument component detection), an important study presented in
[5] investigates different classifiers and different features in order to determine
the best classifier and the most important features to take into consideration.
Indeed, Classifiers’ performances depend on the model, the data and the features.
One of the most crucial steps, yet the most critical is the choice of the proper
features to use. Recently, deep learning techniques overcome this restraint and
present good results in text classification [8,9] which makes their exploration in
AM field interesting [6,12,14,24]. In addition, features make the generalization
of models over many corpora harder. Nonetheless, most of the existing argu-
ment mining approaches are limited to one specific domain (e.g., student essays
[1], online debates [2]). Thus, generalizing AM approaches over heterogeneous
corpora is still poorly explored.

On the other hand, Convolutional Neural Networks showed a considerable
success in computer vision [7], speech recognition [17] and computational lin-
guistics [8,9,11] where they have been proven to be competitive to traditional
models without any need of knowledge on syntactic or semantic structure of
a given language [8,10]. Considering the success of the CNN in text classifica-
tion and more precisely its success in sentiment analysis field [8], its use in AM
seems to give important results. Aker et al., [5] tested Kim’s model [8] to both
argumentative sentence detection and argument component boundary detection
tasks on two corpora namely, persuasive essays corpora and Wikipedia corpora.
Without any changes in the model, the results were significantly important.

Deep learning algorithms interested many researchers in AM field. In [21],
joint RNN was used to detect argument component boundary detection. In the
latter, the argument component detection task was considered as a sequence
labelling task while in this work we treat claim detection and premise detection
separately. In [24], the authors used CNN and LSTM (Long short-Term Memory)
to classify claims in online users comments. CNN was also used for bi-sequence
classification [12]. Recently, Hua et al., [6] proposed the use of CNN in arguments
detection in peers review. Moreover, in [14] the authors proposed the use of deep
learning networks, more specifically two variants of Kim’s CNN and LSTM to
identify claims in a cross-domain manner. Kim’s model [8] was tested in many
occasions in AM field. However, to the best of our knowledge, only one work
studied the use of Zhang’s character-based CNN model in AM [15]. This work
presents models to classify argument components in classrooms discussions in
order to automatically classify students’ utterances into claims, evidences and
warrants. Their results showed that convolutional networks (whether character
or word level) are more robust than recurrent networks.

Moreover, most of the current proposed approaches for argument mining
are designed to be used for specific text types and fall short when applied to
heterogeneous texts. Only few proposals treated the cross-domain case such as
the work of Ajjour et al. [22] where the authors studied the major parameters



Using CNN in Cross-Domain Argumentation Mining Framework 357

of unit segmentation systematically by exploring many features on a word-level
setting on both in-domain level and cross-domain level. Recently, in [23] a new
sentential annotation scheme that is reliably applicable by crowd workers to
arbitrary Web texts was proposed.

Following recent advances in both AM and Deep Learning fields, we propose a
cross-domain AM framework based on Convolutional Neural Networks, so-called
ArguWeb, able to provide up to date arguments from the web in a cross-domain
manner.

The rest of this paper is divided as follows: Sect. 2 presents the basic concepts
of CNN in text classification. Section 3 describes ArguWeb: a new framework for
argument mining from the web. Finally, Sect. 4 presents the conducted experi-
mental study, discusses the results and presents an illustrative example on the
use of ArguWeb framework.

2 Basics on Convolutional Neural Network

Convolutional neural networks (CNN) were originally developed for computer
vision. CNNs utilize layers with convolving filters [8]. Later on, CNNs were
adapted to Natural Language Processing (NLP) domain and showed remark-
able results [8,9,11]. These algorithms have the advantage of no needing to
syntactic and semantic knowledge. Kim et al., proposed a new version of CNN
which is word-based and uses word2vec technique.1 Another revolution in text
classification field is the work of Zhang et al., [9] where the authors investigate
the use of character-level convolutional networks instead of word-based con-
volutional networks (e.g., ngrams) which presented interesting results. Zhang
et al., [9] succeeded to adapt the CNN from dealing with signals either in image
or speech recognition to deal with characters and treat them as a kind of raw sig-
nals. Besides the advantage of no needing to syntactic and semantic knowledge,
character-level CNN presents other advantages:

– Good managing of misspelled and out-of-vocabulary words as they can be
easily learned.

– Ability to handle noisy data (especially texts extracted from forums and social
media).

– No need to the text pre-processing phase (e.g., tokenization, stemming).
– No need to define features.

Figure 1 shows an overview of convolutional neural networks architecture.
Although both word-based and char-level CNNs have similar global architec-
tures, they differ in some details such as the input text representation and
the number of convolutional and fully connected layers. Indeed, Character-level
CNNs are based on temporal convolutional model that computes 1-D convolution
and temporal max pooling which is a 1-D version of max pooling in computer
vision [9]. It is based on a threshold function which is similar to Rectified Linear

1 https://code.google.com/p/word2vec/.

https://code.google.com/p/word2vec/
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Fig. 1. An overview on the Convolutional Neural Network.

Units (ReLu) using stochastic gradient descent (SGD) with a minibatch of size
128. The input of the model is a sequence of encoded characters using one-hot
encoding. These encoded characters present n vectors with fixed length l0. The
model proposed in [9] consists of 9 layers: 6 convolutional layers and 3 fully-
connected layers. Two versions were presented: (i) a small version with an input
length of 256 and (ii) a large version where the input length is 1024.

As in Kim’s model [8], word-based CNNs, compute multi-dimentional con-
volution (n*k matrix) and max over time pooling. For the representation of a
sentence, two input channels are proposed (i.e., static and non-static). Kim’s
model is composed of a layer that performs convolutions over the embedded
word vectors predefined in Word2Vec, then max-pooling is applied to the result
of the convolutional layer and similarly to char-level models, Rectified Linear
Units (ReLu) is applied.

3 A New Framework for Argument Component Detection

In this section, we present ArguWeb which is a new framework that ensures:
(1) data gathering from different online forums and (2) argumentative text and
components detection.

In ArguWeb, arguments are extracted directly from the web. The framework
is mainly composed of two phases, pre-processing phase where arguments are
extracted from the web then segmented and argument component detection phase
where arguments’ components are detected (Fig. 2). The second phase is ensured
by using trained character-level Convolutional Neural Network and word-based
Convolutional Neural Network. An experimental study on the performance of
character-level and word-based CNNs for Argumentation Mining was conducted
for both sub-tasks argumentative sentence detection and argument component
detection. In this work, we consider both situations: in-domain and cross-domain.
We also, compare character-level CNNs performances to word-based CNNs, SVM
and Näıve Bayes.
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Fig. 2. An overview of ArguWeb architecture.

3.1 Pre-processing Phase

Using web scraping techniques, we extract users comments from several sources
(e.g., social media, online forums). This step is ensured by a set of scrappers
developed using Python. Then, extracted data enters the core of our system
which is a set of trained models. More details about the argument component
detection phase are presented in the next sub-section.

Existing AM contributions treat different input’s granularity (i.e., paragraph,
sentence, intra-sentence) and most of the existing work focuses on sentences and
intra-sentences level [3]. In this work we are focusing on sentence level and we
suppose that the whole sentence coincides with an argument component (i.e.,
claim or premise). Therefore, after scrapping users’ comments from the web
a text segmentation is required. Collected comments will be segmented into
sentences based on the sentence tokenization using Natural Language Toolkit
[20].

3.2 Argument Component Detection Phase

Argument component detection phase consists in: (1) detecting argumentative
texts from non argumentative texts generated in the pre-processing phase and (2)
detecting arguments components (i.e., claims and premises) from argumentative
segments. We follow the premise/claim model where:

Definition 1. An argument is a tuple:

Argument = <Premises, claims>
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Where the claims are the defended ideas and the premises present explanations,
proofs, facts, etc. that backup the claims.

Figure 2 depicts the followed steps in the argument component detection pro-
cess which consists of detecting argumentative sentences from non-argumentative
sentences, detecting claims in argumentative sentences and then detecting
premises presented to backup the claim. For the three tasks, word-based and
character-based CNNs are trained on three different corpora.

Using char-level CNN, an alphabet containing all the letters, numbers and
special characters is used to encode the input text. Each input character is
quantified using one-hot encoding. A Stochastic Gradient Descent is used as an
optimizer with mini-batches of size 32. As for word-based CNN, we do not use
two input channels as proposed in the original paper and instead we use only
one channel. We also ensure word embedding using an additional first layer that
embeds words into low-dimensional vectors. We use the ADAM algorithm as an
optimizer.

4 Experimental Study

In this section we detail the conducted experiments and we get deeper in
ArguWeb components. We also describe the corpora used to train the frame-
work models and we discuss the main results.

4.1 Experimental Protocol

We aim to evaluate the performance of ArguWeb in terms of arguments detection
and argument component detection. For this end, we experiment two classic
machine learning classifiers namely, SVM and Näıve Bayes as well as two deep
learning classifiers namely, char-level CNN and word-level CNN.

Data. We perform our investigation on three different corpora:

– Persuasive Essays corpora [13]: which consists of over 400 persuasive essays
written by students. All essays have been segmented by three expert annota-
tors into three types of argument units (i.e., major claim, claim and premises).
In this paper we follow a claim/premises argumentation model, so to ensure
comparability between data sets, each major claim is considered as a claim.
This corpora presents a domain specific data (i.e., argumentative essays). The
first task that we evoke in this paper is argumentative sentences/texts detec-
tion. For this matter, we added non-argumentative data to argumentative
essays corpora. Descriptive and narrative text are extracted from Academic
Help2 and descriptive short stories from The short story website3.

2 https://academichelp.net/.
3 https://theshortstory.co.uk.

https://academichelp.net/
https://theshortstory.co.uk
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– Web Discourse corpora [16]: contains 990 comments and forum posts labeled
as persuasive or non-persuasive and 340 documents annotated with the
extended Toulming model to claim, grounds, backing, and rebuttal and refu-
tation. For this data set we consider grounds and backing as premises since
they backup the claim while rebuttal and refutation are ignored. This corpora
presents domain-free data.

– N-domain corpora: we construct a third corpora by combining both persua-
sive essays and web-discourse corpora to make the heterogeneity of data even
more intense with the goal to investigate the performance of the different
models in a multi domain context.

Data description in term of classes distributions is depicted in Table 1,
where the possible classes are: Argumentative (Arg), Not-argumentative
(Not-arg), Claim, Not-claim, Premise, Not-premise. Each row depicts the num-
ber of instances in each class for each corpora.

Table 1. Classes distribution in each corpora

Corpora Arg Not-arg Claim Not-claim Premise Not-premise

Essays 402 228 2250 748 3706 2019

Web-discourse 526 461 275 526 575 543

N-domain 928 689 2525 1274 4281 2562

In order to train SVM and Näıve Bayes, a pre-processing data phase and
a set of features (e.g., semantic, syntactic) are required. For this purpose, we
apply word tokenization to tokenize all corpora into words and we also apply
both word lemmatization and stemming. Thus, words such as “studies” will give
us a stem “studi” and a lemma “study”. This gives an idea on the meaning and
the role of a given word. Indeed, before lemmatization and stemming, we use
POS-tag (Part-Of-Speech tag) technique to indicate the grammatical category of
each word in a sentence (i.e., noun, verb, adjective, adverb). We also consider the
well known TF-IDF technique [25] that outperforms the bag-of-word techniques
and stands for Term-Frequency of a given word in a sentence and for the Inverse-
Document-Frequency (IDF) that measures a word’s rarity in the vocabulary of
each corpora.

As for word-based CNN, we only pad each sentence to the max sentence
length in order to batch data in an efficient way and build a vocabulary index
used to encode each sentence as a vector of integers. For character-level CNN,
we only remove URL and hash tags from the original data.

Experiment Process Description. For each corpora (i.e., Essays, Web-
Discourse, n-domain) three models of each classifier are constructed, one to
detect argumentative segments, one to detect claims and the other one to detect
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premises. As for the cross-domain case, six models of each classifier are trained in
each sub-task (i.e., arguments detection, claim detection and premise detection)
where each model is trained on one corpora and tested on another one. This will
guarantee the cross-domain context.

To train char-level CNN models, We start with a learning rate equal to 0.01
and halved each 3 epochs. For all corpora, the epoch size is fixed to 10 yet,
the training process may be stopped if for 3 consecutive epochs the validation
loss did not improve. The loss is calculated using cross-entropy loss function.
Two versions of char-level CNN exist, a small version (i.e., the inputs length is
256) that is used for in-domain training and the large version (i.e., the inputs
length is 1024) is used for cross-domain model training. As for word-based CNN
models, we use the same loss function (i.e., cross-entropy loss) and we optimize
the loss using the ADAM optimizer. We use a 128 dimension of characters for
the embedding phase, filter sizes equal to 3,4,5, a mini-batch size equal to 128. In
addition, a dropout regularization (L2) is applied to avoid overfitting set equal
to 5 and a dropout rate equal to 0.5. The classification of the result is ensured
using a softmax layer. In this paper, we do not use Word2Vec pre-trained word
vector, instead we ensure word embedding from scratch.

In order to train char-based CNN, SVM and Näıve Bayes models, we split
each data-set to 80% for training and 20% for validation while to train word-
based CNN models we split data to 80% and 10% following the original paper
of word-based CNN [8].

Implementation Environment. The whole ArguWeb framework is developed
using Python. The web scrappers are developed to extract users’ comments from
forums websites such as Quora4 using BeautifulSoup and Requests libraries on
python. The extracted comments are segmented using Natural Language Toolkit
[20] on python. In order to develop and train the SVM and Näıve Bayes models,
we use the NLTK, Sklearn and collections predefined packages. Moreover, both
char-level and word-based CNN are implemented using TensorFlow library.

Evaluation Metrics. To evaluate the models performances we use the most
used and recommended metric in the state of the art (i.e., Macro F1-score) for
both argument sentences detection and argument component detection since it
treats all classes equally (e.g., argumentative and non-argumentative) and it is
the most suitable in cases of imbalanced class distribution.

The macro F1-score is the harmonic mean of the macro average precision
and the macro average recall:

F1 − Score = 2 ∗ (Recall ∗ Precision)/(Recall + Precision) (1)

where for each class i

Recall =
n∑

i=1

(TruePositivei/TruePositivei + FalseNegativei)/n (2)

4 https://www.quora.com/.

https://www.quora.com/
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and

Precision =
n∑

i=1

(TruePositivei/TruePositivei + FalsePositivei)/n (3)

with n is the number of classes.
Precision refers to the percentage of the results which are relevant and recall

refers to the percentage of total relevant results correctly classified which makes
F1-score an efficient metric for models evaluation even in cases of uneven class
distribution.

4.2 Experimental Results

We evaluate character-level CNN, word-based CNN, SVM and Näıve Bayes in
two situations: in-domain and cross-domain based on macro F1-score. Table 2,
depicts the macro F1-scores found using these models trained and tested on
the same corpora if we consider in-domain setting or trained on one corpora
and tested on another for cross-domain case. In Table 2, AD, CD, PD stands
for Argument Detection, Claim Detection and Premise Detection, respectively.
The in-domain results are presented in columns with a gray background. Other
columns present the cross-domain macro F1-scores where models are trained on
one of the training sets presented in the second header row and tested on corpora
presented on the first header row. Then, each row presents the results of one of
the proposed models in this paper. The highest value in each column is marked
in bold.

In the first task (i.e., argument detection), word-based CNN outperforms all
other models in the essays corpora while SVM and char-level CNN present close
results in the web-discourse corpora with macro-F1 scores equal to 0.45 and
0.52, respectively. In n-domain corpora, SVM outperforms the other models.
In case of cross-domain setting, word-based and char-level CNN present better
results than SVM and Näıve Bayes except where models were tested on n-domain
corpora. This may be explained by the fact that in this case, testing data is
close to training data since the test set presents instances from both Essays
corpora and Web-discourse corpora as explained before. Char-level and word-
based CNNs present better results than SVM and Näıve Bayes in the second task
(i.e., claim detection). As for the last task (i.e., premise detection), char-level
CNN outperforms the rest of the models remarkably.

Web-discourse corpora contains domain-free data extracted from the web.
Thus, this data contains many misspelled words, internet acronyms, out-of-
vocabulary words, etc. This explains the fact that char-level CNN outperforms
the rest of the models presented in this work in many cases and for both in-
domain and cross-domain situations. This shows the importance of character
level CNN and how it performs interesting results even if the model is trained
on a noisy data.
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Table 2. The in-domain and cross-domain macro F1-scores. Each row represents the
results of one of the models (character-level CNN, word-level CNN, SVM and Näıve
Bayes), the highest value is marked in bold.
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Task Models

AD

Char-level CNN
Word-based CNN
SVM
Näıve Bayes

0.72
0.74
0.66
0.11

0.93
0.35
0.30
0.63

0.56
0.33
0.88
0.57

0.56
0.33
0.37
0.25

0.52
0.39
0.54
0.34

0.81
0.83
0.61
0.37

0.51
0.33
0.68
0.36

0.46
0.36
0.29
0.63

0.62
0.44
0.83
0.75

CD

Char-level CNN
Word-based CNN
SVM
Näıve Bayes

0.83
0.98
0.61
0.50

0.59
0.34
0.55
0.10

0.57
0.69
0.37
0.12

0.28
0.59
0.48
0.26

0.54
0.45
0.43
0.49

0.88
0.51
0.68
0.30

0.45
0.61
0.47
0.24

0.49
0.34
0.55
0.11

0.82
0.44
0.89
0.59

PD

Char-level CNN
Word-based CNN
SVM
Näıve Bayes

0.80
0.43
0.44
0.39

0.98
0.35
0.06
0.10

0.80
0.44
0.12
0.16

0.51
0.37
0.43
0.34

0.78
0.60
0.71
0.57

0.75
0.33
0.89
0.87

0.59
0.33
0.35
0.35

0.91
0.85
0.84
0.80

0.82
0.78
0.69
0.62

ArguWeb presented coherent results in the argument sentence detection and
the argument component detection tasks comparing to state of the art results
[1,5,18]. The conducted experiments showed how character-level CNN outper-
forms word-based CNN, SVM and Näıve Bayes for noisy and web-extracted
data. Both character-level and word-based CNNs presented interesting results
compared to SVM and Näıve Bayes without any need of features selection.

4.3 Illustrative Example

In what follows we better explain the role of ArguWeb. In this illustrative exam-
ple, we focus on character-level CNN since it showed interesting results when
dealing with noisy, misspelled and out-of-vocabulary data and since we are deal-
ing with data extracted from the web.

As mentioned before, the framework contains web scrappers responsible of
extracting data from different websites. For instance, we focus on online forums
such as Quora and Reddit and we extract users comments on different subjects.

Each extracted text from the web is classified based on the nine trained
character-level CNNs (i.e., one character-level CNN is trained on each corpora:
persuasive essays, web-discourse and n-domain and six others are trained on
one corpora and tested on another). A text is considered as argumentative if
at least six CNNs models classified it as argumentative. Similarly a segment is
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Fig. 3. Excerpt of arguments scrapped from online forum

classified as a claim (or premise) if at least six CNNs models labeled it as a claim
(resp. premise).

Figure 3a and b contain examples of comments that were extracted from
Quora. Figure 3c depicts a comment extracted from the Reddit forum platform.
These comments were detected as arguments. Figure 3a, contains a comment
extracted from an argument between many Quora’s users, Fig. 3b contains a
comment of a user convincing another one about Japenese cars and Fig. 3c con-
tains a comment of a user arguing why iPhone and Samsung users hate on each
other. Once arguments are detected, ArguWeb classify each comment’s compo-
nent to claim, premises or neither of them. Indeed, the Fig. 3 details the detected
components (i.e., claims and premises) of these arguments. Uncoloured texts seg-
ments were not classified as claims neither as premises.

Comments like “As announced by YouTube Music! Congrats, Taylor!!!” were
classified from the beginning as not-argumentative and were not processed by
models responsible to detect the different components.

5 Conclusion

This paper proposes ArguWeb a cross-domain framework for arguments detec-
tion in the web. The framework is based on a set of web scrappers that extract
users comments from the web (e.g., social media, online forums). Extracted data
is classified as: (1) argumentative or not and (2) claims, premises or neither of
them using character-level Convolutional Neural Networks and word-based Con-
volutional Neural Networks. An experimental study is conducted where both
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character-level and word-based CNN were compared to classic machine learning
classifiers (i.e., SVM and Näıve Bayes). The study showed interesting results
where both versions of CNN performed interesting and challenging results to
classic machine learning techniques in both tasks. The framework is proposed to
be used to extract arguments from different platforms on the web following the
claim/premise model.

Future work will integrate ArguWeb framework in an automated
Argumentation-Based Negotiation system. The integration of up to date argu-
ments in such systems seems interesting. We will also handle arguments compo-
nents detection in intra-sentence level rather than only in sentence level. More-
over, a semantic analysis of these components will be integrated in order to
classify them to explanations, counter examples etc.
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Abstract. We propose a novel classifier based on convolutional neu-
ral network (ConvNet) and Dempster-Shafer theory for object recogni-
tion allowing for ambiguous pattern rejection, called the ConvNet-BF
classifier. In this classifier, a ConvNet with nonlinear convolutional lay-
ers and a global pooling layer extracts high-dimensional features from
input data. The features are then imported into a belief function clas-
sifier, in which they are converted into mass functions and aggregated
by Dempster’s rule. Evidence-theoretic rules are finally used for pattern
classification and rejection based on the aggregated mass functions. We
propose an end-to-end learning strategy for adjusting the parameters in
the ConvNet and the belief function classifier simultaneously and deter-
mining the rejection loss for evidence-theoretic rules. Experiments with
the CIFAR-10, CIFAR-100, and MNIST datasets show that hybridizing
belief function classifiers with ConvNets makes it possible to reduce error
rates by rejecting patterns that would otherwise be misclassified.

Keywords: Pattern recognition · Belief function · Convolutional
neural network · Supervised learning · Evidence theory

1 Introduction

Dempster-Shafer (DS) theory of belief functions [3,24] has been widely used for
reasoning and making decisions with uncertainty [29]. DS theory is based on
representing independent pieces of evidence by completely monotone capacities
and aggregating them using Dempster’s rule. In the past decades, DS theory has
been applied to pattern recognition and supervised classification in three main
directions. The first one is classifier fusion, in which classifier outputs are con-
verted into mass functions and fused by Dempster’s rule (e.g., [2,19]). Another
direction is evidential calibration: the decisions of classifiers are transformed into
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mass functions (e.g., [20,28]). The last approach is to design evidential classifiers
(e.g., [6]), which represent the evidence of each feature as elementary mass func-
tions and combine them by Dempster’s rule. The combined mass functions are
then used for decision making [5]. Compared with conventional classifiers, evi-
dential classifiers can provide more informative outputs, which can be exploited
for uncertainty quantification and novelty detection. Several principles have been
proposed to design evidential classifiers, mainly including the evidential k-nearest
neighbor rule [4,9], and evidential neural network classifiers [6]. In practice, the
performance of evidential classifiers heavily depends on two factors: the training
set size and the reliability of object representation. With the development of the
“Big Data” age, the number of examples in benchmark datasets for supervised
algorithms has increased from 102 to 105 [14] and even 109 [21]. However, little
has been done to combine recent techniques for object representation with DS
theory.

Thanks to the explosive development of deep learning [15] and its applications
[14,25], several approaches for object representation have been developed, such
as restricted Boltzmann machines [1], deep autoencoders [26,27], deep belief net-
works [22,23], and convolutional neural networks (ConvNets) [12,17]. ConvNet,
which is maybe the most promising model and the main focus of this paper,
mainly consists of convolutional layers, pooling layers, and fully connected lay-
ers. It has been proved that ConvNets have the ability to extract local features
and compute global features, such as from edges to corners and contours to
object parts. In general, robustness and automation are two desirable properties
of ConvNets for object representation. Robustness means strong tolerance to
translation and distortion in deep representation, while automation implies that
object representation is data-driven with no human assistance.

Motivated by recent advances in DS theory and deep learning, we propose to
combine ConvNet and DS theory for object recognition allowing for ambiguous
pattern rejection. In this approach, a ConvNet with nonlinear convolutional
layers and a global pooling layer is used to extract high-order features from
input data. Then, the features are imported into a belief function classifier, in
which they are converted into Dempster-Shafer mass functions and aggregated by
Dempster’s rule. Finally, evidence-theoretic rules are used for pattern recognition
and rejection based on the aggregated mass functions. The performances of this
classifier on the CIFAR-10, CIFAR-100, and MNIST datasets are demonstrated
and discussed.

The organization of the rest of this paper is as follows. Background knowledge
on DS theory and ConvNet is recalled in Sect. 2. The new combination between
DS theory and ConvNet is then established in Sect. 3, and numerical experiments
are reported in Sect. 4. Finally, we conclude the paper in Sect. 5.

2 Background

In this section, we first recall some necessary definitions regarding the DS theory
and belief function classifier (Sect. 2.1). We then provide a description of the
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architecture of a ConvNet that will be combined with a belief function classifier
later in the paper (Sect. 2.2).

2.1 Dempster-Shafer Theory

EvidenceTheory. The main concepts regarding DS theory are briefly presented
in this section, and some basic notations are introduced. Detailed information can
be found in Shafer’s original work [24] and some up-to-date studies [8].

Given a finite set Ω = {ω1, · · · , ωk}, called the frame of discernment, a mass
function is a function m from 2Ω to [0,1] verifying m(∅) = 0 and

∑

A⊆Ω

m(A) = 1. (1)

For any A ⊆ Ω, given a certain piece of evidence, m(A) can be regarded as the
belief that one is willing to commit to A. Set A is called a focal element of m
when m(A) > 0.

For all A ⊆ Ω, a credibility function bel and a plausibility function pl,
associated with m, are defined as

bel(A) =
∑

B⊆A

m(B) (2)

pl(A) =
∑

A∩B �=∅
m(B). (3)

The quantity bel(A) is interpreted as a global measure of one’s belief that
hypothesis A is true, while pl(A) is the amount of belief that could potentially
be placed in A.

Two mass functions m1 and m2 representing independent items of evidence
can be combined by Dempster’s rule ⊕ [3,24] as

(m1 ⊕ m2) (A) =

∑

B∩C=A

m1 (B)m2 (C)

∑

B∩C �=∅
m1 (B)m2 (C)

(4)

for all A �= ∅ and (m1⊕m2)(∅) = 0. Mass functions m1 and m2 can be combined
if and only if the denominator on the right-hand side of (4) is strictly positive.
The operator ⊕ is commutative and associative.

Belief Function Classifier. Based on DS theory, an adaptive pattern classifier,
called belief function classifier, was proposed by Denœux [6]. The classifier uses
reference patterns as items of evidence regarding the class membership. The
evidence is represented by mass functions and combined using Dempster’s rule.
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(a) Architecture of a belief function classifier (b) Connection between layers L2 and L3

Fig. 1. Belief function classifier

In this section, we describe the architecture of a belief function classifier. For
a more complete introduction, readers are invited to refer to Denœux’s original
work [6].

We denote by x ∈ R
P a pattern to be classified into one of M classes

ω1, · · · , ωM , and by X a training set of N P -dimensional patterns. A belief
function classifier quantifies the uncertainty about the class of x by a belief
function on Ω = {ω1, · · · , ωM}, using a three-step procedure. This procedure
can also be implemented in a multi-layer neural network illustrated in Fig. 1. It
is based on n prototypes p1, · · · ,pn, which are the weight vectors of the units
in the first hidden layer L1. The three steps are defined as follows.

Step 1: The distance between x and each prototype pi is computed as

di =
∥∥x − pi

∥∥ i = 1, · · · , n, (5)

and the activation of the corresponding neuron is defined by introducing new
parameters ηi (ηi ∈ R) as si = αi exp(− (

ηidi
)2), where αi ∈ (0, 1) is a parame-

ter associated to the prototype pi.

Step 2: The mass function mi associated to prototype pi is computed as

mi = (mi({ω1}), . . . , mi({ωM}),mi(Ω))T (6a)

= (ui
1s

i, . . . , ui
Msi, 1 − si)T , (6b)

where ui = (ui
1, . . . , u

i
M ) is a vector of parameters associated to the prototype

pi verifying
∑M

j=1 ui
j = 1.

As illustrated in Fig. 1a, Eq. (6) can be regarded as computing the activations
of units in the second hidden layer L2, composed of n modules of M + 1 units
each. The units of module i are connected to neuron i of the previous layer. The
output of module i in the hidden layer corresponds to the belief masses assigned
by mi.
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Step 3: The n mass functions mi, i = 1, · · · , n, are combined in the final layer
based on Dempster’s rule as shown in Fig. 1b. The vectors of activations μi =
(μi

1, · · · , μi
M+1), i = 1, . . . , n of the final layer L3 is defined by the following

equations:
μ1 = m1, (7a)

μi
j = μi−1

j mi({ωj}) + μi−1
j mi({Ω}) + μi−1

M+1m
i({ωj}) (7b)

for i = 2, · · · , n and j = 1, · · · ,M , and

μi
M+1 = μi−1

M+1m
i({Ω}) i = 2, · · · , n. (7c)

The classifier outputs m = (m({ω1}), . . . , m({ωM}),m(Ω))T is finally obtained
as m = μn.

Evidence-Theoretic Rejection Rules. Different strategies to make a deci-
sion (e.g., assignment to a class or rejection) based on the possible consequences
of each action were proposed in [5]. For a complete training set X , we consider
actions αi, i ∈ {1, · · · ,M} assigning the pattern to each class and a rejection
action α0. Assuming the cost of correct classification to be 0, the cost of mis-
classification to be 1 and the cost of rejection to be λ0, the three conditions for
rejection reviewed in [5] can be expressed as

Maximum credibility: maxj=1,··· ,M m({ωj}) < 1 − λ0

Maximum plausibility: maxj=1,··· ,M m({ωj}) + m(Ω) < 1 − λ0

Maximum pignistic probability: maxj=1,··· ,M m({ωj}) + m(Ω)
M < 1 − λ0.

Otherwise, the pattern is assigned to class ωj with j = arg maxk=1,··· ,M m({ωk}).
For the maximum plausibility and maximum pignistic probability rules, rejection
is possible if and only if 0 ≤ λ0 ≤ 1 − 1/M , whereas a rejection action for the
maximum credibility rule only requires 0 ≤ λ0 ≤ 1.

2.2 Convolutional Neural Network

In this section, we provide a brief description of some state-of-the-art techniques
for ConvNets including the nonlinear convolutional operation and global average
pooling (GAP), which will be implemented in our new model in Sect. 3. Detailed
information about the two structure layers can be found in [18].

Nonlinear Convolutional Operation. The convolutional layer [15] is highly
efficient for feature extraction and representation. In order to approximate the
representations of the latent concepts related to the class membership, a novel
convolutional layer has been proposed [18], in which nonlinear multilayer per-
ceptron (MLP) operations replace classic convolutional operations to convolve
over the input. An MLP layer with nonlinear convolutional operations can be
summarized as follows:



ConvNet and Dempster-Shafer Theory for Object Recognition 373

f1
i,j,k = ReLU

((
w1

k

)T · x + b1k

)
, k = 1, · · · , C (8a)

...

fm
i,j,k = ReLU

(
(wm

k )T · fm−1
i,j + bm

k

)
, k = 1, · · · , C. (8b)

Here, m is the number of layers in an MLP. Matrix x, called receptive field
of size i × j × o, is a patch of the input data with the size of (rW − r − p +
i) × (rH − r − p + j) × o. An MLP layer with an r stride and a p padding can
generate a W × H × C tensor, called feature maps. The size of a feature map
is W × H × 1, while the channel number of the feature maps is C. A rectified
linear unit (ReLU) is used as an activation function as ReLU(x) = max(0, x). As
shown in Eq. (8), element-by-element multiplications are first performed between
x and the transpositions of the weight matrices w1

k (k = 1, · · · , C) in the 1st

layer of the MLP. Each weight matrix w1
k has the same size as the receptive

field. Then the multiplied values are summed, and the bias b1k (k = 1, · · · , C) is
added to the summed values. The results are transformed by a ReLU function.
The output vector is f1i,j = (f1

i,j,1,f
1
i,j,2,· · ·,f1

i,j,C). The outputs then flow into the
remaining layers in sequence, generating fm

i,j of size 1 × 1 × C. After processing
all patches by the MLP, the input data is transformed into a W ×H ×C tensor.
As the channel number C of the last MLP in a ConvNet is the same as the input
data dimension P in a belief function classifier, a W × H × P tensor is finally
generated by a ConvNet.

Global Average Pooling. In a traditional ConvNet, the tensor is vectorized
and imported into fully connected layers and a softmax layer for a classification
task. However, fully connected layers are prone to overfitting, though dropout
[11] and its variation [10] have been proposed. A novel strategy, called global
average pooling (GAP), has been proposed to remove traditional fully connected
layers [18]. A GAP layer transforms the feature tensor W ×H ×P into a feature
vector 1 × 1 × P by taking the average of each feature map as follows:

xk =

W∑

i=1

H∑

j=1

fm
i,j,k

W · H
k = 1, · · · , P. (9)

The generated feature vector is used for classification. From the belief func-
tion perspective, the feature vector can be used for object representation and
classified in one of M classes or rejected by a belief function classifier. Thus, a
ConvNet can be regarded as a feature generator.

3 ConvNet-BF Classifier

In this section, we present a method to combine a belief function classifier and a
ConvNet for objection recognition allowing for ambiguous pattern rejection. The
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architecture of the proposed method, called ConvNet-BF classifier, is illustrated
in Fig. 2. A ConvNet-BF classifier can be divided into three parts: a ConvNet as
a feature producer, a belief function classifier as a mass-function generator, and
a decision rule. In this classifier, input data are first imported into a ConvNet
with nonlinear convolutional layers and a global pooling layer to extract latent
features related to the class membership. The features are then imported into
a belief function classifier, in which they are converted into mass functions and
aggregated by Dempster’s rule. Finally, an evidence-theoretic rule is used for
pattern classification and rejection based on the aggregated mass functions. As
the background of the three parts has been introduced in Sect. 2, we only pro-
vide the details of the combination in this section, including the connectionist
implementation and the learning strategy.

3.1 Connectionist Implementation

In a ConvNet-BF classifier, the Euclidean distance between a feature vector and
each prototype is first computed and then used to generate a mass function. To
reduce the classification error when P is large, we assign weights to each feature as

di =

√√√√
P∑

k=1

wi
k(xk − pi

k)2, (10)

and the weights are normalized by introducing new parameters ζi
k (ζi

k ∈ R) as

wi
k =

(ζi
k)2

P∑

l=1

(ζi
l )2

. (11)

3.2 Learning

The proposed learning strategy to train a ConvNet-BF classifier consists in two
parts: (a) an end-to-end training method to train ConvNet and belief function
classifier simultaneously; (b) a data-driven method to select λ0.

Fig. 2. Architecture of a ConvNet-BF classifier
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End-to-End Training. Compared with the belief function classifier proposed
in [6], we have different expressions for the derivatives w.r.t. wi

k, ζi
k, and pi

k in
the new belief function classifier. A normalized error Eν (x) is computed as:

Eν (x) =
1

2N

I∑

i=1

M∑

q=1

(Preν,q,i − Tarq,i)2, (12a)

Preν,q,i = m
′
q,i + νm

′
M+1,i, (12b)

m
′
i =

mi∑M+1
k=1 mi({ωk})

. (12c)

Here, Tari = (Tar1,i, · · · , TarM,i) and mi = (mi({ω1}), . . . ,mi({ωM}),
mi(Ω))T are the target output vector and the unnormalized network out-
put vector for pattern xi, respectively. We transform mi to a vector
(Preν,1,i, . . . , P reν,M,i) by distributing a fraction ν of mi(Ω) to each class under
the constraint 0 ≤ ν ≤ 1. The numbers Pre1,q,i, Pre0,q,i and Pre1/M,q,i repre-
sent, respectively, the credibility, the plausibility, and the pignistic probability
of class ωq. The derivatives of Eν(x) w.r.t pi

k, wi
k, and ζi

k in a belief function
classifier can be expressed as

∂Eν(x)
∂pi

k

=
∂Eν(x)

∂si

∂si

∂pi
k

=
∂Eν(x)

∂si
· 2(ηi)2si ·

P∑

k=1

wi
k(xk − pi

k), (13)

∂Eν(x)
∂wi

k

=
∂Eν(x)

∂si

∂si

∂wi
k

=
∂Eν(x)

∂si
· (

ηi
)2

si · (
xk − pi

k

)2
, (14)

and

∂Eν(x)
∂ζi

k

=
∂Eν(x)

∂wi
k

∂wi
k

∂ζi
k

(15a)

=
2ζi

k(
P∑

k=1

(
ζi
k

)2
)2

[
∂Eν(x)

∂wi
k

P∑

k=1

(ζi
k)2 −

P∑

k=1

(ζi
k)2

∂Eν(x)
∂wi

k

]
. (15b)

Finally, the derivatives of the error w.r.t. xk, wm
i,j,k and bm

k in the last MLP
are given as

∂Eν(x)
∂xk

=
∂Eν(x)

∂si

∂si

∂xk
= −∂Eν(x)

∂si
· 2(ηi)2si ·

P∑

k=1

ωi
k(xk − pi

k), (16)

∂Eν(x)
∂wm

i,j,k

=
∂Eν(x)
∂fm

i,j,k

· ∂fm
i,j,k

∂wm
i,j,k

= wm
i,j,k · ∂Eν(x)

∂fm
i,j,k

k = 1, · · · , P, (17)

and
∂Eν(x)

∂bm
k

=
∂Eν(x)
∂fm

i,j,k

· ∂fm
i,j,k

∂bm
k

=
∂Eν(x)
∂fm

i,j,k

k = 1, · · · , P (18)
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with
∂Eν(x)
∂fm

i,j,k

=
∂Eν(x)

∂xk
· ∂xk

∂fm
i,j,k

=
1

W · H

∂Eν(x)
∂xk

k = 1, · · · , P. (19)

Here, wm
i,j,k is the component of the weight matrix wm

k , while fm
i,j,k is the com-

ponent of vector fm
i,j in Eq. (8).

Determination of λ0. A data-driven method for determining λ0 to guarantee
a ConvNet-BF classifier with a certain rejection rate is shown in Fig. 3. We
randomly select three-fifths of a training set χ to train a ConvNet-BF classifier,
while random one-fifth of the set is used as a validation set. The remaining one-
fifth of the set is used to draw a λ

(1)
0 -rejection curve. We can determine the value

of λ
(1)
0 for a certain rejection rate from the curve. We repeat the process and

take the average of λ
(i)
0 as the final λ0 for the desired rejection rate.

Fig. 3. Illustration of the procedure for determining λ0

4 Numerical Experiments

In this section, we evaluate ConvNet-BF classifiers on three benchmark datasets:
CIFAR-10 [13], CIFAR-100 [13], and MNIST [16]. To compare with traditional
ConvNets, the architectures and training strategies of the ConvNet parts in
ConvNet-BF classifiers are the same as those used in the study of Lin et al.,
called NIN [18]. Feature vectors from the ConvNet parts are imported into a
belief function classifier in our method, while they are directly injected into
softmax layers in NINs.

In order to make a fair comparison, a probability-based rejection rule is
adopted for NINs as maxj=1,··· ,M pj < 1−λ0, where pj is the output probability
of NINs.

4.1 CIFAR-10

The CIFAR-10 dataset [13] is made up of 60,000 RGB images of size 32 × 32
partitioned in 10 classes. There are 50,000 training images, and we randomly
selected 10,000 images as validation data for the ConvNet-BF classifier. We
then randomly used 10,000 images of the training set to determine λ0.
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The test set error rates without rejection of the ConvNet-BF and NIN classi-
fiers are 9.46% and 9.21%, respectively. The difference is small but statistically
significant according to McNemar’s test (p-value: 0.012). Error rates without
rejection mean that we only consider maxj=1,··· ,M pj and maxj=1,··· ,M m ({ωj}).
If the selected class is not the correct one, we regard it as an error. It turns
out in our experiment that using a belief function classifier instead of a softmax
layer only slightly impacts the classifier performance.

The test set error rates with rejection of the two models are presented in
Fig. 4a. A rejection decision is not regarded as an incorrect classification. When
the rejection rate increases, the test set error decreases, which shows that the
belief function classifier rejects a part of incorrect classification. However, the
error decreases slightly when the rejection rate is higher than 7.5%. This demon-
strates that the belief function classifier rejects more and more correctly classified
patterns with the increase of rejection rates. Thus, a satisfactory λ

(i)
0 should be

determined to guarantee that the ConvNet-BF classifier has a desirable accuracy
rate and a low correct-rejection rate. Additionally, compared with the NIN, the
ConvNet-BF classifier rejects significantly more incorrectly classified patterns.
For example, the p-value of McNemar’s test for the difference of error rates
between the two classifiers with a 5.0% rejection rate is close to 0. We can con-
clude that a belief function classifier with an evidence-theoretic rejection rule is
more suitable for making a decision allowing for pattern rejection than a softmax
layer and the probability-based rejection rule.

Table 1 presents the confusion matrix of the ConvNet-BF classifier with the
maximum credibility rule, whose rejection rate is 5.0%. The ConvNet-BF clas-
sifier tends to select rejection when there are two or more similar patterns,
such as dog and cat, which can lead to incorrect classification. In the view of
evidence theory, the ConvNet part provides conflicting evidence when two or
more similar patterns exist. The maximally conflicting evidence corresponds to
m ({ωi}) = m ({ωj}) = 0.5 [7]. Additionally, the additional mass function m (Ω)
provides the possibility to verify whether the model is well trained because we
have m (Ω) = 1 when the ConvNet part cannot provide any useful evidence.

4.2 CIFAR-100

The CIFAR-100 dataset [13] has the same size and format at the CIFAR-10
dataset, but it contains 100 classes. Thus the number of images in each class is
only 100. For CIFAR-100, we also randomly selected 10,000 images of the training
set to determine λ0. The ConvNet-BF and NIN classifiers achieved, respectively,
40.62% and 39.24% test set error rates without rejection, a small but statisti-
cally significant difference (p-value: 0.014). Similarly to CIFAR-10, it turns out
that the belief function classifier has a similar error rate as a network with a
softmax layer. Figure 4b shows the test set error rates with rejection for the two
models. Compared with the rejection performance in CIFAR-10, the ConvNet-
BF classifier rejects more incorrect classification results. We can conclude that
the evidence-theoretic classifier still performs well when the classification task is
difficult and the training set is not adequate. Similarly, Table 2 shows that the
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Fig. 4. Rejection-error curves: CIFAR-10 (a), CIFAR-100 (b), and MNIST (c)

Table 1. Confusion matrix for Cifar10.

Airplane Automobile Bird Cat Deer Dog Frog Horse Ship Truck

Airplane - 0.03 0.03 0.01 0.02 0.05 0.04 0.01 0.04 0.05

Automobile 0 - 0.04 0.04 0.08 0.08 0.04 0.06 0.03 0.07

Bird 0.02 0.04 - 0.05 0.04 0.07 0.03 0.08 0 0.04

Cat 0.02 0.03 0.13 - 0.06 0.44 0.11 0.04 0.05 0.06

Deer 0.01 0.04 0.07 0.12 - 0.03 0.12 0.34 0.04 0.08

Dog 0.02 0.03 0.05 0.49 0.11 - 0.06 0.09 0.01 0.04

Frog 0.02 0.04 0.08 0.06 0.12 0.06 - 0.06 0.06 0.05

Horse 0.01 0.02 0.04 0.06 0.31 0.10 0.04 - 0.04 0.04

Ship 0.04 0.05 0.02 0.04 0.12 0.05 0.04 0.18 - 0.02

Truck 0.02 0 0.06 0.09 0.03 0.06 0.07 0.06 0.04 -

Rejection 0.20 0.13 0.14 1.05 0.84 1.07 0.14 1.14 0.18 0.11
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ConvNet-BF classifier tends to select the rejection action when two classes are
similar, in which case we have m ({ωi}) ≈ m ({ωj}). In contrast, the classifier
tends to produce m(Ω) ≈ 1 when the model is not trained well because of an
inadequate training set.

4.3 MNIST

The MNIST database of handwritten digits consists of a training set of 60,000
examples and a test set of 10,000 examples. The training strategy for the
ConvNet-BF classifier was the same as the strategy in CIFAR-10 and CIFAR-
100. The test set error rates without rejection of the two models are close (0.88%
and 0.82%) and weakly signifiant (p-value: 0.077). Again, using a belief function
classifier instead of a softmax layer introduce no negative effect on the network
in MNIST. The test set error rates with rejection of the two models are shown
in Fig. 4c. The ConvNet-BF classifier rejects a small number of classification
results because the feature vectors provided by the ConvNet part include little
confusing information.

Table 2. Confusion matrix for the superclass flowers.

Orchids Poppies Roses Sunflowers Tulips

Orchids - 0.24 0.23 0.28 0.15

Poppies 0.14 - 0.43 0.10 0.90

Roses 0.27 0.12 - 0.16 0.13

Sunflowers 0.18 0.15 0.12 - 0.22

Tulips 0.08 1.07 0.76 0.17 -

Rejection 0.09 0.37 0.63 0.12 0.34

5 Conclusion

In this work, we proposed a novel classifier based on ConvNet and DS theory for
object recognition allowing for ambiguous pattern rejection, called “ConvNet-BF
classifier”. This new structure consists of a ConvNet with nonlinear convolutional
layers and a global pooling layer to extract high-dimensional features and a belief
function classifier to convert the features into Dempster-Shafer mass functions.
The mass functions can be used for classification or rejection based on evidence-
theoretic rules. Additionally, the novel classifier can be trained in an end-to-end
way.

The use of belief function classifiers in ConvNets had no negative effect on the
classification performances on the CIFAR-10, CIFAR-100, and MNIST datasets.
The combination of belief function classifiers and ConvNet can reduce the errors
by rejecting a part of the incorrect classification. This provides a new direction
to improve the performance of deep learning for object recognition. The classifier
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is prone to assign a rejection action when there are conflicting features, which
easily yield incorrect classification in the traditional ConvNets. In addition, the
proposed method opens a way to explain the relationship between the extracted
features in convolutional layers and class membership of each pattern. The mass
m(Ω) assigned to the set of classes provides the possibility to verify whether a
ConvNet is well trained or not.
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Abstract. In this paper, a proposition is made to learn the parameters of evi-
dential contextual correction mechanisms from a learning set composed of soft
labelled data, that is data where the true class of each object is only partially
known. The method consists in optimizing a measure of discrepancy between the
values of the corrected contour function and the ground truth also represented
by a contour function. The advantages of this method are illustrated by tests on
synthetic and real data.

Keywords: Belief functions · Contextual corrections · Learning · Soft labels

1 Introduction

In Dempster-Shafer theory [15,17], the correction of a source of information, a sen-
sor for example, is classically done using the discounting operation introduced by
Shafer [15], but also by so-called contextual correction mechanisms [10,13] taking into
account more refined knowledge about the quality of a source.

These mechanisms, called contextual discounting, negating and reinforcement [13],
can be derived from the notions of reliability (or relevance), which concerns the com-
petence of a source to answer the question of interest, and truthfulness [12,13] indicat-
ing the source’s ability to say what it knows (it may also be linked with the notion of
bias of a source). The contextual discounting is an extension of the discounting opera-
tion, which corresponds to a partially reliable and totally truthful source. The contex-
tual negating is an extension of the negating operation [12,13], which corresponds to
the case of a totally reliable but partially truthful source, the extreme case being the
negation of a source [5]. At last, the contextual reinforcement is an extension of the
reinforcement, a dual operation of the discounting [11,13].

In this paper, the problem of learning the parameters of these correction mechanisms
from soft labels, meaning partially labelled data, is tackled. More specifically, in our
case, soft labels indicate the true class of each object in an imprecise manner through a
contour function.
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A method for learning these corrections from labelled data (hard labels), where
the truth is perfectly known for each element of the learning set, has already been intro-
duced in [13]. It consists in minimizing a measure of discrepancy between the corrected
contour functions and the ground truths over elements of a learning set. In this paper,
it is shown that this same measure can be used to learn from soft labels, and tests on
synthetic and real data illustrate its advantages to (1) improve a classifier even if the
data is only partially labelled; and (2) obtain better performances than learning these
corrections from approximate hard labels approaching the only available soft labels.

This paper is organized as follows. In Sect. 2, the basic concepts and notations used
in this paper are presented. Then, in Sect. 3, the three applied contextual corrections
as well as their learning from hard labels are exposed. The proposition to extend this
method to soft labels is introduced. Tests of this method on synthetic and real data are
presented in Sect. 4. At last, a discussion and future works are given in Sect. 5.

2 Belief Functions: Basic Concepts Used

Only the basic concepts used are presented in this section (See for example [3,15,17]
for further details on the belief function framework).

From a frame of discernment Ω = {ω1, ..., ωK}, a mass function (MF), noted mΩ

or m if no ambiguity, is defined from 2Ω to [0, 1], and verify
∑

A⊆Ω mΩ(A) = 1.
The focal elements of a MF m are the subsets A of Ω such that m(A) > 0.
A MF m is in one-to-one correspondence with a plausibility function Pl defined for

all A ⊆ Ω by
Pl(A) =

∑

B∩A �=∅
m(B). (1)

The contour function pl of a MF m is defined for all ω ∈ Ω by

pl : Ω → [0, 1]
ω �→ pl(ω) = Pl({ω}) .

(2)

It is the restriction of the plausibility function to all the singletons of Ω.
The knowledge of the reliability of a source is classically taken into account by

the operation called discounting [15,16]. Let us suppose a source S provides a piece
of information represented by a MF mS . With β ∈ [0, 1] the degree of belief of the
reliability of the source, the discounting of mS is defined by the MF m s.t.

m(A) = β mS(A) + (1 − β)mΩ(A) , (3)

for all A ⊆ Ω, where mΩ represents the total ignorance, i.e. the MF defined by
mΩ(Ω) = 1.

Several justifications for this mechanism can be found in [10,13,16].
The contour function of the MF m resulting from the discounting (3) is defined for

all ω ∈ Ω by (see for example [13, Prop. 11])

pl(ω) = 1 − (1 − plS(ω))β , (4)

with plS the contour function of mS .
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3 Contextual Corrections and Learning from Labelled Data

In this Section, the contextual corrections we used are first exposed, then their learning
from hard labels. The proposition to extend this method to soft labels is then introduced.

3.1 Contextual Corrections of a Mass Function

For the sake of simplicity, we only recall here the contour functions expressions result-
ing from the applications of contextual discounting, reinforcement and negating mech-
anisms in the case of K contexts where K is the number of elements in Ω.

It is shown in [13] that these expressions are rich enough to minimize the discrep-
ancy measure used to learn the parameters of these corrections, this measure being
presented in Sect. 3.2.

Let us suppose a source S providing a piece of information mS .
The contour function resulting from the contextual discounting (CD) of mS and a

set of contexts composed of the singletons of Ω is given by

pl(ω) = 1 − (1 − plS(ω))β{ω} , (5)

for all ω ∈ Ω, with the K parameters β{ω} which may vary in [0, 1].
For the contextual reinforcement (CR) and the contextual negating (CN), the contour

functions are respectively given, from a set of contexts composed of the complementary
of each singleton of Ω, by

pl(ω) = plS(ω)β{ω} , (6)

and
pl(ω) = 0.5 + (plS(ω) − 0.5)(2β{ω} − 1) , (7)

for all ω ∈ Ω, with the K parameters β{ω} able to vary in [0, 1].

3.2 Learning from Hard Labels

Let us suppose a source of information providing a MF mS concerning the true class of
an object among a set of possible classes Ω.

If we have a learning set composed of n instances (or objects) the true values of
which are known, we can learn the parameters of a correction by minimizing a discrep-
ancy measure between the output of the classifier which is corrected (a correction is
applied to mS) and the ground truth [7,10,13].

Introduced in [10], the following measure Epl yields a simple optimization problem
(a linear least-squares optimization problem, see [13, Prop. 12, 14 et 16]) to learn the
vectors βCD, βCR and βCN composed of the K parameters of corrections CD, CR
and CN:

Epl(β) =
n∑

i=1

K∑

k=1

(pli(ωk) − δi,k)2 , (8)

where pli is the contour function regarding the class of the instance i resulting from
a contextual correction (CD, CR or CN) of the MF provided by the source for this
instance, and δi,k is the indicator function of the truth of all the instances i ∈ {1, . . . , n},
i.e. δi,k = 1 if the class of the instance i is ωk, otherwise δi,k = 0.
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3.3 Learning from Soft Labels

In this paper, we consider the case where the truth is no longer given precisely by the
values δi,k, but only in an imprecise manner by a contour function δ̃i s.t.

δ̃i : Ω → [0, 1]
ωk �→ δ̃i(ωk) = δ̃i,k .

(9)

The contour function δ̃i gives information about the true class in Ω of the instance i.
Knowing then the truth only partially, we propose to learn the corrections parame-

ters using the following discrepancy measure Ẽpl, extending directly (8):

Ẽpl(β) =
n∑

i=1

K∑

k=1

(pli(ωk) − δ̃i,k)2 . (10)

The discrepancy measure Ẽpl also yields, for each correction (CD, CR et CN), a linear
least-squares optimization problem. For example, for CD, Ẽpl can be written by

Ẽpl(β) = ‖Qβ − d̃‖2 (11)

with

Q =

⎡

⎢
⎣

diag(pl1 − 1)
...

diag(pln − 1)

⎤

⎥
⎦ , d̃ =

⎡

⎢
⎣

δ̃1 − 1
...

δ̃n − 1

⎤

⎥
⎦ (12)

where diag(v) is a square diagonal matrix whose diagonal is composed of the elements
of the vector v, and where for all i ∈ {1, . . . , n}, δ̃i is the column vector composed of
the values of the contour function δ̃i, meaning δ̃i = (δ̃i,1, . . . , δ̃i,K)T .

In the following, this learning proposition is tested with generated and real data.

4 Tests on Generated and Real Data

We first expose how soft labels can be generated from hard labels to make the tests
exposed afterwards on synthetic and real data.

4.1 Generating Soft Labels from Hard Labels

It is not easy to find partially labelled data in the literature. Thus, as in [1,8,9,14], we
have built our partially labelled data sets (soft labels) from perfect truths (hard labels)
using the procedure described in Algorithm 1 (where Bêta,B, and U means respec-
tively Bêta, Bernoulli and uniform distributions).
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Algorithm 1. Soft labels generation
Input: hard labels δi with i ∈ {1, . . . , n}, where for each i, the integer k ∈ {1, . . . , K} s.t.
δi,k = 1 is denoted by ki.
Output: soft labels δ̃i with i ∈ {1, . . . , n}.

1: procedure HARDTOSOFTLABELS

2: for each instance i do
3: Draw pi ∼ Bêta(μ = .5, v = .04)
4: Draw bi ∼ B(pi)
5: if bi = 1 then
6: Draw ki ∼ U{1,...,K}
7: δ̃i,ki ← 1
8: δ̃i,k ← pi for all k �= ki

Algorithm 1 allows one to obtain soft labels that are all the more imprecise as the
most plausible class is false.

4.2 Tests Performed

The chosen evidential classifier used as a source of information is the eviential k-nearest
neighbor classifier (EkNN) introduced by Denœux in [2] with k = 3. We could have
chosen another one with other settings, it can be seen as a black box.

The first test set we consider is composed of synthetic data composed of 3 classes
built from 3 bivariate normal distributions with respective means μω1 = (1, 2), μω2 =
(2, 1) and μω3 = (0, 0), and a common covariance matrix Σ s.t.

Σ =
[
1 0.5
0.5 1

]

. (13)

For each class, 100 instances have been generated. They are illustrated in Fig. 1.

Fig. 1. Illustration of the generated dataset (3 classes, 2 attributes).

We have then considered several real data sets from the UCI database [6] composed
of numerical attributes as the EkNN classifier is used. Theses data sets are described in
Table 1.
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Table 1. Characteristics of the UCI dataset used (number of instances without missing data,
number of classes, number of numerical attributes used)

Data #Instances #Classes #Attributes

Ionosphere 350 2 34

Iris 150 3 4

Sonar 208 2 60

Vowel 990 11 9

Wine 178 3 13

For each dataset, a 10-repeated 10-fold cross validation has been undertaken as
follows:

– the group containing one tenth of the data is considered as the test set (the instances
labels being made imprecise using Algorithm 1),

– the other 9 groups form the learning set, which is randomly divided into two groups
of equal size:

• one group to learn the EkNN classifier (learnt from hard truths),
• one group to learn the parameters of the correction mechanisms from soft labels

(the labels of the dataset are made imprecise using Algorithm 1).

For learning the parameters of contextual corrections, two strategies are compared.

1. In the first strategy, we use the optimization of Eq. (8) from the closest hard truths
from the soft truths (the most plausible class is chosen). Corrections with this strat-
egy are denoted by CD, CR and CN.

2. In the second strategy, Eq. (10) is directly optimized from soft labels (cf Sect. 3.3).
The resulting corrections using this second strategy are denoted by CDsl, CRsl and
CNsl.

The performances of the systems (the classifier alone and the corrections - CD, CR
or CN - of this classifier according to the two strategies described above) are measured
using Ẽpl (10), where δ̃ represents the partially known truth. This measure corresponds
to the sum over the test instances of the differences, in the least squares sense, between
the truths being sought and the system outputs.

The performances Ẽpl (10) obtained from UCI and generated data for the classi-
fier and its corrections are summed up in Table 2 for each type of correction. Standard
deviations are indicated in brackets.

From the results presented in Table 2, we can remark that, for CD, the second strat-
egy (CDsl) consisting in learning directly from the soft labels, allows one to obtain
lower differences Ẽpl from the truth on the test set than the first strategy (CD) where
the correction parameters are learnt from approximate hard labels. We can also remark
that this strategy yields lower differences Ẽpl than the classifier alone, illustrating, in
these experiments, the usefulness of soft labels even if hard labels are not available,
which can be interesting in some applications.

The same conclusions can be drawn for CN.
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Table 2. Performances Ẽpl obtained for the classifier alone and the classifier corrected with CD,
CR and CN using both strategies. Standard deviations are indicated in brackets.

Data EkNN CD CDsl CR CRsl CN CNsl

Generated data 23.8 (3.8) 16.6 (2.8) 7.9 (1.5) 26.8 (3.0) 23.5 (3.7) 11.5 (1.6) 9.8 (0.6)

Ionosphere 16.2 (2.5) 9.6 (2.2) 5.3 (1.0) 17.2 (1.9) 15.9 (2.3) 9.3 (1.3) 8.4 (0.9)

Iris 12.5 (2.4) 8.4 (2.1) 3.3 (0.9) 13.1 (2.0) 12.3 (2.2) 6.7 (1.5) 4.8 (0.5)

Sonar 7.8 (2.0) 6.3 (1.9) 3.5 (0.9) 9.0 (1.6) 7.7 (1.9) 5.1 (0.8) 5.0 (0.9)

Vowel 279 (24) 278 (23) 62 (5) 310 (21) 279 (24) 240 (21) 65 (5)

Wine 13.3 (2.6) 10.4 (2.3) 4.3 (1.0) 15.0 (2.1) 13.3 (2.5) 7.2 (1.6) 5.7 (0.6)

For CR, the second strategy is also better than the first one but we can note that
unlike the other corrections, there is no improvement for the first strategy in comparison
to the classifier alone (the second strategy having also some close performances to the
classifier alone).

5 Discussion and Future Works

We have shown that contextual corrections may lead to improved performances in the
sense of measure Ẽpl, which relies on the plausibility values returned by the systems for
each class for each instance. We also note that by using the same experiments as those in
Sect. 4.2 but evaluating the performances using a simple 0–1 error criterion, where for
each instance the most plausible class is compared to the true class, the performances
remain globally identical for the classifier alone as well as all the corrections (the most
plausible class being often the same for the classifier and each correction).

For future works, we are considering the use of other performance measures, which
would also take fully into account the uncertainty and the imprecision of the outputs.
For example, we would like to study those introduced by Zaffalon et al. [18].

It would also be possible to test other classifiers than the EkNN. We could also test
the advantage of these correction mechanisms in classifiers fusion problems.

At last, we also intend to investigate the learning from soft labels using another
measure than Ẽpl and in particular the evidential likelihood introduced by Denœux [4]
and already used to develop a CD-based EkNN [9].
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Abstract. Dempster-Shafer Theory (DST) generalizes Bayesian prob-
ability theory, offering useful additional information, but suffers from a
high computational burden. A lot of work has been done to reduce the
complexity of computations used in information fusion with Dempster’s
rule. The main approaches exploit either the structure of Boolean lat-
tices or the information contained in belief sources. Each has its merits
depending on the situation. In this paper, we propose sequences of graphs
for the computation of the zeta and Möbius transformations that opti-
mally exploit both the structure of distributive lattices and the infor-
mation contained in belief sources. We call them the Efficient Möbius
Transformations (EMT). We show that the complexity of the EMT is
always inferior to the complexity of algorithms that consider the whole
lattice, such as the Fast Möbius Transform (FMT) for all DST trans-
formations. We then explain how to use them to fuse two belief sources.
More generally, our EMTs apply to any function in any finite distributive
lattice, focusing on a meet-closed or join-closed subset.

Keywords: Zeta transform · Möbius transform · Distributive lattice ·
Meet-closed subset · Join-closed subset · Fast Möbius Transform ·
FMT · Dempster-Shafer Theory · DST · Belief functions · Efficiency ·
Information-based · Complexity reduction

1 Introduction

Dempster-Shafer Theory (DST) [11] is an elegant formalism that generalizes
Bayesian probability theory. It is more expressive by giving the possibility for
a source to represent its belief in the state of a variable not only by assigning
credit directly to a possible state (strong evidence) but also by assigning credit to
any subset (weaker evidence) of the set Ω of all possible states. This assignment
of credit is called a mass function and provides meta-information to quantify

This work was carried out and co-funded in the framework of the Labex MS2T and
the Hauts-de-France region of France. It was supported by the French Government,
through the program “Investments for the future” managed by the National Agency
for Research (Reference ANR-11-IDEX-0004-02).

c© Springer Nature Switzerland AG 2019
N. Ben Amor et al. (Eds.): SUM 2019, LNAI 11940, pp. 390–403, 2019.
https://doi.org/10.1007/978-3-030-35514-2_29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35514-2_29&domain=pdf
http://orcid.org/0000-0002-0834-4022
http://orcid.org/0000-0002-8587-6997
https://doi.org/10.1007/978-3-030-35514-2_29
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the level of uncertainty about one’s believes considering the way one established
them, which is critical for decision making.

Nevertheless, this information comes with a cost: considering 2|Ω| potential
values instead of only |Ω| can lead to computationally and spatially expensive
algorithms. They can become difficult to use for more than a dozen possible states
(e.g. 20 states in Ω generate more than a million subsets), although we may need
to consider large frames of discernment (e.g. for classification or identification).
Moreover, these algorithms not being tractable anymore beyond a few dozen
states means their performances greatly degrade before that, which further limits
their application to real-time applications. To tackle this issue, a lot of work has
been done to reduce the complexity of transformations used to combine belief
sources with Dempster’s rule [6]. We distinguish between two approaches that
we call powerset-based and evidence-based.

The powerset-based approach concerns all algorithms based on the structure
of the powerset 2Ω of the frame of discernment Ω. They have a complexity
dependent on |Ω|. Early works [1,7,12,13] proposed optimizations by restricting
the structure of evidence to only singletons and their negation, which greatly
restrains the expressiveness of the DST. Later, a family of optimal algorithms
working in the general case, i.e. the ones based on the Fast Möbius Transform
(FMT) [9], was discovered. Their complexity is O(|Ω|.2|Ω|) in time and O(2|Ω|)
in space. It has become the de facto standard for the computation of every
transformation in DST. Consequently, efforts were made to reduce the size of Ω
to benefit from the optimal algorithms of the FMT. More specifically, [14] refers
to the process of conditioning by the combined core (intersection of the unions of
all focal sets of each belief source) and lossless coarsening (merging of elements
of Ω which always appear together in focal sets). Also, Monte Carlo methods
[14] have been proposed but depend on a number of trials that must be large
and grows with |Ω|, in addition to not being exact.

The evidence-based approach concerns all algorithms that aim to reduce the
computations to the only subsets that contain information (evidence), called
focal sets and usually far less numerous than 2|Ω|. This approach, also refered
as the obvious one, implicitly originates from the seminal work of Shafer [11]
and is often more efficient than the powerset-based one since it only depends
on information contained in sources in a quadratic way. Doing so, it allows
for the exploitation of the full potential of DST by enabling us to choose any
frame of discernment, without concern about its size. Moreover, the evidence-
based approach benefits directly from the use of approximation methods, some
of which are very efficient [10]. Therefore, this approach seems superior to the
FMT in most use cases, above all when |Ω| is large, where an algorithm with
exponential complexity is just intractable.

It is also possible to easily find evidence-based algorithms computing all
DST transformation, except for the conjunctive and disjunctive decompositions
for which we recently proposed a method [4].

However, since these algorithms rely only on the information contained
in sources, they do not exploit the structure of the powerset to reduce the
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complexity, leading to situations in which the FMT can be more efficient if
almost every subset contains information, i.e. if the number of focal sets tends
towards 2|Ω| [14], all the most when no approximation method is employed.

In this paper, we fuse these two approaches into one, proposing new sequences
of graphs, in the same fashion as the FMT, that are always more efficient than
the FMT and can in addition benefit from evidence-based optimizations. We
call them the Efficient Möbius Transformations (EMT). More generally, our
approach applies to any function defined on a finite distributive lattice.

Outside the scope of DST, [2] is related to our approach in the sense that
we both try to remove redundancy in the computation of the zeta and Möbius
transforms on the subset lattice 2Ω . However, they only consider the redundancy
of computing the image of a subset that is known to be null beforehand. To do
so, they only visit sets that are accessible from the focal sets of lowest rank
by successive unions with each element of Ω. Here, we demonstrate that it is
possible to avoid far more computations by reducing them to specific sets so that
each image is only computed once. These sets are the focal points described in
[4]. The study of their properties will be carried out in depth in an upcoming
article [5]. Besides, our method is more general since it applies to any finite
distributive lattice.

Furthermore, an important result of our work resides in the optimal compu-
tation of the zeta and Möbius transforms in any intersection-closed family F of
sets from 2Ω , i.e. with a complexity O(|Ω|.|F |). Indeed, in the work of [3] on
the optimal computation of these transforms in any finite lattice L, they embed-
ded L into the Boolean lattice 2Ω , obtaining an intersection-closed family F as
its equivalent, and found a meta-procedure building a circuit of size O(|Ω|.|F |)
computing the zeta and Möbius transforms. However, they did not managed to
build this circuit in less than O(|Ω|.2|Ω|). Given F , our Theorem 2 in this paper
directly computes this circuit in O(|Ω|.|F |), while being much simpler.

This paper is organized as follows: Sect. 2 will present the elements on which
our method is built. Section 3 will present our EMT. Section 4 will discuss their
complexity and their usage in DST. Finally, we will conclude this article with
Sect. 5.

2 Background of Our Method

Let (P,≤) be a finite1 set partially ordered by ≤.

Zeta Transform . The zeta transform g : P → R of a function f : P → R is
defined as follows:

∀y ∈ P, g(y) =
∑

x≤y

f(x)

1 The following definitions hold for lower semifinite partially ordered sets as well, i.e.
partially ordered sets such that the number of elements of P lower in the sense of ≤
than another element of P is finite. But for the sake of simplicity, we will only talk
of finite partially ordered sets.
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For example, the commonality function q (resp. the implicability function b) in
DST is the zeta transform of the mass function m for (2Ω ,⊇) (resp. (2Ω ,⊆)).

Möbius Transform . The Möbius transform of g is f . It is defined as follows:

∀y ∈ P, f(y) =
∑

x≤y

g(x).μ(x, y) (1)

where μ is the Möbius function of P .
There is also a multiplicative version with the same properties in which the

sum is replaced by a product. An example of this version would be the inverse
of the conjunctive (resp. disjunctive) weight function in DST which is the mul-
tiplicative Möbius transform of the commonality (resp. implicability) function.

2.1 Sequence of Graphs and Computation of the Zeta Transform

Consider a procedure A : (RP ,GP,≤, {+,−, ·, /}) → R
P , where R

P is the set
of functions of domain P and range R, and GP,≤ is the set of acyclic directed
graphs in which every node is in P and every arrow is a pair (x, y) ∈ P 2 such that
x ≤ y. For any such function m and graph G, the procedure A(m,G,+) outputs
a function z such that, for every y ∈ P , z(y) is the sum of every m(x) where (x, y)
is an arrow of G. We define its reverse procedure as A(z,G,−), which outputs
the function m′ such that, for every y ∈ P , m′(y) is the sum, for every arrow
(x, y) of G, of z(x) if x = y, and −z(x) otherwise. If the arrows of G represent all
pairs of P ordered by ≤, then A(m,G,+) computes the zeta transform z of m.
Note however that A(z,G,−) does not output the Möbius transform m of z. For
that, G has to be broken down into a sequence of subgraphs (e.g. one subgraph
per rank of y, in order of increasing rank).

Moreover, the upper bound complexity of these procedures, if G represent
all pairs of P ordered by ≤, is O(|P |2). Yet, it is known that the optimal upper
bound complexity of the computation of the zeta and Möbius transforms if P
is a finite lattice is O(|∨I(P )|.|P |) (see [3]). Thus, a decomposition of these
procedures should lead to a lower complexity at least in this case.

For this, Theorem 3 of [9] defines a necessary and sufficient condition to verify
that A(A(. . . (A(m,H1,+), . . . ),Hk−1,+),Hk,+) = A(m,G≤,+), where Hi is the
i-th directed acyclic graph of a sequence H of size k, and G≤ = {(x, y) ∈ P 2/x ≤
y}. For short, it is said in [9] that H computes the Möbius transformation of G≤.
Here, in order to dissipate any confusion, we will say instead that H computes
the zeta transformation of G≤.

It is stated in our terms as follows: H computes the zeta transformation of
G≤ if and only if every arrow from each Hi is in G≤ and every arrow g from G≤
can be decomposed as a unique path (g1, g2, . . . , g|H|) ∈ H1 × H2 × · · · × H|H|,
i.e. such that the tail of g is the one of g1, the head of g is the one of g|H|, and
∀i ∈ {1, . . . , |H| − 1}, the head of gi is the tail of gi+1.
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∅ {a} {b} {a, b} {c} {a, c} {b, c} Ω

• • • • • • • •
x ∪ {a} → H1

• • • • • • • •
x ∪ {b} → H2

• • • • • • • •
x ∪ {c} → H3

• • • • • • • •

Fig. 1. Illustration representing the arrows contained in the sequence H computing the
zeta transformation of G⊆ = {(X, Y ) ∈ 2Ω × 2Ω/X ⊆ Y }, where Ω = {a, b, c}. For the
sake of clarity, identity arrows are not displayed. This representation is derived from
the one used in [9].

Application to the Boolean Lattice 2Ω (FMT). Let Ω = {ω1, ω2, . . . , ωn}.
The sequence H of graphs Hi computes the zeta transformation of G⊆ =
{(X,Y ) ∈ 2Ω × 2Ω/X ⊆ Y } if:

Hi = {(X,Y ) ∈ 2Ω × 2Ω/Y = X or Y = X ∪ {ωi}},

where i ∈ {1, . . . , n}. Figure 1 illustrates the sequence H.
Dually, the sequence H of graphs Hi computes the zeta transformation of

G⊇ = {(X,Y ) ∈ 2Ω × 2Ω/X ⊇ Y } if:

Hi = {(X,Y ) ∈ 2Ω × 2Ω/X = Y or X = Y ∪ {ωi}}.

The sequences of graphs H and H are the foundation of the FMT algorithms.
Their execution is O(n.2n) in time and O(2n) in space.

2.2 Sequence of Graphs and Computation of the Möbius Transform

Now, consider that we have a sequence H computing the zeta transformation of
G≤. It easy to see that the procedure A(. . . (A(A(z,Hk,−),Hk−1,−), . . . ),H1,−)
deconstructs z = A(A(. . . (A(m,H1,+), . . . ),Hk−1,+),Hk,+), revisiting every
arrow in H, as required to compute the Möbius transformation. But, to actually
compute the Möbius transformation and get m back with H and A, we have to
make sure that the images of z that we add through A do not bear redundancies
(e.g. if H is the sequence that only contains G≤, then H does compute the
Möbius transformation of G≤ with Eq. 1, but not with A). For this, we only
have to check that for each arrow (x, y) in G≤, there exists at most one path
(g1, . . . , gp) ∈ Hi1 × · · · × Hip where p ∈ N

∗ and ∀j ∈ {1, . . . , p − 1}, 1 ≤ ij ≤
ij+1 ≤ ij +1 ≤ |H| and either tail(gj) 	= head(gj) or ij−1 < ij < ij+1 (i.e. which
moves right or down in Fig. 1). With this, we know that we do not subtract two
images z1 and z2 to a same z3 if one of z1 and z2 is supposed to be subtracted
from the other beforehand. In the end, it is easy to see that, if for each graph
Hi, all element y ∈ P such that (x, y) ∈ Hi and (y, y′) ∈ Hi where x 	= y verifies
y′ = y (i.e. no “horizontal” path of more than one arrow in each Hi), then
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the condition is already satisfied by the one of Sect. 2.1. So, if this condition is
satisfied, we will say that H computes the Möbius transformation of G≤.

Application to the Boolean Lattice 2Ω (FMT). Resuming the application
of Sect. 2.1, for all X ∈ 2Ω , if ωi 	∈ X, then there is an arrow (X,Y ) in Hi where
Y = X ∪ {ωi} and X 	= Y , but then for any set Y ′ such that (Y, Y ′) ∈ Hi, we
have Y ′ = Y ∪ {ωi} = Y . Conversely, if ωi ∈ X, then the arrow (X,X ∪ {ωi})
is in Hi, but its head and tail are equal. Thus, H also computes the Möbius
transformation of G⊆.

2.3 Order Theory

Irreducible Elements. We note ∨I(P ) the set of join-irreducible elements of
P , i.e. the elements i such that i 	= ∧

P for which it holds that ∀x, y ∈ P , if x < i
and y < i, then x ∨ y < i. Dually, we note ∧I(P ) the set of meet-irreducible
elements of P , i.e. the elements i such that i 	= ∨

P for which it holds that
∀x, y ∈ P , if x > i and y > i, then x∧ y > i. For example, in the Boolean lattice
2Ω , the join-irreducible elements are the singletons {ω}, where ω ∈ Ω.

If P is a finite lattice, then every element of P is the join of join-irreducible
elements and the meet of meet-irreducible elements.

Support of a Function in P . The support supp(f) of a function f : P → R

is defined as supp(f) = {x ∈ P/f(x) 	= 0}.
For example, in DST, the set of focal elements of a mass function m is supp(m).

2.4 Focal Points

For any function f : P → R, we note ∧supp(f) (resp. ∨supp(f)) the smallest
meet-closed (resp. join-closed) subset of P containing supp(f), i.e.:

∧supp(f) = {x/∃S ⊆ supp(f), S 	= ∅, x =
∧

s∈S

s}

∨supp(f) = {x/∃S ⊆ supp(f), S 	= ∅, x =
∨

s∈S

s}

The set of focal points F̊ of a mass function m from [4] for the conjunctive weight
function is ∧supp(m). For the disjunctive one, it is ∨supp(m).

It has been proven in [4] that the image of 2Ω through the conjunctive weight
function can be computed without redundancies by only considering the focal
points ∧supp(m) in the definition of the multiplicative Möbius transform of
the commonality function. The image of all set in 2Ω\∧supp(m) through the
conjunctive weight function is 1. The same can be stated for the disjunctive
weight function regarding the implicability function and ∨supp(m). In the same
way, the image of any set in 2Ω\∧supp(m) through the commonality function
is only a duplicate of the image of a set in ∧supp(m) and can be recovered by
searching for its smallest superset in ∧supp(m). In fact, as generalized in an
upcoming article [5], for any function f : P → R, ∧supp(f) is sufficient to define
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its zeta and Möbius transforms based on the partial order ≥, and ∨supp(f) is
sufficient to define its zeta and Möbius transforms based on the partial order ≤.

However, considering the case where P is a finite lattice, naive algorithms
that only consider ∧supp(f) or ∨supp(f) have upper bound complexities in
O(|∧supp(f)|2) or O(|∨supp(f)|2), which may be worse than the optimal com-
plexity O(|∨I(P )|.|P |) for a procedure that considers the whole lattice P . In this
paper, we propose algorithms with complexities always less than O(|∨I(P )|.|P |)
computing the image of a meet-closed (e.g. ∧supp(f)) or join-closed (e.g.
∨supp(f)) subset of P through the zeta or Möbius transform, provided that
P is a finite distributive lattice.

3 Our Efficient Möbius Transformations

In this section, we consider a function f : P → R where P is a finite distribu-
tive lattice (e.g. the Boolean lattice 2Ω). We present here our Efficient Möbius
Transformations as Theorems 1 and 2. The first one describes a way of com-
puting the zeta and Möbius transforms of a function based on the smallest sub-
lattice Lsupp(f) of P containing both ∧supp(f) and ∨supp(f), which is defined
in Proposition 2. The second one goes beyond this optimization by computing
these transforms based only on ∧supp(f) or ∨supp(f). Nevertheless, this second
approach requires the direct computation of ∧supp(f) or ∨supp(f), which has an
upper bound complexity of O(|supp(f)|.|∧supp(f)|) or O(|supp(f)|.|∨supp(f)|),
which may be more than O(|∨I(P )|.|P |) if |supp(f)| � |∨I(P )|.
Lemma 1 (Safe join). Let us consider a finite distributive lattice L. For all
i ∈ ∨I(L) and for all x, y ∈ L such that i 	≤ x and i 	≤ y, we have i 	≤ x ∨ y.

Proof. By definition of a join-irreducible element, we know that ∀i ∈ ∨I(L)
and for all a, b ∈ L, if a < i and b < i, then a ∨ b < i. Moreover, for all x, y ∈ L
such that i 	≤ x and i 	≤ y, we have equivalently i ∧ x < i and i ∧ y < i. Thus, we
get that (i ∧ x) ∨ (i ∧ y) < i. Since L satisfies the distributive law, this implies
that (i ∧ x) ∨ (i ∧ y) = i ∧ (x ∨ y) < i, which means that i 	≤ x ∨ y.

Proposition 1 (Iota elements of subsets of P). For any S ⊆ P , the join-
irreducible elements of the smallest sublattice LS of P containing S are:

ι(S) =
{∧

{s ∈ S/s ≥ i}/i ∈ ∨I(P ) and ∃s ∈ S, s ≥ i
}

.

Proof. First, it can be easily shown that the meet of any two elements of ι(S)
is either

∧
S or in ι(S). Then, suppose that we generate LS with the join of

elements of ι(S), to which we add the element
∧

S. Then, since P is distributive,
we have that for all x, y ∈ LS, their meet x ∧ y is either

∧
S or equal to the join

of every meet of pairs (iS,x, iS,y) ∈ ι(S)2, where iS,x ≤ x and iS,y ≤ y. Thus,
x ∧ y ∈ LS, which implies that LS is a sublattice of P . In addition, notice that
for each nonzero element s ∈ S and for all i ∈ ∨I(P ) such that s ≥ i, we also
have by construction s ≥ iS ≥ i, where iS =

∧{s ∈ S/s ≥ i}. Therefore, we
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have s =
∨{i ∈ ∨I(P )/s ≥ i} =

∨{i ∈ ι(S)/s ≥ i}, i.e. s ∈ LS. Besides,
if

∧
P ∈ S, then it is equal to

∧
S, which is also in LS by construction. So,

S ⊆ LS. It follows that the meet or join of every nonempty subset of S is in
LS, i.e. MS ⊆ LS and JS ⊆ LS, where MS is the smallest meet-closed subset
of P containing S and JS is the smallest join-closed subset of P containing S.
Furthermore, ι(S) ⊆ MS which means that we cannot build a smaller sublattice
of P containing S. Therefore, LS is the smallest sublattice of P containing S.

Finally, for any i ∈ ∨I(P ) such that ∃s ∈ S, s ≥ i, we note iS =
∧{s ∈

S/s ≥ i}. For all x, y ∈ LS, if iS > x and iS > y, then by construction of
ι(S), we have i 	≤ x and i 	≤ y (otherwise, iS would be less than x or y), which
implies by Lemma 1 that i 	≤ x ∨ y. Since i ≤ iS, we have necessarily iS > x ∨ y.
Therefore, iS is a join-irreducible element of LS.

Proposition 2 (Lattice support). The smallest sublattice of P containing
both ∧supp(f) and ∨supp(f), noted Lsupp(f), can be defined as:

Lsupp(f) =
{∨

X/X ⊆ ι(supp(f)),X 	= ∅
}

∪
{∧

supp(f)
}

.

More specifically, ∨supp(f) is contained in the upper closure L,↑supp(f) of
supp(f) in Lsupp(f):

L,↑supp(f) = {x ∈ Lsupp(f)/∃s ∈ supp(f), s ≤ x},

and ∧supp(f) is contained in the lower closure L,↓supp(f) of supp(f) in
Lsupp(f):

L,↓supp(f) = {x ∈ Lsupp(f)/∃s ∈ supp(f), s ≥ x}.

These sets can be computed in less than respectively O(|ι(supp(f))|.|L,↑

supp(f)|) and O(|ι(supp(f))|.|L,↓supp(f)|), which is at most O(|∨I(P )|.|P |).
Proof. The proof is immediate here, considering Proposition 1 and its proof.
In addition, since ∧supp(f) only contains the meet of elements of supp(f), all
element of ∧supp(f) is less than at least one element of supp(f). Similarly, since
∨supp(f) only contains the join of elements of supp(f), all element of ∨supp(f)
is greater than at least one element of supp(f). Hence L,↓supp(f) and L,↑supp(f).

As pointed out in [8], a special ordering of the join-irreducible elements of a
lattice when using the Fast Zeta Transform [3] leads to the optimal computation
of its zeta and Möbius transforms. Here, we use this ordering to build our EMT
for finite distributive lattices in a way similar to [8] but without the need to check
the equality of the decompositions into the first j join-irreducible elements at
each step.

Corollary 1 (Join-irreducible ordering). Let us consider a finite distribu-
tive lattice L and let its join-irreducible elements ∨I(L) be ordered such that
∀ik, il ∈ ∨I(L), k < l ⇒ ik 	≥ il. We note ∨I(L)k = {i1, . . . , ik−1, ik}.

For all element ik ∈ ∨I(L), we have ik 	≤ ∨ ∨I(L)k−1.
If L is a graded lattice (i.e. a lattice equipped with a rank function ρ : L → N),

then ρ(i1) ≤ ρ(i2) ≤ · · · ≤ ρ(i|∨I(L)|) implies this ordering. For example, in DST,
P = 2Ω, so for all A ∈ P , ρ(A) = |A|.
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∅ {a} {d} {a,d} {c,d,f} {a,c,d,f} Ω

• • • • • • •
x ∪ Ω → H1

• • • • • • •
x ∪ {c, d, f} → H2

• • • • • • •
x ∪ {d} → H3

• • • • • • •
x ∪ {a} → H4

• • • • • • •

Fig. 2. Illustration representing the arrows contained in the sequence H when com-
puting the zeta transformation of G⊆ = {(x, y) ∈ L2/x ⊆ y}, where L =
{∅, {a}, {d}, {a, d}, {c, d, f}, {a, c, d, f}, Ω} with Ω = {a, b, c, d, e, f} and ∨I(L) =
{{a}, {d}, {c, d, f}, Ω}. For the sake of clarity, identity arrows are not displayed.

Proof. Since the join-irreducible elements are ordered such that ∀ik, il ∈ ∨I(L),
k < l ⇒ ik 	≥ il, it is trivial to see that for any il ∈ ∨I(L) and ik ∈ ∨I(L)l−1,
we have ik 	≥ il. Then, using Lemma 1 by recurrence, it is easy to get that
il 	≤ ∨ ∨I(L)l−1.

Theorem 1 (Efficient Möbius Transformation in a distributive lat-
tice). Let us consider a finite distributive lattice L (such as Lsupp(f)) and
let its join-irreducible elements ∨I(L) be ordered such that ∀ik, il ∈ ∨I(L),
k < l ⇒ ik 	≥ il. We note n = |∨I(L)|.

The sequence H of graphs Hk computes the zeta and Möbius transformations
of G≤ = {(x, y) ∈ L2/x ≤ y} if:

Hk =
{
(x, y) ∈ L2/y = x or y = x ∨ ik

}
,

where k = n + 1 − k. This sequence is illustrated in Fig. 2. Its execution is
O(n.|L|).

Dually, the sequence H of graphs Hk computes the zeta and Möbius trans-
formations of G≥ = {(x, y) ∈ L2/x ≥ y} if:

Hk =
{
(x, y) ∈ L2/x = y or x = y ∨ ik

}
.

Proof. By definition, for all k and ∀(x, y) ∈ Hk, we have x, y ∈ L and x ≤ y,
i.e. (x, y) ∈ G≤. Reciprocally, ∀(x, y) ∈ G≤, we have x ≤ y, which can be
decomposed as a unique path (g1, g2, . . . , gn) ∈ H1 × H2 × · · · × Hn:

Similarly to the FMT, the sequence H builds unique paths simply by gen-
erating the whole lattice step by step with each join-irreducible element of L.
However, unlike the FMT, the join-irreducible elements of L are not necessarily
atoms. Doing so, pairs of join-irreducible elements may be ordered, causing the
sequence H to skip or double some elements. And even if all the join-irreducible
elements of L are atoms, since L is not necessarily a Boolean lattice, the join of
two atoms may be greater than a third atom (e.g. if L is the diamond lattice),
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leading to the same issue. Indeed, to build a unique path between two elements
x, y of L such that x ≤ y, we start from x. Then at step 1, we get to the join x∨in
if in ≤ y (we stay at x otherwise, i.e. identity arrow), then we get to x∨in ∨in−1

if in−1 ≤ y, and so on until we get to y. However, if we have in ≤ x∨ in−1, with
in 	≤ x, then there are at least two paths from x to y: one passing by the join
with in at step 1 and one passing by the identity arrow instead.

More generally, this kind of issue may only appear if there is a k where
ik ≤ x ∨ ∨ ∨I(L)k−1 with ik 	≤ x, where ∨I(L)k−1 = {ik−1, ik−2, . . . , i1}. But,
since L is a finite distributive lattice, and since its join-irreducible elements are
ordered such that ∀ij , il ∈ ∨I(L), j < l ⇒ ij 	≥ il, we have by Corollary 1
that ik 	≤ ∨ ∨I(L)k−1. So, if ik 	≤ x, then by Lemma 1, we also have ik 	≤
x ∨ ∨ ∨I(L)k−1. Thereby, there is a unique path from x to y, meaning that the
condition of Sect. 2.1 is satisfied. H computes the zeta transformation of G≤.

Also, ∀x ∈ L, if ik 	≤ x, then there is an arrow (x, y) in Hk where y = x ∨ ik
and x 	= y, but then for any element y′ such that (y, y′) ∈ Hk, we have y′ =
y ∨ ik = y. Conversely, if ik ≤ x, then the arrow (x, x∨ ik) is in Hk, but its head
and tail are equal. Thus, the condition of Sect. 2.2 is satisfied. H also computes
the Möbius transformation of G≤.

Finally, to obtain H, we only need to reverse the paths of H, i.e. reverse the
arrows in each Hk and reverse the sequence of join-irreducible elements.

The procedure described in Theorem 1 to compute the zeta and Möbius
transforms of a function on P is always less than O(|∨I(P )|.|P |). Its upper
bound complexity for the distributive lattice L = Lsupp(f) is O(|∨I(L)|.|L|),
which is actually the optimal one for a lattice.

Yet, we can reduce this complexity even further if we have ∧supp(f) or
∨supp(f). This is the motivation behind the procedure decribed in the follow-
ing Theorem 2. As a matter of fact, [3] proposed a meta-procedure producing
an algorithm that computes the zeta and Möbius transforms in an arbitrary
intersection-closed family F of sets of 2Ω with a circuit of size O(|Ω|.|F |). How-
ever, this meta-procedure is O(|Ω|.2|Ω|). Here, Theorem 2 provides a procedure
that directly computes the zeta and Möbius transforms with the optimal com-
plexity O(|Ω|.|F |), while being much simpler. Besides, our method is far more
general since it has the potential (depending on data structure) to reach this
complexity in any meet-closed subset of a finite distributive lattice.

Theorem 2 (Efficient Möbius Transformation in a join-closed or
meet-closed subset of P). Let us consider a meet-closed subset M of P (such
as ∧supp(f)). Also, let the join-irreducible elements ι(M) be ordered such that
∀ik, il ∈ ι(M), k < l ⇒ ik 	≥ il.

The sequence HM of graphs HM
k computes the zeta and Möbius transforma-

tions of GM
≥ = {(x, y) ∈ M2/x ≥ y} if:

HM
k =

{
(x, y) ∈ M2/x = y

or
(

x =
∧

{s ∈ M/s ≥ y ∨ ik} and y ∨
∨

ι(M)k ≥ x

)}
,
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∅ {a} {b} {a,b} {c} {d} {b,c,d} Ω

• • • • • • • •
y ∪ {a} → HM

1

• • • • • • • •
y ∪ {b} → HM

2

• • • • • • • •
y ∪ {c} → HM

3

• • • • • • • •
y ∪ {d} → HM

4

• • • • • • • •

Fig. 3. Illustration representing the arrows contained in the sequence HM when
computing the zeta transformation of GM

⊇ = {(x, y) ∈ M2/x ⊇ y}, where
M = {∅, {a}, {b}, {a, b}, {c}, {d}, {b, c, d}, Ω} with Ω = {a, b, c, d} and ι(M) =
{{a}, {b}, {c}, {d}}. For the sake of clarity, identity arrows are not displayed.

where ι(M)k = {i1, i2, . . . , ik}. This sequence is illustrated in Fig. 3. Its execution
is O(|ι(M)|.|M |.ε), where ε represents the number of operations required to obtain
the proxy element

∧ {s ∈ M/s ≥ y ∨ ik} of x. It can be as low as 1 operation2.
Dually, the expression of HM follows the same pattern, simply reversing the

paths of HM by reversing the arrows in each HM
k and reversing the sequence of

join-irreducible elements.
Similarly, if P is a Boolean lattice, then the dual HJ of this sequence HM

of graphs computes the zeta and Möbius transformations of GJ
≤ = {(x, y) ∈

J2/x ≤ y}, where J is a join-closed subset of P (such as ∨supp(f)). Let the
meet-irreducible elements ι(J) of the smallest sublattice of P containing J be
ordered such that ∀ik, il ∈ ι(J), k < l ⇒ ik 	≤ il. We have:

HJ
k =

{
(x, y) ∈ J2/x = y

or
(

x =
∨ {

s ∈ J/s ≤ y ∧ ik
}

and y ∧
∧

ι(J)k ≤ x

)}
,

where ι(J)k = {i1, i2, . . . , ik}.
Dually, the expression of HJ follows the same pattern, simply reversing the

paths of HJ by reversing the arrows in each HJ
k and reversing the sequence of

meet-irreducible elements.

Proof. By definition, for all k and ∀(x, y) ∈ HM
k , we have x, y ∈ M and x ≥ y,

i.e. (x, y) ∈ GM
≥ . Reciprocally, ∀(x, y) ∈ GM

≥ , we have x ≥ y, which can be
decomposed as a unique path (g1, g2, . . . , g|ι(M)|) ∈ HM

1 × HM
2 × · · · × HM

|ι(M)|:

2 This unit cost can be obtained when P = 2Ω using a dynamic binary tree as data
structure for the representation of M . With it, finding the proxy element only takes
the reading of a binary string, considered as one operation. Further details will soon
be available in an extended version of this work [5].
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The idea is that we use the same procedure as in Theorem 1 that builds unique
paths simply by generating all elements of a finite distributive lattice L based on
the join of its join-irreducible elements step by step, as if we had M ⊆ L, except
that we remove all elements that are not in M . Doing so, the only difference
is that the join y ∨ ik of an element y of M with a join-irreducible ik ∈ ι(M)
of this hypothetical lattice L is not necessary in M . However, thanks to the
meet-closure of M and to the synchronizing condition y ∨ ∨

ι(M)k ≥ p, we can
“jump the gap” between two elements y and p of M separated by elements of
L\M and maintain the unicity of the path between any two elements x and y
of M . Indeed, for all join-irreducible element ik ∈ ι(M), if x ≥ y ∨ ik, then
since M is meet-closed, we have an element p of M that we call proxy such that
p =

∧{s ∈ M/s ≥ y ∨ ik}. Yet, we have to make sure that (1) p can only be
obtained from y with exactly one particular ik if p 	= y, and (2) that the sequence
of these particular join-irreducible elements forming the arrows of the path from
x to y are in the correct order. This is the purpose of the synchronizing condition
y ∨ ∨

ι(M)k ≥ p.
For (1), we will show that for a same proxy p, it holds that ∃!k ∈ [1, |ι(M)|]

such that p 	= y, y∨∨
ι(M)k ≥ p and y 	≥ ik. Recall that we ordered the elements

ι(M) such that ∀ij , il ∈ ι(M), j < l ⇒ ij 	≥ il. Let us note k the greatest
index among [1, |ι(M)|] such that p ≥ ik and y 	≥ ik. It is easy to see that the
synchonizing condition is statisfied for ik. Then, for all j ∈ [1, k − 1], Corollary
1 and Lemma 1 give us that y ∨ ∨

ι(M)j 	≥ ik, meaning that y ∨ ∨
ι(M)j 	≥ p.

For all j ∈ [k + 1, |ι(M)|], either y ≥ ij (i.e. p = y ∨ ij = y) or p 	≥ ij. Either
way, it is impossible to reach p from y ∨ ij. Therefore, there exists a unique path
from y to p that takes the arrow (p, y) from HM

k .
Concerning (2), for all (x, y) ∈ GM

≥ , x 	= y, let us note the proxy element
p1 =

∧{s ∈ M/s ≥ y∨ ik1} where k1 is the greatest index among [1, |ι(M)|] such
that p1 ≥ ik1 and y 	≥ ik1 . We have (p1, y) ∈ HM

k1
. Let us suppose that there exists

another proxy element p2 such that p2 	= p1, x ≥ p2 and p2 =
∧{s ∈ M/s ≥

p1 ∨ ik2} where k2 is the greatest index among [1, |ι(M)|] such that p2 ≥ ik2 and
p1 	≥ ik2 . We have (p2, p1) ∈ HM

k2
. Since p2 > p1 and p1 ≥ ik1 , we have that

p2 ≥ ik1 , i.e. k2 	= k1. So, two cases are possible: either k1 > k2 or k1 < k2.
If k1 > k2, then there is a path ((p2, p1), (p1, p1), . . . , (p1, p1), (p1, y)) from p2
to y. Moreover, we know that at step k1, we get p1 from y and that we have
p2 ≥ ik1 and y 	≥ ik1 , meaning that there could only exist an arrow (p2, y) in
HM

k3
if k3 > k1 > k2. Suppose this k3 exists. Then, since k3 > k1 > k2, we

have that p2 ≥ ik3 and y 	≥ ik3 , but also p1 	≥ ik3 since we would have k1 = k3
otherwise. This implies that k2 = k3, which is impossible. Therefore, there is no
k3 such that (p2, y) ∈ HM

k3
, i.e. there is a unique path from p2 to y. Otherwise, if

k1 < k2, then the latter path between p2 and y does not exist. But, since p1 	≥ ik2

and p1 ≥ y, we have y 	≥ ik2 , meaning that there exists an arrow (p2, y) ∈ HM
k2

,
which forms a unique path from p2 to y. The recurrence of this reasoning enables
us to conclude that there is a unique path from x to y.

Thus, the condition of Sect. 2.1 is satisfied. HM computes the zeta transfor-
mation of GM

≥ . Also, for the same reasons as with Theorem 1, we have that HM

computes the Möbius transformation of GM
≥ . The proof for HJ and GJ

≤ is analog
if P is a Boolean lattice.
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4 Discussions for Dempster-Shafer Theory

In DST, we work with P = 2Ω , in which the singletons are its join-irreducible
elements. If |supp(f)| is of same order of magnitude as n or lower, where n = |Ω|,
then we can compute the focal points ∧supp(f) or ∨supp(f) and use our Effi-
cient Möbius Transformation of Theorem 2 to compute any DST transforma-
tion (e.g. the commonality/implicability function, the conjunctive/disjunctive
weight function, etc, i.e. wherever the FMT applies) in at most O(n.|supp(f)| +
|ι(supp(f))|.|Rsupp(f)|) operations, where R ∈ {∧,∨}, which is at most O(n.2n).

Otherwise, we can compute L,↑supp(f) or L,↓supp(f) of Proposition 2, and
then use the Efficient Möbius Transformation of Theorem 1 to compute the same
DST transformations in O(n.|supp(f)| + |ι(supp(f))|.|L,Asupp(f)|) operations,
where A ∈ {↑, ↓}, which is at most O(n.2n).

Therefore, we can always compute DST transformations more efficiently than
the FMT with the EMT if supp(f) is given.

Moreover, L,↓supp(f) can be optimized if Ω ∈ supp(f) (which causes the
equality L,↓supp(f) = Lsupp(f)). Indeed, one can equivalently compute the
lattice L,↓(supp(f)\{Ω}), execute the EMT of Theorem 1, and then add the
value on Ω to the value on all sets of L,↓(supp(f)\{Ω}). Dually, the same can
be done with L,↑(supp(f)\{∅}). This trick can be particularly useful in the case
of the conjunctive or disjunctive weight function, which requires that supp(f)
contains respectively Ω or ∅.

Also, optimizations built for the FMT, such as the reduction of Ω to the
core C or its optimal coarsened version Ω′, are already encoded in the use of
the function ι (see Example 1), but optimizations built for the evidence-based
approach, such as approximations by reduction of the number of focal sets, i.e.
reducing the size of supp(f), can still greatly enhance the EMT.

Finally, while it was proposed in [9] to fuse two mass functions m1 and
m2 using Dempster’s rule by computing the corresponding commonality func-
tions q1 and q2 in O(n.2n), then q12 = q1.q2 in O(2n) and finally comput-
ing back the fused mass function m12 from q12 in O(n.2n), here we propose
an even greater detour that has a lower complexity. Indeed, by computing q1
and q2 on ∧supp(m1) and ∧supp(m2), then the conjunctive weight functions
w1 and w2 on these same elements, we get w12 = w1.w2 in O(|∧supp(m1) ∪
∧supp(m2)|) (all other set has a weight equal to 1). Consequently, we obtain
the set supp(1 − w12) ⊆ ∧supp(m1) ∪ ∧supp(m2) which can be used to com-
pute ∧supp(1 − w12) or L,↓supp(1 − w12). From this, we simply compute q12
and then m12 in O(n.|supp(1 − w12)| + |ι(supp(1 − w12))|.|∧supp(1 − w12)|) or
O(n.|supp(1 − w12)| + |ι(supp(1 − w12))|.|L,↓supp(1 − w12)|).
Example 1 (Consonant case). If supp(f) = {F1, F2, . . . , FK} such that F1 ⊂
F2 ⊂ · · · ⊂ FK , then the coarsening Ω′ of Ω will have an element for each
element of supp(f), while ι(supp(f)) will have a set of elements for each element
of supp(f). So, we get |Ω′| = |ι(supp(f))| = K. But, Ω′ is then used to generate
the Boolean lattice 2Ω′

, of size 2K , where ι(supp(f)) is used to generate an
arbitrary lattice Lsupp(f), of size K in this particular case (K+1 if ∅ ∈ supp(f)).
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5 Conclusion

In this paper, we proposed the Efficient Möbius Transformations (EMT), which
are general procedures to compute the zeta and Möbius transforms of any func-
tion defined on any finite distributive lattice with optimal complexity. They are
based on our reformulation of the Möbius inversion theorem with focal points
only, featured in an upcoming detailed article [5] currently in preparation. The
EMT optimally exploit the information contained in both the support of this
function and the structure of distributive lattices. Doing so, the EMT always
perform better than the optimal complexity for an algorithm considering the
whole lattice, such as the FMT for all DST transformations, given the support
of this function. In [5], we will see that our approach is still more efficient when
this support is not given. This forthcoming article will also feature examples of
application in DST, algorithms and implementation details.
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Aix-Marseille Université, CNRS, LIS, Marseille, France
christophe.gonzales@lis-lab.fr

Abstract. Uncertain reasoning over both continuous and discrete ran-
dom variables is important for many applications in artificial intelligence.
Unfortunately, dealing with continuous variables is not an easy task. In
this tutorial, we will study some of the methods and models developed
in the literature for this purpose. We will start with the discretization of
continuous random variables. A special focus will be made on the numer-
ous issues they raise, ranging from which discretization criterion to use,
to the appropriate way of using them during structure learning. These
issues will justify the exploitation of hybrid models designed to encode
mixed probability distributions. Several such models have been proposed
in the literature. Among them, Conditional Linear Gaussian models are
very popular. They can be used very efficiently for inference but they
lack flexibility in the sense that they impose that the continuous ran-
dom variables follow conditional Normal distributions and are related to
other variables through linear relations. Other popular models are mix-
tures of truncated exponentials, mixtures of polynomials and mixtures of
truncated basis functions. Through a clever use of mixtures of distribu-
tions, these models can approximate very well arbitrary mixed probabil-
ity distributions. However, exact inference can be very time consuming
in these models. Therefore, when choosing which model to exploit, one
has to trade-off between the flexibility of the uncertainty model and the
computational complexity of its learning and inference mechanisms.

Keywords: Continuous variable · Hybrid graphical model ·
Discretization

Since their introduction in the 80’s, Bayesian networks (BN) have become one
of the most popular model for handling “precise” uncertainties [24]. However,
by their very definition, BNs are limited to cope only with discrete random
variables. Unfortunately, in real-world applications, it is often the case that some
variables are of a continuous nature. Dealing with such variables is challenging
both for learning and inference tasks [9]. The goal of this tutorial is to investigate
techniques used to cope with such variables and, more importantly, to highlight
their pros and cons.
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1 Mapping Continuous Variables into Discrete Ones

Probably, the simplest way to cope with continuous random variables in graphi-
cal models is to discretize them. Once the variables are discretized, these models
can be learnt and exploited as usual [4,19,29]. However, appropriately discretiz-
ing variables raises many issues. First, when learning the graphical model, should
all the variables be discretized independently or should the dependencies among
variables learnt so far be taken into account to jointly discretize some sets of vari-
ables? The second alternative provides better results and is therefore advocated
in the literature [7,18,21]. However, determining the best joint discretization is
a complex task and only approximations are provided. In addition, when dis-
cretizing while learning the graphical model structure, it is tempting to define
an overall function scoring both discretization and structure. Optimizing such a
function therefore provides both an optimal structure and a discretization most
suited for this structure. This is the approach followed in [7,21]. However, we
shall see that this may prove to be a bad idea because many of the structure
scoring functions represent posterior likelihoods and it is easy to construct dis-
cretizations resulting in infinite likelihoods whatever the structure. Choosing
the criterion to optimize to determine the best discretization is also a chal-
lenge. Depending on the kind of observations that will be used subsequently in
inferences, it may or may not be useful to consider uniform or non-uniform den-
sity functions within discretization intervals. As discretizing variables result in a
loss of information, people often try to minimize this loss and therefore exploit
entropy-based criteria to drive their search for the optimal discretization. While
at first sight this seems a good idea, we will see that this may not be appropri-
ate for structure learning and other criteria such as cluster-based optimization
[18] or Kullback-Leibler divergence minimization [10] are probably much more
appropriate. It should also be emphasized that inappropriate discretizations may
have a significant impact on the learnt structure because, e.g., dependent con-
tinuous random variables may become independent when discretized. This is the
very reason why it is proposed in [20] to compute independence tests at several
different discretization resolutions.

2 Hybrid Graphical Models

As shown above, discretizations raise many issues. To avoid them, several models
have been introduced to directly cope with continuous variables. Unfortunately,
unlike in the discrete case, in the continuous case, there does not exist a universal
representation for conditional probabilities [9, chap. 14]. In addition, determining
conditional independencies among random variables is much more complicated
in general in the continuous case than in the discrete one [1]. Therefore, one
has to choose one such representation and one actually has to trade-off between
the flexibility of the uncertainty model and the computational complexity of its
learning and inference mechanisms.
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Conditional Gaussian models and their mixing with discrete variables
[14,16,17] lie on one side of the spectrum. They compactly represent multivari-
ate Gaussian distributions (and their mixtures). In pure linear Gaussian models
(i.e., when there are no discrete variables), junction-tree based exact inference
mechanisms prove to be computationally very efficient (even more than in dis-
crete Bayesian networks) [15,28]. However, their main drawback is their lack
of flexibility: they can only model large multivariate Gaussian distributions. In
addition, the relationships between variables can only be linear. To deal with
more expressive mixed probability distributions, Conditional Linear Gaussian
models (CLG) allow discrete variables to be part of the graphical model, with
the constraint that the relations between the continuous random variables are
still limited to linear ones. By introducing latent discrete variables, this limi-
tation can be mitigated. This is a significant improvement, although CLGs are
still not very well suited to represent models in which random variables are not
distributed w.r.t. Normal distributions. Note that unlike inference in LG mod-
els, which contain no discrete variable, and can be performed exactly efficiently,
in CLGs, for some part of the inference, one may have to resort to approxi-
mations (the so-called weak marginalization) [15]. Structure learning can also
be performed efficiently in CLGs (at least when there are no latent variables)
[6,8,11,16].

To overcome the lack of flexibility of CLGs, other models have been intro-
duced that rely neither on Normal distributions nor on linear relations between
the variables. Among the most popular, let us cite mixtures of exponentials
(MTE) [3,22,27], mixtures of truncated basis functions (MoTBF) [12,13] and
mixtures of polynomials (MoP) [30,31,33]. As their names suggest, these three
models approximate mixed probability distributions by way of mixtures of spe-
cific types of probability density functions: in the case of MTEs and MoPs, those
are exponentials and polynomials respectively. MoTBFs are more general and
only require that the basis functions are closed under product and marginal-
ization. Mixture distributions have been well studied in the literature, notably
from the learning perspective [25]. However, unlike [25] in which the number
of components of the mixture is implicitly assumed to be small, the design of
MTEs, MoPs and MoTBFs allows them to compactly encode mixtures with
exponential numbers of components. The rationale behind all these models is
that, by cleverly exploiting mixtures, they can approximate very well (w.r.t. the
Kullback-Leibler distance) arbitrary mixed probability distributions [2,3]. MoPs
have several advantages over MTEs: their parameters for approximating density
functions are easier to determine than those of MTEs. They are also applicable
to a larger class of deterministic functions in hybrid Bayesian networks. These
models are generally easy to learn from datasets [23,26]. In addition, they satisfy
Shafer-Shenoy’s propagation axioms [32] and inference can thus be performed
using a junction tree-based algorithm [2,12,22]. However, in MTEs, MoPs and
MoTBFs, combinations and projections are Algebraic operations over sums of
functions. As such, as the inference progresses, the number of terms involved in
these sums tends to grow exponentially, thereby limiting the use of this exact
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inference mechanism to problems with only a small number of cliques. To over-
come this issue, approximate algorithms based on MCMC [22] or on the Penniless
algorithm [27] have been provided in the literature.

3 Conclusion

Dealing with continuous random variables in probabilistic graphical models is
challenging. Either one has to resort to discretization, but this raises many issues
and the result may be far from the expected one, or to exploiting models specif-
ically designed to cope with continuous variables. But choosing the best model
is not easy in the sense that one has to trade-off between the flexibility of the
model and the complexity of its learning and inference. Clearly, there is still
room for improvements in such models, maybe by exploiting other features of
probabilities, like, e.g., copula [5].
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Abstract. Sum-Product Networks (SPNs) and their credal
counterparts are machine learning models that combine good represen-
tational power with tractable inference. Yet they often have thousands
of nodes which result in high processing times. We propose the addition
of caches to the SPN nodes and show how this memoisation technique
reduces inference times in a range of experiments. Moreover, we intro-
duce class-selective SPNs, an architecture that is suited for classification
tasks and enables efficient robustness computation in Credal SPNs. We
also illustrate how robustness estimates relate to reliability through the
accuracy of the model, and how one can explore robustness in ensemble
modelling.

Keywords: Sum-Product Networks · Robustness

1 Introduction

Sum-Product Networks (SPNs) [15] (conceptually similar to Arithmetic
Circuits [4]) are a class of deep probabilistic graphical models where exact
marginal inference is always tractable. More precisely, any marginal query can
be computed in time polynomial in the network size. Still, SPNs can capture
high tree-width models [15] and are capable of representing complex and highly
multidimensional distributions [5]. This promising combination of efficiency and
representational power has motivated several applications of SPNs to a variety
of machine learning tasks [1,3,11,16–18].

As any other standard probabilistic graphical model, SPNs learned from
data are prone to overfitting when evaluated at poorly represented regions of the
feature space, leading to overconfident and often unreliable conclusions. However,
due to the probabilistic semantics of SPNs, we can mitigate that issue through a
principled analyses of the reliability of each output. A notable example is Credal
SPNs (CSPNs) [9], a extension of SPNs to imprecise probabilities where we can
compute a measure of the robustness of each prediction. Such robustness values
are useful tools for decision-making, as they are highly correlated with accuracy,
and thus tell us when to trust the CSPN’s prediction: if the robustness of a
prediction is low, we can suspend judgement or even resort to another machine
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learning model. Indeed, we show that robustness is also effective in ensemble
modelling, opening up new avenues for reliable machine learning.

Unfortunately, computing robustness requires many passes through the net-
work, which limits the scalability of CSPNs. We address that by introducing class-
selective (C)SPNs, a type of architecture that enables efficient robustness com-
putations due to their independent sub-networks: one for each label in the data.
Class-selective (C)SPNs not only enable fast robustness estimation but also out-
perform general (C)SPNs in classification tasks. In our experiments, their accuracy
was comparable to that of state-of-the-art methods, such as XGBoost [2].

We also study how to improve the scalability of (C)SPNs by reducing their
inference time. Although (C)SPNs ensure tractable inference, they are often
very large networks spanning thousands of nodes. In practice, that translates to
computational costs that might be too high for some large-scale applications. A
solution is to limit the network size, but that comes at the cost of the model’s
representational power. One way out of this trade-off is to notice that many
operations reoccur often in SPNs. As we descend from the root, the number of
variables in the scope of each node decreases. With a smaller feature space, these
nodes are likely to be evaluated at identical instantiations of their respective
variables, and we can avoid recomputing them by having a cache for previously
seen instances. We investigated the benefit of such memoisation procedure across
25 UCI datasets [8] and observed that it reduces inference times considerably.

This paper is organised as follows. In Sect. 2, we give the necessary notation
and definitions of (credal) sum-product networks. In Sect. 3, we introduce class-
selective (C)SPNs and use them to derive a new algorithm for efficient robustness
computation. We detail memoisation techniques for (C)SPNs in Sect. 4 and show
their practical benefit in Sect. 5, where we report experiments on the effects of
memoisation and the performance of class-selective (C)SPNs. We also discuss
how robustness estimates translate into accuracy and how they can be exploited
in ensemble models. Finally, we conclude and point promising directions for
future work in Sect. 6.

2 (Credal) Sum-Product Networks

Before giving a formal definition of (C)SPNs, we introduce the necessary notation
and background. We write integers in lowercase letters (e.g. i, j, k) and sets
of integers in uppercase calligraphic letters (e.g. E ,V). We denote by XV the
collection of random variables indexed by set V, that is, XV = {Xi : i ∈ V}.
We reserve V to represent the indices of all the variables over which a model
is defined, but when clear from the context, we omit the indexing set and use
simply X and x. Note that there is no ambiguity, since individual variables and
instantiations are always denoted with a subscript (e.g. Xi, xi). The realisation
of a set of random variables is denoted in lowercase letters (e.g. XV = xV). When
only a subset of the variables is concerned, we use a different indexing set E ⊆ V
to identify the corresponding variables XE and their realisations xE . Here xE is
what we call partial evidence, as not every variable is observed.
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An SPN is a probabilistic graphical model defined over a set of random
variables XV by a weighted, rooted and acyclic directed graph where internal
nodes perform either sum or product operations, and leaves are associated with
indicator variables. Typically, an indicator variable is defined as the application
of a function λi,j such that

λi,j(xE) =

{
0 if i ∈ E and xi �= j

1 otherwise,

where xE is any partial or complete evidence. The SPN and its root node are
used interchangeably to mean the same object. We assume that every indicator
variable appears in at most one leaf node. Every arc from a sum node i to a
child j is associated with a non-negative weight wi,j such that

∑
j wi,j = 1 (this

constraint does not affect the generality of the model [14]).
Given an SPN S and a node i, we denote Si the SPN obtained by rooting

the network at i, that is, by discarding any non-descendant of i (other than i
itself). We call Si the sub-network rooted at i, which is an SPN by itself (albeit
over a possibly different set of variables). If ω are the weights of an SPN S and
i is a node, we denote by ωi the weights in the sub-network Si rooted at i, and
by wi the vector of weights wi,j associated with arcs from i to children j.

The scope of an SPN is the set of variables that appear in it. For an SPN
which is a leaf associated with an indicator variable, the scope is the respective
random variable. For an SPN which is not a leaf, the scope is the union of the
scopes of its children. We assume that scopes of children of a sum node are
identical (completeness) and scopes of children of a product node are disjoint
(decomposability) [12].

The value of an SPN S at a given instantiation xE , written S(xE), is
defined recursively in terms of its root node r. If r is a leaf node associated
with indicator variable λr,xr

then S(xE) = λr,xr
(xE). Else, if r is a product

node, then S(xE) =
∏

j Sj(xE), where j ranges over the children of r. Finally,
if r is a sum node then S(xE) =

∑
j wr,jS

j(xE), where again j ranges over
the children of r. Given these properties, it is easy to check that S induces
a probability distribution for XV such that S(xE) = P(xE) for any xE and
E ⊆ V. One can also compute expectations of functions over a variable Xi as
E(f |XE = xE) =

∑
xi

f(xi)P(xi|XE = xE).
A Credal SPN (CSPN) is defined similarly, except for containing sets of

weight vectors in each sum node instead of a single weight vector. More precisely,
a CSPN C is defined by a set of SPNs C = {Sω : ω ∈ C} over the same graph
structure of S, where C is the Cartesian product of finitely-generated simplexes
Ci, one for each sum node i, such that the weights wi of a sum node i are con-
strained by Ci. While an SPN represents one joint distribution over its variables,
a CSPN represents a set of joint distributions. Therefore, one can use CSPNs to
obtain lower and upper bounds minω Eω(f |XE = xE) and maxω Eω(f |XE = xE)
on the expected value of some function f of a variable, conditional on evidence
XE = xE . Recall that each choice of the weights ω of a CSPN {Sω : ω ∈ C}
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defines an SPN and hence induces a probability measure Pω. We can therefore
compute bounds on the conditional expectations of a function over Xi:

min
ω

Eω(f |XE = xE) = min
ω

∑
xi

f(xi)Pω(Xi = xi|XE = xE) . (1)

The equations above are well-defined if minω P(XE = xE) > 0, which we
will assume to be true (statistical models often have some smoothing so that
zero probability is not attributed to any assignment of variables – this is our
assumption here, for simplicity, though this could be addressed in more sophis-
ticated terms). Note also that we can focus on the computation of the lower
expectation, as the upper expectation can be obtained from maxω Eω(f |xE) =
−minω Eω(−f |xE).

Computing the lower conditional expectation in Eq. (1) is equivalent to
finding whether:

min
ω

Eω(f |XE = xE) > 0 ⇐⇒ min
ω

∑
xi

f(xi)Pω(Xi = xi,XE = xE) > 0 , (2)

as to obtain the exact value of the minimisation one can run a binary search for
μ until minω Eω((f − μ)|xE) = 0 (to the desired precision). The following result
will be used here. Corollary 1 is a small variation of the result in [9].

Theorem 1 (Theorem 1 in [9]). Consider a CSPN C = {Sω : ω ∈ C}.
Computing minω Sω(xE) and maxω Sω(xE) takes O(|C| · K) time, where |C| is
the number of nodes and arcs in C, and K is an upper bound on the cost of
solving a linear program of the form minwi

∑
j ci,jwi,j subject to wi ∈ Ci.

Corollary 1. Consider a CSPN C = {Sω : ω ∈ C} with a bounded number of
children per sum node specified by simplexes Ci of (finitely many) constraints of
the form li,j ≤ wi,j ≤ ui,j for given rationals li,j ≤ ui,j. Computing minω Sω(xE)
and maxω Sω(xE) can be solved in time O(|S|).
Proof. When local simplexes Ci have constraints li,j ≤ wi,j ≤ ui,j , then the
local optimisations Si(xE) = minwi

∑
j wi,jS

j(xE) are equivalent to fractional
knapsack problems [7], which can be solved in constant time for nodes with
bounded number of children. Thus, the overall running time is O(|S|).

3 Efficient Robustness Measure Computation

We now define an architecture called class-selective (C)SPN that is provenly
more efficient in computing robustness values. Figure 1 illustrates its structure.

Definition 1. Consider a domain where variable Xc is called the class variable.
A class-selective (C)SPN has a sum node as root node S with |Xc| product nodes
as its children, each of which has an indicator leaf node for a different value xc

of Xc (besides potentially other sibling (C)SPNs). These product nodes that are
children of S have disjoint sets of internal descendant nodes.
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The name class-selective was inspired by selective SPNs [13], where only one
child of each sum node is active at a time. In a class-selective SPN such property
is restricted to the root node: for a given class value, only one of the sub-networks
remains active. That is made clear in Fig. 1 as only one of the indicator nodes
Cn is non-zero and all but one of children of the root node evaluate to zero.

. . .

...
...

C1

...
...

. . . C2

. . .

. . .

...
...

. . . Cn

Fig. 1. Illustration of a class-selective SPN. In the graph, Cn is a leaf node applying
the indicator function λc,n(xE).

In a class-selective CSPN, the computation of expectation of a function of
the class variable can be achieved as efficiently as in standard SPNs:

min
ω

∑
xc

f(xc)Pω(Xc = xc,XE = xE) = min
wr

∑
xc:f(xc)≥0

f(xc)wr,xc
min
ωxc

Sxc
ωxc

(xc, xE)

+
∑

xc:f(xc)<0

f(xc)wr,xc
max
ωxc

Sxc
ωxc

(xc, xE) ,

where r is the root node index with children Sxc for each value xc. Note that each
of these internal optimisations can be obtained by independent executions which
take altogether time O(|S|) by Corollary 1 (as each execution runs over non-
overlapping sub-CSPNs corresponding to different class labels xc). Moreover,
note that in a non-credal class-selective SPN, finding the class label of maximum
probability (and its probability) takes time O(|S|) in the worst case. That is more
efficient than general SPNs, where |S| · |Xc| nodes may need to be visited.

Let us turn our attention to the CSPN robustness estimation in a classifica-
tion problem. Given input instance XE = xE for which we want to predict the
class variable value, we say that the classification using a CSPN C is robust if
the class value xc = arg maxxc

P(xc|xE) predicted by an SPN Sω that belongs to
C = {Sω : ω ∈ C} is also the prediction of any other Sω′ ∈ C (hence it is unique
for C), which happens if and only if

min
ω

Eω(Ixc
− Ix′

c
|XE = e) > 0 for every x′

c �= xc . (3)

In the case of class-selective CSPNs, this task equates to checking whether

min
ω

Pω(Xc = xc,XE = xE) > max
x′

c �=xc

max
ω

Pω(Xc = x′
c,XE = xE) ,
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Algorithm 1. Efficient ε-robustness computation.
1 Function Robustness(S, xE , xc, er):

Data : Class-selective SPN S, Input xE , Prediction xc | XE = xE ,
Precision er < 1

Result: Robustness ε
2 εmax ← 1;
3 εmin ← 0;
4 while εmin < εmax − er do
5 ε ← (εmin + εmax)/2;
6 v ← minωε Sωε(xc, xE);
7 for x′

c �= xc do
8 v′ ← maxωε Sωε(x′

c, xE);
9 if v′ ≥ v then

10 εmax ← ε;
11 break

12 end

13 end
14 if εmax > ε then
15 εmin ← ε
16 end

17 end
18 return ε;

that is, regardless of the choice of weights w ∈ C, we would have Pω(xc|xE) >
Pω(x′

c|xE) for all other labels x′
c.

General CSPNs may require 2 · |S| · (|Xc| − 1) node evaluations in the worst
case to identify whether a predicted class label xc is robust for instance XE = xE ,
while a class-selective CSPN obtains such result in |S| node evaluations. This
is because CSPNs will run over its nodes (|Xc| − 1) times in order to reach a
conclusion about Expression (3), while the class-selective CSPN can compute
minω Sω(xc, xE) and maxω Sω(x′

c, xE) (the max is done for each x′
c) only once

(taking overall |S| node evaluations, since they run over non-overlapping sub-
networks for different class values).

Finally, given an input instance XE = xE and an SPN S learned from data,
we can compute a robustness measure as follows. We define a collection of CSPNs
CS,ε parametrised by 0 ≤ ε < 1 such that each wε

i of a node i in CS,ε is allowed
to vary within an ε-contaminated credal set of the original weight vector wi of
the same node i in S. A robustness measure for the issued prediction CS,ε(xE)
is then defined by the largest ε such that CS,ε is robust for xE . Finding such ε
can be done using a simple binary search, as shown in Algorithm 1.

4 Memoisation

When evaluating an SPN on a number of different instances, some of the com-
putations are likely to reoccur, especially in nodes with scopes of only a few
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variables. One simple and yet effective solution to reduce computing time is to
cache the results at each node. Thus, when evaluating the network recursively,
we do not have to visit any of the children of a node if a previously evaluated data
point had the same instantiation over the scope of that node. To be more precise,
consider a node S with scope S, and two instances x, x′ such that xS = x′

S . It is
clear that S(x) = S(x′), so once we have cached the value of one, there is no need
to reevaluate node S, or any of its children, on the other. For a CSPN C, the
same approach holds, but we need different caches for maximisation and min-
imisation, as well as for different SPNs Sω that belong to C (after all, a change
of ω may imply a change of the result). Notice that the computational overhead
of memoisation is amortised constant, as it amounts to accessing a hash table.

Mei et al. proposed computing maximum a posteriori (MAP) by storing the
values of nodes at a given evidence and searching for the most likely query in a
reduced SPN, where nodes associated with the evidence are pruned [10]. Memoi-
sation can be seen as eliminating such nodes implicitly (as their values are stored
and they are not revisited) but goes further by using values calculated at other
instances to save computational power. In fact, the application of memoisation
to MAP inference is a promising avenue for future research, since many methods
(e.g. hill climbing) evaluate the SPN at small variations of the same input that
are likely to share partial instantiations in many of the nodes in the network.

5 Experiments

We investigated the performance of memoisation and class-selective (C)SPNs
through a series of experiments over a range of 25 UCI datasets [8]. All experi-
ments were run in a single modern core with our implementation of Credal SPNs,
which runs LearnSPN [6] for structure learning. Source code is available on our
pages and/or upon request.

Table 1 presents the UCI data sets on which we ran experiments described
by their number of independent instances N , number of variables |X| (including
a class variable Xc) and number of class labels |Xc|. All data sets are categor-
ical (or have been made categorical using discretisation by median value). We
also show the 0–1 classification accuracy obtained by both General and Class-
selective SPNs as well as the XGBoost library that provides a parallel tree gra-
dient boosting method [2], considered a state-of-the-art technique for supervised
classification tasks. Results are obtained by stratified 5-fold cross-validation, and
as one can inspect, class-selective SPNs largely outperformed general SPNs while
being comparable to XGBoost in terms of classification accuracy.

We leave further comparisons between general and class-selective networks
to the appendix, where Table 3 depicts the two types of network in terms of their
architecture and processing times on classification tasks. There one can see that
class-selective SPNs have a higher number of parameters due to a larger number
of sum nodes. However, in some cases general SPNs are deeper, which means
class-selective SPNs tend to grow sideways, especially when the number of classes
is high. Nonetheless, the larger number of parameters in class-selective networks
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Table 1. Percent accuracy of XGBoost, General SPNs and Class-selective SPNs across
several UCI datasets. All experiments consisted in stratified 5-fold cross validation.

Dataset N |X| |Xc| XGBoost General SPN Class-selective SPN

zoo 101 17 7 93.069 76.238 96.04
bridges 107 11 6 66.355 57.009 63.551
lymph 148 18 4 81.757 72.973 81.081
flags 194 29 8 66.495 43.299 57.732
autos 205 26 2 91.22 88.293 89.268
breast cancer 286 10 2 72.378 71.678 67.832
heart h 294 12 2 79.592 79.932 81.633
ecoli 336 6 8 72.321 63.393 74.405
liver disorders 345 7 2 65.797 57.391 64.638
dermatology 366 35 6 97.268 81.694 98.907
colic 368 23 2 83.696 77.717 78.533
balance scale 625 5 3 72 72.48 72.16
soybean 683 36 19 93.704 62.518 94.583
diabetes 768 9 2 70.313 70.703 69.922
vehicle 846 19 4 65.485 46.454 60.402
tic tac toe 958 10 2 84.969 69.937 73.382
vowel 990 14 11 64.747 33.737 59.394
solar flare 2 1,066 12 6 73.64 59.475 73.077
cmc 1,473 10 3 51.799 48.133 48.065
car 1,728 7 4 87.905 70.023 93.287
segment 2,310 17 7 82.771 67.662 80.823
sick 3,772 28 2 93.902 93.876 91.463
hypothyroid 3,772 28 4 92.285 92.285 91.569
spambase 4,601 8 2 78.918 78.505 76.766
nursery 12,960 9 5 94.961 81.505 92.299

does not translate into higher latency as both architectures have similar learning
and inference times. We attribute that to the independence of the subnetwork
of each class which facilitates inference. Notice that the two architectures are
equally efficient only in the classification task (only aspect compared in Table 3)
and not on robustness computations. We mathematically proved the latter to be
more efficient in class-selective networks when using Algorithm 1.

In Table 2, we have the average inference time per instance for 25 UCI
datasets. When using memoisation, the inference time dropped by at least 50% in
all datasets we evaluated, proving that memoisation is a valuable tool to render
(C)SPNs more efficient. We can also infer from the experiments, that the rela-
tive reduction in computing time tends to increase with the number of instances
N . For datasets with more than 2000 instances, which are still relatively small,
adding memoisation already cut the inference time by more than 90%. That is a
promising result for large scale applications, as memoisation grows more effective
with number of data points. We can better observe the effect of memoisation by
plotting a histogram of the inference times as in Fig. 2, where we have 6 of the
UCI datasets of Table 2. We can see that memoisation concentrates the distri-
bution at lower time values, proving that most instances take advantage of the
cached results in a number of nodes in the network.



Towards Scalable and Robust Sum-Product Networks 417

Table 2. Average inference time and number of nodes visited per inference for a CSPN
with (+M) and without (–M) memoisation across 25 UCI datasets. The respective
ratios (%) are the saved time or node visits, that is, 1− +M

−M
. Robustness was computed

with precision of 0.004, which requires 8 passes through the network as per Algorithm 1.

Inference Time (s) # Nodes Evaluated
Dataset N |X| |Xc| –M +M % –M +M %

zoo 101 17 7 1.742 0.754 56.7 15,020 2,113 85.93
bridges 107 11 6 0.693 0.335 51.66 8,791 1,665 81.06
lymph 148 18 4 1.28 0.535 58.17 11,557 1,990 82.78
flags 194 29 8 5.44 1.641 69.84 55,670 5,973 89.27
autos 205 26 2 1.303 0.541 58.5 17,100 3,534 79.33
breast cancer 286 10 2 0.422 0.13 69.3 5,294 891 83.17
heart h 294 12 2 0.279 0.101 63.94 2,501 330 86.79
ecoli 336 6 8 0.891 0.164 81.62 8,703 663 92.38
liver disorders 345 7 2 0.172 4.936e−2 71.32 1,444 153 89.39
dermatology 366 35 6 5.747 1.276 77.8 57,239 3,623 93.67
colic 368 23 2 1.281 0.412 67.85 13,435 1,609 88.03
balance scale 625 5 3 0.15 2.264e−2 84.94 1,720 71 95.86
soybean 683 36 19 24.125 5.141 78.69 2.803e+5 5,831 97.92
diabetes 768 9 2 0.329 6.424e−2 80.49 3,028 201 93.37
vehicle 846 19 4 1.864 0.299 83.94 19,408 797 95.89
tic tac toe 958 10 2 0.679 0.132 80.56 7,693 519 93.25
vowel 990 14 11 12.126 1.791 85.23 1.252e+5 5,804 95.37
solar flare 2 1,066 12 6 3.467 0.364 89.51 22,320 707 96.83
cmc 1,473 10 3 1.43 0.209 85.36 17,688 775 95.62
car 1,728 7 4 0.769 0.124 83.92 9,720 412 95.76
segment 2,310 17 7 6.56 0.421 93.59 42,923 579 98.65
sick 3,772 28 2 1.844 0.15 91.89 11,412 146 98.72
hypothyroid 3,772 28 4 2.322 0.252 89.17 20,864 223 98.93
spambase 4,601 8 2 0.583 2.236e−2 96.16 6,430 75 98.83
nursery 12,960 9 5 8.27 0.661 92.01 74,418 1,088 98.54

If we consider the number of nodes visited instead of time, the results are
even more telling. In Table 2 on average, less than 15% of node evaluations was
necessary during inference with memoisation. That is a more drastic reduction
than what we observed when comparing processing times, which means there
still plenty of room for improvement in computational time with better data
structures or faster programming languages.

It is worth noting that memoisation is only effective over discrete variables.
When a subset of the variables is continuous, the memoisation will only be
effective in nodes whose scope contains only discrete variables, which is likely to
reduce the computational gains of memoisation. An alternative is to construct
the cache with ranges of values for the continuous variables. To be sure, that
is a form of discretisation that might worsen the performance of the model,
but it occurs only at inference time and can be easily switched off when high
precision is needed. A thorough study of the effect of memoisation on models
with continuous variables is left for future work.
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Fig. 2. Empirical distribution of CSPN inference times with and without memoisation.

5.1 Exploring Data on the Robustness Measure

We can interpret robustness as a measure of the model’s confidence on its output.
Roughly speaking, in a classification task, the robustness value ε of a prediction
corresponds to how much we can tweak the networks parameters without chang-
ing the final result, that is, the class of maximum probability. Thus, a large ε
means that many similar networks (in the parameter space) would give the same
output for the instance in question. Similarly, we can think that small changes
in the hyperparameters or the data sample would not produce a model whose
prediction would be different for that given instance. Conversely, a small ε tell us
that slightly different networks would already provide us with a distinct answer.
In that case, the prediction is not reliable as it might fluctuate with any variation
on the learning or data acquisition processes.

We can validate this interpretation by investigating how robustness relates
to the accuracy of the model. In Fig. 3(a), we defined a number of robustness
thresholds and, for each of them, we computed the accuracy of the model over
instances for which ε was above the threshold. It is clear from the graph that
the accuracy increases with the threshold, and we can infer that robustness
does translate into reliability as the model is more accurate over instances with
high ε values. We arrive at a similar conclusion in Fig. 3(b), where we consider
instances for which ε was below a given threshold. In this case, the curves start
at considerably lower accuracy values, where only examples with low robustness
are considered, and then build up as instances with higher ε values are added.

Robustness values are not only a guide for reliable decision-making but are
also applicable to ensemble modelling. The idea is to combine a CSPN C =
{Sω : ω ∈ C} with another model f by defining a robustness threshold t. We
rely on the CSPN’s prediction for all instances for which its robustness is above
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Fig. 3. Accuracy of predictions with robustness (a) above and (b) below different
thresholds for 12 UCI datasets. Some curves end abruptly because we only computed
the accuracy when 50 or more data points were available for a given threshold.

Fig. 4. Performance of the ensemble model against different robustness thresholds for
12 UCI datasets. (a) Accuracy of the ensemble model; (b) accuracy of the ensemble
model over accuracy of the CSPN and (c) over accuracy of the XGBoost.

the threshold and, on f for the remaining ones. To be precise, we can define an
ensemble EC,f as

EC,f (xE , t) =

{
x∗

c if ε ≥ t

f(xE) otherwise,
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where x∗
c = arg maxxc

S(xc, xE) is the class predicted by a class-selective SPN S
learned from data (from which the ε-contaminated CSPN C is built), and ε is the
corresponding robustness value, ε = Robustness(S, xE , x∗

c)—see Algorithm 1.
We implemented such an ensemble model by combining the ε-contaminated

CSPN with an XGBoost model. We computed the accuracy of the ensemble for
different thresholds t over a range of UCI data sets, as reported in Fig. 4. In plot
(a), we see the accuracy varies considerably with the threshold t, which suggests
there is an optimum value for t. In the other two plots, we compare the ensemble
against the CSPN (b); and the XGBoost model (c). We computed the ratio of
the accuracy of the ensemble over the accuracy of the competing model, so that
any point above one indicates an improve in performance. For many datasets, the
ensemble delivered better results and in some cases was superior to both original
models for an appropriate robustness threshold. In spite of that, we have not
investigated how to find good thresholds, which we leave for future work. Yet,
we point out that the complexity of queries using the class-selective CSPN in
the ensemble will be the same as that of class-selective SPNs (the robustness
comes “for free”), since the binary search for the computation of the threshold
will not be necessary (we can run it for the pre-decided t only).

6 Conclusion

SPNs and their credal version are highly expressive deep architectures with
tractable inference, which makes them a promising option for large-scale appli-
cations. However, they still lag behind some other machine learning models in
terms of architectural optimisations and fast implementations. We address that
through the introduction of memoisation, a simple yet effective technique that
caches previously computed results in a node. In our experiments, memoisation
reduced the number of node evaluations by more than 85% and the inference
time by at least 50% (often much more). We believe this is a valuable new tool
to help bring (C)SPNs to large-scale applications where low latency is essential.

We also discussed a new architecture, class-selective (C)SPNs, that combine
efficient robustness computation with high accuracy on classification tasks, out-
performing general (C)SPNs. Even though they excel in discriminative tasks,
class-selective SPNs are still generative models fully endowed with the seman-
tics of graphical models. We demonstrated how their probabilistic semantics can
be brought to bear through their extension to Credal SPNs. Namely, we explored
how robustness values relate to the accuracy of the model and how one can use
them to develop ensemble models guided through principled decision-making.

We finally point out some interesting directions for future work. As demon-
strated here, class-selective (C)SPNs have proven to be powerful models in clas-
sification tasks, but they arbitrarily place the class variable in a privileged posi-
tion in the network. Future research might investigate how well class-selective
(C)SPNs fit the joint distribution and how they would fair in predicting other
variables. Memoisation also opens up new promising research avenues, notably
in how it performs on other inferences tasks such as MAP and how it can be
extended to accommodate continuous variables.
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A Appendix

In Table 3 we compare general and class-selective SPNs in terms of their archi-
tecture and processing times in classification tasks (no robustness computation).

Table 3. Comparison between General (Gen) and Class-Selective (CS) SPNs in learn-
ing and average inference times (s), number of nodes, height and number of parameters.
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Abstract. This tutorial overviews the state of the art in learning mod-
els over relational databases and makes the case for a first-principles
approach that exploits recent developments in database research.

The input to learning classification and regression models is a training
dataset defined by feature extraction queries over relational databases.
The mainstream approach to learning over relational data is to materi-
alize the training dataset, export it out of the database, and then learn
over it using a statistical package. This approach can be expensive as it
requires the materialization of the training dataset. An alternative app-
roach is to cast the machine learning problem as a database problem by
transforming the data-intensive component of the learning task into a
batch of aggregates over the feature extraction query and by computing
this batch directly over the input database.

The tutorial highlights a variety of techniques developed by the
database theory and systems communities to improve the performance of
the learning task. They rely on structural properties of the relational data
and of the feature extraction query, including algebraic (semi-ring), com-
binatorial (hypertree width), statistical (sampling), or geometric (dis-
tance) structure. They also rely on factorized computation, code special-
ization, query compilation, and parallelization.

Keywords: Relational learning · Query processing

1 The Next Big Opportunity

Machine learning is emerging as general-purpose technology just as computing
became general-purpose 70 years ago. A core ability of intelligence is the ability
to predict, that is, to turn the information we have into the information we
need. Over the last decade, significant progress has been made on improving
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the quality of prediction by techniques that identify relevant features and by
decreasing the cost of prediction using more performant hardware.

According to a 2017 Kaggle survey on the state of data science and machine
learning among 16,000 machine learning practitioners [26], the majority of prac-
tical data science tasks involve relational data: in retail, 86% of used data is
relational; in insurance, it is 83%; in marketing, it is 82%; while in finance it
is 77%. This is not surprising. The relational model is the jewel in the data
management crown. It is one of the most successful Computer Science stories.
Since its inception in 1969, it has seen a massive adoption in practice. Relational
data benefit from the investment of many human hours for curation and normal-
ization and are rich with knowledge of the underlying domain modelled using
database constraints.

Yet the current state of affairs in building predictive models over relational
data largely ignores the structure and rich semantics readily available in rela-
tional databases. Current machine learning technology throws away this rela-
tional structure and works on one large training dataset that is constructed
separately using queries over relational databases.

This tutorial overviews on-going efforts by the database theory and systems
community to address the challenge of efficiently learning machine learning mod-
els over relational databases. It invariably only highlights some of the represen-
tative contributions towards this challenge, with an emphasis on recent contribu-
tions by the authors. The tutorial does not cover the wealth of approaches that
use arrays of GPUs or compute farms for efficient machine learning. It instead
puts forward the insight that an array of known and novel database optimization
and processing techniques can make feasible a wide range of analytics workloads
already on one commodity machine. There is still much to explore in the case
of one machine before turning to compute farms. A key practical benefit of this
line of work is energy-efficient, inexpensive analytics over large databases.

The organization of the tutorial follows the structure of the next sections.

2 Overview of Main Approaches to Machine Learning
over Relational Databases

The approaches highlighted in this tutorial are classified depending on how
tightly they integrate the data system, where the input data reside and the train-
ing dataset is constructed, and the machine learning library (statistical software
package), which casts the model training problem as an optimization problem.

2.1 No Integration of Databases and Machine Learning

By far the most common approach to learning over relational data is to use two
distinct systems, that is, the data system for managing the training dataset and
the ML library for model training. These two systems are thus distinct tools on
the technology stack with no integration between the two. The data system first
computes the training dataset as the result of a feature extraction query and
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exports it as one table commonly in CSV or binary format. The ML library then
imports the training dataset in its own format and learns the desired model.

For the first step, it is common to use open source database management
systems, such as PostgreSQL or SparkSQL [57], or query processing libraries,
such as Python Pandas [33] and R dplyr [56]. Common examples for ML libraries
include scikit-learn [44], R [46], TensorFlow [1], and MLlib [34].

One advantage is the delegation of concerns: Database systems are used to
deal with data, whereas statistical packages are for learning models. Using this
approach, one can learn virtually any model over any database.

The key disadvantage is the non-trivial time spent on materializing, export-
ing, and importing the training dataset, which is commonly orders of magnitude
larger than the input database. Even though the ML libraries are much less
scalable than the data systems, in this approach they are thus expected to work
on much larger inputs. Furthermore, these solutions inherit the limitations of
both of their underlying systems, e.g., the maximum data frame size in R and
the maximum number of columns in PostgreSQL are much less than typical
database sizes and respectively number of model features.

2.2 Loose Integration of Databases and Machine Learning

A second approach is based on a loose integration of the two systems, with code
of the statistical package migrated inside the database system space. In this
approach, each machine learning task is implemented as a distinct user-defined
aggregate function (UDAF) inside the database system. For instance, there are
distinct UDAFs for learning: logistic regression models, linear regression models,
k-means, Principal Component Analysis, and so on. Each of these UDAFs are
registered in the underlying database system and there is a keyword in the query
language supported by the database system to invoke them. The benefit is the
direct interface between the two systems, with one single process running for
both the construction of the training dataset and learning. The database system
computes one table, which is the training dataset, and the learning task works
directly on it. Prime example of this approach is MADLib [23] that extends
PostgreSQL with a comprehensive library of machine learning UDAFs. The key
advantage of this approach over the previous one is better runtime performance,
since it does not need to export and import the (usually large) training dataset.
Nevertheless, one has to explicitly write a UDAF for each new model and opti-
mization method, essentially redoing the large implementation effort behind well-
established statistical libraries. Approaches discussed in the next sections also
suffer from this limitation, yet some contribute novel learning algorithms that
can be asymptotically faster than existing off-the-shelf ones.

A variation of the second approach provides a unified programming archi-
tecture, one framework for many machine learning tasks instead of one distinct
UDAF per task, with possible code reuse across UDAFs. Prime example of this
approach is Bismark [16], a system that supports incremental (stochastic) gra-
dient descent for convex programming. Its drawback is that its code may be less
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Fig. 1. Structure-aware versus structure-agnostic learning over relational databases.

efficient than the specialized UDAFs. Code reuse across various models and opti-
mization problems may however speed up the development of new functionalities
such as new models and optimization algorithms.

2.3 Tight Integration of Databases and Machine Learning

The aforementioned approaches do not exploit the structure of the data residing
in the database. The next and final approach features a tight integration of the
data and learning systems. The UDAF for the machine learning task is pushed
into the feature extraction query and one single evaluation plan is created to
compute both of them. This approach enables database optimizations such as
pushing parts of the UDAFs past the joins of the feature extraction query. Prime
examples are Orion [29],which supports generalized linear models, Hamlet [30],
which supports logistic regression and näıve Bayes, Morpheus [11], which linear
and logistic regression, k-means clustering, and Gaussian non-negative matrix
factorization, F [40,41,51], which supports ridge linear regression, AC/DC [3],
which supports polynomial regression and factorization machines [47–49], and
LMFAO [50], which supports a larger class of models including the previously
mentioned ones and decision trees [10], Chow-Liu trees [12], mutual information,
and data cubes [19,22].

3 Structure-Aware Learning

The tightly-integrated systems F [51], AC/DC [3], and LMFAO [50] are data
structure-aware in that they exploit the structure and sparsity of the database
to lower the complexity and drastically improve the runtime performance of the
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learning process. In contrast, we call all the other systems structure-agnostic,
since they do not exploit properties of the input database. Figure 1 depicts the
difference between structure-aware (in green) and structure-agnostic (in red)
approaches. The structure-aware systems compile the model specification into
a set of aggregates, one per feature or feature interaction. This is called model
reformulation in the figure. Data dependencies such as functional dependencies
can be used to reparameterize the model, so a model over a smaller set of func-
tionally determining features is learned instead and then mapped back to the
original model. Join dependencies, such as those prevalent in feature extraction
queries that put together several input tables, are exploited to avoid redundancy
in the representation of join results and push the model aggregates past joins.
The model aggregates over the feature extraction query define a batch of queries.
In practice, for training datasets with tens of features, query batch sizes can be
in the order of: hundreds to thousands for ridge linear regression; thousands for
computing a decision tree node; and tens for an assignment step in k-means clus-
tering [50]. The result of a query batch is then the input to an optimizer such as
a gradient descent method that iterates until the model parameters converge.

Structure-aware methods have been developed (or are being developed) for a
variety of models [4]. Besides those mentioned above, powerful models that can
be supported are: Principal Component Analysis (PCA) [35], Support Vector
Machines (SVM) [25], Sum Product Networks (SPN) [45], random forests, boost-
ing regression trees, and AdaBoost. Newer methods also look at linear algebra
programs where matrices admit a database interpretation such as the results of
queries over relations. In particular, on-going work [17,24] tackles various matrix
decompositions, such as QR, Cholesky, SVD [18], and low-rank [54].

Structure-aware methods call for new data processing techniques to deal with
large query batches. Recent work puts forward new optimization and evaluation
strategies that go beyond the capabilities of existing database management sys-
tems. Recent experiments confirm this observation: Whereas existing query pro-
cessing techniques are mature at executing one query, they miss opportunities
for systematically sharing computation across several queries in a batch [50].

Tightly-integrated DB-ML systems commonly exploit four types of structure:
algebraic, combinatorial, statistical, and geometric.

Algebraic Structure. The algebraic structure of semi-rings underlies the recent
work on factorized databases [41,42]. The distributivity law in particular allows
to factor out data blocks common to several tuples, represent them once and
compute over them once. Using factorization, relations can represented more
succinctly as directed acyclic graphs. For instance, the natural join of two rela-
tions is a union of Cartesian products. Instead of representing such a Cartesian
product of two relation parts explicitly as done by relational database systems,
we can represent it symbolically as a tree whose root is the Cartesian prod-
uct symbol and has as children the two relation parts. It has been shown that
factorization can improve the performance of joins [42], aggregates [6,9], and
more recently machine learning [2,4,41,51]. The additive inverse of rings allows
to treat uniformly data updates (inserts and deletes) and enables incremental
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maintenance of models learned over relational data [27,28,39]. The sum-product
abstraction in (semi) rings allows to use the same processing (computing and
maintaining) mechanism for seemingly disparate tasks, such as database queries,
covariance matrices, inference in probabilistic graphical models, and matrix chain
multiplication [6,39]. The efficient maintenance of covariance matrices is a pre-
requisite for the availability of fresh models under data changes [39]. A recent
tutorial overviews advances in incremental view maintenance [15].

Combinatorial Structure. The combinatorial structure prevalent in relational
data has been formalized by notions such as width and data degree measures.
If a feature extraction query has width w, then its data complexity is Õ(Nw)
for a database of size N , where Õ hides logarithmic factors in N . Various width
measures have been proposed recently, such as: the fractional edge cover num-
ber [8,20,37,38,55] to capture the asymptotic size of the results for join queries
and the time to compute them; the fractional hypertree width [32] and the sub-
modular width [7] to capture the time to compute Boolean conjunctive queries;
the factorization width [42] to capture the size of the factorized results of con-
junctive queries; the FAQ-width [6] that extends the factorization width from
conjunctive queries to functional aggregate queries; and the sharp-submodular
width [2] that improves on the previous widths for functional aggregate queries.

The degree information captures the number of occurrences of a data value
in the input database [38]. Existing processing techniques adapt depending on
the high or low degree of data values. A recent such technique has been shown
to be worst-case optimal for incrementally maintaining the count of triangles in
a graph [27]. Another such technique achieves a low complexity for computing
queries with negated relations of bounded degree [5]. A special form of bounded
degree is given by functional dependencies, which can be used to reparameterize
(polynomial regression and factorization machine) models and learn simpler,
equivalent models instead [4].

Statistical Structure. The statistical structure allows to sample through joins,
such as the ripple joins [21] and the wander joins [31], and to sample for spe-
cific classes of machine learning models [43]. Sampling is employed whenever
the input database is too large to be processed within a given time budget. It
may nevertheless lead to approximation of both steps in the end-to-end learning
task, from the computation of the feature extraction query to the subsequent
optimization task that yields the desired model. Work in this space quantifies
the loss in accuracy of the obtained model due to sampling.

Geometric Structure. Algorithms for clustering methods such as k-means [35]
can exploit distance measures (such as the optimal transport distance between
two probability measures) to obtain constant-factor approximations for the k-
means objective by clustering over a small grid coreset instead of the full result
of the feature extraction query [14].
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4 Database Systems Considerations

Besides exploiting the structure of the input data and the learning task, the
problem of learning models over databases can also benefit tremendously from
database system techniques. Recent work [50] showed non-trivial speedups (sev-
eral orders of magnitude) brought by code optimization for machine learning
workloads over state-of-the-art systems such as TensorFlow [1], R [46], Scikit-
learn [44], and mlpack [13]. Prime examples of code optimizations leading to
such performance improvements include:

Code Specialization and Query Compilation. It involves generating code specific
to the query and the schema of its input data, following prior work [36,52,53],
and also specific to the model to be learned. This technique improves the runtime
performance by inlining code and improving cache locality for the hot data path.

Sharing Computation. Sharing is best achieved by decomposing the aggregates
in a query batch into simple views that are pushed down the join tree of the
feature extraction query. Different aggregates may then need the same simple
views at some nodes in the join tree. Sharing of scans of the input relations can
also happen across views, even when they have different output schemas.

Parallelization. Parallelization can exploit multi-core CPU architectures but
also large share-nothing distributed systems. It comprises both task parallelism,
which identifies subqueries that are independent and can be computed in paral-
lel, and domain parallelism, which partitions relations and computes the same
subqueries over different parts in parallel.

This tutorial is a call to arms for more sustained and principled work on the
theory and systems of structure-aware approaches to data analytics. What are the
theoretical limits of structure-aware learning? What are the classes of machine
learning models that can benefit from structure-aware learning over relational
data? What other types of structure can benefit learning over relational data?
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38. Ngo, H.Q., Ré, C., Rudra, A.: Skew strikes back: New developments in the theory
of join algorithms. In: SIGMOD Rec., pp. 5–16 (2013)

39. Nikolic, M., Olteanu, D.: Incremental view maintenance with triple lock factoriza-
tion benefits. In: SIGMOD, pp. 365–380 (2018)

40. Olteanu, D., Schleich, M.: F: regression models over factorized views. PVLDB
9(10), 1573–1576 (2016)

41. Olteanu, D., Schleich, M.: Factorized databases. SIGMOD Rec. 45(2), 5–16 (2016)
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Abstract. Subspace clustering is an unsupervised machine learning task
that, as clustering, decomposes a data set into subgroups that are both
distinct and compact, and that, in addition, explicitly takes into account
the fact that the data subgroups live in different subspaces of the feature
space. This paper provides a brief survey of the main approaches that
have been proposed to address this task, distinguishing between the two
paradigms used in the literature: the first one builds a local similarity
matrix to extract more appropriate data subgroups, whereas the second
one explicitly identifies the subspaces, so as to dispose of more com-
plete information about the clusters. It then focuses on soft computing
approaches, that in particular exploit the framework of the fuzzy set the-
ory to identify both the data subgroups and their associated subspaces.

Keywords: Machine learning · Unsupervised learning · Subspace
clustering · Soft computing · Fuzzy logic

1 Introduction

In the unsupervised learning framework, the only available input is a set of data,
here considered to be numerically described by feature vectors. The aim is then
to extract information from the data, e.g. in the form of linguistic summaries
(see e.g. [17]), frequent value co-occurrences, as expressed by association rules, or
as clusters. The latter are subgroups of data that are both compact and distinct,
which means that any data point is more similar to points assigned to the same
group than to points assigned to other groups. These clusters provide insight to
the data structure and a summary of the data set.

Subspace clustering [3,28] is a refined form of the clustering task, where the
clusters are assumed to live in different subspaces of the feature space: on the
one hand, this assumption can help identifying more relevant data subgroups,
relaxing the need to use a single, global, similarity relation; on the other hand,
it leads to refine the identified data summaries, so as to characterise each cluster
through its associated subspace. These two points of view have led to the two
main families of subspace clustering approaches, that have slightly different aims
and definitions.
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This paper first discusses in more details the definition of the subspace clus-
tering task in Sect. 2 and presents in turn the two main paradigms, in Sects. 3
and 4 respectively. It then focuses on soft computing approaches that have been
proposed to perform subspace clustering, in particular fuzzy ones: fuzzy logic
tools have proved to be useful to all types of machine learning tasks, such as
classification, extraction of association rules or clustering. Section 5 describes
their applications to the case of subspace clustering. Section 6 concludes the
paper.

2 Subspace Clustering Task Definition

Clustering. Clustering aims at decomposing a data set into subgroups that are
both compact and separable: compactness imposes a high internal similarity for
points assigned to the same cluster; separability imposes a high dissimilarity for
points assigned to different clusters, so that the clusters are distinct one from
another. These two properties thus jointly justify the individual existence of each
of the extracted clusters.

There exist many approaches to address this task that can broadly be struc-
tured into five main families: hierarchical, partitioning, density-based, spectral
and, more recently, deep approaches. In a nutshell, hierarchical clustering identi-
fies multiple data partitions, represented in a tree structure called dendrogram,
that allows to vary the desired granularity level of the data decomposition into
subgroups. Partitioning approaches, that provide numerous variants to the semi-
nal k-means method, optimise a cost function that can be interpreted as a quan-
tisation error, i.e. assessing the approximation error when a data point is repre-
sented by the centre of the cluster it is assigned to. Density-based approaches,
exemplified by dbscan [9], group points according to a transitive neighbour rela-
tion and define cluster boundaries as low density regions. Spectral methods [23]
rely on diagonalising the pairwise similarity matrix, considering that two points
should be assigned to the same cluster if they have the same similarity profile to
the other points. They can also be interpreted as identifying connex components
in the similarity graph, whose nodes correspond to the data points and edges
are weighted by the pairwise similarity values. Deep clustering approaches [24]
are often based on an encoder-decoder architecture, where the encoder provides
a low dimension representation of the data, corresponding to the cluster repre-
sentation, that must allow to reconstruct the data in the decoding phase.

Subspace Clustering. Subspace clustering refines the clustering task by con-
sidering that each cluster lives in its own subspace of the whole feature space.
Among others, this assumption implies that there is not a single, global, distance
(or similarity) measure to compare the data points, defined in the whole feature
space: each cluster can be associated to its own, local, comparison measure,
defined in its corresponding subspace.

Subspace clustering cannot be addressed by performing local feature selec-
tion for each cluster: such an approach would first identify the clusters in the
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global feature space before characterising them. Now subspace clustering aims at
extracting more appropriate clusters that can be identified in lower dimensional
spaces only. Reciprocally, first performing feature selection and then clustering
the data would impose a subspace common to all clusters. Subspace cluster-
ing addresses both subgroup and feature identification simultaneously, so as to
obtain better subgroups, defined locally.

Subspace clustering is especially useful for high dimensional data, due to the
curse of dimensionality that makes all distances between pairs of points have
very close values: it can be the case that there exists no dense data subgroup in
the whole feature space and that clusters can only be identified when considering
subspaces with lower dimensionality.

Two Main Paradigms. Numerous approaches for subspace clustering have
been proposed in the literature, offering a diversity similar to that of the general
clustering task. Two main paradigms can be distinguished, that focus on slightly
different objectives and lead to independent method developments, as sketched
below and described in more details in the next two sections.

The first category, presented in Sect. 3, exploits the hypothesis that the avail-
able data has been drawn from distinct subspaces so as to improve the clustering
results: the subspace existence is viewed as a useful intermediary tool for the clus-
tering aim, but their identification is not a goal in itself and they are not further
used. Methods in this category rely on deriving an affinity matrix from the data,
that captures local similarity between data points and can be used to cluster the
data, instead of a predefined global similarity (or distance) measure.

The second category, described in Sect. 4, considers that the subspaces in
which the clusters live provide useful information in themselves: methods in this
category aim at explicitly identifying these subspaces, so as to characterise the
identified clusters and extract more knowledge from the data. Methods in this
category rely on predefined forms of the subspaces and extract from the data
their optimal instanciation.

3 Learning an Affinity Matrix

As mentioned in the previous section, subspace clustering can be defined as
a clustering task in the case where the data have been drawn from a union
of low dimensional subspaces [15,28]. Such a priori knowledge is for instance
available in many computer vision applications, such as image segmentation,
motion segmentation or image clustering [7,15,18,22] to name a few.

Methods in this category rely on a two-step procedure that consists in first
learning a local affinity matrix and then performing spectral clustering on this
matrix: the affinity matrix learns local similarity (or distance) values for each
couple of data, instead of applying a global, predefined, measure.

Among others [15,28], self-expressive approaches first represent the data
points as linear combination of other data points, that must thus be in the
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same subspace. More formally, they learn a self-representation matrix C, min-
imising the reconstruction cost ‖X − XC‖F where ‖‖̇F is the Frobenius norm.
An affinity matrix can then be defined as W = 1

2 (|C| + |CT |) and used for spec-
tral clustering. Various constraints on the self-representation matrix C can be
considered, adding penalisation terms to the reconstruction cost with various
norms. Some examples include Sparse Subspace Clustering, SSC [7,8], or Low-
Rank Representation, LRR [22]. In order to extend to the case of non-linear
subspaces, kernel approaches have been proposed [26,30,31], as well as, more
recently, deep learning methods that do not require to set a priori the consid-
ered non-linear data transformation. The latter can consist in applying SSC
to the latent features extracted by an auto-encoder architecture [27] or, more
intrinsically, to integrate a self-expressive layer between the encoder and decoder
steps [15,32].

4 Identifying the Subspaces

A second approach to subspace clustering considers that the subspaces in which
the clusters live are also interesting as such and provide useful insight to the
data structure. It thus provides an explicit representation of these subspaces,
whereas the methods described in the previous section only exploit the matrix
of the local distances between all data pairs.

Many approaches have been proposed to identify the subspaces associated to
each cluster, they can be organised into three categories discussed in turn below.
They also differ by the form of the subspaces they consider that can be hyper-
rectangles [3], vector subspaces [1,28] or hyperplanes of low dimension [29], to
name a few.

Bottom-Up Strategy. A first category of approaches starts from atomic clus-
ters with high density and very low dimensionality that are then iteratively fused
to build more complex clusters and subspaces.

This is for instance the case of the clique algorithm [3] that starts from
dense unit cubes, progressively combined to define clusters and subspaces as
maximal sets of adjacent cells, parallel to the axes. A final step provides a textual
description of each cluster that aims at being both concise and informative for
the user: it contains information about the involved dimensions and their value
boundaries, offering an enriched result as compared to the list of the points
assigned to the considered cluster.

Enclus [6] and mafia [5] follow the same bottom-up principle. The dif-
ferences come from the fact that enclus minimises the cell entropy instead of
maximising their densities and that mafia allows to consider an adaptive grid to
define the initial cube units according to the data distribution for each attribute.

Top-Down Strategy: Projected Clustering. A second category of meth-
ods applies a top-down exploration method, that progressively refines subspaces



Subspace Clustering and Some Soft Variants 437

initially defined as the whole feature space. The refinement step consists in pro-
jecting the data to subspaces, making it possible to identify the cluster structure
of the data even when there is no dense clusters in the full feature space.

Proclus [1] belongs to this framework of projected clustering, it identifies
three components: (i) clusters, (ii) associated dimensions that define axes-parallel
subspaces, as well as (iii) outliers, i.e. points that are assigned to none of the
clusters. The candidate projection subspaces are defined by the dimensions along
which the cluster members have the lowest dispersion. Orclus [2] is a variant of
proclus that allows to identify subspaces that are not parallel to the initial axes.

Partitioning Strategy: Optimising a Cost Function. A third category of
methods relies on the definition of a cost function that extends the classical and
seminal k-means cost function so as to integrate the desired subspaces associated
with the clusters. They are based on replacing the Euclidean distance used to
compare the data by weighted variants thereof, where the weights are attached
to each cluster so as to dispose of the local definition of the distance function:
a dimension associated with a large weight is interpreted as playing a major
role in the cluster definition, as small variations in this dimension lead large
increases in the distance value. The subspaces can thus be defined indirectly by
the weights attached to the dimensions. Some approaches impose the subspaces
to be axes-parallel, others allow for rotations.

The subspace clustering methods usually require as hyperparameter the
desired number of clusters, set in advance. Most of them apply an alternated
optimisation scheme, as performed by the k-means algorithm: given candidate
cluster definitions, they optimise the data assignment to the clusters and, given
a candidate assignment, they optimise the cluster description. The latter adds to
the traditional cluster centres the associated distance weights. The approaches
belonging to this category vary by the constraints imposed to these weights, as
illustrated by some examples below.

It can first be observed that, although proposed in another framework, the
Gaussian Mixture Model (GMM) clustering approach can be interpreted as
addressing the subspace clustering task: GMM associate each cluster with its
covariance matrix and computes the distance between a data point and the
centre of the cluster it is assigned to as a local Malahanobis distance. As a
consequence, for example, a dimension associated with a low variance can be
interpreted as highly characterising the cluster, and the cluster subspace can
be defined as the one spanned by the dimensions with minimal variances. Full
covariance matrices allow for general cluster subspaces, diagonal matrices impose
the subspaces to be parallel to the initial axes.

Another example is provided by the Fuzzy Subspace Clustering algorithm,
FSC [10], that, despite his name, provides crisp assignment of the data to the
clusters: it is named fuzzy because of the weights in [0, 1] attached to the
dimensions. Denoting n the number of data points, d the number of features,
xi = (xi1, · · · , xid) for i = 1..n the data, c the desired number of clusters,
cr = (cr1, · · · , crd) for r = 1..c the cluster centres, uri the assignment of data xi
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to cluster r, wr = (wr1, · · · , wrd) for r = 1..c the dimension weights for cluster r
and η and q two hyperparameters, FSC considers the cost function

JFSC =
n∑

i=1

c∑

r=1

uri

d∑

p=1

wq
rp(xip − crp)2 + η

c∑

r=1

d∑

p=1

wq
rp (1)

under the constraints uri ∈ {0, 1},
∑c

r=1 uri = 1 for all i and
∑d

p=1 wrp = 1 for
all r. In this cost, the first term is identical to the k-means cost function when
replacing the Euclidean distance by a weighted one, the second term is required
so that the update equations are well defined [10]. The two terms are balanced
by the η hyperparameter. The first two constraints are identical to the k-means
ones, the third one forbids the trivial solution where all weights wrp = 0. The
q hyperparameter defining the exponent of the weights wq

rp is similar to the
fuzzifier m used in the fuzzy c-means algorithm to avoid converging to binary
weights wrp ∈ {0, 1} [20].

The Entropy Weighted k-means algorithm, EWKM [16], is an extension that
aims at controlling the sparsity of the dimension weights wrp, so that they tend
to equal 0, instead of being small but non-zero: to that aim, it replaces the second
term in JFSC with an entropy regularisation term, balanced with a γ parameter

JEWKM =
n∑

i=1

c∑

r=1

uri

d∑

p=1

wrp(xip − crp)2 + γ

c∑

r=1

d∑

p=1

wrp log wrp (2)

under the same constraints. When γ tends to 0, it allows to control the sparsity
level of the wrp weights.

5 Soft Variants

This section aims at detailing partitioning approaches, introduced in the previous
section, in the case where the point assignment to the cluster is not binary but
soft, i.e., using the above notations, uri ∈ [0, 1] instead of uri ∈ {0, 1}: they
constitute subspace extensions of the fuzzy c-means algorithm, called fcm, and
its variants (see e.g. [14,21] for overviews).

First the Gustafson-Kessel algorithm [13] can be viewed as the fuzzy corre-
spondent of GMM discussed in the previous section: both use the Mahalanobis
distance and consider weighted assignments to the clusters. They differ by the
interpretation of these weights and by the cost function they consider: GMM
optimises the log-likelihood of the data, in a probabilistic modelling framework,
whereas Gustafson-Kessel considers a quantisation error, in a fcm manner.

Using the same notations as in the previous section, with the additional
hyperparameters m, called fuzzifier, and (αr)r=1..c ∈ R, the Attribute Weighted
Fuzzy c-means algorithm, AWFCM [19], is based on the cost function

JAWFCM =
n∑

i=1

c∑

r=1

um
ri

d∑

p=1

wq
rp(xip − crp)2 (3)
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with uri ∈ [0, 1] and under the constraints
∑c

r=1 uri = 1 for all i,
∑n

i=1 uri > 0
for all r and

∑d
p=1 wrp = αr for all r. The cost function is thus identical to

the fcm one, replacing the Euclidean distance with its weighted variant. The
first two constraints also are identical to the fcm ones, the third one forbids the
trivial solution wrp = 0. The (αr) hyperparameters can also allow to weight the
relative importance of the c clusters in the final partition, but they are usually
set to be all equal to 1 [19].

Many variants of AWFCM have been proposed, for instance to introduce
sparsity in the subspace description: AWFCM indeed produces solutions where
none of the wrp parameters equals zero, even if they are very small. This is
similar to a well-known effect of the fcm, where the optimisation actually leads
to uri ∈ ]0, 1[, except for data points that are equal to a cluster centre: the
membership degrees can be very small, but they cannot equal zero [20]. Borgelt
[4] thus proposes to apply the sparsity inducing constraints introduced for the
membership degrees uri [20], considering

JBOR =
n∑

i=1

c∑

r=1

g(uri)
d∑

p=1

g(wrp)(xip − crp)2 (4)

under the same constraints as AWFCM, where

g(x) =
1 − β

1 + β
x2 +

2β

1 + β
x with β ∈ [0, 1[

Two different β values can be respectively considered for the membership
degrees uri and the dimension weights wrp: setting β = 0 leads to the same func-
tion as AWFCM with m = 2 and q = 2, which are the traditional choices [19].
Considering a non-zero β value allows to get uri = 0 or wrp = 0 [20], providing a
sparsity property, both for the membership degrees and the dimension weights.

The Weighted Laplacian Fuzzy Clustering algorithm, WLFC [11], is another
variant of AWFCM that aims at solving an observed greediness of this algorithm:
AWFCM sometimes appears to be over-efficient and to fail to respect the global
geometry of the data, because of its adaptation to local structure [11]. To address
this issue, WLFC proposes to add a regularisation term to the cost function, so
as to counterbalance the local effect of cluster subspaces:

JWLFC =
n∑

i=1

c∑

r=1

u2
ri

d∑

p=1

wq
rp(xip − crp)2 + γ

n∑

i,j=1

c∑

r=1

(uri − usi)2sij (5)

under the same constraints as AWFCM. In this cost, sij is a well-chosen global
similarity measure [11] that imposes that neighbouring points in the whole fea-
ture space still have somewhat similar membership degrees. The γ hyperparam-
eter allows to balance the two effects and to prevent some discontinuity in the
solution among point neighbourhood.
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The Proximal Fuzzy Subspace C-Means, PFSCM [12] considers the cost func-
tion defined as

JPFSCM =
n∑

i=1

c∑

r=1

um
ri

d∑

p=1

w2
rp(xip − crp)2 + γ

c∑

r=1

|
d∑

p=1

(wrp) − 1| (6)

under the first two constraints of AWFCM: the second term can be interpreted
as an inline version of the third constraint that is thus moved within the cost
function. As it is not differentiable, PFSCM proposes an original optimisation
scheme that does not rely on standard alternate optimisation but on proximal
descent (see e.g. [25]). This algorithm appears to identify better the number
of relevant dimensions for each cluster, where AWFCM tends to underestimate
it. Moreover, the proposition to apply proximal optimisation techniques to the
clustering task opens the way for defining a wide range of regularisation terms: it
allows for more advanced penalty terms that are not required to be differentiable.

6 Conclusion

This paper proposed a brief overview of the subspace clustering task and the
main categories of methods proposed to address it. They differ in the under-
standing of the general aim and offer a large variety of approaches that provide
different types of outputs and knowledge extracted from the data.

Still they have several properties in common. First most of them rely on a
non-constant distance measure: the comparison of two data points does not rely
on a global measure, but on a local one, that somehow takes the assignment to the
same cluster as a parameter to define this measure. As such, subspace clustering
constitutes a task that must extract from the data, in an unsupervised way, both
compact and distinct data subgroups, as well as the reasons why these subgroups
can be considered as compact. This makes it clear that subspace clustering is a
highly demanding and difficult task, that aims at exploiting inputs with little
information (indeed, inputs reduce to the data position in the feature space only)
to extract very rich knowledge.

Moreover, it can be observed that many subspace clustering methods share
a constraint of sparsity: it imposes subspaces to be as small as possible so as
to contain the clusters, while avoiding to oversimplify their complexity. A large
variety of criteria to define sparsity and integrate it into the task objective is
exploited across the existing approaches.

Among the directions for ongoing works in the subspace clustering domain,
a major one deals with the question of evaluation: as is especially the case for
any unsupervised learning task, there is no consensus about the quality criteria
to be used to assess the obtained results. The first category of methods, that
exploit the subspace existence to learn an affinity matrix, usually focuses on
evaluating the cluster quality: they resort to general clustering criteria, such
as the clustering error, measured as accuracy, the cluster purity or Normalised
Mutual Information. Thus they are often evaluated in a supervised manner,
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considering a reference of expected data subgroups. When subspace clustering is
understood as also characterising the clusters using the subspaces in which they
live, the evaluation must also assess these extracted subspaces, e.g. taking into
account both their adequacy and sparsity. The definition of corresponding quality
criteria still constitutes an open question in the subspace clustering domain.

Acknowledgements. I wish to thank Arthur Guillon and Christophe Marsala with
whom I started exploring the domain of subspace clustering.
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From Shallow to Deep Interactions Between Knowledge
Representation, Reasoning
and Machine Learning

Kay R. Amel(B)
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CNRS, Gif-sur-Yvette, France

Abstract. Reasoning and learning are two basic concerns at the core of Artificial
Intelligence (AI). In the last three decades, Knowledge Representation and Rea-
soning (KRR) on the one hand and Machine Learning (ML) on the other hand,
have been considerably developed and have specialised in a large number of ded-
icated sub-fields. These technical developments and specialisations, while they
were strengthening the respective corpora of methods in KRR and in ML, also
contributed to an almost complete separation of the lines of research in these two
areas, making many researchers on one side largely ignorant of what was going
on the other side.

This state of affairs is also somewhat relying on general, overly simplis-
tic, dichotomies that suggest great differences between KRR and ML: KRR
deals with knowledge, ML handles data; KRR privileges symbolic, discrete
approaches, while numerical methods dominate ML. Even if such a rough pic-
ture points out things that cannot be fully denied, it is also misleading, as for
instance KRR can deal with data as well (e.g., formal concept analysis) and
ML approaches may rely on symbolic knowledge (e.g., inductive logic program-
ming). Indeed, the frontier between the two fields is actually much blurrier than
it appears, as both share approaches such as Bayesian networks, or case-based
reasoning and analogical reasoning, as well as important concerns such as uncer-
tainty representation. In fact, one may well argue that similarities between the
two fields are more numerous than one may think.

This talk proposes a tentative and original survey of meeting points between
KRR and ML. Some common concerns are first identified and discussed such as
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the types of representation used, the roles of knowledge and data, the lack or the
excess of information, the need for explanations and causal understanding.

Then some methodologies combining reasoning and learning are reviewed
(such as inductive logic programming, neuro-symbolic reasoning, formal concept
analysis, rule-based representations and machine learning, uncertainty assess-
ment in prediction, or case-based reasoning and analogical reasoning), before
discussing examples of synergies between KRR and ML (including topics such
as belief functions on regression, EM algorithm versus revision, the semantic
description of vector representations, the combination of deep learning with high
level inference, knowledge graph completion, declarative frameworks for data
mining, or preferences and recommendation).

The full paper will be the first step of a work in progress aiming at a bet-
ter mutual understanding of researches in KRR and ML, and how they could
cooperate.
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Abstract. It is a common approach in computer science to approximate
a function that is hard to evaluate by a simpler function. Finding such
fast approximations is especially important for probabilistic inference,
which is widely used, yet notoriously hard. We discuss a recent algebraic
approach for approximating the probability of Boolean functions with
upper and lower bounds. We give the intuition for these bounds and
illustrate their use with three applications: (1) anytime approximations
of monotone Boolean formulas, (2) approximate lifted inference with rela-
tional databases, and (3) approximate weighted model counting.

1 Probabilistic Inference and Weighted Model Counting

Probabilistic inference over large data sets has become a central data manage-
ment problem. It is at the core of a wide range of approaches, such as graphi-
cal models, statistical relational learning or probabilistic databases. Yet a major
drawback of exact probabilistic inference is that it is computationally intractable
for most real-world problems. Thus developing general and scalable approximate
schemes is a subject of fundamental interest. We focus on weighted model count-
ing, which is a generic inference problem to which all above approaches can be
reduced. It is essentially the same problem as computing the probability of a
Boolean formula. Each truth assignment of the Boolean variables corresponds to
one model whose weight is the probability of this truth assignment. Weighted
model counting then asks for the sum of the weights of all satisfying assignments.

2 Optimal Oblivious Dissociation Bounds

We discuss recently developed deterministic upper and lower bounds for the
probability of Boolean functions. The bounds result from treating multiple occur-
rences of variables as independent and assigning them new individual probabil-
ities, an approach called dissociation. By performing several dissociations, one
can transform a Boolean formula whose probability is difficult to compute, into
one whose probability is easy to compute. Appropriately executed, these steps
can give rise to a novel class of inequalities from which upper and lower bounds
can be derived efficiently. In addition, the resulting bounds are oblivious, i.e. they
c© Springer Nature Switzerland AG 2019
N. Ben Amor et al. (Eds.): SUM 2019, LNAI 11940, pp. 449–450, 2019.
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require only limited observations of the structure and parameters of the prob-
lem. This technique can yield fast approximate schemes that generate upper and
lower bounds for various inference tasks.

3 Talk Outline

We discuss Boolean formulas and their connection to weighted model counting.
We introduce dissociation-based bounds and draw the connection to approximate
knowledge compilation. We then illustrate the use of dissociation-based bounds
with three applications: (1) anytime approximations of monotone Boolean for-
mulas [7]. (2) approximate lifted inference with relational databases [4, 5], and
(3) approximate weighted model counting [3]. If time remains, we will discuss
the similarities and differences to four other techniques that similarly fall into
Pearl’s classification of extensional approaches to uncertainty [9, Ch 1.1.4]: (i)
relaxation-based methods in logical optimization [8, Ch 13], (ii) relaxation &
compensation for approximate probabilistic inference in graphical models [2],
(iii) probabilistic soft logic that uses continuous relaxations in a smart way [1],
and (iv) quantization on algebraic decision diagrams [6]. The slides will be made
available at https://northeastern-datalab.github.io/afresearch/.
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grant IIS-1762268. I would also like to thank my various collaborators on the topic: Li
Chou, Floris Geerts, Vibhav Gogate, Peter Ivanov, Dan Suciu, Martin Theobald, and
Maarten Van den Heuvel.
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