
Springer Proceedings in Mathematics & Statistics

Martin Bohner
Stefan Siegmund
Roman Šimon Hilscher
Petr Stehlík   Editors

Difference 
Equations 
and Discrete 
Dynamical Systems 
with Applications
24th ICDEA, Dresden, Germany, 
May 21–25, 2018



Springer Proceedings in Mathematics &
Statistics

Volume 312



Springer Proceedings in Mathematics & Statistics

This book series features volumes composed of selected contributions from
workshops and conferences in all areas of current research in mathematics and
statistics, including operation research and optimization. In addition to an overall
evaluation of the interest, scientific quality, and timeliness of each proposal at the
hands of the publisher, individual contributions are all refereed to the high quality
standards of leading journals in the field. Thus, this series provides the research
community with well-edited, authoritative reports on developments in the most
exciting areas of mathematical and statistical research today.

More information about this series at http://www.springer.com/series/10533

http://www.springer.com/series/10533


Martin Bohner • Stefan Siegmund •

Roman Šimon Hilscher • Petr Stehlík
Editors

Difference Equations
and Discrete Dynamical
Systems with Applications
24th ICDEA, Dresden, Germany,
May 21–25, 2018

123



Editors
Martin Bohner
Department of Mathematics and Statistics
Missouri University of Science
and Technology
Rolla, MO, USA

Stefan Siegmund
Institute for Analysis, CfD
Dresden University of Technology
Dresden, Germany

Roman Šimon Hilscher
Department of Mathematics
and Statistics, Faculty of Science
Masaryk University
Brno, Czech Republic

Petr Stehlík
Department of Mathematics
University of West Bohemia
Pilsen, Czech Republic

ISSN 2194-1009 ISSN 2194-1017 (electronic)
Springer Proceedings in Mathematics & Statistics
ISBN 978-3-030-35501-2 ISBN 978-3-030-35502-9 (eBook)
https://doi.org/10.1007/978-3-030-35502-9

Mathematics Subject Classification (2010): 34NXX, 37-XX, 39-XX

© Springer Nature Switzerland AG 2020
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, expressed or implied, with respect to the material contained
herein or for any errors or omissions that may have been made. The publisher remains neutral with regard
to jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-35502-9


Conference Committees

Local Organizing Committee

Stefan Siegmund, Technical University Dresden, Germany (Chair)
Christine Heinke, Technical University Dresden, Germany
Norbert Koksch, Technical University Dresden, Germany
Sebastian Mildner, Technical University Dresden, Germany
Petr Stehlík, University of West Bohemia, Czech Republic
Sascha Trostorff, Technical University Dresden, Germany
Hannes Weiße, Technical University Dresden, Germany

Scientific Committee

Zuzana Došlá, Masaryk University, Czech Republic (Chair)
Martin Bohner, Missouri University of Science and Technology, USA
Saber Elaydi, Trinity University, USA
Małgorzata Guzowska, University of Szczecin, Poland
Christian Pötzsche, University of Klagenfurt, Austria
Adina L. Sasu, West University of Timișoara, Romania
Stefan Siegmund, Technical University Dresden, Germany
Hal Smith, Arizona State University, USA
Petr Stehlík, University of West Bohemia, Czech Republic

v



Preface to Proceedings of ICDEA 2018

These proceedings of the 24th International Conference on Difference Equations
and Applications cover the theory and applications of difference equations and
discrete dynamical systems. The conference was held at the Institute of Analysis at
the Technical University Dresden (Saxony, Germany), under the auspices of the
International Society of Difference Equations (ISDE) May 21–25, 2018. Its purpose
was to bring together renowned researchers working actively in the respective
fields, to discuss the latest developments, and to promote international cooperation
on the theory and applications of difference equations. The main topics in ICDEA
2018 were difference equations, discrete dynamical systems, discrete biomedical
models, and discrete models in natural science and social sciences. More than 100
participants attended the 84 talks of the conference, including 10 plenary talks
given by invited speakers.

These proceedings contain 16 articles written by participants of ICDEA 2018.
Each manuscript underwent a rigorous refereeing process to ensure scientific quality.
Three of the articles are prepared by the plenary speakers Elena Braverman, Bernd
Krauskopf, and Erik Van Vleck. This book will appeal to researchers and scientists
working in the fields of difference equations, discrete dynamical systems, and their
applications. We would like to take this opportunity to give our special thanks to all
the participants for their active contributions to the success of ICDEA 2018. Our
gratitude and appreciation go to the organizers for their efforts that made possible the
success of the conference, the members of the scientific committee who ensured the
high standards of the conference scientific activities, the administration of the
Institute of Analysis of Faculty of Mathematics at the Technical University Dresden
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for providing its facilities and resources to the conference participants, and last but
not least the sponsors “Deutsche Forschungsgemeinschaft (DFG)” and “Gesellschaft
von Freunden und Förderern der TU Dresden e.V.” for their financial support.

Rolla, USA Martin Bohner
Dresden, Germany Stefan Siegmund
Brno, Czech Republic Roman Šimon Hilscher
Pilsen, Czech Republic Petr Stehlík
June 2019
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Linearized Oscillation Theory for a
Nonlinear Nonautonomous Difference
Equation

Elena Braverman and Başak Karpuz

Abstract We review some theorems and mistakes in linearized oscillation results
for difference equations with variable coefficients and constant delays, as well as
develop linearized oscillation theory when delays are also variable. Main statements
are applied to discrete models of population dynamics. In particular, oscillation of
generalized Pielou, Ricker and Lasota–Wazewska equations is considered.

Keywords Difference equations · Variable delays · Linearized oscillation · Pielou
equation · Ricker model · Lasota–Wazewska equation

1 Introduction

Linearized theory usually relates properties of nonlinear equations to their linearized
versions. Results connecting oscillation properties of a nonlinear delay difference
equation

x(n + 1) − x(n) +
m∑

k=1

rk(n) fk[x(n − τk)] = 0 for n ≥ n0, (1)
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4 E. Braverman and B. Karpuz

where {rk(n)} ⊂ R
+
0 := [0,∞), τk ∈ N0 := {0, 1, . . .}, k = 1, 2, . . . ,m, with the

linear equation

x(n + 1) − x(n) +
m∑

k=1

rk(n)x(n − τk) = 0 for n ≥ n0 (2)

go back to 1990ies [14]. Here in (1), u fk(u) > 0 for u ∈ R\{0} and either

lim inf
u→0

fk(u)

u
= 1 or | fk(u)| ≥ |u| in some neighborhood of the origin for any

k = 1, 2, . . . ,m.
In [14, Theorem6], under natural assumptions,Yan andQian stated that oscillation

of (2) implies oscillation of (1). However, in [10, p. 478], Tang and Yu disproved
the statement by Yan and Qian by constructing a counterexample in the case of
a single constant delay to show that (1) may have a nonoscillatory solution while
every solution of (2) is oscillatory. This happens in the critical case when the variable
coefficient is close to the boundary of the oscillation domain, see [11] formore details.

It is mentioned in [9] that to explore linearized oscillation of the autonomous
equation

x(n + 1) − x(n) +
m∑

k=1

pk fk[x(n − τk)] = 0 for n ≥ n0, (3)

it is sufficient to imply limitations on nonlinear functions in a small neighbourhood
of zero.

Proposition 1 ([9, p. 570]) Assume that pk ∈ R
+ := (0,∞), fk ∈ C(R,R) satis-

fies u fk(u) > 0 for all u ∈ (−δ, δ)\{0}, where δ ∈ R
+, and lim

u→∞
fk(u)

u
= 1 for

k = 1, 2, . . . ,m. Every solution of (3) is oscillatory if and only if every solution of
the autonomous equation

x(n + 1) − x(n) +
m∑

k=1

pkx(n − τk) = 0 for n ≥ n0 (4)

is oscillatory.

However, a slight modification of [9, p. 574] disproves this statement.

Example 1 Let τ ∈ N and p ∈ [1,∞). Consider the nonlinear equation

x(n + 1) − x(n) + p sin
(
x(n − τ )

) = 0 for n ≥ 0. (5)

As any eventually positive solution of the linearized equation

x(n + 1) − x(n) + px(n − τ ) = 0 for n ≥ 0
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should be monotone decreasing for n ≥ n0, we get x(n0 + 1) < 0. Similarly, there
are no eventually negative solutions. However, (5) has an infinite number of constant
nonoscillatory solutions {x(n)} = { jπ}, j = ±1,±2, . . ., both positive and negative.

Reducing conditions to a small neighbourhood of zero as in Proposition 1 is
allowed only when all nonoscillatory solutions {x(n)} tend to zero as n → ∞.

The purpose of the present paper is to establish connections between oscillation
properties of the nonlinear equation with variable coefficients and delays

x(n + 1) − x(n) +
m∑

k=1

rk(n) fk
[
x
(
hk(n)

)] = 0 for n ≥ n0 (6)

and the linear equation

x(n + 1) − x(n) +
m∑

k=1

rk(n)x
(
hk(n)

) = 0 for n ≥ n0, (7)

as well as to apply the obtained results to some models of population dynamics
models.

We consider (6) under some the following assumptions:

(A1) For k = 1, 2, . . . ,m, {rk(n)} ⊂ R
+
0 .

(A2) For k = 1, 2, . . . ,m, {hk(n)} ⊂ Z, hk(n) ≤ n, n ≥ n0 and lim
n→∞ hk(n) = ∞.

(A3) For k = 1, 2, . . . ,m, fk ∈ C(R,R) satisfies u fk(u) > 0 for all u ∈ R\{0}.
(A4) lim

u→0

fk(u)

u
= 1 for k = 1, 2, . . . ,m.

(A5) There exists δ ∈ R
+ such that either

0 ≤ fk(u) ≤ u for all u ∈ [0, δ] and k = 1, 2, . . . ,m, (8)

or
0 ≥ fk(u) ≥ u for all u ∈ [−δ, 0] and k = 1, 2, . . . ,m. (9)

For all results concerning (6), we assume that (A1) and (A2) hold. Define

n−1 := min
k

min{hk(n) : n ≥ n0},

which exists and is finite by (A2). By a solution of (6), we mean a sequence
{x(n)}∞n=n−1

for which

x(n + 1) = x(n) −
m∑

k=1

rk(n) fk
[
x
(
hk(n)

)]
for n = n0, n0 + 1, . . . .

It is well known that (6) has a unique solution satisfying the initial condition
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x(n) = ϕn−n−1 for n = n−1, n−1 + 1, . . . , n0,

where ϕ0,ϕ1, . . . ,ϕn0−n−1 are prescribed real numbers.
A solution {x(n)} of (6) is said to be oscillatory if x(n) are neither eventually

positive nor eventually negative. Equation (6) is oscillatory if all its solutions are
oscillatory. Otherwise, (6) is called nonoscillatory.

After linearization, we have to apply oscillation results for linear equation (7), so
we present below some of them.

Proposition 2 ([7, Corollary 7.1.1]) Assume that pk ∈ R and τk ∈ Z for
k = 1, 2, . . . ,m. Linear autonomous equation (4) is oscillatory if and only if the
characteristic equation

λ − 1 +
m∑

k=0

pkλ
−τk = 0 (10)

has no positive roots.

Proposition 3 ([12, Theorem 1]) Let (A1) and (A2) hold and

lim inf
n→∞ inf

λ∈(0,1)

{ m∑

k=1

rk(n)

λ(1 − λ)n−hk (n)

}
> 1.

Then, (7) is oscillatory.

Proposition 4 ([15, Corollary 3]) Assume that (A1) and (A2) are satisfied and there
exist λ0 ∈ (0, 1) and n1 ≥ n0 such that

m∑

k=1

rk(n)

λ0(1 − λ0)n−hk (n)
≤ 1 for n ≥ n1.

Then, (7) is nonoscillatory.

Denoting

{μ(n)} =
{

u(n)

1 − u(n)

}

in [3, Theorem 2.1], we get the following.

Proposition 5 ([15, Corollary 3]) If (A1) and (A2) hold, the following statement are
equivalent.

(i) Equation (7) is nonoscillatory.
(ii) There exists n0 ∈ Z such that the inequality

x(n + 1) − x(n) +
m∑

k=1

rk(n)x
(
hk(n)

) ≤ 0
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has an eventually positive solution for n ≥ n0 and/or

x(n + 1) − x(n) +
m∑

k=1

rk(n)x
(
hk(n)

) ≥ 0

has an eventually negative solution for n ≥ n0.
(iii) There exist n0 ∈ Z and a sequence {μ(n)} ⊂ R

+
0 such that

μ(n) ≥
m∑

k=1

rk(n)

n∏

j=hk (n)

[1 + μ( j)] for n ≥ n1, (11)

where n1 ≥ n0 satisfies hk(n) ≥ n0 for all n ≥ n1 and k = 1, 2, . . . ,m.

Remark 1 Proposition 4 follows from Proposition 5 with {μ(n)} ≡
{

λ0

1 − λ0

}
.

Next, we quote an oscillation result for nonlinear equation (6).

Proposition 6 ([7, Theorem 7.4.1]) Assume that (A4) and (A5) hold, pk ∈ R
+ and

τk ∈ N0 for k = 1, 2, . . . ,m. The autonomous nonlinear equation

x(n + 1) − x(n) +
m∑

k=1

pk fk[x(n − τk)] = 0 for n ≥ n0 (12)

is oscillatory if and only if the autonomous linear equation

x(n + 1) − x(n) +
m∑

k=1

pkx(n − τk) = 0 for n ≥ n0

is oscillatory.

Proposition 7 Assume (A4) and (A5). The autonomous nonlinear equation (12) is
oscillatory if and only if the characteristic equation (10) has no positive roots.

By analyzing the characteristic equation

λ − (1 − p) + qλ−τ = 0,

we get the following result.

Proposition 8 Assume f, g ∈ C(R,R) satisfy (A4) and (A5), p ∈ [0, 1), q ∈ R
+
0

and τ ∈ N0. The autonomous nonlinear equation

x(n + 1) − x(n) + p f [x(n)] + qg[x(n − τ )] = 0 for n ≥ n0
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is oscillatory if and only if

q(τ + 1)τ+1 > (1 − p)τ+1τ τ .

Further, Sect. 2 contains known and some new auxiliary statements that will be
required to prove main results in Sect. 3. In Sect. 4, we apply linearization theorems
to equations of mathematical biology generalizing Pielou’s equation, Ricker’s model
and Lasota–Wazewska equation. Some final comments are presented in Sect. 5.

2 Auxiliary Results

Wewill assumewithout further mentioning that (A1)–(A3) hold. Let us start with the
statement that under (A1)–(A3), unlike Example 1, there is a nonoscillatory solution
which does not tend to zero if and only if the series of the sum of coefficients
converges.

Theorem 1 The following statements are equivalent.

(i)
∞∑

j

m∑

k=1

rk( j) < ∞.

(ii) Equation (6) has a nonoscillatory solution {x(n)} such that lim
n→∞ x(n) 	= 0.

Proof (i) =⇒ (ii): Pick L > 0 and denote M := max
k

max
L≤x≤2L

{ fk(x)}. Since the

series
∞∑

j

m∑

k=1

rk( j) converges, we can find n1 ≥ n0 such that

∞∑

j=n

m∑

k=1

rk( j) ≤ L

M
for n ≥ n1.

By (A2), there is n2 ≥ n1 such that hk(n) ≥ n1 for n ≥ n2. Define x0(n) :≡ 1 for
n ≥ n1 and {x�(n)} for � ∈ N as

x�(n) :=

⎧
⎪⎨

⎪⎩

L +
∞∑

j=n

m∑

k=1

rk( j) fk
[
x�−1

(
hk( j)

)]
, n ≥ n2,

2L , n1 ≤ n ≤ n2.

Inductive arguments yield that 2L ≥ x�(n) ≥ x�+1(n) ≥ L for n ≥ n1 and � ∈ N.
Define {x(n)} by x(n) := lim

�→∞ x�(n) for n ≥ n1.

Then,we see that {x(n)} is a positive solution of (6) satisfying lim
n→∞ x(n) = L > 0.
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(ii) =⇒ (i): We may suppose without loss of generality that {x(n)} is an eventually
positive solution of (6) such that lim

n→∞ x(n) 	= 0. By (A1)—(A3) and (6), {x(n)} is
eventually nonincreasing. Then, lim

n→∞ x(n) =: L > 0. We can find n1 ≥ n0 such that

x(n) > 0 and L
2 ≤ x(hk(n)) ≤ 3L

2 for all n ≥ n1. Setm := min
k

min
|L−x |≤ L

2

{ fk(x)}, then
m > 0 by (A3). Summing (6) from n1 to (n − 1), we get

0 = x(n) − x(n1) +
n−1∑

j=n1

m∑

k=1

rk( j) fk
[
x
(
hk(n)

)]
for all n ≥ n1,

which yields
n−1∑

j=n1

m∑

k=1

rk( j) ≤ x(n1)

m
for all n ≥ n1.

This proves (i) provided that {x(n)} is eventually positive. The case of {x(n)} being
eventually negative is similar and thus is omitted.

Let us illustrate that in Theorem 1 the limit assumption on variable delays in (A2)
is necessary, as well as continuity and the sign condition on f in (A3), with two
examples.

Example 2 The equation

x(n + 1) − x(n) + x(−1) = 0 for n ≥ 0

with the initial conditions x(−1) = −1 and x(0) = 0 has an eventually positive
solution {x(n)} = {n}, which does not tend to zero, because the delay obviously
does not satisfy lim

n→∞ h(n) = ∞ of (A2).

Example 3 For the equation

x(n + 1) − x(n) + 2 f [x(n − 1)] = 0 for n ≥ 0, (13)

where f is either

f1(u) :=
{
u, u ≤ 1
1
8 (u − 1), u > 1

or f2(u) :=
{

1
2 − ∣∣ 1

2 − u
∣∣, u ≤ 1

1
8 (u − 1), u ≥ 1,

all the conditions but one (continuity for f1 or sign condition for f2) in (A3) are
satisfied.However, all solutions of its linearized counterpart are obviously oscillatory,
while {x(n)} = {1 + 2−n} is a positive solution of (13) with the initial conditions
x(−1) = 3 and x(0) = 2 since

x(n + 1) = 1 + 2−(n+1) = 1 + 2−n − 1

2
2−n = x(n) − 2 f1[x(n − 1)] for n = 0, 1, . . . .
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With f = f2, it is easy to verify that {x(n)} = {1} is also a solution of (13) with the
initial conditions x(−1) = 1 and x(0) = 1.

Now, consider the condition

∞∑

j

m∑

k=1

rk( j) = ∞. (14)

Corollary 1 Every nonoscillatory solution {x(n)} of (6) tends to zero as n → ∞ if
and only if (14) holds.

Remark 2 If (6) is oscillatory, then (14) holds.

Lemma 1 Assume that every nonoscillatory solution {x(n)} of (7) satisfies
lim
n→∞ x(n) = 0. Then, there exists a solution {μ(n)} of inequality (11) satisfying

lim
n→∞

(n−1∏

j

[1 + μ( j)]
)−1

= 0.

Proof Without loss of generality, let {x(n)} be an eventually positive solution of (7)
such that x(n) → 0 as n → ∞. Then, we can find n1 ≥ n0 such that x(n) > 0 and
x(hk(n)) > 0 for all n ≥ n1 and k = 1, 2, . . . ,m. From (7), x(n + 1) ≤ x(n) for all

n ≥ n1. Now, define μ(n) := x(n)

x(n + 1)
− 1 ≥ 0 for n ≥ n1, then

x(n) = x(n1)

( n−1∏

j=n1

[1 + μ( j)]
)−1

for n ≥ n1. (15)

Substituting (15) into (7), we get

μ(n) =
m∑

k=1

rk(n)

n∏

j=hk (n)

[1 + μ( j)] for n ≥ n2,

where n2 ≥ n1 is such that hk(n) ≥ n1 for all n ≥ n1 and k = 1, 2, . . . ,m, i.e., {μ(n)}
satisfies (11) with equality. Further, we have

lim
n→∞

( n−1∏

j=n1

[1 + μ( j)]
)−1

= lim
n→∞

x(n)

x(n1)
= 0.

This completes the proof.
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3 Main Results

Our first main result states that oscillation of the perturbed linear equation implies
oscillation of the nonlinear equation.

Theorem 2 Assume that (A4) holds, and there exists θ ∈ (0, 1) such that the linear
equation

x(n + 1) − x(n) + θ

m∑

k=1

rk(n)x
(
hk(n)

) = 0 for n ≥ n0 (16)

is oscillatory. Then, (6) is oscillatory.

Proof Assume the contrary that {x(n)} is a nonoscillatory solution of (6). First,
suppose that {x(n)} is eventually positive. Then, we can find n1 ≥ n0 such that
x(n) > 0 and x(hk(n)) > 0 for alln ≥ n1 and k = 1, 2, . . . ,m. From (6), x(n + 1) ≤
x(n) for all n ≥ n1. By Corollary 1, we see that lim

n→∞ x(n) = 0. Thus, we can find

n2 ≥ n1 such that

fk
[
x
(
hk(n)

)] ≥ θx
(
hk(n)

)
for all n ≥ n2 and k = 1, 2, . . . ,m.

From (6), we obtain the inequality

x(n + 1) − x(n) + θ

m∑

k=1

rk(n)x
(
hk(n)

) ≤ 0 for all n ≥ n2.

By Proposition 5, Eq. (16) also has a nonoscillatory solution. The case where {x(n)}
is eventually negative is similar, which concludes the proof.

Next, we show that oscillation of a nonlinear equation implies oscillation of its
linearized counterpart.

Theorem 3 Assume that (A5) holds and (6) is oscillatory. Then, (7) is also oscilla-
tory.

Proof Assume the contrary, let {x(n)} be a nonoscillatory solution of (7). By
Corollary 1 and Remark 2, we have lim

n→∞ x(n) = 0. By Proposition 5, there exists a

positive sequence {μ0(n)} such that

μ0(n) ≥
m∑

k=1

rk(n)

n∏

j=hk (n)

[1 + μ0( j)] for all n ≥ n1,

where n1 ≥ n0. Thus, by Lemma 1, we have

lim
n→∞

⎛

⎝
n−1∏

j=n1

[1 + μ( j)]
⎞

⎠
−1

= 0.
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First, suppose that there exists δ ∈ R
+ satisfying (A5) with (8). We can find n2 ≥ n1

such that

⎛

⎝
n−1∏

j=n1

[1 + μ( j)]
⎞

⎠
−1

≤ δ for all n ≥ n2. By (A2), we can find n3 ≥ n2 such

that hk(n) ≥ n2 for all n ≥ n3 and k = 1, 2, . . . ,m. Note that

⎛

⎝
hk (n)−1∏

j=n1

[1 + μ( j)]
⎞

⎠
−1

≤ δ for all n ≥ n3 and k = 1, 2, . . . ,m. Define {μ�(n)} by

μ�(n) =
m∑

k=1

rk(n) fk

⎡

⎣
(hk (n)−1∏

j=n1

[1 + μ�−1( j)]
)−1

⎤

⎦
n∏

j=n1

[1 + μ�−1( j)]

for any n ≥ n3 and � ∈ N. Clearly,μ0(n) ≥ μ1(n) ≥ · · · ≥ μ�(n) ≥ μ�+1(n) > 0 for
n ≥ n3 and � ∈ N. Let μ(n) := lim

�→∞ μ�(n) for n ≥ n3, and define

y(n) :=
( n−1∏

j=n3

[1 + μ( j)]
)−1

for n ≥ n3.

Then {y(n)} is an eventually positive solution of (6). If (A5) holds with (9), we
can proceed similarly and show that (6) has an eventually negative solution, which
completes the proof.

4 Applications

Discrete population models are usually constructed assuming that per capita pro-
duction rate g is density-dependent x(n + 1) − x(n) = x(n)g[x(n)]. However, this
rate may depend on population size at one of the previous stages x(n + 1) − x(n) =
x(n)g[x(h(n))]. To account for reference population sizes at different moments in
the past, either additive

x(n + 1) − x(n) = x(n)

m∑

k=1

rk(n)gk
[
x
(
hk(n)

)]
for n ≥ n0

or multiplicative

x(n + 1) − x(n) = x(n)

m∏

k=1

rk(n)gk
[
x
(
hk(n)

)]
for n ≥ n0

extensions can be considered.
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4.1 Pielou’s Equation with Several Arguments

First, consider the following Pielou’s difference equation with variable delays

N (n + 1) = N (n)

m∏

k=1

[
αk

1 + βk N
(
hk(n)

)
]pk (n)

for n ≥ n0, (17)

where {hk(n)} satisfies (A2), αk ∈ (1,∞), βk ∈ R
+ and {pk(n)} ⊂ R

+
0 for

k = 1, 2, . . . ,m (see [8, p. 22]). One can show that if N (n) ≥ 0 for n < n0 and
N (n0) > 0, Eq. (17) has a unique positive solution.

In the case of a single delay term, (17) includes the so-called logistic equation

N (n + 1) − N (n) = γN (n + 1)

(
1 − N

(
h(n)

)

K

)
for n ≥ n0,

where {h(n)} satisfies (A2), γ ∈ (0, 1) and K ∈ R
+.

Let us suppose that there exists K ∈ R
+ such that

αk − 1 = Kβk for k = 1, 2, . . . ,m. (18)

If we let

x(n) := ln

[
N (n)

K

]
for n ≥ n0, (19)

then (17) takes the form

x(n + 1) − x(n) +
m∑

k=1

pk(n) ln
[
1 + γk

(
ex(hk (n)) − 1

)] = 0 for n ≥ n0, (20)

where γk := 1 − 1
αk

∈ (0, 1) for k = 1, 2, . . . ,m.
We therefore showed the equivalence between oscillation of all solutions of non-

linear equation (17) about K and oscillation of nonlinear equation (20) about zero.
Note that for k = 1, 2, . . . ,m, the function fk(u) := 1

γk
ln[1 + γk(eu − 1)] for

u ∈ R satisfies 0 ≥ fk(u) ≥ u for x ≤ 0, i.e., for k = 1, 2, . . . ,m, fk fulfills (A5)
with (9) and any δ ∈ R

+. In view of our discussion in Sect. 3, we associate (17) with
the linear equation

x(n + 1) − x(n) +
m∑

k=1

γk pk(n)x
(
hk(n)

) = 0 for n ≥ n0. (21)

Thus, we obtain some explicit oscillation and nonoscillation tests for (17).
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Proposition 9 Assume that {hk(n)} satisfies (A2),αk ∈ (1,∞),βk ∈ R
+, {pk(n)} ⊂

R
+
0 for k = 1, 2, . . . ,m. Assume further that there exists K ∈ R

+ such that (18)
holds.

(i) If there exists θ ∈ (0, 1) such that the linear equation

x(n + 1) − x(n) + θ

m∑

k=1

γk pk(n)x
(
hk(n)

) = 0 for n ≥ n0 (22)

is oscillatory then (17) is oscillatory about K .
(ii) If (21) is nonoscillatory then (17) is nonoscillatory about K .

Corollary 2 Assume that {hk(n)} satisfies (A2), αk ∈ (1,∞), βk ∈ R
+, {pk(n)} ⊂

R
+
0 for k = 1, 2, . . . ,m. Assume further that there exists K ∈ R

+ such that (18)
holds.

(i) If

lim inf
n→∞ inf

λ∈(0,1)

{ m∑

k=1

γk pk(n)

λ(1 − λ)n−hk (n)

}
> 1 (23)

then (17) is oscillatory about K .
(ii) If there exist λ0 ∈ (0, 1) and n1 ≥ n0 such that

m∑

k=1

γk pk(n)

λ0(1 − λ0)n−hk (n)
≤ 1 for n ≥ n1 (24)

then (17) is nonoscillatory about K .

Proof (i) From (23), there exists θ ∈ (0, 1) such that

lim inf
n→∞ inf

λ∈(0,1)

{
θ

m∑

k=1

γk pk(n)

λ(1 − λ)n−hk (n)

}
> 1. (25)

Due to Proposition 3, (25) implies that (22) is oscillatory. An application of
Proposition 9 completes the proof.

(ii) The proof follows from Propositions 4 and 9.

The following result for autonomous equations follows from Proposition 7.

Proposition 10 Assume that τk ∈ N0, αk ∈ (1,∞), βk, pk ∈ R
+, and there exists

K ∈ R
+ such that (18) holds. The equation

N (n + 1) = N (n)

m∏

k=1

[
αk

1 + βk N (n − τk)

]pk

for n ≥ n0
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is oscillatory about K if and only if the characteristic equation

λ − 1 +
m∑

k=1

γk pkλ
−τk = 0, (26)

where γk := 1 − 1
αk

for k = 1, 2, . . . ,m, has no positive roots.

4.2 Generalized Ricker Model with Variable Arguments

Next, consider Ricker’s stock and recruitment model with variable delays

N (n + 1) = N (n) exp

{ m∑

k=1

pk(n)

(
1 −

[
N

(
hk(n)

)

K

]γk)}
for n ≥ n0, (27)

where all {hk(n)} satisfy (A2), {pk(n)} ⊂ R
+
0 , γk ∈ R

+ and K ∈ R
+ (see [1, p. 91]).

Substitution (19) transforms (27) into

x(n + 1) − x(n) +
m∑

k=1

pk(n)
[
eγk x(hk (n)) − 1

] = 0 for n ≥ n0. (28)

This implies the equivalence of oscillation of nonlinear equation (27) about K to
oscillation of (28) about zero.

Note that for k = 1, 2, . . . ,m, the function fk(u) := 1

γk
(eγku − 1) for u ∈ R sat-

isfies 0 ≥ fk(u) ≥ u for u ≤ 0, i.e., for k = 1, 2, . . . ,m, fk fulfills (A5) with (9)
and any δ ∈ R

+. We associate linear equation (21) with (27), see Sect. 3. Since (27)
is associated with the same equation as Pielou’s equation (17), we can give the
following results without a proof.

Proposition 11 Assume that K ∈ R
+, {hk(n)} satisfies (A2), {pk(n)} ⊂ R

+
0 and

γk ∈ R
+ for k = 1, 2, . . . ,m.

(i) If there exists θ ∈ (0, 1) such that (22) is oscillatory then (27) is oscillatory
about K .

(ii) If (21) is nonoscillatory then (27) is nonoscillatory about K .

Corollary 3 Assume that K ∈ R
+, {hk(n)} satisfies (A2), {pk(n)} ⊂ R

+
0 andγk ∈R

+
for k = 1, 2, . . . ,m.

(i) If (23) holds then (27) is oscillatory about K .
(ii) If there exists λ0 ∈ (0, 1) such that (24) holds then (27) is nonoscillatory

about K .
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Proposition 12 Assume that K ∈ R
+, τk ∈ N0 and pk, γk ∈ R

+ for k = 1, 2, . . . ,m.
The equation

N (n + 1) = N (n) exp

{ m∑

k=1

pk

(
1 −

[
N (n − τk)

K

]γk)}
for n ≥ n0

is oscillatory about K if and only if the characteristic equation (26) has no positive
roots.

4.3 Lasota–Wazewska Equation

Finally, consider the discrete retarded Lasota–Wazewska equation for the survival of
red-blood cells (see [13])

N (n + 1) − N (n) = −p(n)N (n) + q(n)e−γN (h(n)) for n ≥ n0, (29)

where {h(n)} satisfies (A2), {p(n)} ⊂ [0, 1)describes probability of cell death at each
step, {q(n)} ⊂ R

+
0 and γ ∈ R

+ are production parameters such that p(n) = Kq(n)

for some K ∈ R
+ and n = n0, n0 + 1, . . .. We will suppose that {p(n)} or {q(n)}

does not vanish eventually. Then, there exists a unique number N ∗ ∈ R
+ such that

K N ∗ = e−γN ∗
,

which is called the equilibrium of (29). By applying the change of variables

x(n) := γ
[
N (n) − N ∗] for n ≥ n0,

we transform (29) into another nonlinear equation

x(n + 1) − x(n) + p(n)x(n) + γN ∗ p(n)
[
1 − e−x(h(n))

]
= 0 for n ≥ n0. (30)

Denote r1(n) := p(n), f1(u) := u, h1(n) := n, r2(n) := γN ∗ p(n), f2(u) :=
1 − e−u , h2(n) := h(n). Obviously f1 and f2 satisfy (A4) and (A5).

Therefore oscillation of nonlinear equation (29) about N ∗ is equivalent to oscil-
lation of (30) about zero.

Proposition 13 Let {h(n)} ⊂ Z, h(n) ≤ n for all n ≥ n0, lim
n→∞ h(n) = ∞, {p(n)} ∈

[0, 1), {q(n)} ⊂ R
+
0 , γ ∈ R

+ and there exist K ∈ R
+ such that p(n) = Kq(n) for

n = n0, n0 + 1, . . ..

(i) If there exists θ ∈ (0, 1) such that the linear equation

x(n + 1) − x(n) + θp(n)x(n) + θγN ∗ p(n)x
(
h(n)

) = 0 for n ≥ n0 (31)

is oscillatory then (29) is oscillatory about N ∗.



Linearized Oscillation Theory for a Nonlinear … 17

(ii) If the linear equation

x(n + 1) − x(n) + p(n)x(n) + γN ∗ p(n)x
(
h(n)

) = 0 for n ≥ n0

is nonoscillatory, Eq. (29) is nonoscillatory about N ∗.

Corollary 4 Let {h(n)} ⊂ Z, h(n) ≤ n for all n ≥ n0, lim
n→∞ h(n) = ∞, {p(n)} ∈

[0, 1), {q(n)} ⊂ R
+
0 and γ ∈ R

+. Assume further that there exists K ∈ R
+ such that

p(n) = Kq(n) for n = n0, n0 + 1, . . ..

(i) If

lim inf
n→∞ inf

λ∈(0,1)

{
γN ∗ p(n)

λ(1 − λ)n−h(n)
∏n

j=h(n)

(
1 − p( j)

)
}

> 1, (32)

then (29) is oscillatory about N ∗.
(ii) If there exists λ0 ∈ (0, 1) such that

γN ∗ p(n)

λ0(1 − λ0)n−h(n)
∏n

j=h(n)

(
1 − p( j)

) ≤ 1 for all large n,

then (29) is nonoscillatory about N ∗.

Proof (i) From (32), there exists θ ∈ (0, 1) such that

lim inf
n→∞ inf

λ∈(0,1)

{
θγN ∗ p(n)

λ(1 − λ)n−h(n)
∏n

j=h(n)

(
1 − θp( j)

)
}

> 1. (33)

Note that (31) transforms into

y(n + 1) − y(n) + θγN ∗ p(n)
∏n

j=h(n)

(
1 − θp( j)

) y
(
h(n)

) = 0 for n ≥ n0 (34)

by the sign-preserving substitution

y(n) := x(n)
∏n−1

j=n0

(
1 − θp( j)

) for n ≥ n0.

Due to Proposition 3, (33) yields that (34) (and hence (31)) is oscillatory.
Therefore, an application of Proposition 13 completes the proof.

(ii) The proof follows from Propositions 4 and 13.

Theorem 4 ([5, Theorem 1]) Assume that p ∈ [0, 1), q ∈ R
+
0 , γ ∈ R

+ and τ ∈ N0.
The equation

N (n + 1) − N (n) = −pN (n) + qe−γN (n−τ ) for n ≥ n0 (35)
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is oscillatory about N ∗ if and only if

pγN ∗(τ + 1)τ+1 > (1 − p)τ+1τ τ .

Proof For (35), linearized Eq. (30) has the form

x(n + 1) − x(n) + px(n) + pγN ∗
[
1 − e−x(n−τ )

]
= 0 for n ≥ n0

for which Proposition 8 applies, which concludes the proof.

5 Final Comments

In the present paper, we have reviewed some known results and mistakes connected
to linearized oscillation of difference equations. Sufficient linearization results are
obtained for equations with variable coefficients and delays. They are illustrated
with examples and applications to discrete delay models of population dynamics.
Let us note that Proposition 12 solves [6, Problems 1–3 of Exercise 7.3]. Theorem 4,
obtained here as an illustration of the main linearization method, is the main result
of [5].

It is well known that the properties of difference equation with constant and vari-
able delays and variable coefficients are usually essentially different when delays are
unbounded. Itwould be interesting to consider linearization in the case of pantograph-
type difference equations. In particular, it is possible to explore models studied in
the present paper:

N (n + 1) = N (n)

m∏

k=1

[
αk

1 + βk N (� n
τk

)
] pk

n

for n ≥ n0,

N (n + 1) = N (n) exp

{ m∑

k=1

pk
n

(
1 −

[N (� n
τk

)
K

]γk)}
for n ≥ n0,

N (n + 1) = N (n) exp

{ m∑

k=1

pk
n

(
1 −

[N (� n
τk

)
K

]γk)}
for n ≥ n0,

where n0 ∈ N and �· is the floor function, i.e., �u is the greatest integer not exceed-
ing u ∈ R. We expect that the result onmonotonicity of oscillation properties on time
scales [4] can be applied to connect pantograph differential and difference equations.

In addition, careful treatment of the critical case known for differential equations
[2] will also be interesting for difference equations. Asmentioned in the introduction,
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it is the area of parameters where the discrepancy between the properties of linearized
and original equations is observed.
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13. Ważewska-Czyżewska, M., Lasota, A.: Mathematical problems of the dynamics of a system

of red blood cells. Mat. Stos. 3(6), 23–40 (1976)
14. Yan, J.R., Qian, C.X.: Oscillation and comparison results for delay difference equations. J.

Math. Anal. Appl. 165, 346–360 (1992)
15. Zhou, Y.: Oscillation and nonoscillation for difference equations with variable delays. Appl.

Math. Lett. 16, 1083–1088 (2003)



Generalized Mandelbrot and Julia Sets in
a Family of Planar Angle-Doubling Maps

Stefanie Hittmeyer, Bernd Krauskopf and Hinke M. Osinga

Abstract We study a planar noninvertible map that acts as a nonanalytic general-
ization of the complex quadratic family. It maintains the property of angle doubling,
but is no longer an analytic map on the complex plane. Rather, the role of the critical
point is now played by a critical circle. We generalize the notion of Julia sets to this
new setting and show how these invariant sets interact with stable and unstable sets of
saddle fixed and periodic points. We employ state-of-the-art numerical techniques to
find and characterize new types of Julia sets, which are associated with the behavior
of points on the critical circle under iteration. In parameter space this is encoded by
the (generalized) Mandelbrot set.

Keywords Noninvertible planar map · Angle doubling · Nonanalytic
perturbation · Mandelbrot set · Julia set · Stable and unstable sets · Critical set
1 Introduction

Our object of study is the map

fλ(z) = (1 − λ + λ|z|a)
(

z

|z|
)2

+ c, (1)

for z ∈ C\{0}, λ ∈ [0, 1], and two additional parameters a, c ∈ C. It was introduced
in [6] for a near 1 and fixed c = 1 as a map reduction of a wild Lorenz-like vector
field in Rn for n ≥ 5; see also the geometric studies of (1) in [20–22, 31].
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Here, on the other hand, we fix a = 2 from now on because we are concerned
with (1) as a one-parameter family in λ that contains the well-known complex
quadratic family

f1(z) = z2 + c (2)

for z ∈ C as a special case for λ = 1. The quadratic map (2) is actually complex
analytic on C; geometrically, it is the composition of angle doubling around the
critical point 0 with translation by the critical value c.

Amain object in the study of the dynamics of the quadraticmap (2) on the complex
plane is the Julia set. The Julia set can equivalently be defined as the boundary of
the basin of attraction of infinity, the closure of the set of repelling periodic points,
or the set of non-normal points. The complex quadratic map features a fundamental
dichotomy which states that the Julia set of (2) is connected if, and only if, the orbit
of the critical value c is bounded; if the orbit of c goes to infinity, the Julia set is a
Cantor set, that is, it is totally disconnected [9]. This dichotomy is encoded in the
parameter space of c ∈ C by the well-known Mandelbrot set, which we refer to as
M1. It is defined as the set of parameter values c for which the corresponding Julia
set of the quadratic family (2) is connected and, hence, constitutes the bifurcation
diagram of (2) in the complex c-plane. See already Fig. 1 for an approximation of the
Mandelbrot set M1 and, for example, [9, 13, 29] as an entry point to the extensive
literature on the complex quadratic map.

We proceed by generalizing the notions of Julia set and Mandelbrot set to the
family of maps (1) for any λ ∈ [0, 1]. A key property of this family is that (1) maps
the punctured plane C \ {0} to the outside of the closed disk D1−λ(c) with radius
1 − λ around c, namely, also by angle doubling followed by translation by c. Hence,
for λ < 1 the map (1) generalizes or ‘unfolds’ the quadratic family (2) in such a
way that the basic mapping property of angle doubling is preserved, while complex
analyticity on C is obviously lost. Points in D1−λ(c) have no preimage, while points
in C \ D1−λ(c) have two preimages. More specifically, the critical value c of (2) is
replaced by the critical circle J1 := ∂D1−λ(c) of (1), which can be thought of as the
multi-valued image of the critical point J0 := 0. When λ is decreased from 1 the
radius 1 − λ of J1 increases from 0.

We now define, for any λ ∈ (0, 1] and c ∈ C, the (generalized) Julia set Y as

Y := ∂B(∞), (3)

where B(∞) is the basin of attraction of infinity, consisting of all points in C that
escape to infinity under iteration of fλ for the given value of c. The basin B(∞)

is well defined for any λ ∈ (0, 1], but it retracts to infinity as λ goes to 0. Hence,
for λ = 0, infinity is no longer attracting; therefore, we define the Julia set to be
Y := {∞} for λ = 0. We remark that we refer to the Julia set as Y (and not J as is
common in the literature) to avoid confusion with the critical sets J0 and J1.

Clearly, definition (3) of the Julia set Y of (1) encompasses and, hence, general-
izes the Julia set of the quadratic family (2). However, there is a second possibility
of generalizing the notion of Julia set, namely by considering the repelling periodic
points of (1). We consider the set of preperiodic repelling points
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P := {z ∈ C\{0} | ∃m ≥ 0 such that f mλ (z) is a repelling periodic point}.

Here we refer to a period-k point z0 as repelling when both eigenvalues of the
linearization of f kλ at z0 have modulus larger than 1. We choose to use the larger set
P of preperiodic repelling points instead of just the set of repelling periodic points
because it may also contain points in the disk bounded by the critical circle J1 that do
not have a preimage and, hence, cannot be periodic. In particular, we have Y = P
for λ = 1. Therefore the closureP of the set of preperiodic repelling points is also a
generalization of the notion of Julia set. However, as we will see in Sect. 4.2, one can
encounter situationswhereP is a true subset ofY .Wewill compute approximations
of both Y and P to illustrate the properties of different types of Julia sets of the
map (1); in particular, we will utilize the properties ofP when classifying different
types of Julia sets Y in Sect. 4.2.

An important additional ingredient of the dynamics one finds in the map (1)
for λ < 1 are saddle fixed points and saddle periodic orbits and their stable and
unstable sets. The latter are generalizations of stable and unstable manifolds in the
context of noninvertible maps; they are introduced more formally in Sect. 2.2. In [20]
we showed that there are four types of tangency bifurcations where the stable and
unstable sets interact with the forward and backward critical sets, given by the images
and preimages of the critical circle J1 and the critical point J0, respectively; these
tangency bifurcation are presented in Sect. 2.3. Moreover, as was discussed in [22],
stable and unstable sets interact with the (generalized) Julia set, and this may lead to
types of Julia sets that are not found for the quadratic family. The emphasis in this
earlier work was on how the Julia set for a given fixed c ∈ R changes and interacts
with other emerging invariant objects for decreasing λ < 1; we will review some of
the results in Sect. 4.1. Note, in particular, that saddle fixed and periodic points and
their (un)stable sets can only exist in nonanalytic maps, that is, they do not exist for
λ = 1.

Here, we take a complimentary point of view and consider the generalization of
the Mandelbrot set of the map (1) for all λ ∈ [0, 1]. In fact, it is sufficient to consider
only the λ-range [0.5, 1]; this is due to a non-obvious symmetry, which we show
via a rescaling of the map (1) in Sect. 3.3. It is a key realization that there is now a
trichotomy, rather than a dichotomy, when it comes to the fate of the critical circle
J1 under iteration: (1) J1 may lie entirely in the basin B(∞), that is, all points on
J1 escape to infinity under iteration; (2) all points on J1 may remain bounded under
iteration; and (3) the ambivalent case where some points on J1 escape to infinity and
some points on J1 remain bounded under iteration. As we will show, the third and
new possibility needs to be taken into consideration when studying the generalized
Mandelbrot set of (1) and associated Julia sets.

We now define the (generalized) Mandelbrot set

M := {(c, λ) ∈ C × [0, 1] | c ∈ Mλ}

as the λ-union of the Mandelbrot sets
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Mλ := {c ∈ C | ∃ z ∈ J1 so that f
k
λ (z) is bounded ∀ k ∈ N}.

This is an appropriate generalization of the Mandelbrot set M1 of the quadratic
family, because we observe that the Julia set Y is connected whenever c ∈ Mλ,
while Y is a Cantor set whenever c /∈ Mλ.

In light of the trichotomy for λ < 1, we also define the core of the Mandelbrot set

M o := {(c, λ) ∈ C × [0, 1] | c ∈ M o
λ },

where
M o

λ := {c ∈ C | f kλ (z) is bounded ∀ z ∈ J1 and k ∈ N},

as well as the respective ambivalence regions

M̃ := M \ M o and M̃λ := Mλ \ M o
λ .

The latter correspond to the new case of parameter values for which some points on
J1 remain bounded under iteration and some do not; note that we define M̃1 := ∅.

As we will see in Sect. 3, for λ < 1, the map (1) admits parameter regimes where
several attractors co-exist. This is possible because different points on J1 can go
to different attractors under iteration. Therefore, the hyperbolic components of the
Mandelbrot set M1 that correspond to the existence of a unique attractor of a cer-
tain period generally become components of Mλ for λ < 1 that correspond to the
existence of several, possibly co-existing, periodic and even chaotic attractors.

In this paper, we consider how theMandelbrot setMλ ⊂ C of themap (1) changes
with λ. Closely associated is the complimentary question of how the Julia set changes
across the boundary ofMλ, that is, when λ ∈ (0, 1) remains fixed and c is changed.
This means, in particular, that the parameter c may take any value in C. This work
follows on from our previous work in [22], where we considered the case of fixed
real c and found, for λ < 1, four new types of Julia sets, called critically connected
Cantor sets, Cantor bouquets, Cantor tangles, and Cantor cheeses, which cannot
occur in the quadratic map; see already Sect. 4.1. Here, we find yet more types of
Julia sets, which we call Cantor shrub and Cantor beetle. Regarding the properties
of the setsM o and M̃ , we find that there are the following three cases for c ∈ C: in
the complement ofM the Julia setY is a Cantor set; in the coreM o the Julia setY
is a connected union of Jordan curves; and in the ambivalence region M̃ we find the
additional types of Julia sets mentioned above, which are effectively all derived from
Cantor sets by generating different types of connectedness. We will show how these
new types of Julia sets arise in the transition between different components of M o.
Our results are obtained by careful numerical investigationswith state-of-the-art tools
and, mathematically speaking, have the status of conjectures. More specifically, we
combine the computation of Julia sets, both as the boundary ofB(∞) via an escape
algorithm and as the set of preperiodic points, with the computations of (un)stable
sets in phase space. Moreover, we determine the Mandelbrot setMλ by determining
the fate under iteration of a large number of test points on the critical circle J1, in



Generalized Mandelbrot and Julia Sets in a Family … 25

combination with the direct computation of loci of different types of bifurcations,
which include saddle-node, period-doubling and Neimarck–Sacker bifurcations, as
well as the loci of the different tangency bifurcations.

Other analytic and singular perturbations of the complex quadratic family (2)
have been considered by different authors; see also the literature review in [22]. Quite
closely related is thework in [8, 10], which considers the case that the exponent of the
quadratic term is close to 2; this corresponds in themap (1) to fixed λ = 1 and varying
a near a = 2. For a 	= 2, the resulting map is nonanalytic and no longer quadratic,
but still has a critical point J0 = 0. In particular, this map is a map onC \ {0} and the
forward critical orbit consists of the unique orbit of the critical value c. These authors
define the filled Julia set as the set of points with bounded orbits and the (generalized)
Julia set as the set of points that have no neighborhood inwhich the iterates of themap
form an equicontinuous family. The latter notion is a generalization of the definition
of the Julia set as the set of non-normal points. We do not consider it here, because
for the map (1), the set of non-normal points contains all saddle points and their
stable sets even if they do not lie in the boundary ∂B(∞); moreover, the attracting
set may consist of several or even chaotic attractors, to which convergence is not
equicontinuous. Furthermore, the authors of [8, 10] study the bifurcation diagram of
their perturbed map in the c-plane. To this end, they define a generalized version of
the Mandelbrot as the connectedness locus of the filled Julia set. They also define the
set of parameter values c such that the filled Julia set is not a Cantor set. There are
parameter values a < 2 such that the two sets differ, and the difference set, where
the filled Julia set is disconnected but not totally disconnected, could be interpreted
as an “ambivalence region”. However, this appears to be a relatively small set, while
we find that the ambivalence region M̃ for the map (1) considered here is very large;
this is due to the fact that one needs to consider the forward orbit of an entire critical
circle, rather than of a single critical point.

The paper is structured as follows. In Sect. 2, we introduce the necessary back-
ground and notation. In particular, we discuss the definitions, properties and bifur-
cations of the critical and (un)stable sets in Sects. 2.1–2.3. In Sect. 3, we study the
structure of the generalized Mandelbrot setM by discussing the Mandelbrot setM1

of the quadratic family (2) in Sect. 3.1 and the transition of the Mandelbrot set Mλ

in the c-plane for decreasing λ from λ = 1 to λ = 0.75 in Sect. 3.2. We introduce a
rescaling of the phase and parameter spaces of the map (1) in Sect. 3.3 and present
the bifurcation diagram in the rescaled (Re(c), λ)-plane, that is, along the period-
doubling route to chaos in the quadratic family (2). Section 4 focuses on the Julia
sets. In Sect. 4.1, we review the types of Julia sets that can occur in (1) for c ∈ R, and
in Sect. 4.2, we study the transition for three sequences of parameter values through
the ambivalence region M̃λ of Mλ in the transition between the period-one and the
period-two component for fixed λ = 0.98. As part of these transitions, we identify
and characterize new types of Julia sets. In the concluding Sect. 5, we formulate our
results regarding the occurrence of the different types of Julia sets and point out open
questions and directions for future research.
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2 Background

We now introduce the necessary definitions and properties of the forward and back-
ward critical sets in Sect. 2.1 and the stable and unstable sets in Sect. 2.2. We then
recall in Sect. 2.3 the four types of tangency bifurcations from [20] between these
different invariant sets.

2.1 The Critical Set

To generalize the notions of critical point and critical value to themap (1) with λ < 1,
we use notions from the theory of noninvertible maps; see [20] and, for example,
[2, 30] as entry points to the relevant literature. The origin is the only point where
the Jacobian of fλ (as a real function on R

2) is not defined and, hence, it forms the
critical set J0; for simplicity we still refer to J0 as the critical point. The image J1
of J0 under fλ does not exist for λ < 1, but it makes perfect sense to define it as
J1 := ∂D1−λ(c) [20]. Therefore, one can think of J1 as the multivalued image of J0
and we refer to it as the critical circle. Note that this circle collapses down to the
critical value for λ = 1.

The points in the closed disk D1−λ(c) have no preimages and every point z ∈
C \ D1−λ(c) has two preimages f −1

0 (z) and f −1
1 (z) given by

f −1
0,1 (z) = ±

√( |z − c| − 1 + λ

λ

)
z − c

|z − c| .

The kth preimage f −k(z) of z is the set of preimages

f −k
sk ···s1(z) := f −1

sk ◦ · · · ◦ f −1
s1 (z),

for (sl)1≤l≤k ∈ {0, 1}k and consists of up to 2k points.
For any λ ∈ [0, 1], the dynamics of fλ is organized by the backward critical set

J − :=
⋃
k≥0

J−k,

and by the forward critical set

J + :=
⋃
k≥1

Jk,

where Jk := f k(J0) with the convention that f (J0) = J1. The backward critical set
J − consists of points, which map to J0 under a finite number of iterates. On the
other hand, the forward critical set J + consists of closed curves (except for λ = 1
when it is the forward orbit of the critical value c).



Generalized Mandelbrot and Julia Sets in a Family … 27

2.2 Stable and Unstable Sets

The map (1) is (complex) analytic for λ = 1 and nonanalytic for λ < 1. More specif-
ically, for λ ∈ (0, 1), the noninvertible map fλ may have saddle fixed points and
saddle periodic points. These have one-dimensional stable and unstable sets, which
are generalizations of stable and unstable manifolds of diffeomorphisms. More pre-
cisely, for any hyperbolic saddle fixed point p of (1) there is a neighborhood V of
p, such that V contains the local stable manifold

Ws
loc(p) := {z ∈ V | f k(z) ∈ V for all k ≥ 0},

which has the same dimension as and is tangent to the stable eigenspace of p [32].
The stable set Ws(p) is given by all preimages of Ws

loc(p), that is,

Ws(p) :=
⋃
k≥0

f −k(Ws
loc(p)).

Similarly, there is a neighborhood V of p that contains the local unstable manifold
Wu

loc(p), defined as the local stable manifold with respect to the local inverse f −1
loc of

f that satisfies f −1
loc (p) = p; in other words,

Wu
loc(p) := {z ∈ V | ( f −1

loc )k(z) ∈ V for all k ≥ 0},

which has the same dimension as and is tangent to the unstable eigenspace of p. The
unstable set Wu(p) is given by all images of Wu

loc(p), that is,

Wu(p) :=
⋃
k≥0

f k(Wu
loc(p)).

The (un)stable set of a saddle periodic point of period k is defined as the (un)stable
set of this point as a fixed point of kth iterate f k , and the (un)stable set of the
corresponding saddle periodic orbit is the union of the (un)stable sets of the periodic
points on this orbit. By definition, stable and unstable sets are backward and forward
invariant. More precisely, stable sets are invariant under the map f and both inverses
f −1
0 and f −1

1 . It follows that a stable set Ws(p) consists of infinitely many branches
and, in particular, is not an immersed manifold [30]. We call the branch that contains
the local manifold Ws

loc(p) the primary branch. The unstable set Wu(p), on the
other hand, is invariant under f but not under both inverses. It can be an immersed
manifold. However, note that f (z) = f (−z) for the map (1), so that an occurrence
when both z and −z lie on Wu(p) leads to points of self-intersection at f (z) and its
images; in this case Wu(p) is not an immersed manifold either.
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2.3 Tangency Bifurcations

The critical set and (un)stable sets of saddle (periodic) points may interact with each
other in four types of tangency bifurcations of codimension one; see [20] for more
details.

(H) The homoclinic tangency is a tangency between the stable and unstable sets
Ws(p) and Wu(p); this leads to the creation of two homoclinic orbits that
approach the saddle p under forward iteration and under a sequence of back-
ward iterations. This bifurcation is the direct equivalent of the homoclinic
tangency for diffeomorphisms;

(F) At the forward critical tangency the forward critical set J + is tangent to
the stable set Ws(p); this leads to a branching of Ws(p) at the points in the
backward critical set J −;

(B) At the backward critical tangency a segment of the unstable set Wu(p) moves
over a sequence of points inJ −; this leads to the formation of loops inWu(p)
around the closed curves in J +;

(FB) At the forward-backward critical tangency a segment of a curve inJ + moves
over a sequence of points in J −; this leads to the formation of loops in the
images of this curve segment inJ + around other curves inJ +.

These four tangency bifurcations were identified in [20] as generating a bifurcation
structure that constitutes a geometric mechanism for the transition to so-called wild
chaos in the map (1) for the parameter a near a = 1 [20]. We will encounter them
here as well as part of the bifurcation diagram for a = 2.

3 The Generalized Mandelbrot SetM

In this section we investigate the Mandelbrot set M as the bifurcation diagram of
the map (1) in the three-dimensional (c, λ)-space for c ∈ C and λ ∈ [0, 1]. More
specifically, we compute the Mandelbrot setsMλ in the two-dimensional c-plane for
λ = 1 and five fixed values of λ < 1, and we compute the corresponding bifurcation
set in a rescaled (Re(c̃), λ)-plane for fixed Im(c̃) = 0.

3.1 The Mandelbrot SetM1 of the Quadratic Map

Figure1 shows the Mandelbrot setM1 of (2) in terms of its hyperbolic components
in [−1.8, 0.45] × [−1.05 i, 1.05 i]. The parameter point c lies in a hyperbolic com-
ponent of M1 if and only if c is in the basin of an attracting (hyperbolic) periodic
orbit of a given period; in particular, there can be at most one attracting periodic orbit
for any c. In this case, the Julia set bounds the basin of this attractor and is given
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Fig. 1 The Mandelbrot set of (2) in the region [−1.8, 0.45] × [−1.05 i, 1.05 i]. The colored
domains are hyperbolic components where f1 has an attracting periodic orbit of period 1 (red),
2 (orange), 3 (yellow), 4 (light green), 5 (dark green), 6 (cyan), 7 (light blue), 8 (dark blue) and 9
(purple); for black points the orbit of c is also bounded, while for white points c ∈ B(∞). Also
shown are the centers (green dots) of some hyperbolic components up to period 5

by a countable union of Jordan curves. The Mandelbrot set M1 is connected and
its interior consists of hyperbolic components. To find M1 numerically, we use an
escape-algorithm approach of checking for each point of a sufficiently fine grid in the
c-plane (we use 4000 × 4000 points) whether the orbit of the critical point c remains
bounded, that is, whether it escapes the disk with radius 2 after 4000 iterations. In
the white regions the orbit of c is unbounded, the Julia set is a Cantor set and this
value of c is, hence, not inM1. For bounded orbits we test convergence to a periodic
attractor with a period up to 9; this allows us to identify and color the hyperbolic
components up to this period. Black points remain bounded and the associated orbit
of c converges to an attractor of period at least 10 or corresponds to other bounded
dynamics.

The main cardioid (red) in Fig. 1 corresponds to parameter values c for which
f1 has an attracting fixed point. The critical point z = c = 0 is a super-attracting
fixed point at c = 0 (green dot), and this point is also referred to as the center of
the main cardioid. The hyperbolic components that correspond to attracting periodic
orbits of periods 2 up to 9 are also highlighted in color as indicated; they are referred
to as bulbs when their boundary is smooth and as cardioids when they have a cusp.
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They also have center points (green dots) that correspond to super-attracting periodic
points of the corresponding periods.

3.2 The Mandelbrot SetMλ for Decreasing λ

The Mandelbrot set Mλ of the map (1) for λ < 1 is shown in Fig. 2 for λ = 0.98. It
and subsequent such figures were computed with a generalization and refinement of
the escape algorithm. For each point of a 3000 × 3000 grid in a region of interest in
the parameter plane, we iterate a fixed number of equally distributed sample points
on J1; we used 25 points throughout, which we found to be a good balance between
computational expense and accuracy. Regions that correspond to parameter points
for which none of the sample points stay bounded are white; this can be checked

(a)
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Fig. 2 TheMandelbrot setM0.98 for λ = 0.98 in the region [−1.8, 0.45] × [−1.05 i, 1.05 i]; color
corresponds to the periods of the respective periodic attractors as in Fig. 1; here full color means that
all test points on J1 converge to the periodic attractor, while gray shading indicates that some points
on J1 escape to infinity instead; black indicates convergence to a periodic attractor of period larger
than 9, to an attracting invariant circle or to a chaotic attractor; white indicates that all sample orbits
on J1 are unbounded. Also shown are the curves NS1, NS2 and NS3 (black) of Neimarck–Sacker
bifurcations, PD1, PD2, PD3 and PD4 (blue) of period-doubling bifurcations, L2 (gray) of saddle-
node bifurcations, H (magenta; near L2) of first homoclinic tangencies, B (purple; hidden by H) of
first backward critical tangencies and the circle (green; near the origin) of last forward-backward
critical tangencies
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efficiently by determining that the modulus of the respective iterate is large enough
(generally, we use a bound of 3000). On the other hand, if all sample points of J1
stay bounded, then we conclude that the respective parameter point lies in Mλ. We
then check for each sample point whether it converges to an attracting periodic orbit
of some given period (up to period 9); if all sample points converge to a k-periodic
orbit with k ≤ 9 then the parameter point is colored accordingly (where we use the
color coding from Fig. 1). Otherwise, the parameter point is colored black. Hence,
colored and black points lie in the core M o

λ . For λ < 1, however, the points on J1
may be converging under iteration to an attractor that is much more complicated
than an attracting periodic point; such points are also colored black. Finally, when
some sample points are detected as staying bounded and some escape to infinity, then
we conclude that the corresponding parameter point lies in the ambivalence region
M̃λ. We still run the detection of convergence to attracting k-periodic points for the
bounded sample points, and we give the parameter point the respective color with an
additional gray scale that indicates howmany of the sample points diverge; here, full
color corresponds to no sample points diverging, whilemostly gray corresponds to all
but one sample point diverging. Parameter points with some bounded sample points
that do not appear to converge to a k-periodic point with k ≤ 9 are colored similarly
in shades of gray, again depending on how many of the sample points diverge; here,
lighter gray corresponds to more sample points diverging. Hence, any grayish region
in Fig. 4 corresponds to the ambivalent case of some bounded and some unbounded
orbits inJ + and, therefore, belongs to the ambivalence region M̃λ.

Figure2 shows theMandelbrot setM0.98 together with several bifurcation curves;
compare with Fig. 1. The curves NS1, NS2 and NS3 (black) are curves of Neimarck–
Sacker bifurcations, PD1, PD2, PD3 and PD4 (blue) are curves of period-doubling
bifurcations, and L2 (gray) are curves of saddle-node bifurcations of period-one, -
two, -three or -four points. The curves H (magenta) and B (purple) correspond to the
first homoclinic and first backward critical tangencies between the sets Ws(p) and
Wu(p), and Wu(p) and J −, respectively; these curves cannot be distinguished in
Fig. 2, but lie near L2. The green circle around the origin is the locus of last forward-
backward critical tangency, namely the values of cwith |c| = 0.02 = 1 − λ forwhich
the critical point J0 lies on the critical circle J1. These curves were computed by
continuation using MatContM [15, 18, 19] with the methods outlined in [20], which
are adaptations of the boundary value setup for following homoclinic or heteroclinic
tangencies from [7].

When comparing the sets M0.98 in Fig. 2 and M1 in Fig. 1, we note that many
regions corresponding to the existence of higher periodic attractors of M1 have
disappeared already; moreover, the components ofM0.98 are no longer connected to
each other. In particular, the red shaded region ofM0.98 (formerly themain cardioid of
M1) and the orange shaded region to its left (formerly the period-two bulb) no longer
connect at a point of period-doubling bifurcation. Rather, there is a complicated
transition from a unique attracting fixed point to a unique attracting period-two point;
we will discuss this region of the c-plane for fixed λ = 0.98 and the corresponding
transitions in the phase plane in more detail in Sect. 4.2. Moreover, areas of existence
of higher periodic or other attractors have appeared in M0.98 near the centers of the
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Fig. 3 The Mandelbrot setMλ ⊂ C in the region [−1.3, 0.4] × [−0.85 i, 0.85 i] for λ = 0.96 (a),
λ = 0.88 (b), λ = 0.8 (c), and λ = 0.75 (d); compare with Fig. 2

remaining components. In particular, the center c = 0 of the Mandelbrot set M1 in
Fig. 1 has opened up to the circle with |c| = 1 − λ and regions corresponding to
attracting periodic points of periods 2, 3, 4, 6 and 8 and to higher-periodic or other
attractors have appeared nearby.

Figure3 shows the Mandelbrot setMλ of the map (1) in the c-plane for λ = 0.96
in panel (a), λ = 0.88 in panel (b), λ = 0.8 in panel (c) and λ = 0.75 in panel (d).
As in Figs. 1 and 2, the colored areas in Fig. 3 correspond to values of c that admit
a periodic attractor of a given period up to 9, with gray indicating how many test
points on J1 are unbounded. As λ is decreased further from λ = 0.98, more regions
of higher-period attractors and of other attractors disappear. Already for M0.96, in
Fig. 3a, there appear to be only regions left of period-one, -two and -three attractors.
Moreover, the orange-shaded regions with period-two attractors have increased in
the component that used to be the main cardioid of M1, including near its center. At
the same time, the gaps between former hyperbolic components have increased and
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there is considerably more gray shading, meaning that the ambivalence region M̃
is increasing in size. For λ = 0.88, all former bulbs of the Mandelbrot set M1 have
disappeared; see Fig. 3b. Notice that effectively only the main cardioid remains, and
only a small part of it represents a unique attracting fixed point. We find (striped)
regions ofmultistabilitywith higher-period attractors; here some of the sample points
on J1 converge to one attractor, and others to a different attractor. We even found
values of c at which sample points on J1 go to more than two different attractors;
however, for simplicity, we show in Fig. 3 only the colors of the two lowest periods, or
black in case of an attractor of period larger than 9 or other attractor. Note further that
the ambivalence region M̃0.88, indicated by gray shading, has increased considerably
and appears quite frayed. For λ = 0.8 and λ = 0.75 as in Fig. 3c and d, respectively,
the ambivalence region M̃λ as well as the black regions near the origin corresponding
to attractors of periods larger than 9 or other bounded attractors appear to make up
the entire Mandelbrot setMλ.

3.3 Rescaling and Bifurcation Set for c ∈ R

In [22], we presented the bifurcation diagram of the map (1) in the (Re(c), λ)-
plane for Im(c) = 0 and found evidence that the sequence of bifurcations reverse
as λ = 0.5 is crossed. This motivates us to make the underlying symmetry explicit
by introducing a rescaling of parameter and phase space, and to present the rescaled
bifurcation diagram.

Consider the family of maps

Fλ : C\{0} → C,

w → (λ(1 − λ) + |w|2)
(

w

|w|
)2

+ c̃ (λ(1 − λ) + 1),
(4)

with parameters λ ∈ [0, 1] and c̃ ∈ C. The map Fλ is conjugate to fλ for λ ∈ (0, 1]
via the coordinate change

w = λ z,

subject to the parameter rescaling

c̃ := c/(1 − λ + λ−1).

The rescaledmap Fλ has the parameter symmetry aboutλ = 0.5 given by Fλ = F1−λ.
Due to the conjugacy, for all λ ∈ (0, 1), the dynamics of Fλ for a given c̃ is conjugate
to the dynamics of fλ for the corresponding c. Moreover, F0 = F1 emerges as a well-
defined, rescaled limit of fλ for λ → 0; note that, in contrast, f0 collapses the entire
punctured plane onto the unit circle, followed by angle doubling plus a translation
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Fig. 4 The bifurcation set of (4) in the (Re(c̃), λ)-plane in the regions [−1.8, 0.45] × [0, 1] (a),
[−1.42,−0.95] × [0.95, 1] (b) and [−1.77,−1.745] × [0.997, 1] (c). Shown are the Mandelbrot
set M (colored, gray and black regions) and curves L1, L2, L4, L6 and L8 (gray) of saddle-node
bifurcations, PF1, PF2, PF3, PF4 and PF6 (gray) of pitchfork bifurcations, PD1, PD2, PD3 and PD4

(blue) of period-doubling bifurcations, NS1, NS2, NS3, NS4, NS6 and NS8 (black) of Neimarck–
Sacker bifurcations, H (magenta) of first homoclinic tangencies, B (purple) of first backward critical
tangencies, and FB1, FB2, FB3, FB4, FB6 and FB8 (green) of forward-backward critical tangencies

by c [22]. We conclude that fλ is conjugate to f1−λ for all λ ∈ [0, 1], and this means
that we can restrict our attention to λ ∈ [ 12 , 1].

Figure4 shows the bifurcation diagram of fλ (or of Fλ) plotted in the rescaled
(Re(c̃), λ)-plane. Shown are the intersection of the Mandelbrot set M with this
parameter plane, together with numerous bifurcation curves. Panel (a) clearly brings
out the symmetry in λ about 1

2 by presenting the full λ-range from 0 to 1. Pan-
els (b) and (c) are enlargements near the period-2 and period-3 regions of the period-
doubling sequence to chaos for λ = 1 and real c, respectively.

Figure4a shows that the Mandelbrot set changes dramatically with decreasing
λ < 1, and it practically disappears for λ = 0.5 (and then reappears for λ < 0.5).
Most prominent are the regions with an attracting fixed point (red) and a two-periodic
point (orange). Notice also the large black region where the critical circle converges
to some other attractors. Panels (b) and (c) of Fig. 4 are enlargements near the period-



Generalized Mandelbrot and Julia Sets in a Family … 35

two and period-four bulbs, and near the period-three cardioid of M1, respectively.
The boundary between white and color/black is marked by the emergence of gray,
which indicates the ambivalence region M̃ . Some of the transitions appear to be
well aligned with certain bifurcation curves. In particular, the attracing fixed point
that exists in the main cadioid ofM1 bifurcates at a pitchfork bifurcation curve PF1

(gray) for c̃ > 0 and a period-doubling curve PD1 (blue) for c̃ < 0, respectively.
Furthermore, the overall bifurcation structure that emerges from the centers is very
similar for other bulbs and cardioids, with corresponding bifurcations of periodic
orbits of higher period; we refer to [22] for further details.

Overall, we conclude from Fig. 4 that not only the boundary ∂M1 of the Mandel-
brot setM1 but also the centers of the hyperbolic components inM1 give rise to new
dynamics as soon as λ is decreased from 1; this clearly agrees with the images ofMλ

in Figs. 2 and 3. Note that the gray-shaded ambivalence region M̃λ seems to emerge
only from the boundary ∂M1 and, hence, we conclude that ∂M1 is the limit of M̃λ as
λ → 1. On the other hand, for λ = 0.5, the Mandelbrot setMλ ∩ R shrinks down to
the points c̃ = 0 and c̃ = 0.2, which correspond to c = 0 and c = 0.5, respectively.

For simplicity, from now onwewill continue to present theMandelbrot setsMλ in
the original c-plane, and Julia sets and other invariant objects in the original z-plane
of fλ, respectively.

4 Generalized Julia Sets

We now study how the phase portrait of the map (1) changes when parameters are
changed away from the case λ = 1 of the complex quadratic family. A phase portrait
in this context includes the Julia set as the boundary of the basin B(∞), as well
as stable and unstable sets of saddle points. The key is to understand the interplay
between these different types of sets, and how the Julia set changes in the process.
As the starting point we present first some new types of Julia sets that we found in
our previous work in [22] when decreasing λ from 1 for fixed c ∈ R. We then focus
in Sect. 4.2 on the transition in M0.98 from a period-one to a period-two attractor as
c is changed.

4.1 Julia Sets for Fixed c ∈ R

In [22], we studied the map (1) with a = 2 for the special case Im(c) = 0 when the
Julia set is symmetric with respect to complex conjugation (reflection on the Re(z)-
axis). When λ is decreased from 1, we found that some new types of Julia sets arise
in the process, and we present them in Fig. 5 as our starting point.

Each panel of Fig. 5 and subsequent similar figures shows a phase portrait consist-
ing of the basin of attraction of infinityB(∞) (shaded gray), the Julia setY (black),
the backward critical set J − (green dots), the critical circle J1 (green circle), as
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(b1)

(b2)

(b3)

(a1)

(a2)

(a3)

Fig. 5 Phase portraits of the map (1) for fixed a = 2, showing the Julia set Y and stable and
unstable sets of selected saddle objects. In panel a1 for c = 0.28 and λ = 0.93 the Julia set Y is a
Cantor set; in a2 for c = 0.28 and λ = 0.91 it is a critically connected Cantor set; in a3 for c = 0.28
and λ = 0.89 it is a Cantor cheese; in b1 for c = 0.1 and λ = 0.8 it is a Jordan curve; in b2 for
c = 0.1 and λ = 0.6 it is a Cantor bouquet; and in b3 for c = −0.25 and λ = 0.76 it is a Cantor
tangle
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well as selected saddle points and their stable sets (blue) and/or unstable sets (red).
We compute the Julia set Y in two complimentary ways, namely, as the boundary
of the basin B(∞) (gray) of infinity and as the closure of the preperiodic repelling
points P (black). More precisely, we color the points on the plane that escape to
infinity with a gray scale that corresponds to the number of iterates these points
need to go beyond a certain escape circle. Shown in black are about 2000 periodic
and preperiodic repelling points in P . For this set of parameter values the set P
seems to lie dense in Y . However, later we will encounter examples in which this is
not the case; see already Fig. 7c–f. The stable and unstable sets are computed with
the methods outlined in [20], which are based on the method proposed in [25] and
implemented in the DsTool environment [5, 17, 26].

Column (a) of Fig. 5 shows the transition as λ is decreased for the case when
the Julia set Y for λ = 1 is a Cantor set; specifically, we consider c = 0.28. For
λ < 1 sufficiently close to 1, the set Y is still a Cantor set; namely, as long as the
critical circle J1 does not interact with the Julia set, that is, J1 ⊂ B(∞); see Fig. 5a1.
This means that the backward critical set J − is not contained in the Julia set Y .
Moreover, B(∞) is simply connected and there is no bounded attractor. When λ is
decreased sufficiently from 1, the critical circle J1 does interact with the Julia set,
meaning that some points on J1 remain bounded under iteration while some points
on J1 still escape to infinity; see Fig. 5a2 for λ = 0.91. The backward critical setJ −
is now contained in the Julia set Y , which is connected as a result, while B(∞) is
multiply connected. We refer to this type of Julia set as a critically connected Cantor
set and it is characterized by being connected at a countable dense set of point and
containing Jordan curves that bound the bounded subsets ofB(∞). Two symmetric
repelling fixed points q± are contained in Y and are indicated by red squares in
panels (a1) and (a2) of Fig. 5. When λ is decreased further, the points q± undergo
a Neimarck–Sacker bifurcation, where they become attractors that are surrounded
by repelling smooth invariant circles (sufficiently close to the bifurcation and under
the assumption that there are no strong resonances); see Fig. 5a3 for λ = 0.89. The
invariant circles and their preimages (cyan curves) effectively create infinitely many
holes by bounding themultiply connected basins of attractionsB(q±).We conjecture
that the boundary of B(q±) is dense in Y and we refer to this type of Julia set as
a Cantor cheese [22], which one can think of as a critically connected Cantor set
but now containing a dense set of Jordan curves bounding the basins of the bounded
attractors.

Column (b) of Fig. 5 shows the transition as λ is decreased for the case when the
Julia set Y for λ = 1 is a Jordan curve that bounds the simply connected basin of
an attracting fixed point; initially, we consider c = 0.1, which lies inside the main
cardioid of the Mandelbrot set. For λ < 1 sufficiently close to 1, the set Y is still a
Jordan curve. However, the nature of the attracting set with its basin bounded by Y
may change dramatically. For λ = 0.8, as in Fig. 5b1, we find a saddle point p with
an unstable set Wu(p) (red curve) that accumulates on a chaotic attractor. Its stable
setWs(p) (blue curves) consists of the interval from 0 to a repelling fixed point r (red
square) on the real line, and of all its preimages; also shown is a period-two repellor
(red squares) consisting of the symmetric points s± ∈ Y . Note that the critical point
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J0 lies inside the disk bounded by critical circle J1; as a result, all branches ofWs(p)
connect at J0 = 0. When λ is decreased, the set Julia Y interacts with the saddle
point and its stable and unstable sets, which happens at a saddle-node bifurcation
where p and r meet. In Fig. 5b2 for λ = 0.6, the fixed points p and r , as well as
the sets Ws(p) and Wu(p) have disappeared. This means that there is no longer a
bounded attractor. In particular, points on the positive real axis lie now in B(∞),
which implies that there are points on the critical circle J1 that escape to infinity
under iteration. On the other hand, there are two period-two saddle points p± (black
crosses) such that the stable sets Ws(p±) (light-blue curves) consist of the two arcs
that connect J0 = 0 with the points s± ∈ Y , as well as all their preimages. Since J1
intersects Ws(p±), it has points that remain bounded under iteration. We conclude
that the Julia set Y now forms a Cantor bouquet, which is an infinite union of arcs,
connected in one point, the so-called explosion point, such that the end points of the
arcs are dense. Note that Cantor bouquet Julia sets have been found in the study of
the complex exponential family z → λ exp(z) for λ < e−1; see [1, 11, 14, 24, 28],
where the explosion point is at infinity. In contrast, the Cantor bouquet of (1) is the
closure of the stable sets Ws(p±) and the explosion point is J0 = 0, which for this
choice of parameters lies inside the disk bounded by the critical circle J1.

Figure5b3 is for c = −0.25 and λ = 0.76, where the critical point J0 lies outside
the critical circle J1 and, therefore, has preimages in J −. In particular, there is
still no finite attractor, but J − is now dense in Y . Since every point of J − is a
connection point, we conjecture that the Julia setY is a Cantor tangle [22], which is
given by the closure of the stable set Ws(p) of a saddle fixed point p (black cross).
A Cantor tangle is an infinite union of arcs, connected in a dense set of points such
that the end points of the arcs are dense. Hence, a Cantor tangle can be thought of
as a Cantor bouquet, but with a dense set of points where arcs connect instead of a
single explosion point.

We remark that in previous work we referred to the critically connected Cantor set
shown in Fig. 5a2 also as aCantor tangle, because these sets have in common that they
are connected at the dense subsetJ − and that there is no bounded attractor. We now
distinguish between them, because we wish to emphasize an important difference.
Namely, in case of the Cantor tangle the basinB(∞) is simply connected and the set
of points on J1 that remain bounded under iteration is dense in J1; whereas in case
of the critically connected Cantor set the basinB(∞) is multiply connected and the
critical circle J1 contains segments that escape to infinity.

Overall, we found in [22] the following trichotomy for c ∈ R in the map (1): If all
orbits inJ + are unbounded thenY is a Cantor set; if all orbits inJ + are bounded
then Y is connected and a countable union of Jordan curves; in the ambivalent case
of some bounded and some unbounded orbits in J +, the Julia set is connected but
may bemuchmore complicated; specifically, we found in [22] new types of Julia sets,
namely, the cases of critically connected Cantor set, Cantor cheese, Cantor bouquet
and Cantor tangle. We now proceed to consider other transitions through parameter
space, and these will reveal even more types of interactions between Julia sets and
other invariant sets.
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4.2 From the Period-One to the Period-Two Region ofM0.98

In order to understand better the dynamics of the map (1) relating to the ambivalence
regionM̃ , we now study phase portraits of themap (1)when the parameter c ismoved
through M̃ . More specifically, we discuss three parameter paths for λ = 0.98 related
to the transition from a period-one attractor and a period-two attractor. Figure6 shows
two successive enlargements ofM0.98 from Fig. 2 near the boundaries of the period-
one and period-two regions (corresponding to the main cardioid and the period-two
bulb for λ = 1). The first transition we consider is for Im(c) = 0 and decreasing
Re(c), and it is indicated in Fig. 6a by gray dots labeled (7a) to (7h), which correspond
to the panels of phase portraits in Fig. 7(a to h). Similarly, the second transition for
Im(c) = 0.008 and decreasing Re(c) is indicated in Fig. 6a by gray dots labeled (8a)
to (8l), which correspond to Fig. 8(a to l). Finally, we consider the transition between
these two cases by decreasing Im(c) for fixed Re(c) = −0.707; the gray dots labeled
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Fig. 6 Enlargements of M0.98 from Fig. 2 for c ∈ [−0.87,−0.67] × [−0.05 i, 0.05 i] (a) and c ∈
[−0.741,−0.705] × [−0.005 i, 0.013 i] (b). The points labeled (7a)–(7h), (8a)–(8l), and (9a)–(9f)
correspond to the parameter values used for the corresponding panels of Figs. 7, 8 and 9, respectively
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(9a) to (9f) in Fig. 6b correspond to Fig. 9(a to f).We remark thatwe focus our analysis
on qualitative changes and new types of generalized Julia sets by presenting phase
portraits at these distinct parameter values throughout the three transitions; hence,
we show only the main bifurcation curves in Fig. 6. The phase portraits we present
show the Julia set Y (black), the basin of attraction of infinity (shaded gray), the
backward critical set J − (green dots), the forward critical set J + (green curves),
as well as certain periodic orbits (blue triangles when attracting, black crosses when
saddles, red squares when repelling) with their stable sets (dark-blue and light-blue
curves) and unstable sets (red and magenta curves) as appropriate.

4.2.1 Transition for Im(c) = 0

Figure 7 shows the transition through the ambivalence region M̃0.98 between the
period-one and period-two regions ofM0.98 for the symmetric case of c ∈ R, that is,
Im(c) = 0. Panel (a) is for Re(c) = −0.674 inside the period-one region and shows
the case of a unique, bounded fixed point attractor p (blue triangle). All points of J1
converge to p and its basin is bounded by the Julia set Y , which is a Jordan curve.
Also shown is a repelling fixed point r and a period-two cycle s± (red squares),
which are part of Y . Note that this dynamics and, in particular, the topology of the
Julia setY are qualitatively the same as for parameter values from the main cardioid
of the Mandelbrot set M1; the only difference is that the orbit of c is replaced by a
sequence of small closed curves in J +.

When Re(c) is decreased the two conjugate points s+ and s− undergo a pitchfork
bifurcation when the curve L2 (gray) in Fig. 6a is crossed exactly through the cusp
(since c is real). Just after this bifurcation, as in Fig. 7b for Re(c) = −0.694, the
attracting fixed point p is still the only bounded attractor and all orbits in J + still
converge to p. However, the points s± are now saddles and the primary branches
of their stable sets Ws(s±) extend to period-two repellors nearby, which are part of
Y ; hence, the entire stable sets Ws(s±) (light-blue curves) consist of all preimages
of these branches. The unstable sets Wu(s±) (magenta curves) each have a branch
that converges to the attractor p and a branch that extends to infinity. In particular,
this means that the sets Ws(s±) are part of the boundary of B(∞) and, hence,
Ws(s±) ⊂ Y . In fact, the evidence suggests that the union ofWs(s±) is dense in the
Julia set Y , which is still a Jordan curve; moreover, the set of preperiodic pointsP
is no longer dense in Y , because P does not accumulate on Ws(s±).

The next bifurcation is the period-doubling bifurcation PD1 (blue) in Fig. 6a. As
Figure 7c shows for Re(c) = −0.707, at PD1 the attracting fixed point p bifurcates
with the period-two cycle s±; in the process p becomes a saddle and the points s±
disappear. The stable setWs(p) (blue curves) consists of the segment on the real line
that is bounded by the Julia setY and all its preimages, such that it forms a quad-tree
with branches that meet at the backward critical orbit J −, which is bounded. On
the other hand, the unstable set Wu(p) (red) extends to infinity in both directions.
Hence, Ws(p) ⊂ Y . The basin B(∞) is simply connected and contains J1, except
for the two intersection points J1 ∩ R with the real line; this has been checked with
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(a) (b)
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(e) (f)

(g) (h)

Fig. 7 Phase portraits for the parameter points labeled (7a)–(7h) in Fig. 6, namely, for λ = 0.98
and Im(c) = 0, and for Re(c) = −0.674 in (a), Re(c) = −0.694 in (b), Re(c) = −0.707 in (c),
Re(c) = −0.7451 in (d), Re(c) = −0.748 in (e), Re(c) = −0.756 in (f), Re(c) = −0.8 in (g), and
Re(c) = −0.866 in (h)

separate numerical simulation of many more sample points (not shown). Therefore,
we conclude that these parameter values correspond to the ambivalent case of some
bounded and some unbounded orbits inJ +. However, since there is no attractor, the
Julia set Y bounds a set with empty interior, even though it contains the set Ws(p).
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Note that the backward critical setJ − and the setP of preperiodic repelling points
are both contained inY but are not dense in the Julia set. Overall, we observe thatY
is the closure of Ws(p). Because of the quad-tree structure of Ws(p) we conclude
that Y in Fig. 7c is a dendrite, that is, a locally connected, compact and connected
set that does not contain any Jordan curves. The closure of the end-points of the
branches of the tree is the closure of the setP , which is a Cantor set. In other words,
Y is the union of a Cantor set (given by the closure ofP) and the stable setWs(p);
compare Fig. 7c with Fig. 5a1. Note that dendrites as Julia sets also appear in the
quadratic family (2) for c in the boundary of the Mandelbrot setM1 when the point
c is preperiodic [12]. In contrast to the situation for λ = 1, the quad-tree dendrite
presented here is structurally stable because p and Ws(p) persist under sufficiently
small variations of the parameters of the map (1).

When Re(c) is decreased further, the forward critical set J + interacts with the
Julia set Y for the first time. Figure7d is the phase portrait for Re(c) = −0.7451,
after this bifurcation. Numerical simulation (not shown) suggests thatJ + contains
unbounded orbits. More specifically, the set J1 still contains arcs, on either side of the
points J1 ∩ R, that escape to infinity under iteration. On the other hand, in addition
to the two bounded orbits of J1 ∩ R, the Julia set J + now contains other bounded
orbits that appeared due to its interaction with Y . In particular, while Ws(p) is still
branched atJ −, the closure ofP is now critically connected alongJ −. Hence,Y
is no longer a dendrite andB(∞) is no longer simply connected. Rather, the Julia set
Y is the union of a critically connected Cantor set, still given by the closure of P ,
and the stable set Ws(p); compare Fig. 7d with Fig. 5a2. We refer to this new type
of set as a Cantor shrub and we think of this set as a dendrite that is also connected
at all the points in J −. Note that the main difference from a Cantor tangle is that
the backward critical set J − and the set P of preperiodic repelling points are not
dense in Y .

Just after the Neimarck–Sacker bifurcation NS2 (black) in Fig. 6a, both repelling
period-two orbits become attractors (blue triangles) that are surrounded by repelling
invariant circles (cyan curves); see Fig. 7e, where Re(c) = −0.748. Hence, these
invariant circles and all of their preimages lie in the Julia set. Otherwise, the structure
remains unchanged. By this we means that the Julia Y still contains J − and does
not accumulate onWs(p). Since now a countably infinite subset is replaced by Jordan
curves, the Julia set Y is no longer a Cantor shrub. Our evidence strongly suggests
that these Jordan curves are not dense in Y because they do not accumulate on
Ws(p) ⊂ Y ; on the other hand, these Jordan curves appear to be dense in P and,
hence, its closure. In other words, the Julia set Y is the union of a Cantor cheese,
given still by the closure of P , and the stable set Ws(p); compare Fig. 7e with
Fig. 5a3. We refer to this type of Julia set as a Cantor beetle and we think of it as a
Cantor shrub where a set of preperiodic repelling points is replaced by preimages of
repelling invariant circles.

When Re(c) is varied, the dynamics on the invariant circles may be quasiperi-
odic or phase-locked. Figure7f shows an example with Re(c) = −0.756, where the
dynamics is phase-locked; more precisely, there are two period-70 repellors (red
dots) and two period-70 saddles (black dots) on the invariant curves, which are given
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by the closures of the corresponding primary branches of the stable sets of these
saddles, respectively (not shown). Otherwise, the structure of the phase portrait is
unchanged from that shown in panel (e), and Y is still a Cantor beetle. We remark
that the invariant curves and, hence, the Cantor beetle are structurally stable irre-
spective of whether the dynamics is locked or not (provided strong resonances are
avoided) [3, 27, 33]. On the other hand, it is possible that the invariant curves lose
their smoothness (technically, their normal hyperbolicity) in different scenarios asso-
ciated with overlapping resonance tongues [4, 23]; what this means for the structure
of the Julia set is not considered in detail here.

When Re(c) is decreased further, the unstable set Wu(p) interacts with Y and
the invariant circles; for details, we refer to a similar (unsymmetric) situation in
Fig. 8j that will be discussed in Sect. 4.2.2. After the period-doubling bifurcation
PD1 (blue) in Fig. 6a is crossed a second time, the saddle fixed point p has become a
repellor (red square) and is, hence, in the Julia set Y ; at the same time, a period-two
saddle q = {q1, q2} (black crosses) has appeared on the real line near p; see Fig. 7g,
where Re(c) = −0.8. Here, Wu(q) (magenta curves) converges to the two period-
two attractors (blue triangles). The stable setWs(q) (light-blue curves) separates the
interior of the set bounded by Y into the two basins of the period-two attractors.
In particular, the Julia set Y now consists of a union of Jordan curves, which are
connected at p and its preimages in Y . The orbits in J + ∩ R go to the saddle q
and the points inJ +\R go to one of the attractors. Therefore, all orbits inJ + are
now bounded and the parameter value Re(c) = −0.8 does not lie in the ambivalence
region M̃0.98 but in the period-two region of the coreM o

0.98. The Julia set Y bounds
the closure of the basins of the two period-two attractors and is a connected union
of Jordan curves. Finally, the saddle-node bifurcation L2 (gray) in Fig. 6a is crossed
again, at the second cusp (corresponding to a pitchfork bifurcation), where the two
symmetric period-two attractors disappear and the period-two saddle q becomes a
period-two attractor. As Fig. 7h shows for Re(c) = −0.866, all points on J1 now
converge to this unique attractor. Indeed, the Julia set Y is still a connected union
of Jordan curves, and the phase portrait is qualitatively as for parameter values from
the period-two bulb of the Mandelbrot set M1, except that the orbit of c is replaced
by a sequence of small closed curves.

4.2.2 Transition for Im(c) = 0.008

We now consider the case that c ∈ C has a nonzero imaginary part, which we fix
at Im(c) = 0.008, and focus again on the transition through the ambivalence region
M̃0.98 between the period-one and period-two regions of M0.98. The corresponding
parameter points we chose for this transition are labeled (8a)–(8l) in Fig. 6; notice that
the parameter path for decreasing Re(c) and fixed Im(c) = 0.008 now also crosses
the curves NS2 (black) of Neimarck-Sacker bifurcations, traverses a region with
more complicated attractors and then crosses curves B (purple) and H (magenta) of
backward critical and homoclinic tangencies, respectively. As a result, this transition
is much more complicated with a lot of fine detail.
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Fig. 8 Phase portraits for the parameter points labeled (8a)–(8l) in Fig. 6, namely, for λ = 0.98 and
Im(c) = 0.008, and for Re(c) = −0.687 in (a), Re(c) = −0.699 in (b), Re(c) = −0.707 in (c),
Re(c) = −0.719 in (d), Re(c) = −0.724 in (e), Re(c) = −0.731 in (f), Re(c) = −0.739 in (g),
and Re(c) = −0.745 in (h), for Re(c) = −0.754 in (i), Re(c) = −0.777 in (j), Re(c) = −0.794
in (k), and Re(c) = −0.824 in (l)
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(k) (l)

(i) (j)

Fig. 8 (continued)

Figure8 shows a series of phase portraits that represent the main gist of this
transition. In panel (a) the phase portrait is for Re(c) = −0.687 from the period-one
region of the core M o

0.98. Therefore, it is qualitatively as in Fig. 7a, with a unique
attractor p that admits a basin bounded by the Jordan curveY . However, this and all
phase portraits of Fig. 8 are no longer symmetric with respect to complex conjugation
since Im(c) 	= 0; note that taking Im(c) = −0.008 leads to the mirror images of the
respective phase portraits.

Figure8b shows the phase portrait for Re(c) = −0.699, after the saddle-node
bifurcation L2 (gray) and the Neimarck–Sacker bifurcation NS2 (black) in Fig. 6;
note that NS2 ends at a 1 :1-resonance point on L2. At L2 a period-two saddle (black
crosses) and a period-two attractor are created; when NS2 is crossed, the attractor
becomes a repellor (red squares) and it is surrounded by attracting invariant circles
C ± (orange curves) that map to each other, that is, they are also two-periodic. As a
result, the attracting fixed point p is no longer the only finite attractor, because it now
coexists with the attracting period-two invariant circles. The two basins are bounded
by the stable set of the period-two saddle, which we again refer to as s± (even though
the two points are now not related by complex conjugation). Note that both primary
branches of Ws(s±) (light-blue curves) end up at repelling periodic points that are
part of the Julia set Y . One each of the branches of Wu(s±) (magenta curves) ends
at p while the other accumulates on C ±. Still, J1 lies in the basinB(p) of p and Y
is a Jordan curve, but it no longer bounds a unique basin; moreover, because of the
existence of the additional repelling period-two orbit,Y is now a strict subset ofP .
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After the period-doubling bifurcation PD1 (blue) is crossed, which is shown in
Fig. 8c for Re(c) = −0.707, the period-two saddle s± has disappeared and the fixed
point p is no longer attracting but now a saddle (black cross). As a result, the period-
two invariant circles C ± form the only attractor and J + accumulates on them.
The unstable set Wu(p) (red curve) accumulates on C ±, while the stable set Ws(p)
(blue curves) bounds the basinsB(C ±) ofC ±; its two primary branches (emanating
from p) end at the repelling period-two points on the Julia set Y , which is still a
Jordan curve. The dynamics on the invariant circles C ± may again be quasiperiodic
or phase-locked. Figure8d shows an example with Re(c) = −0719 for which there
are a period-318 attractor (blue dots) and a period-318 saddle (black dots) on C ±.
Notice that the stable set Ws(p) is already very close to J +, which means that a
forward critical tangency is imminent.

In Fig. 8e, for Re(c) = −0.724, the forward critical tangency has taken place and
the primary branch of Ws(p) now intersects J +, which also means that Ws(p)
now consists of curve segments that connect atJ −. Moreover, the parameter point
for this figure seems to lie just after the first interaction of the Julia set Y with the
forward critical setJ +. Now there are points on J1 that remain bounded and points
that escape to infinity, meaning that c ∈ M̃0.98. Furthermore, J0 and, hence, all points
inJ + are now in Y . This means that the Julia set Y is critically connected. Notice
further, that Y accumulates on Ws(p) from one side. Another feature of Fig. 8e is
that this phase portrait is very close to a first homoclinic tangency of Ws(p) and
Wu(p), which marks the disappearance of the invariant circles C ± (in a complicated
scenario that involves the loss of normal hyperbolicity of C ±). Numerical evidence
(not shown) indicates that Wu(p) remains bounded so that its closure contains an
attractor. In particular, the unstable set Wu(p) does not appear to intersect the Julia
set Y ; therefore, Y still bounds a bounded basin of attraction (white region) and
appears to be a (critically connected) union of Jordan curves.

Figure8f shows the situation for Re(c) = −0.731, after a last homoclinic tan-
gency between Ws(p) and Wu(p). Notice that the primary branch of Ws(p) now
converges to the period-two repelling cycle (red squares). In particular, Ws(p) no
longer intersectsJ + and, hence, is no longer connected atJ −. Notice further that
the unstable set Wu(p) now intersects the Julia set Y ; therefore, there are points on
Wu(p) that remain bounded and segments ofWu(p) that do not.We conclude that the
interaction of Wu(p) with Y is a boundary crisis, where the attractor in the closure
ofWu(p) and its basin disappear at some parameter value between panels (e) and (f).
Indeed, numerical simulation (not shown) suggests that there is no finite attractor for
Re(c) = −0.731 shown in Fig. 8f. In particular, the basin B(∞) is dense and the
Julia set Y is the closure of the stable set Ws(p). Now that the branch points J −
are contained in Y , the circle J1 seems to contain segments in B(∞), and B(∞)

seems to be simply connected, we conclude that Y is a critically connected Cantor
set; compare with Fig. 5b3.

In the phase portrait of Fig. 8g, for Re(c) = −0.739, the first backward critical
tangency B (purple) has been crossed. This means that the unstable set Wu(p) has
crossed over J0 and now forms loops around the circles in J +; yet Y is still a
critically connected Cantor set. Notice the intersections between Wu(p) and back-
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ward images of the primary branch of Ws(p), meaning that some subsequences of
points on Wu(p) converge to the period-two repellor. Moreover, this phase portrait
is very close to yet another homoclinic tangency of the primary branch of Ws(p)
and Wu(p). After this homoclinic tangency, the two invariant sets intersect, as is
illustrated in Fig. 8h for Re(c) = −0.745. Moreover, the Neimarck–Sacker bifurca-
tion NS2 (black) has been crossed as well. Therefore, one of the repelling period-two
orbits is now a unique period-two attractor (blue triangles), which is surrounded by
repelling invariant circles (cyan curves) that form its basin boundary together with all
their preimages. We conclude that Y is now a Cantor cheese; compare with Fig. 5f.

Subsequently, the Neimarck–Sacker bifurcation NS2 (black) is crossed for the
second time and the second period-two repellor becomes a period-two attractor,
surrounded by repelling invariant circlesD±; see Fig. 8i, whereRe(c) = −0.754. For
the chosen parameter point, the dynamics on D± is phase-locked of period 56, with
a corresponding repellor (red dots) and saddle (black dots) periodic points. Note that
the previous invariant circles C ± still exist and have dynamics that is quasiperiodic
(or of very high period). Numerical simulation (not shown) suggests that J + still
contains both bounded and unbounded orbits. We conclude that Y is still a Cantor
cheese, but now bounds the basins of the two different period-two attractors. When
Re(c) is decreased to Re(c) = −0.777, shown in Fig. 8j, the invariant circle C ±
still exists and the dynamics on it is locked with a period-274 repellor (red dots)
and a period-274 saddle (black dots). The repelling invariant circles D±, on the
other hand, have disappeared and J + now lies in the basin of attraction of the
corresponding period-two attractor. The setP appears to accumulate onWs(p) and
the two primary branches of Ws(p) accumulate on the repelling invariant circles
C ±. Overall, we conclude that c now again lies in the core M o

0.98 and that Y is a
countable union of Jordan curves, which is connected at p and its preimages. Notice
that Wu(p) still intersects Y , but it has much longer segments inB(∞).

As Re(c) is decreased further, the period-doubling bifurcation PD1 (blue) is
crossed and the point p becomes a repelling periodic point again (red square). At the
same time, a period-two saddle is created. We remark that crossing PD1 is preceded
by Wu(p) no longer intersecting Y , from when on Wu(p) ⊂ B(∞). The stable
and unstable sets of the period-two saddle then encounter first and last homoclinic
tangencies, which result in the disappearance of the invariant circles C ±. As Fig. 8k
shows for Re(c) = −0.794, the stable sets (light-blue curves) now bound the basin
of the two different period-two attractors, at which the respective branches of the
unstable sets (magenta curves) end. Finally, Re(c) is decreased beyond the saddle-
node bifurcation L2 (gray), where a period-two saddle and a period-two attractor
disappear. Figure8l is for Re(c) = −0.824 and shows that there is now a unique
period-two attractor left and its basin is bounded by Y , which remains a countable
union of Jordan curves. Hence, c is now in the period-two region of the coreM o

0.98,
and the phase portrait is qualitatively as that in Fig. 7h.
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(a) (b)

(c)

(e) (f)

(d)

Fig. 9 Phase portraits for the parameter points labeled (9a)–(9f) in Fig. 6, namely, for λ = 0.98 and
Re(c) = −0.707, and for Im(c) = 0.0055 in (a), Im(c) = 0.0045 in (b), Im(c) = 0.0039 in (c),
Im(c) = 0.0033 in (d), Im(c) = 0.0026 in (e), and Im(c) = 0.0017 in (f)

4.2.3 Transition for Re(c) = −0.707

An important feature of the transition for Im(c) = 0.008 is that the parameter crosses
the region shown in Fig. 6b with dynamics on tori, resonance tongues and many
homoclinic, forward and backward tangency bifurcations (only very few of which
are shown in Fig. 6). In order to illustrate how the additional complexity arises, we
present in Fig. 9 six phase portraits of the map (1) for fixed Re(c) = −0.707 at the
parameter points labeled (9a)–(9f) in Fig. 6; they illustrate the transition from Fig. 8c
to Fig. 7c.

Initially, for c in the black region past the Neimarck–Sacker bifurcation NS2,
the phase portrait is very similar to that in Fig. 8c. Figure 9a is for Im(c) = 0.0055
and shows that the fixed point p is a saddle and the period-two orbits are repellors
surrounded by attracting invariant circlesC ±. The dynamics on them is phase-locked
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with period-230 attracting points (blue dots) and period-230 saddle points (blue dots).
Note that the stable set Ws(p) intersects J1, which means that a forward tangency
has taken place; as a result, Ws(p) is a quad-tree that is branched at the points of
J −. Nevertheless, Ws(p) still forms the boundary between the basins of the two
invariant circles C ±. The two branches of the unstable set Wu(p) accumulate on
C ±. The Julia set Y is a Jordan curve. The phase portrait for Im(c) = 0.0045 in
Fig. 9b is qualitatively the same, except that the dynamics on C ± is quasiperiodic
or of very high period. Note that Ws(p) and Wu(p) are already close to each other,
which means that the first homoclinic tangency H is imminent.

After the first homoclinic tangency, as is shown in Fig. 9c for Im(c) = 0.0039, the
invariant sets Ws(p) and Wu(p) intersect and form a homoclinic tangle. Numerical
simulation indicates that the closure of Wu(p) is a ‘very thin’ chaotic attractor and
that there is no other attractor. Notice also that Wu(p) is now very close to J0,
meaning that the first backward critical tangency B is imminent.

After the first backward critical tangency, as shown in Fig. 9d for Im(c) = 0.0033,
the unstable set Wu(p) has moved over J0 and a sequence of its preimages in J −
and, therefore, forms loops around the circles in J +. We observe that the closure
of Wu(p) is still a chaotic attractor.

When Im(c) is decreased further, the chaotic attractor appears to reach the bound-
ary of its basin, which is the Julia setY . At this point,Y ceases to be a Jordan curve.
As Fig. 9e illustrates for Im(c) = 0.0026, Y now also contains Ws(p). Moreover,
we conjecture that the disappearance in this type of boundary crisis results in the cre-
ation of a hyperbolic set Λ (or chaotic saddle or invariant Cantor set of a horseshoe);
this is reminiscent of, for example, the transition from turbulence to preturbulence in
the Lorenz system [16]. The stable set of Λ will, therefore, also be in Y and, since
there are branch points on Ws(p), we conjecture that the Julia set is a ‘very thick’
Cantor shrub (it has a large Hausdorff dimension) in this case. As Im(c) is decreased,
we conjecture that the set Λ undergoes infinitely many bifurcations where periodic
and homoclinic orbits disappear. As a result, the Cantor shrub becomes ‘thinner’
(it has a smaller Hausdorff dimension), as in Fig. 9f for Im(c) = 0.0017. Finally, Λ
disappears and only p andWs(p) are left, in which case the Julia set Y is a dendrite
as in Fig. 7c.

5 Conclusions

In this paper we considered the family of angle-doubling maps, given by map (1)
with fixed a = 2, as a perturbation of the complex quadratic map (2), which one
finds for λ = 1. As soon as λ < 1, the map (1) is no longer a complex analytic map
on C. Rather, it is a map on C \ {0}, which maps to the outside of a circle J1 of
radius 1 − λ around the former critical value c in a two-to-one fashion. We showed
that the dynamics can still be understood by considering the forward critical orbit
of the critical circle J1, as well as the backward orbit of J0 = 0, which we still refer
to as the critical point. The fact that J1 is a one-dimensional set now gives rise to
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the fundamental trichotomy that all points on J1 are unbounded, all points of J1 are
bounded, or some points of J1 are unbounded and some others are bounded under
iteration of the map.

This trichotomy is encoded in the generalizedMandelbrot setM , whichwe define
as the set of parameter values with at least one bounded orbit on J1, with its core
M o for which all points of J1 are bounded. The third possibility of the trichotomy
is associated with the ambivalence region M̃ = M \ M o, which gives rise to a
lot of extra possibilities for the structure of the generalized Julia set Y . We define
Y as the boundary of the basin of attraction B(∞) of infinity, because Y is, in
general, not the closure of the preperiodic points when λ < 1. We studied M as
the λ-union of the Mandelbrot sets Mλ in the complex c-plane and found that Mλ

changes very rapidly with λ. More specifically, periodic components disappear, and
growing regions with new types of dynamics arise near the boundary of the standard
Mandelbrot set M1, as well as near the centers of its hyperbolic components. We
pointed out a hidden symmetry, made visible via a rescaling, which means that it
is sufficient to consider only λ ∈ [0.5, 1]; this was illustrated with the bifurcation
diagram in the (Re(c), λ)-plane.

As we showed, key roles in this overall complex picture are played by additional
invariant objects that may exist as soon as λ < 1, namely, stable and unstable sets of
saddle periodic orbits and invariant curves with quasiperiodic or locked dynamics. In
particular, these objects can interact with J0 and J1 and the set of preperiodic points in
different types of bifurcations. The result is a complicated interplay between invariant
objects associated with complex dynamics (the basin of infinity and the closure of the
set of preperiodic points), invariant objects and bifurcations associated with diffeo-
morphisms (invariant curves, resonance tongues, homoclinic tangencies and chaotic
attractors) and invariant objects and bifurcations associated with noninvertible maps
(the critical circle, stable and unstable sets and associated tangency bifurcations).

To make this point, we considered how the phase portrait changes in the transi-
tion through the ambivalence region from the period-one region to the period-two
region of M0.98. More precisely, for fixed λ = 0.98, we presented the changes to
the Julia set, the attractors, the forward and backward critical sets, and stable and
unstable sets of saddle points as Re(c) decreases for the two cases that Im(c) = 0
(when the map and the phase portrait are symmetric under complex conjugation)
and Im(c) = 0.008 (when they are not). Moreover, we also presented a transition
between these two cases by varying Im(c) for a fixed value of Re(c). These tran-
sitions reveal an intriguing and complicated bifurcation structure that involves, in
particular, Neimarck–Sacker bifurcations and resonance tongues, as well as infinite
sequences of global bifurcations, namely tangency bifurcations of different kinds.
Our numerical evidence supports the natural conjecture that quite similar transitions
arise when passing through any two adjoining hyperbolic components (with a likely
difference between cases involving strong resonances and those that do not).

We focused here on the implications for the structure of the Julia set Y in these
transitions. This allowed us to identify the following basic and structurally stable
types of Julia sets of the map (1), most of which appear in (open regions of) the
ambivalence region M̃ of the generalized Mandelbrot set.
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Result 1 (Trichotomy and types of Julia sets for the map (1))

(A) In the complement ofM , all orbits inJ + are unbounded, there is no bounded
attractor, and Y is a Cantor set; see, for example, Fig.5a1.

(B) In the coreM o, all orbits inJ + are bounded, there is set of bounded attractors,
andY is a connected union of Jordan curves bounding the union of their basins;
note that if there is more than one attractor then the stable set of one or more
saddle objects act as a boundary between their basins. Examples are Figs.5b1,
7a, g, and 8a–c, k–l.

(C) In the ambivalent region M̃ there is at least one bounded and one unbounded
orbit inJ +, and we find the following structurally stable subcases:

(i) There is no bounded attractor, the sets J1 and Y intersect in a set that is
not dense in J1, and there are no isolated points of J1 that remain bounded;
hence, J1 \ Y consists of segments of J1 that go to infinity under iteration.
Then Y is a critically connected Cantor set, with connection points given
by the set J −, which is dense in Y ; hence, Y \J − is not connected.
Moreover, P is dense in Y ; see Fig.5a2.

(ii) The sets J1 and Y intersect in a set that is not dense in J1, there are no
isolated points of J1 that remain bounded, and there is at least one bounded
hyperbolic attractor; hence, J1 \ Y consists of segments of J1 that go to
infinity or to the bounded hyperbolic attractor(s) under iteration. ThenY is
a Cantor cheese, with connection points given by the setJ −, which is dense
in Y ; hence, Y \J − is not connected and contains a dense set of Jordan
curves bounding the basin(s). Moreover, P is dense in Y ; see Fig.5a3.

(iii) There is no bounded attractor, the sets J1 and Y intersect in a dense set
in J1, and the critical point J0 lies in the disk bounded by J1. Then Y is a
Cantor bouquet, with explosion point J0; that is, Y is a connected union of
arcs that are connected at J0, such that their other end points, which include
P , are dense in Y ; see Fig.5b2.

(iv) There is no bounded attractor, the sets J1 and Y intersect in a dense set in
J1, and the critical point J0 does not lie in the disk bounded by J1. Then Y
is a Cantor tangle, consisting of arcs with J − as a dense set of explosion
points; see Fig.5b3.

(v) There is no bounded attractor, yet J + intersects the stable set of a saddle
point p so that it has exactly two bounded orbits. ThenY is a dendrite, given
as the disjoint union of Ws(p) and the closure of the set P of repelling
preperiodic points, which is a Cantor set. Note that the setsP andJ − are
contained in, but are not dense in Y ; see Fig.7c.

(vi) There is no bounded attractor, yet J + intersects the stable set of a saddle
point p as well asY . ThenY is a Cantor shrub, given as the disjoint union of
Ws(p) and the closure of the setP , which is a critically connected Cantor
set. Note that the setsP andJ − are contained in, but are not dense in Y ;
see Fig.7d.

(vii) The forward critical setJ + intersects the stable set of a saddle point p as
well as Y , and there is at least one bounded hyperbolic attractor. Then Y



52 S. Hittmeyer et al.

is a Cantor beetle, given as the disjoint union of Ws(p) and the closure of
the set P , which is a Cantor cheese. Note again that the sets P and J −
are contained in, but are not dense in Y ; see Fig.7e.

We remark that these findings have been obtained by careful numerical studies with
state-of-the-art, effective and accurate methods for the bifurcation analysis of planar
maps. These include the computation of basins and their boundaries, of large num-
bers of preperiodic points, of the forward and backward critical sets, and of stable
and unstable sets; furthermore, we determined underlying bifurcations, including
different types of tangency bifurcations, and continued them in suitable parameter
planes. Therefore, we are confident that our observations are correct regarding the
generalized Mandelbrot set and associated different types of main Julia sets as listed
above.

What we presented here has the status of a numerically derived conjecture, which
we hope will stimulate future research. To put Result 1 into perspective, cases (A)
and (B) are direct generalizations of what the Julia set looks like away from the
boundary of the standard Mandelbrot set M1, that is, in its complement and for c
from a hyperbolic component. A slight difference here is that there may be more
than one attractor (since J1 is now a circle, rather than a critical value). Since the
Julia set Y remains bounded away from the critical orbit J +, we believe that it
may be possible to construct a proof by considering a remainder of the complex
structure in an open region around Y , possibly by using quasiconformal arguments.
Proving any of the cases under (C) will likely require quite different methods, due
to the interaction between Y and J1, which is somewhat reminiscent of the case
that the critical value c lies on the boundary ofM1. Finally, we remark that the new
cases (C)(v)–(vii) are closely related to (A), (C)(i) and (C)(ii), the difference being
the existence of a saddle point with a stable set in the form of a quad-tree.

Result 1 constitutes a high-level summary of prominent basic types of Julia sets
in the map (1), without a claim of being exhaustive. In light of the many subtleties
arising from overlapping regions of resonance tongues and cascades of tangency
bifurcations, there may well be further types. In particular, we expect that saddle
periodic orbits of higher periods and other invariant objects of saddle type may
well need to be studied in much more detail. An example of this is the creation of
a hyperbolic set in a boundary crisis, for which we found its stable set to be part
of the Julia set. We conjectured that this type of Julia set is a very thick Cantor
shrub, which then disappears. We suspect that this happens via the untangling of the
underlying horshoe in cascades of homoclinic bifurcations. The further study of this
structure and its subsequent bifurcationswill be an interesting topic of future research.
Another open direction for further investigation is to determine the exact nature of
the dynamics that arises for λ < 1 near the centers of the hyperbolic components
ofM1; we suspect again that there is some underlying overall bifurcation structure,
irrespective of the period of the superattracting periodic point (certainly when the
period is at least 5).
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Traveling Waves and Pattern Formation
for Spatially Discrete Bistable
Reaction-Diffusion Equations

Hermen Jan Hupkes, Leonardo Morelli, Willem M. Schouten-Straatman
and Erik S. Van Vleck

Abstract We survey some recent results on traveling waves and pattern formation
in spatially discrete bistable reaction-diffusion equations. We start by recalling sev-
eral classic results concerning the existence, uniqueness and stability of travelling
wave solutions to the discrete Nagumo equation with nearest-neighbour interactions,
together with the Fredholm theory behind some of the proofs. We subsequently dis-
cuss extensions involving wave connections between periodic equilibria, long-range
interactions and planar lattices. We show how some of the results can be extended
to the two-component discrete FitzHugh–Nagumo equation, which can be analyzed
using singular perturbation theory. We conclude by studying the behaviour of the
Nagumo equation when discretization schemes are used that involve both space and
time, or that are non-uniform but adaptive in space.

Keywords Bistable lattice differential equations · Traveling waves · Pattern
formation

1 Introduction

The purpose of this article is to survey recent results concerning the pattern forming
properties of spatially discrete reaction diffusion equations. Our guiding example
will be the Nagumo lattice differential equation (LDE)
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u̇ j (t) = d
[
u j−1(t) + u j+1(t) − 2u j (t)

] + g
(
u j (t); a

)
(1)

posed on j ∈ Z, with the bistable cubic nonlinearity

g(u; a) = u(1 − u)(u − a), a ∈ (0, 1). (2)

However, we also consider variants of this LDE that involve planar lattices, inhomo-
geneous diffusion coefficients, long-range interactions and additional components.
Furthermore, we discuss the consequences of replacing the time-derivative in (1) by
appropriate discretizations, which leads to difference equations in both space and
time.

The recurring theme throughout this paper is that the discrete nature of the model
(1) allows it to exhibit a much richer class of behaviour than its continuous counter-
part, the Nagumo PDE

ut = uxx + g
(
u; a

)
. (3)

Indeed, we will explore the profound effects that different discretization choices for
the Laplacian can have on the dynamical behaviour of the underlying systems. In
fact, important differences already appear at the level of the equilibrium solutions.

Bistable systems The pair of stable equilibria for the nonlinearity g can be used to
representmaterial phases or biological species that compete for dominance in a spatial
domain [5]. The high frequency oscillations caused by this bistability are damped
by the diffusion term in (3), which leads to interesting pattern forming behaviour.
In particular, solutions generally develop interface layers that separate the spatial
domain into regions governed by the two stable phases [3, 112]. The evolution of
these interfaces can be seen as a desingularized version of the mean curvature flow
[2, 66].

The PDE (3) has served as a prototype system for the understanding of many basic
concepts at the heart of dynamical systems theory. An important role is reserved for
travelling wave solutions, which can be written as

u(x, t) = Φ(x + ct), Φ(−∞) = 0, Φ(+∞) = 1 (4)

and hence provide a mechanism by which one of the two stable phases can invade
the spatial domain. Such pairs (c, Φ) must satisfy the travelling wave ODE

cΦ ′ = Φ ′′ + g
(
Φ; a

)
, (5)

which admits the explicit solutions

Φ(ξ) = 1

2
+ 1

2
tanh

[1
4

√
2ξ

]
, c(a) = 1

2

√
2(1 − 2a). (6)
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These special solutions play a key role in the dynamics of the full PDE (3). Indeed,
the classical work by Fife and McLeod [72] shows that these waves are stable under
a broad range of perturbations that need not be small.

These pairs (c, Φ) can also be interpreted as solutions to the planar Nagumo PDE

ut = uxx + uyy + g
(
u; a

)
(7)

by writing
u(x, y, t) = Φ(x cos ζ + y sin ζ + ct). (8)

This is a direct consequence of the isotropy of the Laplacian, which causes ζ to drop
out from the resulting wave equation.

These planar waves are also stable [17, 111], but the underlying analysis is much
more subtle as deformations of the wave interface decay at an algebraic rate; see
Sect. 4. The seminal work by Weinberger [6] uses these planar waves as building
blocks to study the speed atwhich sufficiently large but compact sets of the favourable
species spread throughout the domain.

Spatially discrete systems For many physical phenomena such as crystal growth in
materials [25], the formation of fractures in elastic bodies [146] and the motion of
dislocations [32] and domain walls [52] through crystals, the discreteness and the
topology of the underlying spatial domain both have a major impact on the dynam-
ical behaviour. For example, the spreading of auxin through plant leaves depends
crucially on the active PIN-induced transport through the cell-membranes [129].
Peierls–Nabarro barriers typically prevent small defects from spreading through dis-
cretemedia, but can be eliminated by carefully tuning systemparameters [46]. Recent
experiments show that even light waves can be trapped insidewell-designed photonic
lattices [131, 156].

Motivated by these considerations, LDEs have been used to describe a wide range
of propagation phenomena in spatially discrete systems. Examples include the prop-
agation of electrical signals through transmission lines [63] and myelinated nerve
fibres [115], the formation of compression waves through Hertzian chains of elastic
beads [144], the occurrence of denaturation bubbles in strands of DNA [47] and the
self-trapping of wave packets in coupled optical waveguides [121].

Bistable discrete reaction-diffusion systems such as (1) have been used to describe
action potentials in myelinated nerve fibers [115], phase transitions in Ising models
[12] and predator-prey interactions in patchy environments [145]. They were even
implemented on circuit boards in order to develop fast pattern recognition algorithms
in image processing [41, 42].

The non-local diffusion in (1) introduces a natural length scale into applications
andbreaks the continuous translational symmetry ofR. The couplingwith the bistable
nonlinearity leads to a wide range of interesting behaviour that we explore in this
paper. On the other hand, (1) still admits a comparison principle, which in some cases
allows global effects to be captured rigorously. For these reasons, (1) has served as
a prototype system to explore the effects of non-locality and spatial discreteness.
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Spatially discrete travelling waves Substituting the travelling wave ansatz

u j (t) = Φ( j + ct) (9)

into the LDE (1), one arrives at the system

cΦ ′(ξ) = d
[
Φ(ξ − 1) + Φ(ξ + 1) − 2Φ(ξ)

] + g
(
Φ(ξ); a

)
. (10)

Our main interest here is in connections between the two stable equilibria of g, which
leads to the boundary conditions

Φ(−∞) = 0, Φ(+∞) = 1. (11)

No explicit solutions are known to exist for this wave equation. However, this
changes if the cubic g is replaced by suitable specially constructed nonlinearities
[1] or if the nonlinear term in the LDE (1) is allowed to involve the values of u at
multiple lattice sites [9, 53, 76, 116, 148]. For example, the LDE

u̇ j = u j−1 + u j+1 − 2u j + 1

2
u j (u j+1 + u j−1 − 2a)(1 − u j ) (12)

admits the explicit solutions

u j (t) = 1

2
+ 1

2
tanh

(
arcsinh

(
1

4

√
2

)
( j + ct)

)
, c(a) = (1 − 2a)

4 arcsinh( 14
√
2)

.

(13)
A useful procedure that has been widely used to gain insight into the behaviour

of system such as (10) is to replace the cubic g by the discontinuous piecewise linear
‘caricature’

gpl(u; a) =
{

u for u < a,

u − 1 for u ≥ a.
(14)

This allows linear techniques such as the Fourier transform to be applied. The result-
ing expressions forΦ involve explicit Fourier sums that allow interesting conclusions
to be extracted. These results have often helped to guide the exploration of systems
with smooth nonlinearities. In Sect. 3.3 we discuss an analysis of this type for a ver-
sion of (1) that includes next-to-nearest-neighbour couplings. Earlier results of this
type can be found in [27, 56, 57, 62, 67, 91, 151–153].

Returning to (10), we refer the reader to Sect. 2.2 for an overview of the different
types of techniques that can be used to obtain the existence of travelling waves. For
now, we simply note that the comparison principle can be used [35, 126] to show that
c is uniquely determined by the detuning parameter a. However, the character of (10)
depends crucially on whether c vanishes or not. Indeed, the continuous translational
symmetry of R is broken by the transition R → Z, causing the wavespeed c to act
in (10) as a singular parameter. It is therefore natural to discuss the two cases c = 0
and c �= 0 separately.
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Pinned waves For c = 0 one can restrict the spatial variable in (10) to the integers
and look for solutions Φ : Z → R. In fact, the travelling wave system (10) reduces
to the difference equation

(r j+1, s j+1) = (
s j , 2s j − r j − d−1g(s j ; a)

)
(15)

upon writing
(
Φ j , Φ j+1

) = (r j , s j ). The fixed points of this system are (0, 0), (a, a)

and (1, 1). In particular, the boundary conditions (11) mean that for any j ∈ Z,
the pair (Φ j , Φ j+1) lies in the intersection of the stable manifold Ws(1, 1) and the
unstable manifold Wu(0, 0) associated to (15).

The symmetry of the cubic at a = 1
2 allows us to apply a result by Qin and Xiao

[134, Theorem 2.7] and conclude that (10)–(11) admits (at least) two solutions

Φ(s) : Z → R, Φ(u) : Z → R. (16)

These solutions are referred to as site-centered and bond-centered, since they
are point symmetric around (0, 1

2 ) respectively ( 12 ,
1
2 ). In particular, the intersec-

tion Ws(1, 1) ∩ Wu(0, 0) is non-empty and contains (at least) the two families
(Φ

(s)
j , Φ

(s)
j+1) and (Φ

(u)
j , Φ

(u)
j+1).

If these intersections are transverse, both solutions Φ(s) and Φ(b) will persist as
pinned waves for a ≈ 1

2 . It is then natural to expect that these branches coalesce and
terminate in a saddle–node bifurcation at a = a±; see panels (i) and (ii) in Fig. 1. In
particular, this would mean that c(a) = 0 for a in the nontrivial interval [a−, a+].

This phenomenon is referred to as propagation failure and has been observed
among a wide class of discrete systems. In fact, Hoffman and Mallet-Paret show
[88] that it is ‘generic’ in a suitable sense by establishing a Melnikov condition on
the nonlinearity in (1) that is sufficient to guarantee its occurrence. For the cubic
nonlinearity that we consider here, early results by Keener [114] guarantee that (1)
admits propagation failure when d > 0 is sufficiently small. For general d > 0 the
problem is still open, but the results in [18, 71] suggest that the width of the pinning
interval [a−, a+] decreases exponentially with d > 0. Further results confirming this
phenomenon can be found in [1, 27, 61, 65, 67, 127].

Let us emphasize that these issues depend very subtly on the nonlinearity. For
example, the explicit solutions (13) clearly indicate that (12) does not suffer from
propagation failure. In this case, the two solutionsΦ(s) andΦ(b) are part of a continu-
ous one-parameter family of standing waves; see panel (iii) in Fig. 1. In such settings
the intuition developed above fails and more subtle bifurcation scenarios can arise
[98]. Similar observations can already be found in early work by Elmer [54]. Indeed,
after replacing g by a piecewise linear zigzag nonlinearity, propagation failure can
be excluded for a countable set of diffusion coefficients d.

Returning to (1), we illustrate the consequences of this behaviour on the pairs
(c, Φ) in Fig. 2. These numerical results confirm that wave profiles lose their smooth-
ness as the pinning region is approached,while the derivative∂ac blows up. This latter
fact appears to be related to the discreteness of theLDE (1) rather than its non-locality.
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Fig. 1 The stable and unstable manifoldsWs(1, 1) andWu(0, 0) associated to the discrete system
(10) with c = 0 can intersect in several ways. Left: the generic situation expected at a = 1

2 . Middle:
the saddle-node bifurcation at a = a±. Right: the degenerate situation at a = 1

2 corresponding to
the multi-site discretization (13)

Indeed, pinning phenomena have also been investigated in nonlocal problems fea-
turing smooth convolution kernels [4, 140]. In certain cases the behaviour of c near
the pinning boundary can be described by power laws with various exponents.

Functional differential equations When c �= 0, the travelling wave equation (10)
is referred to as a functional differential equation of mixed type (MFDE), since
it involves delayed terms and advanced terms simultaneously. Such equations are
generally not well-posed as initial value problems. This can be seen by looking at
the linear equation [137]

v′(ξ) = v(ξ + 1) + v(ξ − 1), v(θ) = 1 for − 1 ≤ θ ≤ 1, (17)

which only has discontinuous solutions.
When studying such ill-posed infinite-dimensional problems, exponential

dichotomies, Fredholm theory and dimension reduction techniques become themeth-
ods of choice. Initiated by the pioneering work of Rustichini [137, 138], research in
this area features spectral flow results to compute the Fredholm index for operators
with finite range shifts [125], infinite-range shifts [68] or neutral terms [119], various
state-space decompositions based on exponential dichotomies [82, 93, 108, 128],
techniques to construct local [70, 106, 107] and global [99] center manifolds and
extensions of geometric singular perturbation theory [100].

Several of these results are discussed in Sects. 2.1 and 5.1. We emphasize that this
theory is useful not only for establishing the existence of travelling wave solutions,
but also for the analysis of their stability.

Planar travelling waves The two-dimensional analogue of (1) is given by the planar
Nagumo LDE

u̇i j = d[ui+1, j + ui−1, j + ui, j+1 + ui, j−1 − 4ui j ] + g
(
ui j ; a

)
, (18)

where we take (i, j) ∈ Z
2. Planar travelling wave solutions propagating at an angle

ζ relative to the horizontal can be written in the form



Traveling Waves and Pattern Formation for Spatially Discrete … 61

Fig. 2 Numerical simulations for the Nagumo LDEs (1) and (18) with d = 0.1. Left: the behaviour
of the waveprofiles as a is increased towards a = 0.5. The zero-speed profiles for a ∈ {0.46, 0.5}
are discontinuous step functions. Center: the behaviour of c(a) near the critical value a− where
pinning sets in. Right: Polar plots of the speed cζ as a function of the propagation angle ζ for
different values of a. The curves have been rescaled by a factor ra for comparison purposes, so that
every curve can be written as cζra

(
cos(ζ), sin(ζ)

)
for 0 ≤ ζ ≤ π/2

ui j (t) = Φ(i cos ζ + j sin ζ + ct), (19)

where we again impose the boundary condition (11). Substitution into the LDE (18)
now yields the travelling wave MFDE

cΦ ′(ξ) = d
[
Φ(ξ + cos ζ) + Φ(ξ + sin ζ) + Φ(ξ − cos ζ) + Φ(ξ − sin ζ) − 4Φ(ξ)

]

+g
(
Φ(ξ); a

)
.

(20)
The broken rotational invariance in the R

2 → Z
2 transition is manifested by the

explicit presence of the propagation direction in (20).
In particular, the speed c = cζ of planar waves typically depends on the angle ζ.

This dependence can be very intricate when a ≈ 1
2 ; see panel (iii) in Fig. 2 and [27,

58, 105]. In fact, planar waves can fail to propagate in certain directions that resonate
with the lattice, whilst travelling freely in other directions [27, 88, 127]. Several of
the resulting peculiarities will be discussed in detail in Sect. 4.

Equilibrium patterns Besides the pinned waves discussed above, we have so far only
considered equilibrium solutions to (1) that are spatially homogeneous. However, the
discrete nature of the problem allows this LDE to have a much richer set of equilibria
than the corresponding PDE (3). For example, in Sect. 3.1 we discuss solutions to
the difference equation (15) that admit the periodicity (r j+n, s j+n) = (r j , s j ). Such
solutions exist for small d > 0 and correspondwith equilibria for (1) that are spatially
n-periodic. In fact, one can show [114] that (15) admits a horseshoe for small d > 0,
which implies the presence of chaos in the set of equilibria for (1).

It is not hard to see that n-periodic equilibria for (1) can be seen as equilibria for
the Nagumo equation posed on the cyclic graph Cn . In [96] exact expressions are
given for the number of equivalence classes of such equilibria, after factoring out
the graph symmetries. It is natural to ask which other finite graphs can arise in this
fashion by studying regular lattices. A brief discussion can be found in [130, Sect. 1],
where various colouring schemes are described for hexagonal lattices that lead to
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the crown graph K3,3, the utility graph S0
4 and the complete graph K4. In general

however, full classifications are still unavailable. Results that can be used to count
the number of equilibria on several types of graphs can be found in [149].

For the planar LDE (18), equilibriumpatterns that are 2-periodic in both horizontal
and vertical directions again lead to the graphsC2 orC4, allowing us to reuse the one-
dimensional results discussed in Sect. 3.1. However, one can also construct patterns
that are 3 × 2-periodic which lead to the ladder graph C L3, or use five colours to
arrive at the complete graph K5. In general, the study of planar equilibrium patterns
is still in its infancy. An illuminating discussion can be found in [40, 124], where the
periodicity and chaos present in the set of such patterns is explored using simplified
nonlinearities.

Outline This paper is organized as follows. In Sect. 2 we outline the basic machinery
that has been developed for MFDEs and discuss a range of approaches that can be
used to establish the existence, uniqueness and stability of the travelling waves (9).
We move on in Sect. 3 to apply this theory to study the pattern forming properties of
several extensions to (1) that are all posed on the one-dimensional lattice Z.

We subsequently consider the planar lattice Z
2 in Sect. 4. A large part of this

section is concerned with the stability of the planar waves (19) under various types
of perturbations, which includes the removal of lattice points. However, we also use
these waves as building blocks to analyze more general types of solutions such as
corners and expanding interfaces.

In Sect. 5 we return to the one-dimensional lattice Z, but now consider discrete
FitzHugh–Nagumo equations. These are two-component LDEs that arise by coupling
a second variable to (1). Various types of singular perturbations are considered that
allow us to reduce the complexity of the underlying problem by invoking familiar
results for the limiting subsystems.

We conclude in Sect. 6 by discussing discretization schemes for the Nagumo PDE
(3) that are relevant in the context of numerical analysis. In particular, we construct
fully-discrete travelling waves that solve (1) after discretizing the only remaining
derivative with a family of schemes referred to as backward differentiation formula
(BDF) methods. In addition, we explore the effects of using an adaptive spatial grid
to solve (3), instead of the standard spatially uniform grid that leads to (1).

2 Background: Tools and Techniques

We here review the basics of some of the crucial techniques that have been developed
to analyze travelling waves in spatially discrete settings. For simplicity and explic-
itness, we present all the main ideas in the context of the spatially homogeneous
Nagumo LDE

u̇ j (t) = d
[
u j−1(t) + u j+1(t) − 2u j (t)

] + g
(
u j (t); a

)
(21)
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with d > 0 and the cubic nonlinearity g(u; a) = u(1 − u)(u − a). However, as we
will discuss in detail below, many of the tools can be extended to a diverse range of
more complicated systems. In this case the travelling wave MFDE is given by

cΦ ′(ξ) = d
[
Φ(ξ − 1) + Φ(ξ + 1) − 2Φ(ξ)

] + g
(
Φ(ξ); a

)
(22)

and we look for solutions that satisfy the limits

Φ(−∞) = 0, Φ(+∞) = 1. (23)

The linearization around any solution to this MFDE can be described by the linear
operator

[L tw]v = −cv′(ξ) + d
[
v(ξ + 1) + v(ξ − 1) − 2v(ξ)

] + g′(Φ(ξ); a)v(ξ). (24)

We start in Sect. 2.1 by discussing several key aspects of the theory that has been
developed for operators such as Ltw that are associated to linear MFDEs. We pro-
ceed in Sect. 2.2 by exploring several different approaches that can be used to obtain
the existence and uniqueness of solutions to (22) and to understand their parameter-
dependence. In Sect. 2.3 we subsequently investigate the nonlinear stability of these
waves under the dynamics of (21). Finally, in Sect. 2.4 we discuss numerical tech-
niques that canbeused to visualize the behaviour of (21) and compute approximations
for the speed and shape of the waves.

2.1 Linear Theory

An important feature of the linear operator Ltw is that it reduces to a constant coeffi-
cient operator in the limits ξ → ±∞. In particular, looking for solutions of the form
ezξ for these limiting systems, we readily see that the spatial eigenvalues z are given
by the roots of the characteristic functions

Δ±(z) = −cz + d
[
ez + e−z − 2

] + g′(Φ(±∞); a
)
. (25)

For 0 < a < 1, the inequalities g′(0; a) < 0 and g′(1; a) < 0 imply that both

Δ±(iν) �= 0, for all ν ∈ R. (26)

On account of this fact, the linear operatorLtw is said to be asymptotically hyperbolic.
Several powerful results are available for such operators.

Fredholm properties For c �= 0, the results in [125, 137] show thatLtw is a Fredholm
operator from W 1,p into L p for all 1 ≤ p ≤ ∞. In particular, we have the inequalities
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dim Ker(Ltw) < ∞, codim Range(Ltw) < ∞. (27)

In addition, upon writing

Δμ(z) = −cz + d
[
ez + e−z − 2

] + μg′(Φ(−∞); a
) + (1 − μ)g′(Φ(+∞); a

)

= μΔ−(z) + (1 − μ)Δ+(z),
(28)

we see thatΔμ(iν) �= 0 for all ν ∈ R andμ ∈ [0, 1]. In particular, one can construct a
homotopy between the limiting systems at ±∞ during which no spatial eigenvalues
cross the imaginary axis. The spectral flow result [125, Theorem C] for the Fredholm
index of Ltw then implies that

0 = ind(Ltw) = dimKer(Ltw) − codim Range(Ltw)

= dimKer(Ltw) − dimKer(Ladj
tw ),

(29)

in which the adjoint linear operator Ladj
tw : W 1,p → L p is given by

Ladj
tw w = cw′ + d

[
w(ξ + 1) + w(ξ − 1) − 2w(ξ)

] + g′(Φ; a)w(ξ). (30)

This terminology is motivated by the fact that

〈Ltwv,w〉L2 = 〈v,Ladj
tw w〉L2 (31)

holds for any pair of smooth functions v and w that decay sufficiently fast.
In [68] this Fredholm theorywas extended to nonlocal linear operators that involve

infinite-range interactions and/or smooth convolution kernels. Such operators arise
frequently when studying neural field models [22, 69, 70]; see also Sect. 5.3.

Kernel of Ltw In order to further exploit the identity (29), it is essential to gain a
thorough understanding of the kernel of Ltw. The translational invariance of (22)
immediately implies that LtwΦ ′ = 0, but the specific structure of this wave equa-
tion must be used to rule out the presence of additional linearly independent kernel
elements.

Such an analysis is performed in [126], where one establishes

Ker(Ltw) = span{Φ ′}, Ker(Ladj
tw ) = span{Ψ }. (32)

In addition, both Φ ′ and Ψ are found to be strictly positive exponentially decaying
functions, which means that we can impose the normalization

〈Ψ,Φ ′〉L2 = 1. (33)

The key point in the analysis above is to obtain precise asymptotics for the
behaviour ofΦ ′ as ξ → ±∞. In particular, the spatial eigenvalue systemΔ+(z) = 0
has a single real negative root z = −β+, which using contour integration [125, Propo-
sition 7.2] allows one to show that
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Φ ′(ξ) = C+e−β+ξ + O(e−(β++ε)ξ), ξ → ∞ (34)

for some ε > 0.
Using the comparison principle it is easy to show that Φ ′ ≥ 0 and hence C+ ≥ 0,

but the delicate task is to sharpen this to C+ > 0. Assuming to the contrary that
C+ = 0, it is natural to expect the asymptotic behaviour of Φ to be governed by the
roots of Δ+(z) = 0 with �z < −β+. This possibility can easily be excluded by the
comparison principle, since the non-zero imaginary parts of these roots all lead to
forbidden oscillatory behaviour.

However, in this setting one also needs to exclude the case that Φ ′ decays at
a rate that is faster than any exponential. This requires subtle estimates on (22)
involving differential inequalities. In a sense, these computations can be seen as
a non-autonomous counterpart to the completeness theory discussed in [51, 78].
This theory can be used to decide whether a given set of eigenfunctions for a delay
differential operator can be used as a basis for the underlying statespace.

By developing a graph-theoretic framework to keep track of the interactions [103],
it is possible to generalize this completeness result to multi-component versions of
(21). In this way, the characterization (32) can also be obtained for multi-component
systems such as those encountered in Sect. 3.

The resolvent of Ltw By applying the general Fredholm theory in [125] to the iden-
tifications (32), we can identify the range of Ltw as the set

Range(Ltw) = { f ∈ L p : 〈Ψ, f 〉L2 = 0}. (35)

The normalization condition (33) hence implies that Φ ′ /∈ Range(Ltw).
This fact can be reformulated as the statement that the algebraic multiplicity of the

zero eigenvalue of Ltw is equal to one. Indeed, a Lyapunov–Schmidt decomposition
can be used [143, Lemma 6.10] to obtain the meromorphic expansion

(λ − Ltw)−1 f = λ−1Φ ′〈Ψ, f 〉L2 + B(λ) f, (36)

in which the map
λ �→ B(λ) ∈ L(L p; W 1,p) (37)

is analytic in a neighbourhood of λ = 0. As we will see in Sect. 2.3, such expansions
are very powerful tools when analyzing the stability of travelling waves. In the
continuous setting, Zumbrun andHoward [161] pioneered the use of such expansions
to obtain pointwise bounds on the Green’s functions associated to a wide range of
linear and nonlinear stability problems.

Exponential dichotomies While the theory above focussed on the properties of Ltw

acting on functions that are defined on the full line, it is often very advantageous to
consider half-lines and compact intervals. In particular,we consider the homogeneous
equation
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cv′(ξ) = d
[
v(ξ − 1) + v(ξ + 1) − 2v(ξ)

] + g′(Φ(ξ); a)v(ξ) (38)

and look for solutions in the space of bounded continuous functions

BC(I;R) = {v ∈ C(I;R) : ‖v‖∞ := supξ∈I |v(ξ)| < ∞} (39)

defined on intervals I ⊂ R.
In order to consider the half-lines R− and R+, we now introduce the solution

spaces
P = {

p ∈ BC((−∞, 1];R) : p satisfies (38) for all ξ ≤ 0
}
,

Q = {
q ∈ BC([−1,∞);R) : q satisfies (38) for all ξ ≥ 0

} (40)

and look at their initial segments

P = {
p ∈ C([−1, 1];R) : p = p|[−1,1] for some p ∈ P

}
,

Q = {
q ∈ C([−1, 1];R) : q = q|[−1,1] for some q ∈ Q

}
.

(41)

Functions that are in both P and Q can be extended to solutions on the entire real
line, which means that

P ∩ Q = Φ ′
|[−1,1]. (42)

In addition, the expansions in [125, Proposition 7.2] together with the hyperbolicity
condition (26) imply that functions in P and Q decay exponentially as ξ → −∞
respectively ξ → +∞.

The results in [128] show that the sum S = P + Q forms a set of codimension
one. More precisely, we have

S = {φ ∈ C([−1, 1];R) : 〈Ψ,φ〉Hale = 0}, (43)

in which the so-called Hale inner product is given by

〈ψ,φ〉Hale = cψ(0)φ(0) +
∫ 0

−1
ψ(ϑ + 1)φ(ϑ) dϑ −

∫ 1

0
ψ(ϑ − 1)φ(ϑ) dϑ. (44)

Such a splitting of the space S is referred to as an exponential dichotomy on the
full line. Related results in a Hilbert space setting were obtained independently by
Härterich, Sandstede and Scheel [82].

It is also worthwhile to consider exponential dichotomies on half-lines, in which
case one introduces for L ≥ 0 the solution spaces

PL = {
p ∈ BC([−L − 1, 1];R) : p satisfies (38) for all − L ≤ ξ ≤ 0

}
,

QL = {
q ∈ BC([−1, L + 1);R) : q satisfies (38) for all 0 ≤ ξ ≤ L

}
,

(45)

together with their initial segments
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PL = {
p ∈ C([−1, 1];R) : p = p|[−1,1] for some p ∈ PL

}
,

QL = {
q ∈ C([−1, 1];R) : q = q|[−1,1] for some q ∈ QL

}
.

(46)

In this case, the results in [108] show that the full space C([−1, 1];R) can be decom-
posed as

C([−1, 1];R) = PL ⊕ Q = P ⊕ QL (47)

for any L ≥ 0.
In [108] we show how the characterization (35) can be exploited to construct

solutions to equations of the form Ltwv = f for functions f that are only defined
on half-lines. These solutions are by no means unique. Indeed, the power of the
exponential splittings above is that they correspond precisely to the freedom that we
have to solve such problems. This allows a general technique referred to as Lin’s
method [123] to be lifted from the finite dimensional world of ODEs to the infinite
dimensional setting of MFDEs.

For example, one can vary the parameters c and a in (22) and construct so-
called quasi-solutions, which are two-valued on [−1, 1] with a difference that can
be explicitly quantified by the Hale inner product. By closing the gap one can obtain
information on the c(a) relation. Alternatively, these quasi-solutions can be com-
bined and used as building blocks to construct travelling waves to more complicated
problems; see Sect. 5.1.

2.2 Existence of Waves

By now it is well-known that for each a ∈ [0, 1] there is a unique c = c(a) for which
the wave MFDE (22)–(23) admits a solution. When c(a) �= 0, the waveprofile Φ is
unique up to translations and the pair (c, Φ) depends smoothly on a.

In this subsectionwe discuss several differentmethods that can be used to establish
these properties. Each of these methods has its own strengths and weaknesses, but
together they form a powerful toolbox that can be applied in a wide range of different
settings.

Qualitative features As a preparation, we first discuss three important properties of
the c(a) relationship that can be deduced directly from (22) and the linear theory
discussed in Sect. 2.1. We remark that all the arguments here can be found in [126].

First of all, we claim that in the boundary cases a ∈ {0, 1} one must have c �= 0.
Indeed, assuming to the contrary that c = 0, one can integrate (22) and use the identity

∫ ∞

−∞

(
Φ(ξ) − Φ(ξ − 1)

)
dξ =

∫ ∞

−∞

(
Φ(ξ + 1) − Φ(ξ)

)
dξ (48)

to conclude that

0 =
∫ ∞

−∞
g(Φ(ξ); a) dξ. (49)
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Since we have the inequalities

g(u; 1) < 0 < g(u; 0) (50)

for all u ∈ (0, 1), this implies that Φ must be a constant function, contradicting (23).
The second claim is that a solution (c, Φ) to (22)–(23) that has c �= 0 extends

smoothly to a branch of solutions for nearby parameters (a, d). To see this, one can
rephrase (22) in the form

G(c, Φ, a, d) = 0 (51)

and compute the derivative

Dc,ΦG(c, Φ, a, d)[c̃, v] = −c̃Φ ′ + Ltwv. (52)

This operator has full range on account of the characterization (35), which allows
the implicit function theorem to be applied.1

Under the assumption c �= 0, this smoothness allows us to differentiate (22) with
respect to a, which yields

[∂ac]Φ ′ = Ltw[∂aΦ] + ∂ag(Φ; a). (53)

Applying (35) and recalling the normalization (33), we hence obtain the usefulmono-
tonicity condition

∂ac = 〈Ψ, ∂ag(Φ; a)〉 = −〈Ψ,Φ(1 − Φ)〉 < 0. (54)

Global homotopy The main idea in [126] is to establish the existence of travelling
waves by constructing a global homotopy between families of bistable MFDEs. In
particular, the collection of MFDEs (22) formed by taking a ∈ [0, 1] is connected to
the family

cφ′(ξ) = γ−1
(
φ(ξ − 1) − φ(ξ)

) + 4γg
(
φ(ξ); a

)(
1 + γ − 2γφ(ξ)

)−1
(55)

with γ = tanh 1. For a = 1
2 and c = −1, one can explicitly verify that this latter

MFDE has the solution

φ(ξ) = 1

2
(1 + tanh ξ). (56)

The monotonicity property (54) also holds in this case, which allows us to conclude
that (55) has solutions with c < 0 for all a ∈ [ 12 , 1].

By using a similar continuation argument as above, these solutions can be contin-
ued to the original family (22). Thekey issue is that the inequality c �= 0must bemain-

1Actually, in order to ensure that the boundary conditions (23) are satisfied one needs to consider
perturbations v ∈ W 1,p for 1 ≤ p < ∞ while taking Φ ∈ W 1,∞.
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tained throughout this homotopy. This can be done uniformly for all a ∈ [1 − ε, 1]
by applying coercivity arguments similar to those described above.

By exploiting the comparison principle, one can subsequently show that there is
a unique wavespeed c = c(a) for which (22)–(23) admits solutions. If c �= 0, then
the waveprofile Φ is also unique up to translations. These arguments can be readily
generalized to general scalar equations of bistable type, but the use of the specific
reference system (55) prevents an easy generalization to the multi-component case.

Spectral convergence In [11] the authors develop a perturbative technique to construct
solutions to (22)–(23) near the continuum regime. In particular, they pick d = h−2�1
and spatially rescale (22) to arrive at the MFDE

cΦ ′(ξ) = 1

h2

[
Φ(ξ − h) + Φ(ξ + h) − 2Φ(ξ)

] + g
(
Φ(ξ); a

)
. (57)

The main goal is to construct solutions that can be written as

Φ = Φ0 + v, c = c0 + c̃ (58)

for small perturbations (c̃, v), in which the pair (c0, Φ0) satisfies the travelling wave
ODE

c0Φ
′
0 = Φ ′′

0 + g(Φ0; a) (59)

associated to the Nagumo PDE (3).
The crucial linear operator to understand in this respect is

[Lhv](ξ) = −c0v
′(ξ) + 1

h2
[v(ξ − h) + v(ξ + h) − 2v(ξ)] + g′(Φ0(ξ); a)v(ξ),

(60)
which arises upon linearizing the MFDE (57) around the PDE wave (c0, Φ0). This
operator is a singularly perturbed version of its PDE counterpart

[L0v](ξ) = −c0v
′(ξ) + v′′(ξ) + g′(Φ0(ξ); a)v(ξ). (61)

The main contribution in [11] is that Fredholm properties of L0 are transferred
to Lh . In particular, the authors fix a constant δ > 0 and use the invertibility of
L0 − δ to show that also Lh − δ is invertible for small h > 0. To achieve this, they
consider bounded weakly-converging sequences {v j } ⊂ H 1 and {w j } ⊂ L2 with
(Lh − δ)v j = w j and set out to find a lower bound for w j that is uniform in δ
and h.

The strategy is to show that such a lower bound can be found even ifw j is restricted
to a large but compact interval K . Indeed, one can then extract a subsequence of {v j }
that converges strongly in L2(K ) and use properties of the limiting operator L0 to
obtain the desired bounds.

Special caremust therefore be taken to rule out the limitless transfer of energy into
oscillatory or tail modes, which are not visible in this strong limit. Spectral properties
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of the (discrete) Laplacian together with the bistable structure of the nonlinearity g
provide the control on {v j } that is necessary for this.

The power of this approach is that it does not use the comparison principle and is
not limited to finite range interactions. In particular, the results in [11] also hold for
general LDEs of the form

u̇ j = 1

h2

∑

k>0

αk
[
u j−k + u j+k − 2u j

] + g
(
u j ; a

)
, (62)

provided that the coefficients {αk} satisfy the second-moment constraints

∑

k>0

αkk2 = 1,
∑

k>0

|αk |k2 < ∞, (63)

together with the spectral bounds

∑

k>0

αk
(
1 − cos(kz)

) ≥ 0 for all z ∈ [0, 2π]. (64)

Together, these properties ensure that several key properties of the Laplacian carry
over to the discretization (62).

Recently, we generalized this approach to multi-component systems such as the
FitzHugh–Nagumo LDE [142, 143]; see Sects. 5.2 and 5.3. In addition, we consid-
ered situationswhere the discrete Laplacian includes a (localized) spatial dependence
or where the Nagumo PDE is fully discretized; see Sect. 6.1.

Monotonic iterationThe approach taken byChen,Guo andWu in [35] is to recast (22)
as an integral equation that can be interpreted as a fixed point problem. In particular,
for any ν > 0 and c �= 0 the authors introduce the linear operator

[TcΦ](ξ) = ∫ 0
−∞ eνt

[
νΦ(ξ − ct) + g

(
Φ(ξ − ct); a

)

+d
[
Φ(ξ − ct + 1) + Φ(ξ − ct − 1) − 2Φ(ξ − ct)

]]
dt.

(65)
Using exp[−νξ/c] as an integrating factor, the travelling wave MFDE (22) can be
integrated to yield

Φ = TcΦ. (66)

It turns out to beworthwhile to attack (66) indirectly byfirst restricting the problem
to finite intervals [−m, m]. To this end, let us introduce the truncation operator Pm

that acts as

[PmΦ](ξ) =
⎧
⎨

⎩

0 if ξ < −m,

Φ(ξ) if − m ≤ ξ ≤ m,

1 if ξ > m.

(67)
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By choosing ν � 1 to be sufficiently large, one can ensure that the integrand in
(65) increases monotonically with respect to the arguments Φ(·) and Φ(· ± 1). In
particular, if ΦA ≤ ΦB holds in a pointwise fashion, then also Pm TcΦA ≤ Pm TcΦB .

In order to exploit this, the authors develop a monotonic iteration scheme by
writing

Φ−
0 ≡ 0, Φ+

0 ≡ 1 (68)

and subsequently

Φ−
j = Pm TcΦ

−
j−1, Φ+

j = Pm TcΦ
+
j−1. (69)

Indeed, the ordering properties above imply that

0 ≤ Φ−
j−1 ≤ Φ−

j ≤ Φ+
j ≤ Φ+

j+1 ≤ 1, (70)

which allows us to take the j → ∞ limit and obtain two limiting functions that we
denote by Φ−

(m,c) and Φ+
(m,c).

Naturally, one now wishes to take the limit m → ∞ in order to obtain a solution
to (22). The hard part in this procedure is to show that the limiting waveprofile is not
constant and indeed satisfies the boundary conditions (23).

For finite m, the truncation Pm helps in this respect as one can readily see that

0 < Φ−
(m,c)(ξ) ≤ Φ+

(m,c)(ξ) < 1, ξ ∈ (−m, m). (71)

When c �= 0, one can actually show that Φ−
(m,c) = Φ+

(m,c). In addition, whenever
c1 < c2 we have

Φ+
(m,c1)

(ξ) < Φ−
(m,c2)

(ξ), ξ ∈ (−m, m). (72)

Suppose now that lim infm→∞ Φ+
(m,0) ≤ 1

2 . This allows us to define a sequence
cl > 0, ml > l for which

Φ±
(ml ,cl )

(0) = 1

2
+ l−1. (73)

By taking the limit m → ∞ we obtain a non-trivial solution to the travelling wave
problem (22)–(23). A similar procedure works when lim supm→∞ Φ−

(m,0) ≥ 1
2 , but

more delicate arguments are needed if both these conditions fail.
This procedure can be readily generalized to multi-component versions of (21).

In fact, the results in [35] are formulated for (21) with a diffusion coefficient d = d j

that depends periodically on j . Besides the existence of travelling wave solutions,
the authors also establish the uniqueness and stability of these solutions by exploiting
the comparison principle.

Topological methodsThe techniques developed in [7, 8] aim to exploit the variational
structure present in the wave MFDE (22). Indeed, upon picking a primitive G that
has G ′(·; a) = g(·; a), the authors introduce the energy functional
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HA(Φ)(ξ) = d

2

(
Φ(ξ − 1) + Φ(ξ + 1) − 2Φ(ξ)

)
Φ(ξ) + G

(
Φ(ξ); a

)
, (74)

together with a boundary term

HB(Φ)(ξ) = 1

2

∫ ξ+1

ξ

(
Φ(ξ − 1)Φ ′(ξ) − Φ ′(ξ − 1)Φ(ξ)

)
dξ. (75)

A short computation shows that any solution to (22) must also satisfy the identity

d

dξ

[HA(Φ) + HB(Φ)
]
(ξ) = cΦ ′(ξ)2, (76)

which means that HA + HB can be used as a spatial Lyapunov function.
Exploiting this observation, one can construct a global Conley-Floer homology

that encodes information concerning the travelling wave connections between the
three equilibria of g. Such connections satisfy (22) but not necessarily (23). This
homology is invariant under a large class of perturbations of g. In particular, this
allows the authors to reduce the problem to the much simpler case where g(u) =
u3, which only admits a single equilibrium. The Conley-Floer homology can be
explicitly computed in this case,which subsequently allowsone to formulate a forcing
theorem to conclude that the travelling waveMFDE admits a solution for each c �= 0.
However, this theorem (at present) provides no information concerning the possible
limiting values of the waveprofile Φ.

This technique can be generalized to multi-component versions of (21) as long
as the nonlinearity has the structure of a gradient. However, there is no need for
the discretization of the Laplacian to have only positive off-diagonal coefficients. In
addition, it is also possible to consider models that have infinite range interactions
or that involve smooth non-local convolution kernels.

Spatial regularization The main feature of this indirect approach is that it replaces
(21) by the spatially smoothened system

ut = γuxx + d
[
u(x − 1) + u(x + 1) − 2u(x)

] + g(u; a). (77)

Thefirst step is to show that this regularized systemwithγ > 0 admits travellingwave
solutions. By taking the limit γ ↓ 0 and considering an appropriate subsequence, one
can subsequently recover a solution to the original wave problem (22)–(23).

The travelling waves for (77) can be obtained by studying the time-evolution of
the initial condition

u(x, 0) = 1

2

(
1 + tanh(x)

)
. (78)

In particular, one can show that the corresponding solution u(x, t) converges to
a travelling wave for t → ∞. To accomplish this, one first proves that u(·, t) is
strictly increasing for all t > 0 and that is satisfies the limits u(−∞, t) = 0 and
u(+∞, t) = 1. This allows us to define quantities ξ−(t) and ξ+(t) by demanding
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u(ξ−(t), t) = δ, u(ξ+(t), t) = 1 − δ. (79)

The key technical step is to obtain time uniform bounds

ξ+(t) − ξ−(t) ≤ m(δ), (80)

which can be seen as an a-priori steepness result for the interface.
One can subsequently use the comparison principle to build a sequence of shifts

{ξ j } and times {t j } → ∞ so that we have the convergence

u(· − ξ j , t j ) → Φ (81)

in the space of bounded continuous functions. The uniform bounds (80) allow us to
conclude that the limiting function satisfiesΦ ′ > 0 and has the limits (23).After some
manipulations this limiting function turns out to be the desired waveprofile. These
argumentswerefirst introduced byChen [34] in the context of general nonlocal PDEs.
In [103] we generalized this procedure to spatially regularized multi-component
versions of (21).

In order to construct a converging subsequence for the singular limit γ ↓ 0, it
suffices to obtain a uniform bound on the wavespeed c for small γ. The key issue
is to show that the limits (23) are maintained throughout this limiting procedure.
This can be achieved by establishing that the difference ξ+(t) − ξ−(t) also remains
bounded as γ ↓ 0. Arguments of this type can be found in [103, 105].

2.3 Stability of Waves

Here we discuss several different methods that can be used to establish the nonlinear
stability of the travelling waves (22)–(23) in the case where c �= 0. In particular, one
can show that there exists δ > 0 so that any solution to (21) with

sup
j∈Z

∣∣u j (0) − Φ( j)
∣∣ < δ (82)

must satisfy the limit

sup
j∈Z

∣
∣u j (t) − Φ( j + ct + ϑ)

∣
∣ → 0 (83)

as t → ∞ for some asymptotic phaseshift ϑ. In addition, the rate of convergence is
exponentially fast.

Wave squeezing This method builds upon the classic approach developed by Fife and
McLeod for theNagumoPDE (3). In particular, one sets out to exploit the comparison
principle by constructing sub- and super-solutions of the form
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u−
j (t) = Φ

(
j + ct − Z(t)

) − z(t), u+
j (t) = Φ

(
j + ct + Z(t)

) + z(t), (84)

with z decreasing from z0 to 0 and with Z increasing from 0 to Z∞. These functions
hence transform initial global additive perturbation of size z0 into phaseshifts of size
Z∞.

To better understand the crucial relationship between the asymptotic phaseshift
Z∞ and the additive perturbation z, we note that the super-solution residual

J +
j = u̇+

j − d
[
u+

j−1 + u+
j+1 − 2u+

j

] − g(u j ; a) (85)

is given by

J +
j (t) = Ż(t)Φ ′(ξ j (t)

) + ż(t) + g
(
Φ

(
ξ j (t)

); a
)

− g
(
Φ

(
ξ j (t)

) + z(t); a
)
,

(86)
with ξ j (t) = j + ct + Z(t). Close to the interface, the term g(Φ) − g(Φ + z) ∼
−g′(Φ)z is negative and must be dominated by the positive term ŻΦ ′. This requires
that Ż dominates z and ż. On the other hand, close to the spatial limits Φ → 0
and Φ → 1 we have g′(Φ; a) < 0, so this regime requires z to dominate ż. These
observations allow us to define z(t) as a slowly decaying exponential, which gives
the relation

Z∞ ∼
∫ ∞

0
z(t) dt ∼ z0 (87)

between the asymptotic phase shift and the size of the initial perturbation.
In [35, Sect. 5.4] the authors provide an elaborate argument to show how these

explicit sub- and super-solutions can be used to trap a broad class of perturbations
fromΦ and steer them towards a phase-shifted version of this wave. The key ingredi-
ent is a careful mechanism to track the position of the perturbed wave by means of a
phase condition. A variant of this method was used in [87] to establish the existence
of an entire solution to (21) in the presence of obstacles; see Sect. 4.6.

Temporal Green’s function In the remainder of this subsection we refrain from using
the comparison principle, which widens the class of LDEs that can be considered.
In this case one can only expect to handle perturbations from Φ that are small, since
the linear behaviour of (21) can then be used to control the nonlinear effects.

Looking for solutions to (21) of the form

u j (t) = Φ( j + ct) + v j (t), (88)

we find that v must satisfy the time-dependent LDE

v̇ j (t) = d
[
v j−1(t) + v j+1(t) − 2v j (t)

] + g′(Φ( j + ct); a
)
v j (t) + N j

(
t, v

)
, (89)

in which
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N j (t, v) = g
(
Φ( j + ct) + v j (t); a

) − g
(
Φ( j + ct); a

) − g′(Φ( j + ct); a
)
v j (t).
(90)

This nonlinearity behaves as
∣∣N j (t, v)

∣∣ = O(‖v(t)‖2∞) for v → 0, uniformly for
t ∈ R.

This allows us to focus on the linear part

ẇ j (t) = d
[
w j−1(t) + w j+1(t) − 2w j (t)

] + g′(Φ( j + ct); a
)
w j (t), (91)

which for each pair ( j0, t0) ∈ Z × R has a unique solution W t0 j0 that satisfies the
initial condition

W t0 j0
j (t0) = δ j j0 . (92)

These special solutions can be used to define a Green’s function G(t, t0) ∈ L(�∞)

that acts as the convolution

G(t, t0)y =
∑

j0∈Z
W t0 j0

j (t)y j0 . (93)

Indeed, for any pair t > t0 solutions to (91) can be found by writing

w(t) = G(t, t0)w(t0). (94)

In general, it is very hard to analyze non-autonomous evolution equations. In this
case we are aided by the special structure of wave solutions. Indeed, the system (89)
remains invariant under the replacements

( j, t) �→ (
j − 1, t + c−1

)
. (95)

In particular, upon introducing the right-shift operator S ∈ L(�∞) that acts as
(SU ) j = U j−1, we have the shift-periodicity

G(t + c−1, t0 + c−1) = S−1G(t, t0)S. (96)

In a sense, this compactifies the set of time differences t − t0 that need to be consid-
ered.

Shift-periodic Floquet theory A first approach to exploit the identity (96) was devel-
oped by Chow, Mallet-Paret and Shen in [39]. In particular, they introduce the oper-
ator

R = SG(c−1, 0), (97)

which can be seen as a shift-periodic version of the monodromy map that is usually
considered for periodic systems. By checking that v j (t) = Φ ′( j + ct) is a solution
to (91), one readily sees thatRΦ ′ = Φ ′. In particular, we have
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1 ∈ σ(R) = {ζ ∈ C | R − ζ : �∞ → �∞ is not invertible}. (98)

If this unit eigenvalue is simple and the remainder of the spectrum satisfies the
inclusion

σ(R) \ {1} ⊂ {ζ : |ζ| < 1}, (99)

the general results in [39] show that the travellingwave is nonlinearly stable. Thiswas
achieved by constructing a local �∞-coordinate system around the travelling wave
and analyzing the monodromy map in these new coordinates. The arguments used
to construct this coordinate system are very technical and it is therefore not straight-
forward to generalize this approach to spectral scenarios that are more complicated
than (99).

For general problems the spectrum of R is hard to analyze in a direct fashion.
However, for our specific system (21) one can use the comparison principle to show
that (99) indeed holds.

Spatial Green’s functionsAsecond approach towards analyzing the temporalGreen’s
function G was pioneered by Benzoni-Gavage and her coworkers [14, 15]. The main
idea is to sacrifice the discreteness of the spatial variable by passing to a reference
frame thatmoves alongwith thewave. In particular, one replaces the non-autonomous
linear system (91) by the autonomous non-local PDE

∂tw(t, ξ) = −c∂ξw(t, ξ) + d
[
w(t, ξ − 1) + w(t, ξ + 1) − 2w(t, ξ)

]

+g′(Φ(ξ); a
)
w(t, ξ).

=
[
Ltww(t, ·)

]
(ξ).

(100)

In order to solve this system by Laplace transform techniques, it is very useful to
understand the pointwise behaviour of the resolvents of Ltw. This is encoded in the
spatial Green’s functions Gλ, which solve the resolvent problem

(Ltw − λ)Gλ(·, ξ0) = δ(· − ξ0) (101)

in the sense of distributions.
The link between the temporal and spatial Green’s functions is provided by the

representation formula

G j j0(t, t0) = − 1

2πi

∫ γ+iπc

γ−iπc
eλ(t−t0)Gλ( j + ct, j0 + ct0) dλ, (102)

which was established in [15, Theorem 4.2]. A-priori one must take γ � 1, but in
order to obtain useful decay rates on G one needs to shift the contour as far to the
left as possible.

In order to achieve this in the context of (21), one can exploit the meromorphic
splitting (36) to write
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Gλ(ξ, ξ0) = −λ−1Φ ′(ξ)Ψ (ξ0) + G̃λ(ξ, ξ0), (103)

with a remainder term G̃λ(ξ, ξ0) that is analytic for small |λ|. This allows us to shift
the contour in (102) to the left of the imaginary axis, picking up a simple pole in the
process. For small β > 0 this yields the pointwise bound

G j j0(t, t0) = Φ ′( j + ct)Ψ ( j0 + ct0) + O
(
e−β(t−t0)e−β| j+ct− j0−ct0|). (104)

With this bound in hand, one can proceed to construct stable manifolds for the
family of travelling wave solutions u j (t) = Φ( j + ct + ϑ) to (21) obtained by vary-
ing the phase ϑ ∈ R. Together these manifolds span the entire �p-neighbourhood of
the travelling wave solution, which leads to the nonlinear stability result.

This procedure is explained in detail in [101]. Generalizations to problems with
infinite-range interactions can be found in [143]. On the other hand, problems with
complicated spectral scenarios involving curves of essential spectrum that touch the
origin were analyzed in [13].

2.4 Numerical Aspects

Since the travelling waves (22)–(23) are stable, they can in principle be observed
numerically by simulating the dynamics of the LDE (21) with an initial condition
that resembles the wave profile. In practice, the choice

u j (0) = 1

2

[
1 + tanh( j)

]
(105)

often suffices for the Nagumo (21), but other systems can require a more sub-
tle construction. Naturally, one must truncate the problem to a finite domain
j ∈ {−L , . . . , L} and enforce appropriate boundary conditions. The Dirichlet con-
ditions u−L = 0 and uL = 1 give reliable results, but more refined choices also fit
the leading order coefficients in the asymptotic expansions (34).

Naturally, simulations of (21) only allow travelling waves to be tracked for the
limited amount of time that their ‘core’ is contained in the domain under consider-
ation. In principle, this can be improved by using so-called freezing methods [20],
which introduce an extra phase variable to keep track of the position of wave-like
solutions. In a sense, this is the numerical equivalent of passing to a reference frame
that moves along with the wave.

An alternative - more direct - approach is to look for numerical solutions of the
travelling wave system (22)–(23). The early work by Chi, Bell and Hassard [38]
already contains computations of this nature. This numerical work was continued by
Elmer and Van Vleck, who have performed extensive calculations on MFDEs in [1,
55–58].
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To our knowledge, the most recent and versatile tools in this area are collocation
solvers that are able to solve MFDEs on finite intervals [1, 105]. In particular, these
codes solve n-dimensional problems of the form

τ (ξ)φ′(ξ) = f
(
φ(ξ),φ

(
ξ + σ1(ξ,φ(ξ))

)
, . . . ,φ

(
ξ + σN (ξ,φ(ξ))

))
, (106)

for given functions f : Rn(N+1) → R
n , τ : R → R

n and shifts σi : R1+n → R.
This is achieved by subdividing the interval under consideration into M subin-
tervals [ti , ti+1] and representing φ(ξ) on each subinterval in terms of a standard
Runge-Kutta monomial basis. The representation is required to be continuous at
the boundary points between subintervals and in addition to satisfy (106) at the
Md collocation points ti + (ti+1 − ti )c j , for i = 1 . . . M and j = 1 . . . d, where
0 < c1 < . . . < cd < 1 are the Gaussian collocation points of degree d for some
d ≥ 3. Using Newton iterations such a piecewise polynomial φ can be found, pro-
vided that a sufficiently close initial estimate is available.

Various types of boundary conditions can be used to close the system (106). Since
the shifts σi may depend on the spatial variable ξ as well as on the function value
φ(ξ) itself, this allows us to compute periodic solutions to MFDEs even when the
period is unknown [92].

The occurrence of propagation failure presents serious difficulties for this numer-
ical schemewhen solving (22)–(23), since solutions may lose their smoothness in the
singular limit c → 0. This difficulty can be overcome by introducing a term −γΦ ′′
to the left hand side of (22) and using numerical continuation techniques to take the
positive constant γ as small as possible. In [103, 105] this approach is analyzed from
a theoretical viewpoint. In particular, convergence results are provided to show that
this approximation still allows us to uncover the behaviour that occurs at γ = 0.

3 Periodic Patterns

The interplay between different interactions on different length scales in a spatially
discrete system often leads to the formation of periodic patterns. Examples include
twinning microstructures in shape memory alloys [21], domain-wall microstructures
in dielectric crystals [150] and oscillations in neural networks [64]. The dynamics
of these patterns is both interesting and relatively unexplored.

Early results in this area were obtained in the context of material science, where
spatially discrete equations have long been considered. The model of Hillert [84] is
a one-dimensional model to describe phase separation in binary solids that allows
for periodic patterns with no restriction on the amplitude of oscillations. The three-
dimensional counterpart in [43] allows for periodic patterns with small amplitude.
Subsequent work of Cahn and Novick-Cohen [28] developed a quasi-continuum
approach to the model by deriving formal limiting PDEs that are able to capture the
oscillatory behaviour; see also [141].
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In [26] several spatially periodic structures were investigated for spatially discrete
Allen–Cahn andCahn–Hilliard equationswith ‘negative diffusion’ andwith both first
and second neighbor couplings. It was noted in [27] that two-periodic patterns could
be smoothened out by rewriting the scalar LDE as a vector LDE in order to split
the odd and even numbered lattice sites. In [152] a model for martensitic phase
transformations was derived that resulted in a bistable system with repelling first
neighbor interactions.

In this section we focus on four recent projects related to this theme. The first
of these [95, 97] reconsiders the Nagumo LDE (21) but now looks at the existence
of spatially periodic equilibria and the possibility of forming connections between
such patterns bymulti-component travellingwaves. In Sect. 3.2we consider repelling
interactions by taking d < 0 in (21).We show how the system can be reformulated as
a vector equation and discuss results from [24] concerning the existence and stability
of bistable and monostable traveling waves for a large range of parameter values.
Co-existence of traveling solutions and propagation failure are investigated as well.
Finally, in Sect. 3.3 we add next-to-nearest neighbour interactions to (21). Several
results from [153, 155] are summarized to show how the competition between the
two types of interactions affects the patterns that can be formed.

3.1 Multichromatic Waves

We are here again interested in the Nagumo LDE

u̇ j (t) = d
[
u j−1 + u j+1 − 2u j (t)

] + g
(
u j ; a

)
, (107)

with d > 0. The discrete nature of this problem allows for a much richer class of
equilibrium solutions than its spatially continuous counterpart. For example, one can
search for n-periodic equilibria by writing

ui = umod(i,n) (108)

for some u ∈ R
n .

Upon introducing the nonlinear mapping G(·; a, d) : Rn → R
n that acts as2

[
G(u; a, d)

]
i = d(ui−1 − 2ui + ui+1) + g

(
ui ; a

)
, (109)

such equilibria must satisfy G(u; a, d) = 0. Since the system decouples at d = 0, we
have G(wa; a, 0) = 0 for any wa ∈ {0, a, 1}n . Using the implicit function theorem,
these 3n simple roots can be locally continued for d > 0 until they collide with
another branch.

2Here we use modulo arithmetic on i .
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To formalize this procedure, we say that a solution to G(u; a, d) = 0 is an equi-
librium of type w ∈ {0, a, 1}n if there exists a path through [0, 1]n × (0, 1) × [0,∞)

of simple roots that connects (u; a, d) to (wa; a, 0). Here wa is obtained from w by
replacing {0, a, 1} by {0, a, 1}. We use this symbolic distinction to emphasize the
fact that the type w remains fixed, while the actual root u varies as the parameters
(a, d) are changed. Indeed, we can now define the parameter set

�w = {(a, d) : the system G(· ; a, d) = 0 admits an equilibrium of type w};
(110)

see Fig. 3 for several examples.
We will be specially interested in the cases w ∈ {0, 1}n , since equilibria of this

type are stable solutions to (107). Indeed, the monotonic iteration theory in [35]
that was described in Sect. 2.2 can then be used to establish the existence of wave
solutions that connect ordered pairs of such stable equilibria.

For n = 2, the upper boundary of �01 can be written as a graph d = d01(a).
Writing u = u01(a, d) for the corresponding equilibrium (108), the wave solution
that connects the homogeneous equilibrium u j ≡ 0 to this two-periodic pattern can
be written as

u j (t) =
{

Φe( j − ct) j is even,
Φo( j − ct) j is odd.

(111)

Here we write c = c0→01(a, d) and impose the limits

lim
ξ→−∞

(
Φe(ξ),Φo(ξ)

) = (0, 0), lim
ξ→+∞

(
Φe(ξ),Φo(ξ)

) = u01(a, d). (112)

Fig. 3 The solid lines denote the upper boundary of the regions �w where roots of type w ∈
{0001, 0011, 0111} are defined. The dashed lines denote the boundaries above which the indicated
wave connections have non-zero speed. Notice that regions exist in which the 0 → 0001, 0001 → 1
and 0 → 1 waves all travel
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It is an interesting and delicate problem to decide whether these so-called bichro-
matic waves can travel or whether they are pinned. For small d > 0 the latter is the
case, which allows us to consider the bichromatic pinning boundary

d0→01(a) = max{0 ≤ d ≤ d01(a) : c0→01(a, d) = 0}. (113)

The main result in [95] is that there exists a− ∈ (0, 1
2 ) so that

d0→01(a) < d01(a) (114)

holds for all a ∈ (a−, 1), which forces waves to travel for intermediate values of
d. This can be seen as a generalization of the coercivity results for the standard
monochromatic waves discussed in Sect. 2.2.

The cases n = 3 and n = 4 were analyzed numerically in [97]. In these cases
there exist (small) intervals of a in which the upper boundaries of the sets �w can no
longer be written as graphs d = dw(a); see the inset of the cusp in Fig. 3. This is the
reason that we must allow a to vary along the defining paths through the regions �w.
As a consequence, for fixed a the number of n-periodic equilibria does not decrease
monotononically as the diffusion d is increased.

Upon writing d0→1(a) for the pinning boundary corresponding to the standard
monochromatic waves (22) and generalizing the notation (113), the numerical results
indicate that the ordering

d01(a) < d0→0111(a) < d0→1 < d0111(a) (115)

holds for all a ∈ (0.63, 1). In particular, while bichromatic waves can only exist for
parameters (a, d) where monochromatic waves are pinned, travelling quadrichro-
matic waves can co-exist with travelling monochromatic waves; see Fig. 3. This
allows several types of intricate collision processes to take place. For example, a
travelling 0 → 0111 wave can collide with a counter-propagating 0111 → 1 con-
nection to form a travelling monochromatic 0 → 1 wave; see Fig. 4.

Fig. 4 This sequence of snapshots from a simulation of the Nagumo LDE (21) with a = 0.63 and
d = 0.0625 features a collision between a wave of type 0 → 0111 and a counterpropagating wave
of type 0111 → 1. The right part of the intermediate buffer zone is first pulled towards one by the
incoming wave on the right, but then gets pulled towards zero by the final travelling monochromatic
wave
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3.2 Negative Diffusion

In [24], the existence and stability of traveling waves solutions with ‘negative diffu-
sion’ is investigated. In particular, let us consider the LDE

u̇ j (t) = −d
[
u j−1 + u j+1 − 2u j (t)

] + g
(
u j ; a

)
, (116)

again with d > 0. This system has been used in [152] to describe martensitic phase
transitions in a chain of particles that features interactions between first and second
neighbours. The latter interactions are modelled by standard springs, but the former
are governed by a non-convex biquadratic potential representing two elastic phases.
After a suitable rescaling, (116) can be seen as the overdamped limit of the resulting
system.

Instead of flattening variations, the diffusion term in (116) now promotes oscilla-
tory behaviour. Unlike its PDE counterpart, this system is still well-posed on account
of the fact that the discrete Laplacian is simply a bounded linear operator. In partic-
ular, the cubic g can keep the oscillations under control.

Of course, the comparison principle no longer holds for (116). It can be recovered
by introducing the new variables v j = (−1) j u j , which satisfy the spatially periodic
system

v̇ j = d
[
v j−1 + v j+1 + 2v j

] + h j
(
v j ; a) (117)

with alternating nonlinearities

h j (v; a) =
{

g(v; a) for even j,
−g(−v; a) for odd j.

(118)

In principle, this equation fits into the general spatially periodic framework of
[35]. The challenge is to identify and classify the equilibrium solutions to (117). To
this end, we look for stationary solutions of the form

v j =
{

ve for even j,
vo for odd j,

(119)

which must hence satisfy the coupled system

2d(vo + ve) = −g(ve; a), 2d(vo + ve) = g(−vo; a). (120)

Eliminating vo from these equations, we must find the roots G(ve; a, d) = 0 of the
ninth-degree polynomial

G(ve; a, d) = g(ve; a) + g
(
ve + g(ve; a)

2d

)
, (121)

which can be factored as
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G(ve; a, d) = g(ve; a)G̃(ve; a, d) (122)

for some sixth-degree polynomial G̃(·; a, d). This polynomial can have between zero
and six real roots. Taking into account the three equilibria (0, 0), (a,−a) and (1,−1)
induced by the factor g, there are hence up to 81 potential connecting orbits between
two-periodic stationary patterns.

In [24], we give a detailed description of the roots of G and their dependence
on the parameters (a, d). This allows us us to study the existence, uniqueness and
stability of traveling wavefront solutions to the antidiffusion Nagumo LDE (116). In
particular, we uncover the different regions in the (a, d)-plane where bistable and
monostable dynamics occur.

We analyze the propagation failure phenomenon in the bistable region and pro-
vided expressions for minimum wavespeeds in the monostable region. Our com-
putations show that there are values for the parameters (a, d) where bistable and
monostable connections co-exist.

3.3 Competing Interactions

In order to explore the effects of interactions with different length scales, we extend
(21) by including a diffusion term that involves next-to-nearest neighbours. In par-
ticular, we introduce the discrete diffusions

(Δ1u) j := u j−1 + u j+1 − 2u j , (Δ2u) j := u j−2 + u j+2 − 2u j (123)

and consider the system

u̇ j = d1(Δ1u) j + d2(Δ2u) j + g
(
u j ; a

)
(124)

on the one-dimensional lattice j ∈ Z. Motivated by our earlier work [152], we focus
much of our attention on the case where at least one of the interactions is repulsive
(d1 and/or d2 are negative). Note that this is certainly not a necessary condition for
pattern formation, as we have seen in Sect. 3.1.

The results in [153, 155] consider spatially p-periodic equilibrium solutions to
(124) and the potential for connecting them via travelling waves. The focus is on
p ∈ {1, 2, 4}, but larger periods, longer interaction lengths and higher dimensional
lattices can also be considered using similar techniques.

In order to gain insight, we started in [153] by replacing the cubic g with its
piecewise linear caricature gpl defined in (14). As in Sect. 3.2, the first step was to
find the periodic equilibria and identify the range of parameters where these solu-
tions and their homogeneous counterparts are stable. We then took advantage of the
piecewise linear form of the nonlinearity gpl to apply Fourier transform techniques
and constructed explicit traveling wave solutions along the lines of the approach in
[27]. We conducted a detailed analysis of the solution in the p = 2 case and consid-
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Fig. 5 Summary of results on existence of traveling wave solutions with spatially periodic patterns
in (d1, d2) parameter space. The results by Chen et al. [36] are directly applicable to region A.
When |(d1, d2)| � 1, the techniques by Bates et al. [11] can be applied in regions A and B. In
region C the computations in [155] can be used, which for d2 < 0 require either |d1/d2| � 1 or
|d2/d1| � 1. The line D was investigated in [24]

ered some examples in the p = 3 and p = 4 cases. In particular, we investigated the
dependence of the detuning parameter a on the wavespeed c and the parameters d1
and d2.

In [155] we returned to (124) with the cubic nonlinearity and used techniques
similar to those in [11] to establish the existence of traveling wave solutions in the
presence of competing interactions. When d2 > 0 and d1 < 0, the variable transfor-
mation v j = (−1) j u j can again be used to recover the comparison principle and
apply the framework of [35]. However, when d2 < 0 one must resort to perturbative
techniques. Figure5 summarizes the parameter regionswhere the various approaches
can be applied.

4 Nagumo Equations on Planar Lattices

In this section we focus on bistable equations posed on two-dimensional lattices. To
set the stage, let us consider the Nagumo LDE

u̇i j = ui+1, j + ui−1, j + ui, j+1 + ui, j−1 − 4ui j + g(ui j ; a) (125)

with (i, j) ∈ Z
2. As in the continuous setting [6], we will see that planar travelling

waves (see Fig. 6) can be used as a skeleton to help uncover the global dynamics of
(125). Such waves can be written in the form

ui j (t) = Φζ(i cos ζ + j sin ζ + cζ t
)
, Φζ(−∞) = 0, Φζ(+∞) = 1, (126)

in which ζ denotes the angle of propagation. Substituting this expression into (125)
leads to the ζ-dependent MFDE
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Fig. 6 Schematic representation of a planar wave (126) travelling in the horizontal direction ζ = 0

cζΦ
′
ζ(ξ) = Φζ(ξ + cos ζ) + Φζ(ξ + sin ζ) + Φζ(ξ − cos ζ) + Φζ(ξ − sin ζ)

−4Φζ(ξ) + g
(
Φζ(ξ); a

)
.

(127)
The global homotopy argument discussed in Sect. 2.2 can also be used to construct
solutions to this system [126]. In particular, after fixing a ∈ (0, 1), the wavespeed cζ

depends uniquely on ζ and the waveprofilesΦζ are unique up to translation provided
that cζ �= 0.

It turns out to be a much more subtle question to decide upon the stability of
these planar waves. Early work in this direction for four-dimensional nonlocal prob-
lems can be found in [10], but in two dimensions the relevant decay rates associated
to a brute-force linearization of (125) are simply too slow. One encounters similar
problems when analyzing the Nagumo PDE, but two main approaches have been
developed in recent years to overcome them [17, 111]. Both these approaches build
upon the realization that transverse deformations of the wave interface are governed
by a heat equation that can be analyzed separately from the remainder of the pertur-
bation.

In order to discuss these issues, it is convenient to introduce the new variables

n = i cos ζ + j sin ζ, l = j cos ζ − i sin ζ, (128)

which are parallel respectively tranverse to the direct of propagation of the wave. We
will write�ζ ⊂ R

2 for the collection of all pairs (n, l) obtained by applying (128) to
the original lattice (i, j) ∈ Z

2. This set is dense when tan ζ /∈ Q. On the other hand,
when tan ζ is rational or infinite it is possible to find a δ > 0 so that we have the
inclusion

�ζ ⊂ δZ2. (129)

In this case, it is often convenient to extend the problem (by repetition) onto the
entire grid (n, l) ∈ δZ2.

For any ζ, the coordinates (128) transform the LDE (125) into
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u̇nl = un+cos ζ,l−sin ζ + un+sin ζ,l+cos ζ + un−cos ζ,l+sin ζ + un−sin ζ,l−cos ζ

−4unl + g
(
unl; a

)
,

(130)

which now admits the planar wave solutions

unl(t) = Φζ

(
n + cζ t

)
. (131)

The refined splitting alluded to above is now given by

unl(t) = Φζ

(
n + cζ t + θl(t)

) + vnl(t). (132)

In Sect. 4.1 we discuss the linearized equations for the pair (θ, v) and show how to
extend the one-dimensional Green’s functions from Sect. 2.3. We use this in Sect. 4.2
to generalize [111] and establish the local nonlinear stability of the planar waves
(131) using bootstrapping arguments. On the other hand, in Sect. 4.3 we obtain the
global stability of these waves by building on the arguments in [17], which are based
on the comparison principle.

Moving on to solutions that are more general than travelling waves, we discuss the
expansion of compactly supported initial conditions in Sect. 4.4. The limiting shapes
often resemble polygons that can be predicted from the structure of the ζ �→ cζ

function. This leads naturally to the study of travelling corners in Sect. 4.5.
The last part of this section is focused on versions of (125) with spatially-varying

diffusion coefficients, i.e.,

u̇i j = di j
[
ui+1, j + ui−1, j + ui, j+1 + ui, j−1 − 4ui j

] + g(ui j ; a). (133)

In Sect. 4.6 we allow the diffusion coefficient to be modified on a single lattice site,
which can be interpreted as an obstacle. We discuss the results in [87] that show that
planar waves can pass around such an obstacle and regain their shapes.

We conclude in Sect. 4.7 by allowing di j to vary periodically or become negative,
analogous to the one-dimensional setup in Sect. 3. In particular, we describe results
from [103] on the existence of travelling checkerboard patterns.

4.1 Linear Theory

A key ingredient towards analyzing the behaviour of (125) in the neighbourhood of
the planar waves (126) is to linearize the LDE around these waves. The anistropy
of the lattice plays an important role here, as the resulting structure of the linear
equations depends heavily on the direction of propagation ζ.
Lattice directions Performing this linearization for the horizontal direction ζ = 0,
we arrive at the system
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v̇i j (t) = vi+1, j (t) + vi, j+1(t) + vi−1, j (t) + vi, j−1(t) − 4vi j (t)
+g′(Φ0(i + c0t); a

)
vi j (t),

(134)

which as in the one-dimensional case discussed in Sect. 2.3 is temporally non-
autonomous. The j-direction however is unaffected by this issue, which allows us to
take a discrete Fourier transform in this direction. This readily leads to the decoupled
family of systems

d
dt [v̂ω]i (t) = [v̂ω]i+1(t) + eiω[v̂ω]i (t) + [v̂ω]i−1(t) + e−iω[v̂ω]i (t) − 4[v̂ω]i (t)

+g′(Φ(i + ct); a
)[v̂ω]i (t)

(135)
for ω ∈ [−π,π].

Using the procedure outlined in Sect. 2.3, it is possible to construct Green’s func-
tions for each of these spatially one-dimensional systems. The relevant linear oper-
ators can be found by searching for solutions of the form

[v̂ω]i (t) = eλtwω(i + ct), (136)

which leads to the eigenvalue problem

L(ζ=0)
iω wω = λwω (137)

for the linear operator

[L(0)
z p](ξ) = −cp′(ξ) + 2 cosh(z)p(ξ) + p(ξ + 1) + p(ξ − 1) − 4p(ξ)

+g′(Φ(ξ); a
)

p(ξ).
(138)

Upon writing λz = 2(cosh(z) − 1), we have

L(0)
z Φ ′ = λzΦ

′. (139)

To find the evolution of perturbations of the form

vi j (t) = θ j (t)Φ
′(i + ct) (140)

under (134), it now suffices to solve the discrete heat equation

θ̇ j = θ j+1 + θ j−1 − 2θ j . (141)

Indeed, taking the discrete Fourier transform of this system yields d
dt θ̂ω = λiωθ̂ω .

These perturbations are important because they correspond at the linear level with
transverse deformations of the planar wave interface. We remark that the situation
here closely resembles that encountered for the Nagumo PDE in [111].

General directions For general angles ζ, the relevant linear system can be written as
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v̇nl(t) = vn+cos ζ,l−sin ζ(t) + vn+sin ζ,l+cos ζ(t)
+vn−cos ζ,l+sin ζ(t) + vn−sin ζ,l−cos ζ(t) − 4vnl(t)
+g′(Φζ(n + cζ t); a

)
vnl(t).

(142)

The corresponding operator is given by

[L(ζ)
z v](ξ) = −cζv

′(ξ) + e−z sin ζv(ξ + cos ζ) + ez cos ζv(ξ + sin ζ)

+ez sin ζv(ξ − cos ζ) + e−z cos ζv(ξ − sin ζ) − 4v(ξ)
+g′(Φζ(ξ); a

)
v(ξ).

(143)

In particular, the dependence on z is now non-trivial. This means that one can no
longer hope to find an exact solution similar to (140).

On the other hand, for small values of |z| it is possible to find ζ-dependent branches
z �→ (λ(z),φz) of the eigenvalue problem

λ(z)φz = L(ζ)
z φz . (144)

Upon introducing the quantities

αν = 〈Ψ,Φ ′(· + ν)〉L2 , βν = 〈Ψ, [∂zφz]z=0(· + ν)〉L2 , (145)

it is not hard to compute [94]

λ′(0) = cos ζ
[
αsin ζ − α− sin ζ

] + sin ζ
[
α− cos ζ − αcos ζ

]
,

λ′′(0) = sin2 ζ
[
αcos ζ + α− cos ζ

] + cos2 ζ
[
αsin ζ + α− sin ζ

]

+2 cos ζ
[
βsin ζ − β− sin ζ

] + 2 sin ζ
[
β− cos ζ − βcos ζ

]
.

(146)

For ζ ∈ 1
4πZwe haveλ′(0) = 0 andλ′′(0) > 0.We have numerical evidence to show

that the second inequality persists for all angles ζ, but the first identity is typically
violated. In fact, making the dependence on ζ explicit, we have

λ′
ζ(0) = ∂ζcζ (147)

and this quantity is typically referred to as the group velocity. However, we do remark
here that the function ζ �→ cζ can behave rather wildly in the critical regime where
a ≈ 1

2 , allowing the group velocity to vanish at specific values for a even if ζ /∈ π
4Z.

Since the group velocity is a real number, we have

�λiω ∼ −λ′′(0)ω2 (148)

for ω ≈ 0, which means that we can still expect linear decay estimates similar to
those of the discrete heat equation.

Let us now assume that tan ζ is rational and recall the inclusion (129). Extending
our solution to the entire grid (n, l) ∈ δZ2 and imposing the decomposition
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vnl(t) = θl(t)Φ
′(n + ct) + wnl(t), (149)

we normalize w by demanding

∑

n∈δZ

Φ ′(n + ct)wnl(t) = 0 (150)

for all t ≥ 0 and l ∈ δZ. Formally writing the coupled system for (v, θ) as

(
θ̇, v̇

) = Bζ [θ, v], (151)

we can combine the Green’s function techniques from Sect. 2.3 with the Fourier
decomposition above to obtain a full two-dimensional Green’s function Gζ for (151);
see [86, Sect. 4]. The decay rates for θ correspond to those for the discrete heat
equation, while v decays at rates that are t−1/2 faster. In the diagonal direction ζ = π

4
this factor increases to t−1, while in the horizontal direction ζ = 0 the v component
even decays exponentially rather than algebraically.

4.2 Local Stability

Our first approach [86] to establish the stability of planar waves only considers small
perturbations from the wave and hence avoids using the comparison principle. In
particular, this technique can be applied to a wide range of problems, as long as
several standard spectral conditions can be verified. It is based on a surprisingly
recent result due to Kapitula [111], who used semigroup methods and fixed-point
arguments to obtain the corresponding result for the Nagumo PDE.

In particular, we pick an angle ζ for which cζ �= 0 and for which tan ζ is rational.
Based on the intuition obtained in Sect. 4.1, we consider the evolution under the LDE
(125) of patterns of the form

ui j (t) = Φ
(
n + ct + θl(t)

) + vnl(t), (152)

with (n, l) given by (128). We assume that the initial perturbation from the travelling
wave is small in the sense that

∑

l∈δZ

|θl(0)| + sup
n∈δZ

∑

l∈δZ

|vnl(0)| < δ. (153)

In order to fix the coordinate system in such a way that the variables θl(t) represent
genuine phaseshifts, we impose the normalization condition

∑

n∈δZ

Ψ (n + ct)vnl(t) = 0. (154)
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After some algebra, the resulting system for (θ, v) can be written in the abstract
form (

v̇, θ̇
)
(t) = Bζ(t)

[
v, θ

] + (N (v)

ζ (t; v, θ),N (θ)
ζ (t; v, θ)

)
, (155)

inwhich the linear operator Bζ(t)was introduced in (151).Using theGreen’s function
for this latter system, one can use Duhamel’s principle to recast (155) into the mild
form

(
v, θ

)
(t) = Gζ(t, 0)[v(0), θ(0)]

+ ∫ t
0 Gζ(t, s)

[N (v)

ζ

(
s; v(s), θ(s)

)
,N (θ)

ζ

(
s; v(s), θ(s)

)]
ds.

(156)

Based on the linear theory in Sect. 4.1, the choice for �1-based norms in the
transverse direction implies that θ can be expected to decay as t−1/4 in �2. However,
the decay rate for v depends on the angle ζ.

We now explore the effect of the nonlinear termsNζ , which also depend crucially
on ζ. As a preparation, we introduce the first differences

θ�
l = (

θl+sin ζ − θl , θl−cos ζ − θl, θl−sin ζ − θl, θl+cos ζ − θl
)
, (157)

together with the second differences

θ�� = (
θ�)�

. (158)

The linear theory predicts the decay rates

∥∥θ�∥∥
�2

∼ t−3/4,
∥∥θ��∥∥

�2
∼ t−5/4 (159)

for these expressions.

Horizontal and diagonal directions For ζ ∈ π
4Z the nonlinear term for v satisfies the

pointwise bounds

N (v)

ζ (t; v, θ) = O(|v|2) + O(|vθ|) + O
( ∣∣θ�∣∣2 ) + O

( ∣∣θθ��∣∣ ), (160)

with similar behaviour for N (θ)
ζ . In particular, the standard Cauchy–Schwarz bound

‖ab‖�1 ≤ ‖a‖�2 ‖b‖�2 together with the linear behaviour

sup
n∈δZ

∑

l∈δZ

|vnl(t)|2 ∼ t−5/4 (161)

show that in the norm (153) we can expect (N (v),N (θ)) to decay as t−3/2. This is
very similar to the corresponding bounds obtained in [111] for the PDE setting. In
particular, setting up a variation-of-constants argument using the Green’s function
Gζ defined in Sect. 4.1 allows us to conclude that the expected linear decay bounds
carry over to the nonlinear setting.
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General directions For general rational directions ζ the geometry of the lattice affects
both the linear and nonlinear terms in our problem. Indeed, we have seen in Sect. 4.1
that the expected linear decay in v slows down to

sup
n∈δZ

∑

l∈δZ

|vnl(t)|2 ∼ t−3/4. (162)

In addition, the lack of symmetry weakens the pointwise bounds for N (v)

ζ to

Nζ(t; v, θ) = O(|v|2) + O(|vθ|) + O
( ∣∣θ�∣∣2 ) + O

( ∣∣θθ�∣∣ ). (163)

In particular, the terms of order |vθ| and |θθ�| now cause complications, since they
can only be expected to decay as t−1 in �1. Indeed, the crude estimate

∫ t

0
(1 + t − s)−1/4(1 + s)−1ds ∼ log(1 + t)(1 + t)−1/4 (164)

shows that the t−1/4 decay for ‖θ‖�2 cannot be recovered from a simple application
of the Duhamel formula.

In order to refine this estimate, it is essential to consider the explicit structure of
the problematic terms. Consider for example the simple, yet crucial, identity

θl(θl+1 − θl) = 1

2
[θ2l+1 − θ2l − (θl+1 − θl)

2]. (165)

The square of the first difference can be expected to behave as t−3/2, which does not
pose a problem. The difference of the squares though only decays like t−1. However,
using a summation by parts procedure the difference operator can be transferred
to the Green’s function. The bad estimate (164) can now be replaced by the good
estimate ∫ t

0
(1 + t − s)−3/4(1 + s)−1/2ds ∼ (1 + t)−1/4. (166)

A careful analysis of the troublesome nonlinear terms shows that they can all be
treated by tricks of this kind, allowing us to close the nonlinear stability argument.We
remark that the identity (165) can be regarded as a discrete form of uux = (

1
2u2

)
x ,

which plays a crucial role when studying the stability of travelling waves for PDEs
with a conservation law structure [160].

4.3 Global Stability

The approach in [87] leverages the comparison principle to show that the planarwaves
(126) are stable under a much larger class of initial perturbations. This generalizes
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the techniques developed in the landmark paper [17], where the authors constructed
explicit super- and sub-solutions to the Nagumo PDE (3) that trap perturbations that
can be arbitrarily large (but localized).

These sub-solutions can be seen as two-dimensional refinements of (84). Indeed,
they take the form

u−(x, y, t) = Φ
(
x + ct − θ(y, t) − Z(t)

) − z(t), (167)

with global functions

z(t) = εe−ηt , Z(t) =
∫ t

0
z(s) ds (168)

for small ε > 0 and η > 0 that turn small additive perturbations into a phaseshift.
The function θ is used to control transverse perturbations and is given by

θ(y, t) = β(t + 1)−2γ−1
e−y2/

(
4γ(t+1)

)
. (169)

Here γ = γ(β) � β and β � 1 can be chosen to be arbitrarily large, allowing local-
ized perturbations of any size to be controlled. In particular, the function θ can be
seen as a modified heat-kernel where the diffusion is sped up by a factor γ and the
decay rate at the center y = 0 is slowed down to (t + 1)−2γ−1

.
In [16] this idea was generalized to the LDE (125) for waves travelling in the

horizontal direction ζ = 0. This was achieved by replacing the Gaussian in (169)
by the corresponding kernel for the discrete heat equation (141). This kernel can be
expressed in the form of modified Bessel functions of the first kind.

This procedure relies on a specific factorization similar to (140) that fails to
hold for general directions ζ. In order to fully account for all the slowly decaying
resonances spawned by the anisotropy of the lattice, the sub-solution (167) needs to
be adjusted significantly. In particular, for suitably chosen functions

P� : R → R
1×4, P�� : R → R

1×16, Q�� : R → R
4×4, (170)

it is possible [87] to use

u−
i j (t) = Φ

(
n + ct − θl(t) − Z(t)

) + P�(n + ct − θl(t) − Z(t)
)
θ�

l (t)
+P��(n + ct − θl(t) − Z(t)

)
θ��

l (t)
+θ�

l (t)T Q��(n + ct − θl(t) − Z(t)
)
θ�

l (t) − z(t).
(171)

Here we interpret the first and second difference θ�
l and θ��

l defined in (157)–(158)
as vectors in R

4×1 and R
16×1 respectively. In addition, the decay of the function z

needs to be slowed down to z(t) ∼ t−3/2 for t � 1 and the function θ needs to be
modified to
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θl(t) = βt− 1
4 γ−1

√
2π

λ′′(0)
exp

[ − (l + λ′(0)t)2

2λ′′(0)γt

]
. (172)

Notice that the group velocity (146) appears here as an extra convective term.
One can use normal form techniques to find the specific form of the functions

(170). Indeed, their purpose is to neutralize any terms in the sub-solution residual
that decay at rates that cannot be integrated uniformly in γ. Since we are artificially
slowing down the decay of θ, this means that we need to pay special consideration
to terms of order θ�� and (θ�)2, which could be neglected in Sect. 4.2.

4.4 Spreading Phenomena

Let us here assume that cζ > 0 for all angles ζ and consider the compactly supported
initial condition

ui j (0) =
{
1 for i2 + j2 ≤ R2,

0 for i2 + j2 > R2 (173)

for some sufficiently large R > 0. In the PDE setting, a classic result [6, Theorem
5.3] obtained by Weinberger states that such regions containing the energetically
favourable state will spread throughout the space with a radial speed equal to the
speed of the planar travelling waves. The proof of this result uses radially expanding
sub- and super-solutions that can be constructed by glueing together planar travelling
waves travelling in different directions.

In [87] a weak version of this expansion result was established for the LDE (125)
with (173). However, the underlying sub- and super-solutions expand at the speeds
min0≤ζ≤2π cζ and max0≤ζ≤2π cζ respectively, which generally differ from each other.
This still leaves a considerable hole in our knowledge of the expansion process.

The numerical results in [154] provide strong evidence that the limiting shape
formed by the evolution of (173) can be found by applying the Wulff construction
[136] to the polar plot of the ζ �→ cζ relation. In particular, for each ζ ∈ [0, 2π] one
considers the line

�ζ = cζ(cos ζ, sin ζ) + R(sin ζ,− cos ζ), (174)

which is tangent to the circle of radius cζ at the angle ζ. The set that is enclosed by
the collection of these lines is referred to as the Wulff shape; see Fig. 7. For a large
subset of parameters a this limiting shape resembles a polygon.

Let us mention here that the Wulff shape plays an important role in the field of
crystallography, where it is used to predict the limiting shape of growing crystals
[158]. In such applications it is usually constructed from a polar plot of a free energy
functional.
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Fig. 7 The left panel depicts three of the perpendicular lines �ζ that play a role in the Wulff
construction. The boundary of the Wulff shape is displayed in the right panel and resembles a
slightly rounded polygon

4.5 Travelling Corners

Themainmotivation behind [94] is to take a step towards understanding the polygonal
expansion process described in Sect. 4.4 by looking at the evolution of a single corner.
Indeed, when the expanding blob is sufficiently large, it would seem to be very
reasonable to assume that the corners of the polygon behave in an almost independent
fashion.

A natural starting point is to look at so-called travelling corner solutions, which
arise from the regular planar travellingwaves by ‘bending’ the level sets of thewaves.
More specifically, the level sets are transformed from straight lines | perpendicular
to the direction of propagation into shapes resembling a > or < sign; see Fig. 8.

For technical reasons the results in [94] only apply to propagation directions for
which the group velocity vanishes. Recalling (147), this means that

λ′
ζ(0) = ∂ζcζ = 0. (175)

Although the group velocity can always be transformed away in the PDE setting by
a simple change of variables, the discreteness prevents us from doing this for LDEs.
In particular, (175) is a genuine restriction. On the other hand, an important role in
theWulff construction is reserved for the directions where the wavespeed is minimal
and these are all obviously covered.

The admissable bending angles are determined by the directional dispersion

dζ(ϕ) = cζ+ϕ

cos(ϕ) cos ζ
, (176)

which measures the speed at which the level-sets of the planar wave travelling in
the direction ζ + ϕ move along the vector (cos ζ, sin ζ). In view of (175) we have
dζ(0) = cζ and d ′

ζ(0) = 0.
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Fig. 8 Schematic representation of a corner travelling in the horizontal direction

Assuming that d ′′(0) > 0, we hence see that for all c̃ > cζ sufficiently close to cζ ,
there exist two small angles ϕ− < 0 < ϕ+ for which

dζ(ϕ±) = c̃ (177)

holds. The main result in [94] now states that there exists a sequence of phaseshifts
{θl}l∈δZ that satisfies the limits

δ−1(θl+δ − θl) → tan(ϕ±), l → ±∞, (178)

together with a sequence of perturbations {vl}l∈δZ ⊂ H 1 so that the function

ui j (t) = Φ(n + c̃t + θl) + vl(n + c̃t) (179)

is a solution to (125). In particular, the level sets are bent away from the vector
(cos ζ, sin ζ) to form a> shape. When d ′′(0) < 0 this orientation is reversed and one
must take c̃ < cζ .

The main idea behind the proof of this result was inspired by the series of papers
written by Scheel and Haragus [79–81] for the planar Nagumo PDE, where they used
a two-dimensional global center manifold to capture the corner solutions. The key
feature of this approach is that the phaseshifts θ can be factored out from the analysis
due to the translational symmetry of the problem. However, the loss of regularity
in the discrete case causes severe complications and forces one to analyze the full
coupled system for v and θ along the lines of [99].

In any case, the delicate behaviour of the cζ map for the Nagumo LDE (125)
leads to a rich class of behaviour. For example, the second derivative d ′′(0) can have
both signs, while in the spatially homogeneous case one always has d ′′(0) > 0. In
addition, it is possible to find so-called bichromatic corners, which connect spatially
homogeneous equilibria to checkerboard patterns.
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4.6 Obstacles

In many situations it is desirable to understand the impact that localized spatial
impurities have on the dynamical behaviour of systems. In the context of (133), this
can bemodelled by choosing diffusion coefficients that are homogeneous everywhere
except at (0, 0), i.e., di j = d + βδi0δ j0 with d > 0 and β > −d. Alternatively, one
can consider the system on the punctured grid Z

2 \ {(0, 0)}, replacing the nearest-
neighbour discrete Laplacian by the graph Laplacian. In particular, the equation for
u1,0 is modified to

u̇1,0 = u2,0 + u1,1 + u1,−1 − 3u1,0 + g
(
u1,0; a

)
(180)

with similar modifications for u0,±1 and u−1,0.
In both cases, one can study the existence of entire solutions that resemble a

planar travelling wave as t → ±∞ but have large transients in between caused by
the impurity. In [87] we show how the subsolutions (171) can be adapted to control
these large transients. In essence, we allow the global term z(t) to grow instead
of decay during the time that the steep part of the waveprofile is in the vicinity of
the obstacle. In particular, the results show that planar waves can pass around large
compact obstacles and still eventually recover their shape.

Our techniques are a variant of those developed fairly recently in [17] for the
Nagumo PDE. However, we do need to require that cζ �= 0 for all ζ ∈ [0, 2π] in
order to utilize the spreading result discussed in Sect. 4.4. It is an interesting open
problem to determine the behaviour of the large transients when certain directions
are pinned.

4.7 Travelling Checkerboards

In [103], we focussed on (133) with coefficients that are allowed to vary periodically,
e.g. di j = do > 0 whenever i + j is odd and di j = de > 0 whenever i + j is even.
Following the approach in Sect. 3.1, we look for solutions that can be written in the
form of travelling checkerboards

ui j (t) =
{

Φe(i cos ζ + j sin ζ + ct), i + j is even,
Φo(i cos ζ + j sin ζ + ct), i + j is odd,

(181)

in which we impose the spatially homogeneous limiting values

lim
ξ→−∞

(
Φe(ξ),Φo(ξ)

) = (0, 0), lim
ξ→+∞

(
Φe(ξ),Φo(ξ)

) = (1, 1). (182)

These waves must satisfy the coupled system
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cΦ ′
e(ξ) = de

[
Φo(ξ + cos ζ) + Φo(ξ + sin ζ)

+Φo(ξ − cos ζ) + Φo(ξ − sin ζ) − 4Φe(ξ)
] + g

(
Φe(ξ); a

)
,

cΦ ′
o(ξ) = do

[
Φe(ξ + cos ζ) + Φe(ξ + sin ζ)

+Φe(ξ − cos ζ) + Φe(ξ − sin ζ) − 4Φo(ξ)
] + g

(
Φo(ξ); a

)
.

(183)
In this multi-component case it is no longer clear how the global homotopy argu-

ment described in Sect. 2.2 can be extended. In addition, the potential irrationality
of the shifts prevents a direct application of the results from [35]. In [103] we gen-
eralized the ideas in [34] to the present multi-component setting, which allowed us
to develop a spatial regularization method to obtain the existence and uniqueness of
travelling waves. We also extended the Fredholm theory for the linearized operator
Ltw, which for c �= 0 allows us to conclude that these checkerboards are nonlinearly
stable and depend smoothly on the parameters (a, ζ, do, de).

These techniques can also be applied to (133) with homogeneous negative
diffusion coefficients di j = d < 0. As before, one can introduce new variables
vi j = (−1)i+ j ui j to transform the problem into a two-component system that admits
a comparison principle. Under certain restrictions on the nonlinearity, we were able
to again obtain travelling checkerboards. However, in this case the limiting rest states
are typically not spatially homogeneous.

5 Discrete FitzHugh–Nagumo Equations

In this section we focus on several versions of the discrete FitzHugh–Nagumo equa-
tion, which can be used to describe the propagation of signal through myelinated
nerve fibres [113]. In its simplest form, this system can be written as

v̇ j (t) = v j−1(t) + v j+1(t) − 2v j (t) + g
(
v j (t) ; a

) − w j (t),
ẇ j (t) = ε

(
v j (t) − w j (t)

)
.

(184)

For each lattice point j ∈ Z, the variable v j encodes the on-site action potential while
w j acts as a generic recovery component. The parameter ε > 0 is related to the speed
of this recovery, which is relatively slow compared to the firing process. The cubic
g models the local ionic interactions. Notice that (184) reduces to the Nagumo LDE
for ε = 0 and w = 0.

The discrete nature of the problem is a direct consequence of the properties of
the myelin coating. This coating is essential to ensure that electrical pulses travel
at adequate speed, but leads to rapid signal degradation. In order to repair this, the
coating admits regularly spaced gaps at the so-called nodes ofRanvier [135]. Through
a process called saltatory conduction, the electrical spikes effectively jump from one
node to the next [122].

By restricting the size of ε > 0 in (184) one effectively creates a two-timescale
problem that fits into the general framework of singular perturbation theory. In
Sect. 5.1 we discuss how several important techniques from this area can be gen-
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eralized to the discrete setting. This allows the existence and stability of travelling
pulse solutions for (184) to be established.

In Sect. 5.2we setup a bifurcation argument that allows these pulses to be extended
to versions of (184)where the diffusion coefficient alternates between small and large
values. Finally, in Sect. 5.3 we replace the finite-range discrete Laplacian in (184) by
a class of counterparts that feature infinite-range interactions.

5.1 Singular Perturbation Theory

The LDE (184) can be seen as the nearest-neighbour discretization of the FitzHugh–
Nagumo PDE

vt = vxx + g(v; a) − w

wt = ε(v − w),
(185)

which was originally proposed [73, 74] as a simplification of the Hodgkin-Huxley
equations [85] to describe the propagation of signals through the nerve fibres of giant
squids. Early numerical experiments by FitzHugh [75] provided clear evidence that
(185) supports travelling pulse solutions, but a rigorous analysis of these solutions
turned out to be quite delicate. By now, existence and nonlinear stability results for
these pulses have been obtained in various settings using a wide range of techniques
such as geometric singular perturbation theory [29, 83, 109, 110], Lin’s method [30,
31, 118], the variational principle [33] and the Maslov index [44, 45].

Returning to the LDE (184), substitution of the travelling wave ansatz

(v j , w j )(t) = (φ,ψ)( j + ct) (186)

leads naturally to the two-component MFDE

cφ′(ξ) = φ(ξ − 1) + φ(ξ + 1) − 2φ(ξ) + g
(
φ(ξ); a

) − ψ,

cψ′(ξ) = ε
[
φ(ξ) − ψ(ξ)

]
.

(187)

For certain specially tailored nonlinearities g, several ad-hoc techniques involving
asymptotic expansions and Fourier transforms have been used to construct pulse
solutions [37, 62, 151]. However, in order to handle the cubic and other general
bistable nonlinearities, it turned out to be worthwhile to adapt several key construc-
tions from the field of geometric singular perturbation to the infinite-dimensional
setting considered here [100, 101].

To set the stage, we note that in the limiting case ε = 0 all equilibria of (193) lie
on the graphM = (

φ, g(φ; a)
)
. Choosing manifoldsML andMR as in Fig. 9, one

can use the travelling wave solutions of the Nagumo LDE discussed in Sect. 2.2 to
construct front and back connections (φ f , 0) and (φb, w∗) between ML and MR

that both travel at the same wave speed c∗ that we assume to be positive. These
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Fig. 9 The left panel describes the manifolds ML and MR and contains the singular orbit Γ0.
The right panel despicts a quasi-solution to (187), which has two jumps that can be captured in the
one-dimensional spaces Γ f and Γb

connections can be combined with segments of ML and MR to form the (fast)
singular orbit Γ0 depicted on the left in Fig. 9.

Themain goal is to show that that this singular orbit can be continued into a branch
of regular orbits Γ (ε) for small ε > 0. In the PDE case, a typical proof proceeds by
showing that the unstable manifold of (0, 0) intersects the stable manifold ofML in
a transverse fashion, using the Exchange Lemma [110] to study the passage of these
manifolds near MR . Such an analysis relies on the Hadamard graph transform and
the Fenichel normal form to describe the dynamics nearML andMR . Unfortunately,
these tools are not readily available in infinite dimensional settings.

Themain contribution in [100] is that analytical constructions are used to underpin
the geometric intuition behind the ideas described above. Building on earlier work
by Sakamoto [139], we used the exponential dichotomies discussed in Sect. 2.1 to
construct a branch of global invariantmanifolds forML andMR that persist for small
ε > 0. The analytic proof of the exchange lemma developed byKrupa, Sandstede and
Szmolyan in [118] could subsequently be combinedwith the Lin’smethodmachinery
discussed in Sect. 2.1 to construct quasi-solutions to (187). These solutions have two
discontinuities that can both be captured in one-dimensional spaces and quantified
by means of the Hale inner product (44); see the right panel in Fig. 9.

All that remains to construct the pulse solutions for (187) is to close these two gaps.
This can be done by analyzing the associated two-component nonlinear bifurcation
problem. Interestingly enough, the same setup can be used to reduce the spectral
characterization of these pulses to a related two-dimensional problem involving the
spectral parameter λ; see [101].

The structure of these bifurcation equations is almost identical to their counterparts
for the PDE (185). In particular, this allows the existence and nonlinear stability of
travelling pulse solutions for the LDE (184) to be obtained.
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5.2 Periodic Diffusion

Recent developments in optical nanoscopy clearly show [49, 50, 159] that certain
proteins in the cytoskeletonof nervefibres are organizedperiodically. This periodicity
turns out to be a universal feature of all nerve systems, not just those which are
insulated with a myelin coating. Since it also manifests itself at the nodes of Ranvier,
it is natural to allow the parameters in (184) to vary in a periodic fashion.

In particular, let us consider the LDE

v̇ j = d j
[
v j−1 + v j+1 − 2v j

] + g(v j ; a) − w j ,

ẇ j = ρ[v j − w j ] (188)

with 2-periodic diffusion coefficients

d j =
{

ε−2 for odd j,
1 for even j.

(189)

Note that we are now using ρ > 0 for the recovery speed variable in order to empha-
size that the relevant scale separation is now contained in the diffusion coefficients.

Searching for solutions of the form

(v,w) j (t) =
{

(φo,ψo)( j + ct), for odd j,

(φe,ψe)( j + ct), for even j,
(190)

we obtain the travelling wave system

cφ′
o(ξ) = 1

ε2

[
φe(ξ − 1) + φe(ξ + 1) − 2φo(ξ)

] + g
(
φo(ξ); a

) − ψo,

cψ′
o(ξ) = ρ

[
φo(ξ) − ψo(ξ)

]
,

cφ′
e(ξ) = φo(ξ − 1) + φo(ξ + 1) − 2φe(ξ) + g

(
φe(ξ); a

) − ψe,

cψ′
e(ξ) = ρ

[
φe(ξ) − ψe(ξ)

]
.

(191)

Multiplying the first line of (191) by ε2 and taking the limit ε ↓ 0, we obtain the
formal relation

φo(ξ) = 1
2

(
φe(ξ − 1) + φe(ξ + 1)

)
(192)

between the singular waveprofiles φo and φe. The limiting even subsystem hence
decouples from the odd system and formally satisfies

cφ
′
e(ξ) = φe(ξ − 2) + φe(ξ + 2) − 2φe(ξ) + g

(
φe(ξ); a

) − ψe,

cψ
′
e(ξ) = ρ

[
φe(ξ) − ψe(ξ)

]
.

(193)
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This is simply a spatially rescaled version of the travelling wave equation for the
FitzHugh–Nagumo LDE (184) with constant diffusion. In particular, the results in
Sect. 5.1 guarantee that this even limiting system has pulse solutions that are spec-
trally stable for small ρ > 0.

The main results in [142] state that any spectrally stable solution to the limiting
system (193) can be extended to a branch of nonlinearly stable travelling wave
solutions (190) to the full 2-periodic system (188) for small values of ε > 0. This is
hence another singular perturbation result, but the underlying bifurcation at ε = 0 is
of a completely different nature than in Sect. 5.1.

The key ingredient behind the proof of this result is the realization that the spirit
of the spectral convergence technique discussed in Sect. 2.2 can be used to study a
wide range of singular limits for families of differential operators. The main tech-
nical complication that needs to be overcome in the current context is that the four
components of (191) and their derivatives need to be rescaled with various powers
of ε before taking the appropriate limits.

5.3 Infinite-Range Interactions

Recently, an active interest has arisen innon-local equations that feature infinite-range
interactions. Neural field models for example aim to describe the dynamics of large
networks of neurons, which interact with each other by exchanging signals across
long distances through their interconnecting nerve axons [22, 23, 133, 147]. One
model that has been proposed [22, Eq. (3.31)] to describe these complex interactions
features a FitzHugh–Nagumo type system with infinite-range interactions.

Motivated by the above, the results in [69, 143] consider a class of infinite-range
FitzHugh–Nagumo LDEs that includes the prototype

v̇ j = 1
h2

∑

k>0
e−k2 [v j−k + v j+k − 2v j ] + g(v j ; a) − w j ,

ẇ j = ρ[v j − w j ],
(194)

inwhich h > 0 represents the grid-spacing. By replacing the phase-space approach in
Sect. 5.1 with Fredholm-based functional-analytic considerations, Faye and Scheel
were able [69] to obtain the existence of travelling pulses to (194) for arbitrary h > 0,
provided that ρ > 0 is sufficiently small.

In [143] the nonlinear stability of these pulses was established in the continuum
regime where h > 0 is sufficiently small. On the other hand, the only requirement
on ρ > 0 is that a spectrally stable travelling pulse exists for the FitzHugh–Nagumo
PDE that arises as the formal h ↓ 0 limit of (194). In particular, the twomain insights
obtained in [143] are that the spectral convergence method discussed in Sect. 2.2 can
be generalized to multi-component systems and that it can also be used to study the
spectral properties of the constructed solutions.
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The latter point turns out to be rather subtle. To see this, let us write L(h)
tw for the

linearization of (194) around the pulse solution corresponding to the grid size h > 0.
For a fixed λ �= 0 with �λ ≥ 0, the spectral convergence method can be used to
show that the operator L(h)

tw − λ is invertible for small h > 0. However, for a spectral
stability argument one must consider all such λ simultaneously for a fixed small
h > 0. This requires careful control on all the parameter dependencies appearing in
the problem.

6 Applications to Numerical Analysis

The primary motivation behind the papers discussed in this section is to contribute to
the on-going systematic approach to understand the impact of discretization schemes
on the dynamics that they are designed to capture. Of course, there is a tremendous
amount of literature concerning the accuracy of numerical schemes, but these studies
typically focus on finite time error bounds [117, 120]. Our concern here is more
related to the persistence of structures that exist for all time. Interesting pioneering
work on this topic can be found in [19, 77], where the authors discuss the impact of
discretization on attractors for ODEs and PDEs.

We take one step further here and study in what sense individual stable travelling
structures such as waves survive common discretization techniques. Building on pre-
vious work in [59–61], we study full spatial-temporal discretizations of the Nagumo
PDE in Sect. 6.1, restricting our attention to grids that are fixed in space and time.
We loosen this restriction in Sect. 6.2, where we allow the spatial grid to adjust itself
to the shape of the solution.

6.1 Spatial-Temporal Discretizations

In [104] we revisited the spatially-discrete Nagumo LDE (21) and set out to replace
the remaining temporal derivative by an appropriate discretized operator. We con-
sidered the family of six Backward Differentiation Formula (BDF) methods, which
are multistep methods that admit good numerical stability properties for parabolic
equations. They are referred to as regular methods, which means that they don’t cre-
ate or destroy equilibrium solutions. For our purposes here they are relatively easy
to analyze, since they do not involve any of the intermediate stage values that are
required bymany popular one-step methods. Related results for the standard forward
Euler scheme can be found in [39], but the smaller stability region severely limits
the time-steps that can be used.

The first order BDFmethod coincides with the backward Euler scheme. Applying
this to the LDE (21) with d = 1 and time-step Δt , we arrive at the fully discretized
system
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Fig. 10 Range of a for which fully discrete traveling wave solutions exist for BDF methods of first
and second order, compared to the corresponding curve a0(c) for the spatially discrete problem. For
these computations we used Δt = 2 and we replaced g by the nonlinearity 121

12 u(1 − u)(u − a);
see [104]

1
Δt

[
U j

(
nΔt

) − U j
(
(n − 1)Δt

)] = U j−1(nΔt) + U j+1(nΔt) − 2U j (nΔt)
+g

(
U j (nΔt); a

)
.

(195)

Systems of this type are often referred to as coupled map lattices (CMLs). They are
of independent interest and have been used for a wide range of purposes, including
the construction of hash functions [157] and the study of population dynamics [48].

The main contribution in [104] is the construction of fully discretized travelling
wave solutions

U j (nΔt) = Φ( j + ncΔt), Φ(−∞) = 0, Φ(+∞) = 1 (196)

to (195). Such fronts must satisfy the difference equation

1
Δt

[
Φ(ξ) − Φ(ξ − cΔt)

] = Φ(ξ − 1) + Φ(ξ + 1) − 2Φ(ξ) + g
(
Φ(ξ); a

)
.

(197)
By a peculiar coincidence, this equation fits into the global homotopy framework
of [126] that we discussed in Sect. 2.2, after adding an artificial term c̃Φ ′(ξ) to the
left hand side. Indeed, solutions to (197) live inside the parameter region of this
artificially enhanced system where c̃ = 0. As we have seen, such pinning regions
generically encompass an open set of detuning parameters a.

As a consequence, it is natural to conjecture that the a(c) relation for (197) can be
multi-valued even for c �= 0. This is confirmed by the numerical results in Fig. 10,
which shows the upper and lower bounds a±(c) of the detuning parameter a for
which (196)–(197) admits a solution Φ. For comparison, the curve a0(c) gives the
corresponding a(c) relation for the semi-discrete problem (22) with d = 1. We note
that monostable KPP systems [132] in the presence of inhomogeneities have been
found to exhibit similar behaviour.
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Let us write (c, Φ) for the solution to the semi-discrete travelling wave MFDE
(22) with d = 1. The key technical ingredient in our construction of solutions to
(196)–(197) is the understanding of the fully discrete operator

[Lfdv](ξ) = − 1

Δt
[v(ξ) − v(ξ − cΔt)] + v(ξ − 1) + v(ξ + 1) − 2v(ξ) + g′(Φ(ξ); a)v(ξ),

(198)
for ξ in an appropriate subset of R. This operator is associated to the linearization
of (195) around the pair (c, Φ). The main question is whether this operator inherits
properties from its semi-discrete counterpart Ltw defined in (24). This highly sin-
gular transition can be analyzed by a variant of the spectral convergence technique
described in Sect. 2.2. Themain complication in this setting is that the natural domain
for ξ varies from the whole line to a subset of the line, which required the use of a
delicate interpolation procedure.

6.2 Adaptive Grids

Most efficient modern solvers concentrate their meshpoints in areas where the solu-
tion under consideration fluctuates the most. This often leads to a significant increase
in performance compared tofixed-grid algorithms. In order to explore this, let uswrite
{x j (t)} for the positions of the grid points and introduce the approximants

U j (t) ≈ u(x j (t), t). (199)

Instead of approximating the second derivative in (3) by the standard second differ-
ence

uxx (x) ≈ 1

h2

(
u(x − h) + u(x − h) − 2u(x)

)
, (200)

we can now apply the non-uniform discretization

uxx (x j ) ≈ 2

x j+1 − x j−1

(
U j−1 − U j

x j − x j−1
+ U j+1 − U j

x j+1 − x j

)
. (201)

In particular, by differentiating (199) and inspecting (3), we arrive at the LDE

U̇ j =
[

U j+1 − U j−1

x j+1 − x j−1

]
ẋ j + 2

x j+1 − x j−1

(
U j−1 − U j

x j − x j−1
+ U j+1 − U j

x j+1 − x j

)
+ g(U j ; a).

(202)
In order to close this system, we need to specify a rule for computing the grid-

point velocity ẋ j (t). This is usually achieved by formulating an elliptic or parabolic
equation that incorporates the local behaviour of the solution U . The approach taken
in many codes to solve two point boundary value problems is to distribute a suit-
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able prediction for the numerical error equally along each mesh-interval. Indeed, for
accuracy and efficiency a fine mesh is desired where the solution changes rapidly
and a course mesh is sufficient where the solution is relatively constant.

In [102] we considered moving mesh equations that aim to equidistribute the
arclength of the numerical solution. In particular, we use the MMPDE5 [90] grid
update scheme, which can be written as

τ ẋ j =
√

(x j+1 − x j )2 + (U j+1 − U j )2 −
√

(x j−1 − x j )2 + (U j−1 − U j )2 (203)

for some tunable coefficient τ ≥ 0 that determines the speed of the gridpoints. We
studied the limiting case τ = 0, which means that the mesh instantaneously adjusts
itself to equalize the arclength of the solution U between neighbouring gridpoints.
This allows us to pick a constant h > 0 for which

h2 = (x j+1 − x j )
2 + (U j+1 − U j )

2 (204)

holds for all j ∈ Z and t ≥ 0. The boundary condition x j (t) → jh as j → −∞
subsequently fixes the mesh in a unique fashion. The quantity h > 0 can hence be
seen as the ‘background’ grid size that is observed in regions where U is flat.

The main results in [102] state that for each sufficiently small h > 0, the resulting
coupled system admits a travelling wave solution

U j (t) = φ(x j (t) + ct), φ(−∞) = 0, φ(∞) = 1 (205)

that is unique up to translation. Upon introducing the wave variable ξ = x j (t) + ct ,
we note that the grid spacing can be recovered from such wave solutions by writing

x j+1(t) − x j (t) = h+[ξ;φ], x j (t) − x j−1(t) = h−[ξ;φ] (206)

for a pair of suitably chosen functions h±. The second difference (201) for this wave
can now be written as

2

h+[ξ;ϕ] + h−[ξ;ϕ]
(

φ(ξ − h−[ξ;φ]) − φ(ξ)

h−[ξ;φ] + φ(ξ − h+[ξ;φ]) − φ(ξ)

h+[ξ;φ]
)

.

(207)
The full wave equation for the pair (c,φ) will hence become an MFDE with state-
dependent advances and shifts, for which hardly any theory is available.

Fortunately, this issue can be avoided by using the computational coordinates
τ = jh + ct instead of the physical coordinates ξ. However, it is a delicate and cum-
bersome task to switch between the two points of view. An interesting consequence
is that the correct linear operator that needs to be understood for h = 0 is not the
standard linearization (61), but rather a spatially stretched version that takes into
account the arclength equidistribution of the PDE waveprofile.
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We are specially interested to uncover if and why the size of the pinning interval
is smaller here when compared to stationary grids. In particular, this will give addi-
tional insight into the theoretical benefits of adaptive grids compared to the practical
benefits of increased performance. Preliminary results pertaining to this issue can be
found in [89].
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A Hilbert Space Approach to Fractional
Difference Equations

Pham The Anh, Artur Babiarz, Adam Czornik, Konrad Kitzing,
Michał Niezabitowski, Stefan Siegmund, Sascha Trostorff
and Hoang The Tuan

Abstract We formulate fractional difference equations of Riemann–Liouville and
Caputo type in a functional analytical framework. Main results are existence of
solutions on Hilbert space-valued weighted sequence spaces and a condition for
stability of linear fractional difference equations. Using a functional calculus, we
relate the fractional sum to fractional powers of the operator 1 − τ−1 with the right
shift τ−1 on weighted sequence spaces. Causality of the solution operator plays a
crucial role for the description of initial value problems.

Keywords Computational geometry · Graph theory · Hamilton cycles

1 Introduction

1.1 Notation

We write R>0 := {x ∈ R; x > 0} and for μ, � ∈ R we define for the comprehen-
sion C|·|<μ := {z ∈ C; |z| < μ} and C|·|>μ, C|·|≤μ, C|·|≥μ and Cμ≥|·|≥� are defined
similarly. For � > 0 we denote the complex ball with radius � centered at 0 by
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B(0, �) := {z ∈ C; |z| < �} and the circle with radius � centered at 0 by S� :=
∂B(0, �). We set N := Z≥0 := {0, 1, 2, . . . }. For sets X,Y we denote the set of
functions from Y to X by XY := { f : Y → X} and for f ∈ XY we write ran f :=
{ f (y) ∈ X; y ∈ Y } for the range of f . In particular, for any M ⊆ Z, XM is the space
of sequences in X on M and for u ∈ XM , n ∈ M we write un := u(n). The identity
mapping on a vector space V is denoted by 1. For a sequence u ∈ V Z we denote
spt u := {n ∈ Z; un �= 0}. If V is a normed vector space we denote with ‖·‖V the
norm on V .

We recall the binomial coefficient and the binomial series including some of their
properties. Proofs of the following propositions can be found in [11, 14].

Proposition 1 (Binomial coefficient [11, pp. 164–165], [14, p. 34]) For α ∈ C and
n ∈ Z≥1 the binomial coefficient is defined by

(
α

0

)
:= 1,

(
α

n

)
:= α(α − 1) · · · (α − n + 1)

n! .

For α ∈ C and n ∈ N we have

(−1)n
(

α

n

)
=

(−α + n − 1

n

)
and

n∑
k=0

(−1)k
(

α

k

)
= (−1)n

(
α − 1

n

)
.

Proposition 2 (Binomial series [14, pp. 65, 73]) Let α ∈ C. The binomial power
series is defined by

(1 + z)α :=
∞∑
k=0

(
α

k

)
zk .

The series converges absolutely in B(0, 1). In particular, the mapping C|·|>1 →
C, z 
→ (1 − z−1)α is holomorphic. For each α,β ∈ C we have (1 + z)α(1 + z)β =
(1 + z)α+β .

Binomial coefficients can be expressed with the gamma function.

Lemma 3 (Falling factorial [11, p. 164]) With the falling factorial

(x)(n) := Γ (x + 1)

Γ (x − n + 1)
, x ∈ C \ Z, n ∈ N,

we have for each α ∈ C \ Z and n ∈ N

(−1)n
(

α

n

)
=

(−α + n − 1

n

)
= 1

Γ (−α)
(n − (1 + α))(−(1+α)). (1)

Lemma 4 Let α ∈ (0, 1) and � > 1. Then we have for each z ∈ S�

(1 − �−1)α ≤ ∣∣(1 − z−1)α
∣∣ .
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Proof Let z ∈ S�. For every n ∈ Z≥1 we observe that (−1)n
(
α
n

)
< 0 and therefore

(−1)n
(
α
n

)
z−n = − ∣∣(α

n

)∣∣ z−n . We show by induction that for every n ∈ N

∣∣∣∣∣
n∑

k=0

(−1)k
(

α

k

)
z−k

∣∣∣∣∣ ≥
∣∣∣∣∣

n∑
k=0

(−1)k
(

α

k

)
�−k

∣∣∣∣∣
and when letting n tend to infinity the inequality follows. The induction basis is
trivial. For the induction step for n ∈ Nwe use the lower triangle inequality to obtain

∣∣∣∣∣
n+1∑
k=0

(−1)k
(

α

k

)
z−k

∣∣∣∣∣ =
∣∣∣∣∣

n∑
k=0

(−1)k
(

α

k

)
z−k + (−1)n+1

(
α

n + 1

)
z−(n+1)

∣∣∣∣∣
≥

∣∣∣∣∣
∣∣∣∣∣

n∑
k=0

(−1)k
(

α

k

)
z−k

∣∣∣∣∣ −
∣∣∣∣(−1)n+1

(
α

n + 1

)
z−(n+1)

∣∣∣∣
∣∣∣∣∣

=
∣∣∣∣∣
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n∑
k=0

(−1)k
(
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k
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z−k

∣∣∣∣∣ + (−1)n+1

(
α

n + 1
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�−(n+1)
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≥

∣∣∣∣∣
n+1∑
k=0

(−1)k
(

α

k

)
�−k

∣∣∣∣∣ .

1.2 Fractional Difference Operators

Let V be a real or complex vector space.
The fractional sum can be motivated by the iterated sum formula and is also

related to iterating the backward difference operator (see e.g. [15]). For α ∈ R>0 the
fractional sum ∇−α : VN → VN is defined by (cf. [3, p. 3])

(∇−αu)n =
n∑

k=0

(
n − k + α − 1

n − k

)
uk =

n∑
k=0

(−1)k
(−α

k

)
un−k . (2)

There is also a definitionmotivated by iterating the forward difference operatorwhich
is studied at least since [15] and can be found in [3, p. 3] as well. Note that (∇−αu)n
in general depends on u0, . . . , un .

The approach to defining the fractional differential operators in the Riemann–
Liouville and Caputo sense (cf. [8]) was applied mutatis mutandis to difference
operators (see e.g. [1] and the references therein).Recall that forΔ : V N → V N, u 
→
(un+1 − un)N we have (Δu)n = (∇u)n+1 for n ∈ N. For α ∈ (0, 1) the Riemann–
Liouville forward fractional difference operator is defined by (cf. [16, p. 3813])

Δα : VN → VN, u 
→ Δ∇−(1−α)u. (3)



118 P. T. Anh et al.

The Caputo forward fractional difference operator is defined by (cf. [16, p. 3813])

Δα
C : VN → VN, u 
→ ∇−(1−α)Δu. (4)

In this paperwe study sequences in aHilbert spaceV = H onZ anddefine a fractional
difference sum operator using the binomial series and a functional calculus which is
not purely algebraic as in the case of∇−α. The connection between operators defined
on HZ with those defined on HN will be causality and we analyze how the Riemann–
Liouville and theCaputo operator fit into the calculus developed for sequences in HZ.
An important step for the development of the discrete, functional analytic framework
which is introduced in this paper has been done in the continuous case for fractional
derivatives in [19]. Lastly we study the asymptotic stability of the zero solution of
a linear fractional difference equation with the Riemann–Liouville and the Caputo
forward difference operator. The interest in the study of linear problems in the context
of stability analysis stems from Lyapunov’s first method, which has been analyzed
in [6] for fractional differential equations. The results regarding asymptotic stability
will be in terms of the Matignon criterion (cf. [18]), however, for bounded operators
on a Hilbert space H and will be compared to those in [1, 5]. A useful tool when
analyzing the asymptotic stability of linear problems is theZ transformwhich is also
used in [1, 5] but which is studied here for sequences in HZ. Asymptotic stability has
also been studied using the Riemann–Liouville and the Caputo backward difference
operators in [4, 16].

2 Exponentially Weighted � p Spaces

We denote by (H, ‖·‖H ) a complex and separable Hilbert space. The scalar product
〈·, ·〉H on H shall be conjugate linear in the first argument and linear in the second
argument. We recall several of the concepts of weighted �p,�(Z; H) spaces and the
Z transform (see also [13]).

Lemma 5 (Exponentially weighted �p spaces [13]) Let 1 ≤ p < ∞, � > 0. Define

�p,�(Z; H) :=
{
x ∈ HZ;

∑
k∈Z

‖xk‖p
H �−pk < ∞

}
,

�∞,�(Z; H) :=
{
x ∈ HZ; sup

k∈Z
‖xk‖H �−k < ∞

}
.

Then �p,�(Z; H) and �∞,�(Z; H) are Banach spaces with norms

‖x‖�p,�(Z;H) :=
( ∑

k∈Z
‖xk‖p

H �−pk
) 1

p
(x ∈ �p,�(Z; H))
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and
‖x‖�∞,�(Z;H) := sup

k∈Z
‖xk‖H �−k (x ∈ �∞,�(Z; H)),

respectively. Moreover, �2,�(Z; H) is a Hilbert space with the inner product

〈x, y〉�2,�(Z;H) :=
∑
k∈Z

〈
xk, yk

〉
H�−2k (x, y ∈ �2,�(Z; H)).

We write �p(Z; H) := �p,1(Z; H) for 1 ≤ p ≤ ∞.

Proposition 6 (One sided weighted sequence spaces [13]) For 1 ≤ p ≤ ∞, a ∈ Z

and � > 0 we define

�p,�(Z≥a; H) := {
x |Z≥a ; x ∈ �p,�(Z; H)

}
.

And for 1 ≤ p ≤ ∞, � > 0, a ∈ Z and for x ∈ HZ≥a , we define ιx ∈ HZ by

(ιx)k :=
{
0 if k < a,

xk if k ≥ a.

Then �p,�(Z≥a; H) is a Banach space with norm ‖·‖�p,�(Z≥a;H) := ‖ι·‖�p,�(Z;H), and

ι : �p,�(Z≥a; H) ↪→ �p,�(Z; H)

is an isometric embedding. Write �p,�(Z≥a; H) ⊆ �p,�(Z; H).
For 1 ≤ p < q ≤ ∞, �, ε > 0, a ∈ Z we have

(a) �p,�(Z≥a; H) � �q,�(Z≥a; H),

(b) �q,�(Z≥a; H) � �p,�+ε(Z≥a; H).

Definition 7 For x ∈ H and n ∈ Z we define δnx ∈ HZ by

(δnx)m :=
{
x, if m = n,

0, if m �= n,

and χZ≥n x ∈ HZ by

(χZ≥n x)m :=
{
x, if m ≥ n,

0, if m < n.

Note that for � > 0, δnx ∈ �p,�(Z; H) and for � > 1, χZ≥n x ∈ �p,�(Z; H).

Lemma 8 (Shift operator [13]) Let 1 ≤ p ≤ ∞, � > 0. Then
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τ : �p,�(Z; H) → �p,�(Z; H),

(xk)k∈Z 
→ (xk+1)k∈Z,

is linear, bounded, invertible, and

∥∥τ n
∥∥
L(�p,�(Z;H))

= �n (n ∈ Z).

3 Z Transform

Lemma 9 (L2 space on circle and orthonormal basis [13]) Let � > 0. Define

L2(S�; H) :=
{
f : S� → H ;

∫
S�

‖ f (z)‖2H
dz

|z| < ∞
}

.

Then L2(S�; H) is a Hilbert space with the inner product

〈 f, g〉L2(S�;H) := 1

2π

∫
S�

〈
f (z), g(z)

〉
H

dz

|z| ( f, g ∈ L2(S�; H)).

Moreover, let (ψn)n∈Z be an orthonormal basis in H. Then (pk,n)k,n∈Z with

pk,n(z) := �k z−kψn (z ∈ S�)

is an orthonormal basis in L2(S�; H).

Theorem 10 (Z transform [13]) Let � > 0. The operator

Z� : �2,�(Z; H) → L2(S�; H),

x 
→
(
z 
→

∑
k∈Z

〈ψn, �
−k xk〉H pk,n(z)

)

is well-defined and unitary. For x ∈ �1,�(Z; H) ⊆ �2,�(Z; H) we have

Z�(x) =
(
z 
→

∑
k∈Z

xkz
−k

)
.

Remark 11 (Z transform of x∈�2,�(Z; H) \ �1,�(Z; H)) Let � > 0, x∈�2,�(Z; H) \
�1,�(Z; H). Then ∑

k∈Z
xkz

−k
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does not necessarily converge for all z ∈ S�. For example if H = C, x ∈ �2,�(Z; H) \
�1,�(Z; H) with xk := �k

k and z = �.

Lemma 12 (Shift is unitarily equivalent to multiplication [13]) Let � > 0. Then

Z�τZ
∗

� = m,

where m is the multiplication-by-the-argument operator acting in L2(S�; H), i.e.,

m : L2(S�; H) → L2(S�; H),

f 
→ (z 
→ z f (z)).

Next, we present a Paley–Wiener type result for the Z transform.

Lemma 13 (Characterization of positive support [13]) Let � > 0, x ∈ �2,�(Z; H).
Then the following statements are equivalent:

(i) spt x ⊆ N,
(ii) z 
→ ∑

k∈Z xkz−k is analytic on C|·|>� and

sup
μ>�

∫
Sμ

∥∥∥∥∥
∑
k∈Z

xkz
−k

∥∥∥∥∥
2

H

dz

|z| < ∞. (5)

Definition 14 (Causal linear operator) We call a linear operator B : �2,�(Z; H) →
�2,�(Z; H) causal, if for all a ∈ Z, f ∈ �2,�(Z; H), we have

spt f ⊆ Z≥a ⇒ spt B f ⊆ Z≥a .

Recall [12, VIII.3.6, p. 222] that for A ∈ L(H) with spectrum σ(A), the spectral
radius

r(A) := sup {|z|; z ∈ σ(A)}

of A satisfies
r(A) = lim

n→∞
∥∥An

∥∥1/n
L(H)

.

Let A ∈ L(H) and � > 0. We denote the operators �2,�(Z, H) → �2,�(Z, H), x 
→
(Axk), and L2(S�, H) → L2(S�, H), f 
→ (z 
→ A f (z)), which have the sameoper-
ator norm as A, again by A.

Proposition 15 (Convolution) Let c ∈ �1,�(Z; C) and u ∈ �2,�(Z; H). Then

c ∗ u :=
( ∞∑
k=−∞

ckun−k

)

n∈Z
∈ �2,�(Z; H).

We have Young’s inequality
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‖c ∗ u‖�2,�(Z;H) ≤ ‖c‖�1,�(Z;C) ‖u‖�2,�(Z;H) .

Moreover,
Z�(c ∗ u) = Z�cZ�u.

Proof Let n ∈ Z. With the Cauchy–Schwarz inequality we compute

( ∞∑
k=−∞

‖ckun−k‖H

)2

�−2n =
( ∞∑
k=−∞

|ck |1/2�−k/2|ck |1/2�−k/2 ‖un−k‖H �−(n−k)

)2

≤ ‖c‖�1,�(Z;C)

( ∞∑
k=−∞

|ck |�−k ‖un−k‖2H �−2(n−k)

)
.

Therefore using Fubini’s theorem

∞∑
n=−∞

‖(c ∗ u)n‖2H �−2n ≤
∞∑

n=−∞

( ∞∑
k=−∞

‖ckun−k‖H

)2

�−2n

≤ ‖c‖�1,�(Z;C)

∞∑
n=−∞

( ∞∑
k=−∞

|ck |�−k ‖un−k‖2H �−2(n−k)

)

= ‖c‖2�1,�(Z;C) ‖u‖2�2,�(Z;H) .

This shows Young’s inequality. If additionally u ∈ �1,�(Z; H) then

∞∑
n=−∞

‖(c ∗ u)n‖H �−n ≤
∞∑

n=−∞

∞∑
k=−∞

‖ckun−k‖H �−n

=
∞∑

k=−∞

∞∑
n=−∞

|ck |�−k ‖un−k‖H �−(n−k)

= ‖c‖�1,�(Z;C) ‖u‖�1,�(Z;H) ,

i.e., c ∗ u ∈ �1,�(Z; H) ∩ �2,�(Z; H) which simplifies the Z transform of c ∗ u.
Using Fubini’s theorem, we compute for u ∈ �1,�(Z; H) ∩ �2,�(Z; H) and z ∈ S�

Z�(c ∗ u)(z) =
∞∑

n=−∞

( ∞∑
k=−∞

ckun−k

)
z−n =

∞∑
n=−∞

( ∞∑
k=−∞

ckz
−kun−k z

−(n−k)

)

=
∞∑

k=−∞
ckz

−k

( ∞∑
n=−∞

un−k z
−(n−k)

)
= Z�(c)Z�(u).

For u ∈ �2,�(Z; H) the formula follows by density of �1,�(Z; H) ∩ �2,�(Z; H) ⊆
�2,�(Z; H).
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Example 16 (The operator (1 − τ−1)α) Let � > 1 and α ∈ C. For the operator 1 −
τ−1 : �2,�(Z; H) → �2,�(Z; H), we compute

(1 − τ−1) = Z ∗
� (1 − z−1)Z�.

We have |z−1| < 1 for all z ∈ S� and therefore

(1 − τ−1)α := Z ∗
� (1 − z−1)αZ� : �2,�(Z; H) → �2,�(Z; H)

is well-defined. This is an application of the holomorphic functional calculus (cf.
[10, pp. 13–18], [9, p. 601]).

We define c ∈ �1,�(Z; C) by

ck :=
{

(−1)k
(α
k

)
if k ≥ 0,

0 if k < 0.

Then

Z�c =
∞∑
k=0

(−1)k
(

α

k

)
z−k = (1 − z−1)α.

Thus we compute for u ∈ �2,�(Z; H)

Z�(c ∗ u) = Z�cZ�u = (1 − z−1)αZ�u.

Thus for α ∈ C and u ∈ �2,�(Z; H) we obtain

(1 − τ−1)αu = c ∗ u =
( ∞∑
k=0

(−1)k
(

α

k

)
un−k

)

n∈Z
=

(
n∑

k=−∞
(−1)n−k

(
α

n − k

)
uk

)

n∈Z
,

i.e., (1 − τ−1)α is a convolution operator and by Young’s Theorem (1 − τ−1)α is
bounded and

∥∥(1 − τ−1)α
∥∥
L(�2,�(Z;H))

= ‖c‖�1,�(Z;H).
If u ∈ �2,�(Z; H) with spt u ⊆ N, we have

(1 − τ−1)αu =
(

n∑
k=0

(−1)k
(

α

k

)
un−k

)

n∈Z
.

Since τ commutes with (1 − τ−1)α, we deduce that (1 − τ−1)α is causal.
On �2,�(Z; H) we compute for α,β ∈ C

(1 − τ−1)α(1 − τ−1)β = Z ∗
� (1 − z−1)αZ�Z

∗
� (1 − z−1)βZ�

= Z ∗
� (1 − z−1)α+βZ� = (1 − τ−1)α+β .
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In particular, for α ∈ C, (1 − τ−1)α is invertible with inverse (1 − τ−1)−α.

4 Fractional Difference Equations on �2,�(Z; H)

Fractional Operators

Let � > 1 and α ∈ (0, 1). We consider the operators (2), (3) and (4) defined on
V = H . For comparing operators defined on spaces of sequences on Z with those
defined for sequences on N, we recall the embedding of �2,�(N; H) into �2,�(Z; H)

by ι in Proposition 6. Moreover, we extend the operator Δ on N to Z by

Δ : �2,�(Z; H) → �2,�(Z; H), u 
→ χN(τ − 1)u = χNτ (1 − τ−1)u.

Note that the left shift on N cuts of the first value of a sequence and embedded
sequences have positive support. This is the reason for multiplying with χN in the
definition of Δ on �2,�(Z; H).

Let v ∈ �2,�(N; H) and set u := ιv ∈ �2,�(Z; H). We compare the operator (1 −
τ−1)−α definedon �2,�(Z; H) and the fractional sum (2).Wehave spt

(
(1 − τ−1)−αu

)
⊆ N and obtain

ι∇−αv = (1 − τ−1)−αu.

Using definitions (3) and (4) of the Riemann–Liouville and Caputo difference
operators, and the fact that Δu = (τ − 1)(u − χNu0) = τ (1 − τ−1)(u − χNu0), we
compute

Δ(1 − τ−1)−(1−α)u = χNτ (1 − τ−1)αu = τ (1 − τ−1)αu − δ−1u0,

(1 − τ−1)α−1Δu = (1 − τ−1)α−1χNτ (1 − τ−1)u = τ (1 − τ−1)α(u − χNu0).

Moreover, we have

ιΔαv = χNτ (1 − τ−1)αu,

ιΔα
Cv = τ (1 − τ−1)α(u − χNu0).

In view of τ (1 − τ−1)α, the Caputo and the Riemann–Liouville operators are
equal whereby the Caputo operator regularizes u first. In particular, for n ∈ N by
Proposition 1, we have ((1 − τ−1)αχNu0)n = ∑n

k=0(−1)k
(
α
k

)
u0 = (−α+n

n

)
u0 and so

(Δαv)n = (Δα
Cv)n +

(−α + n + 1

n + 1

)
u0.
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It is notable that the operator (1 − τ−1)α when H = C maps real valued sequences
to real valued sequences. We could have started with a real Hilbert space H and
analyze (1 − τ−1)α spectral-wise by the complexification H ⊕ H .

Proposition 17 (Equivalence of difference equation and sequence equation) Let
� > 1 andα ∈ (0, 1). Let x ∈ H, F : �2,�(Z; H) → �2,�(Z; H) and u ∈ �2,�(Z; H).
Let spt u ⊆ N and spt F(u) ⊆ N. In view of the Riemann–Liouville operator, the
following are equivalent:

(i) τ (1 − τ−1)αu = F(u) + δ−1x,

(i i) u0 = x, ((1 − τ−1)αu)n+1 = F(u)n for n ∈ N,

(i i i) u0 = x, un+1 = (−1)n+1

( −α

n + 1

)
u0+

n∑
k=0

(−1)n−k

( −α

n − k

)
F(u)k for n ∈ N.

In view of the Caputo operator, the following are equivalent:

(iv) τ (1 − τ−1)αu = F(u) + (1 − τ−1)αχZ≥−1x,

(v) u0 = x, ((1 − τ−1)αu)n+1 = F(u)n + (−1)n+1

(
α − 1

n + 1

)
u0 for n ∈ N,

(vi) u0 = x, un+1 = u0 +
n∑

k=0

(−1)n−k

( −α

n − k

)
F(u)k for n ∈ N.

Proof We only proof the equivalence of (i), (i i) and (i i i).
(i) ⇔ (i i): If we evaluate (i) at n ∈ Z we obtain

(τ (1 − τ−1)αu)n = ((1 − τ−1)αu)n+1 = F(u)n + (δ−1x)n.

Since ((1 − τ−1)αu)n and F(u)n = 0 for n ∈ Z<0, and since (δ−1x)n = x if and only
if n = −1 and ((1 − τ−1)αu)0 = u0, it follows that (i) and (i i) are equivalent.
(i) ⇔ (i i i): If we apply (1 − τ−1)−α to (i) we see that (i) is equivalent to

τu = (1 − τ−1)−αF(u) + (1 − τ−1)−αδ−1u.

This equation is equivalent to (i i i), since

(1 − τ−1)−αδ−1x =
{
0, if n < −1,

(−1)n+1
(−α
n+1

)
x, if n ≥ −1,

and since spt F(u) ⊆ N,

(1 − τ−1)−αF(u) =
n∑

k=0

(−1)n−k

( −α

n − k

)
F(u)k .
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Remark 18 Note that the right hand side F in Proposition 17(i), (iv)maps sequences
instead of values of H . Ifwe have a function f : H → H such that foru ∈ �2,�(Z; H)

we have ( f (un))n∈Z ∈ �2,�(Z; H), we may set F(u) := ( f (un))n∈Z in Proposi-
tion 17.

Remark 19 (Grünwald–Letnikov difference operator) The Grünwald–Letnikov dif-
ference operator is defined for h > 0 and α ∈ (0, 1) by (c.f. [17, p. 708]):

Δ̃α
h : V hN → V hN, u 
→

(
t 
→ 1

hα

t/h∑
k=0

(−1)k
(

α

k

)
ut−kh

)
, (6)

where hN = {hn; n ∈ N}. It can be shown (cf. [17, p. 708], [20, p. 43]) that forV = R

the Grünwald–Letnikov operator can be used to approximate the Riemann–Liouville
integral of sufficiently smooth functions.

Let α ∈ (0, 1). For v ∈ �2,�(N; H) and u := ιv we calculate for the Grünwald–
Letnikov operator (6), (1 − τ−1)αu = Δ̃α

1 v. Let h > 0, x ∈ H and F : H → H . A
Grünwald–Letnikov difference equation has the form

(Δ̃α
hv)(t + h) = F(v(t)), v(0) = x (t ∈ hN).

For h = 1 the Grünwald–Letnikov equation resembles the Riemann–Liouville equa-
tion of Proposition 17 and for h ∈ R>0, we may treat a Grünwald–Letnikov problem
by considering the problem

τ (1 − τ−1)αu = hαF(u) + δ−1x .

Linear Equations on Sequence Spaces

Remark 20 Let A ∈ L(H) and x ∈ H . In view of the Riemann–Liouville difference
operator we ask whether the linear equation

τ (1 − τ−1)αu = Au + δ−1x (7)

of Proposition 17 has a unique so-called causal solution that is supported in N. In
the spaces �2,�(Z; H), we have a unique solution of (7) for every initial value if
τ (1 − τ−1)α − A is invertible in �2,�(Z; H). In view of Proposition 17, the solution
(τ (1 − τ−1)α − A)−1δ−1x should be causal. For the corresponding Caputo equation

τ (1 − τ−1)αu = Au + (1 − τ−1)αχZ≥−1x, (8)

the treatment is similar since χZ≥−1x = χNx + δ−1x .

Lemma 21 Let α ∈ (0, 1) and A ∈ L(H). We define f : C|·|>1 → C, z 
→ z(1 −
z−1)α and set f� := f |S�

for � > 1. For � > 1, the operator τ (1 − τ−1)α − A is
invertible in �2,�(Z; H) if and only if ran f� ∩ σ(A) = ∅. Moreover, there is � > 1
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such that for all μ > �, ran fμ ∩ σ(A) = ∅, that is {
z(1 − z−1)α; |z| > �

}
is in the

resolvent set of A.

Proof Recall themultiplication operatorm ofLemma12.Using theZ transform, the
operator τ (1 − τ−1)α − A is invertible in �2,�(Z; H) if and only ifm(1 − m−1)α − A
is invertible in L2(S�, H), sinceZ� is unitary. This is the case, however, if and only if
ran f� ∩ σ(A) = ∅. UsingLemma4, there is � > 1 such that for allμ > � and z ∈ Sμ,
r(A) < μ(1 − μ−1)α ≤ ∣∣z(1 − z−1)α

∣∣. That is, for all μ > �, ran fμ ∩ σ(A) = ∅.
Proposition 22 (Causality of (τ (1 − τ−1)α − A)−1) Let � > 1, α ∈ (0, 1) and A ∈
L(H). Let f� be defined as in Lemma 21. The following are equivalent:

(i) (τ (1 − τ−1)α − A)−1 ∈ L
(
�2,�(Z; H)

)
is causal,

(i i) (τ (1 − τ−1)α − A)−1 ∈ L
(
�2,�(Z; H)

)
and ∀x ∈ H : spt(τ (1 − τ−1)α − A)−1δ−1x ⊆ N,

(i i i) ∀μ ≥ � : ran fμ ∩ σ(A) = ∅.

Proof (i) ⇒ (i i): Let x ∈ H and u := (τ (1 − τ−1)α − A)−1δ−1x . Using causality
assumed in (i), we obtain spt u ⊆ Z≥−1. Moreover, u−1 = ((1 − τ−1)−αAu)−2 +
((1 − τ−1)−αδ−1x)−2 = 0 so that spt u ⊆ N.
(i i) ⇒ (i i i): Suppose by contradiction that there is �′ > � with ran f�′ ∩ σ(A) �= ∅.
The set

{
z ∈ C|·|≥�′ ; z(1 − z−1)α ∈ σ(A)

}
is closed, since σ(A) is closed and since

f is continuous, and the set is bounded, since by Lemma 21 there is a �̃ > �′ such that
f (C|·|≥�̃) is in the resolvent set. Thus, there is z′ ∈ {

z ∈ C|·|≥�′ ; z(1 − z−1)α ∈ σ(A)
}

with maximal absolute value. Therefore there is a sequence (zn)n∈N in C with |zn| >∣∣z′∣∣, that is, zn(1 − z−1
n )α is in the resolvent set of A (n ∈ N) and limn→∞ zn = z′.

Using the resolvent estimate (cf. [21, p. 378]), we have limn→∞
∥∥(zn(1 − z−1

n )α −
A)−1

∥∥
L(H)

= ∞. By applying the Banach–Steinhaus theorem (cf. [21, p. 141]),

there is x ∈ H with limn→∞
∥∥(zn(1 − z−1

n )α − A)−1x
∥∥
H

= ∞. By assumption,
(τ (1 − τ−1)α − A)−1δ−1x ∈ �2,�(Z; H) and spt(τ (1 − τ−1)α − A)−1δ−1x ⊆ N.
Hence for v := (τ (1 − τ−1)α − A)−1δ0x ∈ �2,�(Z; H), we have v ∈ �2,�(Z; H) and
spt v ⊆ N. Applying Lemma 13, it follows that F : C|·|>� → H, z 
→ ∑∞

k=−∞ vk z−k

is analytic. Since v ∈ �2,μ(Z; H) for μ >
∣∣z′∣∣, it follows that for G : C|·|>|z′| →

H, z 
→ (z(1 − z−1)α − A)−1x , we have G = F |C|·|>|z′ | . This means that
limn→∞ ‖F(zn)‖H = limn→∞ ‖G(zn)‖H = ∞. Since F is continuous, this is a con-
tradiction in that limn→∞ ‖F(zn)‖H �= ∞.
(i i i) ⇒ (i): We have (τ (1 − τ−1)α − A)−1 ∈ L(�2,μ(Z; H)) for μ > � by Lemma
21. Since the resolvent of A is analytic, the mapping z 
→ (z(1 − z−1)α − A)−1

is analytic on C|·|>�. Moreover the mapping z 
→ ∥∥(z(1 − z−1)α − A)−1
∥∥
L(H)

is
continuous and hence bounded on compact sets Cμ≥|·|≥� where μ ≥ �, i.e. the
mapping attains its maximum on Cμ≥|·|≥�. By Lemma 4 and since A is bounded,
supz∈Sμ

∥∥(z(1 − z−1)α − A)−1
∥∥
L(H)

decays to zero when μ tends to infinity. It fol-

lows that μ 
→ supz∈Sμ

∥∥(z(1 − z−1)α − A)−1
∥∥
L(H)

is bounded on [�,∞) and there-
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fore the conditions of Lemma 13(i i) are satisfied for (τ (1 − τ−1)α − A)−1u, where
u ∈ �2,�(Z; H), spt u ⊆ N. It follows that (τ (1 − τ−1)α − A)−1 is causal.

Remark 23 Let A ∈ L(H), � > 1 andα ∈ (0, 1). By Lemma 21 and Proposition 22,
we can always choose � large enough such that τ (1 − τ−1)α − A is invertible with
causal inverse. As a consequence the linear fractional difference Eq. (7) or (8) has
a unique solution u ∈ �2,�(Z; H). Moreover, from the previous Theorem it follows
that (7) or (8) has a unique solution in �2,μ(Z; H) for μ ≥ �which coincides with the
solution u, since �2,�(N; H) ⊆ �2,μ(N; H). Therefore we can speak of the solution
operator (τ (1 − τ−1)α − A)−1.

The difference equation for an initial value x ∈ H and A ∈ L(H)

(Δαu)n = Aun, u0 = x,

or
(Δα

Cu)n = Aun, u0 = x,

can be solved algebraically with a unique solution u ∈ HN (cf. Proposition 17(i i i),
(vi)). Recall the embedding ι of Proposition 6. Since A has bounded spectrum,
when by the previous theorem, there is � > 1 such that ιu ∈ �2,�(Z; H) is the unique
solution of (7) or (8).

Asymptotic Stability

We discuss asymptotic stability of linear fractional difference equations. For an anal-
ysis of rates of convergence, see also [5, 7].

Definition 24 (Asymptotic stability) Let A ∈ L(H). The zero equilibrium of Eq. (7)
or (8), i.e., the solution u = 0 for the inital value 0, is said to be asymptotically
stable if for every � > 1, every solution u ∈ �2,�(Z; H) of (7) or (8) with spt u ⊆ N

satisfies limn→∞ un = 0 in H .

Remark 25 If a sequence u ∈ HZ satisfies spt u ⊆ N and limn→∞ un = 0, then
necessarily for all � > 1 we have u ∈ �2,�(Z; H). One could say that the spaces
�2,�(Z; H), � > 1, are large enough to look for asymptotically stable solutions of a
linear sequence equation.

Proposition 26 (Necessary condition for asymptotic stability) Let A ∈ L(H) such
that the zero equilibrium of Eq. (7) or (8) is asymptotically stable and let fμ (μ > 1)
be as in Lemma 21. Then for all μ > 1, τ (1 − τ−1)α − A is invertible in �2,μ(Z; H)

with causal inverse, i.e., for each μ > 1, σ(A) ∩ ran fμ = ∅.
Proof Assume by contradiction there is z′ ∈ ran f� ∩ σ(A) �= ∅ where � > 1. We
may assume that ran fμ ∩ σ(A) = ∅ for μ >

∣∣z′∣∣. Then there is a sequence (zn)n∈N
with |zn| >

∣∣z′∣∣ such that zn(1 − z−1
n )α is in the resolvent set of A (n ∈ N) and such
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that zn → z′ (n → ∞). Using the resolvent estimate, we have
limn→∞

∥∥(zn(1 − z−1
n )α − A)−1

∥∥
L(H)

= ∞. Using the Banach–Steinhaus theorem,

there is x ∈ H with limn→∞
∥∥(zn(1 − z−1

n )α − A)−1x
∥∥
H = ∞. By Lemma 21 and

Proposition22, forμ >
∣∣z′∣∣,weknow that τ (1 − τ−1)α − A is invertible in�2,μ(Z; H)

and v := (τ (1 − τ−1)α − A)−1δ0x satisfies spt v ⊆ N. Since the zero equilibrium is
asymptotically stable, we have v ∈ �2,�′(Z; H) for some �′ ∈ (1,

∣∣z′∣∣) by Remark 25.
Then the mapping F : C|·|>�′ → H, z 
→ ∑∞

k=−∞ vk z−k is analytic and equals G :
C|·|>|z′| → H, z 
→ (z(1 − z−1)α − A)−1δ0x onC|·|>|z′| by Lemma 13. Therefore we
have limn→∞ F(zn) < ∞, since F is analytic which contradicts limn→∞ F(zn) =
limn→∞ G(zn) = ∞.

For a sufficient condition of asymptotic stability we observe that if u ∈ �2,1(Z; H)

with spt u ⊆ N then limn→∞ un = 0.

Proposition 27 (Sufficient condition for asymptotic stability) Let A ∈ L(H). For
all � > 1 let τ (1 − τ−1)α − A be invertible in �2,�(Z; H) with causal inverse. If for
all x ∈ H the mapping C|·|>1 → H, z 
→ ∑∞

k=−∞[(τ (1 − τ−1)α − A)−1δ−1x]k z−k

has a continuous continuation to the unit circle S1, then the zero equilibrium of
Eq. (7) or (8) is asymptotically stable.

Proof Let g be the continuous continuation. Then g|S1 ∈ L2(S1, H) and v :=
Z −1

1 g|S1 ∈ �2,1(Z; H). Moreover, u = v that is u ∈ �2,1(Z; H).

Remark 28 We believe that the necessary conditions for stability in Proposition 26
are not sufficient, neither are the sufficient conditions for stability in Proposition
27 necessary. Already for semigroups the asymptotic stability can in general not be
characterized by spectral conditions solely. The shift operator on continuous func-
tions from R

+ to R which decay at infinity, for example, is asymptotically stable
although its spectrum consists of all complex numbers with non-positive real part
[2, Example 2.5(c)]. The characterization of asymptotic stability for linear fractional
difference equations is an intricate problem which still needs to be addressed.

Example 29 Let H = C, A : C → C, z 
→ λz where λ ∈ R and α ∈ (0, 1). We
study the asymptotic behavior of the linear fractional equations (7) and (8) on
�2,�(Z; H) (� > 1) in view of Proposition 26 and Proposition 27 and therefore want
to apply the Z transform to Eq. (7) and (8). In order to obtain an asymptotically
stable zero equilibrium by Proposition 26, we must have σ(A) ∩ ran f = ∅ where
f : C|·|>1 → C, z 
→ z(1 − z−1)α is defined as in Lemma 21 and σ(A) = {λ}. We
remark that for z ∈ C|·|>1, f (z) ∈ R if and only if z ∈ R since f is injective and since
f (z) = f (z). Moreover f (C|·|>1 ∩ R) = (−∞,−2α) ∪ (0,∞) and so λ /∈ ran f if
and only if λ ∈ [−2α, 0]. By Proposition 26, we necessarily have λ ∈ [−2α, 0] if
the zero equilibrium of (7) or (8) is asymptotically stable. Let λ ∈ [−2α, 0], and for
u ∈ �2,�(Z; H) we denote û := Z u.

We consider (7) with x ∈ C first. Also for z ∈ S� we have (Z δ−1x)(z) = zx .
Applying the Z transform to Eq. (7), we obtain for z ∈ S�
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z(1 − z−1)αû(z) = Aû(z) + zx .

If λ ∈ (−2α, 0), the mapping C|·|>1 → H, z 
→ zx
z(1−z−1)α−λ

has a continuous con-
tinuation to S1 and by Proposition 27, we obtain that the zero equilibrium of (7) is
asymptotically stable.

Wenowconsider Eq. (8)where x ∈ C. For z ∈ S�, we have (Z χZ≥1x)(z) = zx
1−z−1 .

Applying the Z transform to Eq. (8), we obtain for z ∈ S�

z(1 − z−1)αû(z) = Aû(z) + z(1 − z−1)α−1x .

If λ ∈ (−2α, 0), the mapping C|·|>1 → H, z 
→ z(1−z−1)α−1x
z(1−z−1)α−λ

has a continuous con-
tinuation to S1 and using Proposition 27, we obtain that the zero equilibrium of (8)
is asymptotically stable.

The cases λ = 0 and λ = −2α are discussed in [5].
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Abstract We discuss relations between the four formulations of the problem of
assignability of the Lyapunov spectrum for discrete linear time-varying systems by a
time-varying feedback. For two of them: global assignability and proportional local
assignability,wehave already [2–4] obtained sufficient conditions in termsof uniform
complete controllability and certain asymptotic properties of the free system. In the
present paper we discuss the assumptions of our papers and demonstrate the use of
the obtained conditions by numerical examples. We also compare our results with
the classical pole placement problem. Finally, we formulate a couple of directions
for further research in this area.
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1 Introduction

One of the main methods of designing the control strategy for linear systems with
time-invariant coefficients is pole placement method [17]. This method is based on
the selection of feedback in such a way that the poles of the closed-loop system are in
advance given points on the complex plane. The theoretical basis of thismethod is the
following classical theorem [8, p. 458] (see also [7]): the pair (A, B) ∈ R

s×s × R
s×t

is completely controllable if andonly if for any setΛ = {μ1,μ2, . . . ,μs}of arbitrary s
complex numbers such thatΛ = {μ1,μ2, . . . ,μs} = Λ, there exists a constantmatrix
U ∈ R

t×s such that the eigenvalues of A + BU form the setΛ. At the same time, for
such systems, relationships between the location of the poles and dynamic properties
such as stability, stability and oscillation degrees, and the size of overshoot are well
known and described in the literature [1].

This problem for time-varying systems is much more complex and less studied.
In the literature most of the results are for continuous-time systems and they are
summarized in [14]. For time-varying systems, there are various concepts of stability
(asymptotic, uniform, exponential, etc. [13]). Similarly, the concept of controllability
of such systems can be understood in several different ways (uniform, complete,
output, etc. [12]). Moreover, for time-varying systems, we do not have an obvious
notion which fully matches the concept of the poles of time-invariant systems. The
Lyapunov exponents play, to a certain extent, the same role as the logarithms of
absolute values of poles of discrete-time systems and real parts of poles of continuous-
time systems.

The problems of assignability of the Lyapunov spectrum for discrete-time systems
were considered by us in [2–4]. In this article, we summarize these results and
compare time-invariant versions of them with pole placement theorem, give some
examples and formulate directions of further research.

The paper is organized as follows. In Sect. 2, we introduce the basic notation and
definitions. We present four different formulations of the assignability of the Lya-
punov spectrum: global, proportional global, local and proportional local assignabil-
ity. In Sect. 3 we recall our previous results from [2–4], discuss the assumptions
and relations between them and present two examples to depict the relation between
global and proportional local assignability, and uniform complete controllability. The
work is ended with conclusions and formulations of some open questions.

2 Problem Statement

Let Rs be the s-dimensional Euclidean space with a fixed orthonormal basis and the
Euclidean norm ‖ · ‖. By R

s×t we will denote the space of all real matrices of the
size s × t with the spectral norm, i.e. with the operator norm generated in R

s×t by
Euclidean norms in Rs and Rt , respectively; I ∈ R

s×s is the identity matrix. For any
sequence F = (

F(n)
)
n∈N ⊂ R

s×t we define
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‖F‖∞ = sup
n∈N

‖F(n)‖.

A bounded sequence
(
L(n)

)
n∈N ⊂ R

s×s of invertible matrices such that(
L−1(n)

)
n∈N is bounded, will be called the Lyapunov sequence. By R

s≤ we denote
the set of all nondecreasing sequences of s real numbers. For a fixed sequence
μ = (μ1, . . . ,μs) ∈ R

s≤ and any δ > 0 let us denote by Oδ(μ) the set of all sequences
ν = (ν1, . . . , νs) ∈ R

s≤ such that max
j=1,...,s

|ν j − μ j | < δ.

We consider a discrete linear time-varying system

x(n + 1) = A(n)x(n) + B(n)u(n), n ∈ N, (1)

where A = (A(n))n∈N ⊂ R
s×s is a Lyapunov sequence, B = (B(n))n∈N ⊂ R

s×t is a
bounded sequence, and u = (u(n))n∈N ⊂ R

t is a control sequence.
We denote the transition matrix of the free system

x(n + 1) = A(n)x(n) (2)

by ΦA(n,m), n,m ∈ N, and by (x(n, x0))n∈N its solution with the initial condition
x(1, x0) = x0.

For x0 ∈ R
s , x0 �= 0, the Lyapunov exponent λ(x0) of the solution x =

(x(n, x0))n∈N is defined as

λ(x0) = λ[x] .= lim sup
n→∞

1

n
ln ‖x(n, x0)‖

and λ(0)
.= −∞. It is well known (see [6], [9, pp. 51–52]) that if A = (A (n))n∈N

is a Lyapunov sequence, then the set of the Lyapunov exponents of all nontrivial
solutions of system (2) contains at most s elements, say

−∞ < Λ1(A) < Λ2(A) < · · · < Λq(A) < ∞,

where q ≤ s. For each i ∈ {1, . . . , q}, we consider the linear subspace

Ei = {
x0 ∈ R

s : λ(x0) ≤ Λi (A)
} ⊂ R

s .

We also set E0 = {0}. The multiplicity si of the Lyapunov exponent Λi (A) is
defined as

dim Ei − dim Ei−1, i = 1, . . . , q.

Note that s1 + · · · + sq = s. The sequence of s numbers

(
Λ1(A), . . . , Λ1(A), . . . , Λq(A), . . . , Λq(A)

)
,
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where each Lyapunov exponent Λi (A) appears si times, is called the Lyapunov
spectrum of (2) (see [6], [9, p. 57]) and is denoted by

λ(A) = (λ1(A),λ2(A), . . . ,λs(A)) .

We assume that the Lyapunov spectrum is numbered in nondecreasing order, i.e.
λ(A) ∈ R

s≤.
For any bounded sequenceU = (U (n))n∈N ⊂ R

t×s , we consider a linear feedback
control

u(n) = U (n)x(n), n ∈ N

for system (1). We identify this control u with the sequenceU and call this sequence
U a feedback control for system (1).

Definition 1 A bounded sequence

U = (U (n))n∈N ⊂ R
t×s

is said to be an admissible feedback control for system (1) if the sequence

(A (n) + B (n)U (n))n∈N

is a Lyapunov sequence.

LetU = (U (n))n∈N be any admissible feedback control for system (1). Then, for
the closed-loop system

x(n + 1) = (A(n) + B(n)U (n)) x(n) (3)

we can define the Lyapunov spectrum

λ(A + BU ) = (
λ1(A + BU ), . . . ,λs(A + BU )

) ∈ R
s
≤.

The next definition expresses one of the possible way of formulation of the Lya-
punov spectrum assignability problem.

Definition 2 The Lyapunov spectrum of system (3) is called globally assignable if
for each μ ∈ R

s≤ there exists an admissible feedback control U such that

λ(A + BU ) = μ. (4)

In this definition there is in general no bound on the norm of the feedback control.
In some practical applications it is desirable to have a bound on the control which
tends to zero in case the placed Lyapunov spectrum tends to the Lyapunov spectrum
of the free system. This requirement is the base for the following definition.
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Definition 3 The Lyapunov spectrum of system (3) is called proportionally globally
assignable if for allΔ > 0 there exists � = �(Δ) > 0 such that for any sequence μ =(
μ1, . . . ,μs

) ∈ OΔ

(
λ (A)

)
there exists an admissible feedback controlU , satisfying

the estimate
‖U‖∞ ≤ � max

j=1,...,s
|λ j (A) − μ j | (5)

and such that equality (4) is satisfied.

Onemay also consider the local version of assignability of theLyapunov spectrum.

Definition 4 The Lyapunov spectrum of system (3) is called locally assignable if
for each ε > 0 there exists δ > 0 such that for all μ ∈ Oδ

(
λ(A)

)
there exists an

admissible feedback control U such that

λ (A + BU ) = μ and ‖U‖∞ < ε.

Definition 5 The Lyapunov spectrum of system (3) is called proportionally locally
assignable if there exist � > 0 and δ > 0 such that for all μ ∈ Oδ

(
λ(A)

)
there exists

an admissible feedback controlU , such that estimate (5) and equality (4) are satisfied.

All the proposed definitions of the assignability problem were formulated for
continous-time systems in [14] and our Definitions 2, 4 and 5 are direct translations
of their continuous counterparts. However, the direct translation of definition of
proportional global assignability is as follows: the Lyapunov spectrum of system
(3) is called proportionally globally assignable if there exists � > 0 such that for all
μ = (μ1, . . . ,μs) ∈ R

s≤ there exists a feedback control U , satisfying (4) and (5).
The next example justifies our modification.

Example 6 Let us consider a linear discrete-time control system

x(n + 1) = x(n) + u(n). (6)

Here the matrices A(n), B(n) have the sizes 1 × 1 and A(n) = B(n) = 1 for all n.
Therefore, for the transition matrix of the free system

x(n + 1) = x(n)

we have ΦA(n,m) = 1 for all n,m. Thus, system (6) is uniformly completely con-
trollable with K = 1 (see Definition 7 below). Since every solution x(n, x0) of the
free system is constant, it follows that the Lyapunov spectrum coincides with 0. Let
us close system (6) by a feedback u(n) = U (n)x(n). Then we get a system

x(n + 1) = (1 +U (n)) x(n). (7)

By the Theorem 4.7 from [2] the Lyapunov spectrum of system (7) is globally
assignable, so for every α ∈ Rwe can construct a controlU , such that the Lyapunov
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spectrum of system (7) coincides with the number α. Let us find out whether it is
possible to find a number � > 0, such that for all α > 0 there exists a control U for
which we have

λ (A + BU ) = α, ‖U‖∞ ≤ �α. (8)

Here we restrict ourselves to the consideration of positive numbersα, since belowwe
will prove that even for this case it is impossible. Suppose that for each α > 0 there
exists a control U for which both conditions (8) are satisfied. Then for an arbitrary
nontrivial solution xU (n, x0) of system (7) we have estimates

α = λ(A + BU ) = lim sup
n→∞

1

n
ln |xU (n, x0)|

= lim sup
n→∞

1

n
ln

∣∣∣
n−1∏

j=1

(
1 +U ( j)

)
x0

∣∣∣ ≤ lim sup
n→∞

1

n
ln

n−1∏

j=1

(
1 + |U ( j)|)|x0|

≤ lim sup
n→∞

1

n
ln

n−1∏

j=1

(
1 + �α

)|x0| = lim sup
n→∞

1

n
ln

(
1 + �α

)n−1|x0| = ln(1 + �α).

Thus, there exists � > 0 such that for each α > 0 the inequality α ≤ ln (1 + �α)

holds, that is, eα ≤ 1 + �α. But this is impossible, since the exponential function
grows faster than any linear function. But if we choose an arbitraryΔ > 0, then there
exists an � = � (Δ) > 0 such that for each α ∈ R, |α| < Δ there exists a control U
for which the conditions (8) are satisfied. Here we can take U (n) = eα − 1. Then

‖U‖∞ = |eα − 1| ≤ e|α| − 1 ≤ �|α|,

where � = eΔ−1
Δ

.

In our further consideration we will present some conditions for solvability of
assignability problems of the Lyapunov spectrum for discrete-time systems. Uniform
complete controllability is the first of these conditions.

Definition 7 ([10]) System (1) is called uniformly completely controllable if there
exist K ∈ N and γ > 0 such that

W (k0, k0 + K ) ≥ γ I,

for all k0 ∈ N, where

W (k, n)
.=

n−1∑

j=k

ΦA(k, j + 1)B( j)BT ( j)ΦT
A (k, j + 1)

is the Kalman controllability matrix.
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3 Comparisons and Discussions of Assignability Problems

The next theorem presents a sufficient condition for global assignability of the Lya-
punov spectrum.

Theorem 8 ([2]) If system (1) is uniformly completely controllable, then the Lya-
punov spectrum of system (3) is globally assignable.

The next example taken from [3] shows that the global assignability of the Lya-
punov spectrum does not imply in general the uniform complete controllability.
Therefore, uniform complete controllability is only a sufficient, but not a necessary,
condition for the global assignability.

Example 9 ([3]) Let us define a sequence (nk)k∈N by the recurrent formulae

n1 = 1, n2m = mn2m−1, n2m+1 = m + n2m

for all m ∈ N, define

b(n) =
⎧
⎨

⎩

1 for n = 1,
1 for n ∈ [n2m−1, n2m − 1],
0 for n ∈ [n2m, n2m+1 − 1],

for m = 2, 3, . . . , and consider the scalar linear control equation

x(n + 1) = x(n) + b(n)u(n). (9)

Equation (9) is not uniformly completely controllable. Indeed, for each K ∈ N, there
exists a numberm

.= K such that theKalman controllabilitymatrix of Eq. (9) is equal
to zero on the interval [n2m, n2m + K ]:

W (n2m, n2m + K ) = W (n2m, n2m + m) = W (n2m, n2m+1) =
n2m+1−1∑

j=n2m

b2( j) = 0.

The closed-loop equation corresponding to Eq. (9) has the form

x(n + 1) = (
1 + b(n)U (n)

)
x(n), x ∈ R, U ∈ R, n ∈ N. (10)

Now, let us show that the above equation has the global assignability property of
the Lyapunov spectrum. Fix any α ∈ R, denote β = eα − 1 and define U (n) ≡ β,
n ∈ N. TheLyapunov exponent of eachnontrivial solutionofEq. (10)with the defined
admissibleU coincides with the upper mean value of the function 1 + βb(·), that is,
with the value

μ
.= lim sup

n→∞
n−1

n−1∑

j=1

ln
(
1 + βb( j)

)
.

Our aim is to prove that μ = α.
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Put ϕ(1) = 0 and

ϕ(n) = 1

n

n−1∑

j=1

ln
(
1 + βb( j)

)

for natural number n > 1.
It is clear that

ln
(
1 + βb(n)

) =
⎧
⎨

⎩

α for n = 1,
α for n ∈ [n2m−1, n2m − 1],
0 for n ∈ [n2m, n2m+1 − 1],

for m = 2, 3, . . . .
Let α ≥ 0. Then,

0 ≤ ln(1 + βb(n)) ≤ α

and therefore, ϕ(n) ≤ α for all n ∈ N. Hence, μ ≤ α. By the definition of the
sequence (nk)k∈N we know that the sequence (nk)k∈N is strictly increasing for k ≥ 2,
tends to +∞ and satisfies the relations

lim
m→∞

n2m−1

n2m
= lim

m→∞
1

m
= 0,

lim
m→∞

m

n2m
= lim

m→∞
1

n2m−1
= 0

and

lim
m→∞

n2m
n2m+1

= lim
m→∞

1

1 + m/n2m
= 1.

Therefore,

μ ≥ lim sup
m→∞

ϕ(n2m) = lim sup
m→∞

1

n2m

n2m−1∑

j=1

ln
(
1 + βb( j)

)

≥ lim sup
m→∞

1

n2m

n2m−1∑

j=n2m−1

α = α lim
m→∞

n2m − n2m−1

n2m
= α.

Thus, μ = α.
Now let α ≤ 0. Then,

0 ≥ ln(1 + βb(n)) ≥ α

and therefore 0 ≥ ϕ(n) ≥ α for all n ∈ N. Hence, μ ≥ α.



Assignability of Lyapunov Spectrum for Discrete Linear Time-Varying Systems 141

On the other hand, for each k ∈ [n2m−1, n2m] with any natural number m > 1, we
have

ϕ(k) = 1

k

(n2m−1−1∑

j=1

ln
(
1 + βb( j)

) + (k − n2m−1)α
)

= k−1
(
ϕ(n2m−1)n2m−1 + (k − n2m−1)α

)

= n2m−1

k
ϕ(n2m−1) + α

k − n2m−1

k
≤ ϕ(n2m−1).

In addition, for k = n2m , we obtain

ϕ(n2m) ≤ α
n2m − n2m−1

n2m
= α

(
1 − 1

m

)
. (11)

For each k ∈ [n2m, n2m+1] with any m ∈ N, we also have

ϕ(k) = k−1ϕ(n2m)n2m ≤ n−1
2m+1ϕ(n2m)n2m = ϕ(n2m+1). (12)

Thus, ϕ(k) ≤ ϕ(n2m+1) for all k ∈ [n2m, n2m+2]. Moreover, from (11) and (12), we
get

ϕ(n2m+1) = n2m
n2m+1

ϕ(n2m) ≤ α
n2m
n2m+1

(
1 − 1

m

)
,

so

ϕ(k) ≤ α
n2m
n2m+1

(
1 − 1

m

)

for all k ∈ [n2m, n2m+2]. Note that

lim
m→∞ α

n2m
n2m+1

(
1 − 1

m

)
= α.

Put

r(k) =
⎧
⎨

⎩

0, k = 1,
αn2m
n2m+1

(
1 − 1

m

)
, k ∈ [n2m, n2m+2 − 1].

It is clear that r(k) → α as k → ∞. Since ϕ(k) ≤ r(k) for all k ∈ N, we have

μ = lim sup
k→∞

ϕ(k) ≤ lim sup
k→∞

r(k) = α.

Therefore, μ = α.
Thus, Eq. (10) with the defined control U has the Lyapunov spectrum consisting

of α, and the Lyapunov spectrum of the Eq. (10) is globally assignable.
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To present a deeper relation between global assignability and uniform complete
controllability let us introduce the concept of Bebutov hull of a sequence. For
any bounded sequence F0 = (F0(n))n∈N ⊂ R

q×r and any m ∈ N, let us consider
a sequence Fm = (Fm(n))n∈N , where Fm(n) = F0(n + m) is a shift of F0(n) by m.
Let us denote by R(F0) the closure in the topology of pointwise convergence on N

of the set {Fm(·) : m ∈ N}. It is well known that R(F0) is metrizable by means of
the metric


(F, F̂) = sup
n∈N

min{‖F(n) − F̂(n)‖, n−1}.

The space (R(F0), 
) is compact [15, p. 34] and it is called the Bebutov hull of the
sequence F0 (see [11, p. 32], [16]).

Let us identify system (1) with the sequence (A, B) = (
A(n), B(n)

)
n∈N ⊂

R
s×(s+t). The space R(A, B) will be called the Bebutov hull of system (1).

Theorem 10 ([3]) System (1) is uniformly completely controllable if and only if
for each system from R(A, B) the corresponding closed-loop system has globally
assignable Lyapunov spectrum.

For a given system (1), which is not uniformly completely controllable, the prob-
lem of finding a system from R(A, B) such that corresponding closed-loop system
does not have assignable Lyapunov spectrum is in general a difficult task. The proof
of Theorem 10 does not give a recipe to find a “bad” system from the hull, but only
establishes the fact of its existence. The example below presents this “bad” system
explicitly.

Example 11 ([3]) Let us consider a linear control system

x(n + 1) = A0(n)x(n) + B0(n)u(n), x ∈ R
2, u ∈ R

2, n ∈ N, (13)

where

A0(n) = I ∈ R
2×2, B0(n) =

(
1 0
0 b(n)

)
,

and the sequence b(n) is defined in Example 9. Since the Kalman controllability
matrix of system (13) has the form

W0(k, n) =
n−1∑

j=k

B0( j)B
T
0 ( j) =

⎛

⎝
1 0

0
n−1∑

j=k
b2( j)

⎞

⎠ ,

it follows that for each K ∈ N there exists a number m
.= K such that

W0(n2m, n2m + K ) =
(
1 0
0 0

)
.

It means that system (13) is not uniformly completely controllable.
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We will show that the hull of this system contains the system

x(n + 1) = A0(n)x(n) + B(n)u(n), (14)

where

B(n) =
(
1 0
0 0

)
.

In fact, let us consider the sequence
(
n2m

)
m∈N and any n ∈ N. Then we have

‖Bn2m (n) − B(n)‖ = |b(n2m + n)|.

For any m > n the following inequalities

n2m < n2m + n < n2m + m = n2m+1

hold, therefore b(n2m + n) = 0. It means, that

lim
m→∞ ‖Bn2m (n) − B(n)‖ = 0

for any n ∈ N, what implies that
(
A0, B

) ∈ R
(
A0, B0

)
.

Now, we will show that the Lyapunov spectrum of the closed-loop system

x(n + 1) = (
A0 + BU (n)

)
x(n) (15)

is not assignable. In fact, for any feedback control U (n) = {ui j (n)}i, j=1,2 the coef-
ficient matrix of the closed-loop system (15) has the following form

A0 + BU (n) =
(
1 + u11(n) u12(n)

0 1

)
.

For the second coordinate x2(n) of any solution x(n) of system (15) we have the
equality

x2(n + 1) = x2(n), n ∈ N,

whichmeans that the second coordinate is constant. It is clear, that every fundamental
system of solutions of system (15) contains a solution with the nonzero second
coordinate and for this solution we have λ[x] ≥ λ[x2] = 0. It means that for any
admissible feedback control U the Lyapunov spectrum of system (15) contains a
nonnegative number and therefore the Lyapunov spectrum of system (15) is not
assignable. Moreover, the stationarity of the second coordinate of any solution of
this system, when choosing the arbitrary matrix control U , implies that system (15)
is not stabilizable. Thus, system (14) is the “bad” system from the hull of system (13).
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To conclude the example, we show that the Lyapunov spectrum of the original
system

x(n + 1) = (
A0(n) + B0(n)U (n)

)
x(n) (16)

is assignable.
The Lyapunov spectrum of the free system

x(n + 1) = A0(n)x(n)

coincides with the sequence (0, 0). Let us fix any numbers α1 ≤ α2, denote βi =
eαi − 1, i = 1, 2, and apply to system (16) the feedback control

U (n) = diag (β1,β2).

Then the closed-loop system (16) has the diagonal form

x(n + 1) = diag
(
1 + β1, 1 + b(n)β2

)
x(n), (17)

and therefore its Lyapunov spectrum consists of upper mean values of the diagonal
elements [9, p. 55], i.e. of the numbers

μ1 = lim sup
n→∞

n−1
n−1∑

j=1

ln(1 + β1) = α1,

μ2 = lim sup
n→∞

n−1
n−1∑

j=1

ln
(
1 + β2b( j)

) = α2.

Here the second equality follows from Example 9. It means that the spectrum of
system (16) is globally assignable.

Nowwewill present a result about local proportional assignability of the spectrum
of system (3). It will be expressed in terms of certain concepts from the asymptotic
theory of linear systems, which are defined below.

Definition 12 ([9, p. 63]) System (2) is called regular (in the Lyapunov sense) if the
following equality

s∑

i=1

λi (A) = lim inf
n→∞

1

n

n−1∑

j=1

ln | det A( j)|

holds.
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Definition 13 (see [9, p. 100], [10, p. 15]) Let
(
L(n)

)
n∈N ⊂ R

s×s be a Lyapunov
sequence. A linear transformation

y = L(n)x, n ∈ N, (18)

of the space Rs is called a Lyapunov transformation.

Definition 14 (see [10, p. 15]) We say that system (2) is dynamically equivalent to
the system

y(n + 1) = C(n)y(n), n ∈ N, y ∈ R
s, (19)

if there exists a Lyapunov transformation (18) which connects these systems, i.e. for
every solution x(n) of system (2) the function y(n) = L(n)x(n) is a solution of sys-
tem (19) and for every solution y(n) of system (19) the function x(n) = L−1(n)y(n)

is a solution of system (2).

Definition 15 System (2) is called diagonalizable if it is dynamically equivalent to
a system (19) with a diagonal matrix C = (

C(n)
)
n∈N.

Definition 16 ([5]) The Lyapunov spectrum of system (2) is called stable if for any
ε > 0 there exists δ > 0 such that for any Lyapunov sequence R = (R(n))n∈N ⊂
R

s×s the inequality ‖R − I‖∞ < δ implies that λ(AR) ∈ Oε

(
λ(A)

)
, where λ(AR)

is the Lyapunov spectrum of the multiplicatively perturbed system

z(n + 1) = A(n)R(n)z(n), n ∈ N, z ∈ R
s .

Theorem 17 ([4]) Let system (1) be uniformly completely controllable and assume
that at least one of the following conditions holds:

1. system (2) is regular;
2. system (2) is diagonalizable;
3. the Lyapunov spectrum of system (2) is stable.

Then the Lyapunov spectrum of system (3) is proportionally locally assignable.

Let us compare the form of Theorems 8, 10 and 17 for time-invariant systems to
the classical pole placement theorem cited in the introduction section.

The main differences are as follows:

(i) the problems are posed and solved for systems, not for a pair of matrices;
(ii) in our problem the Lyapunov spectrum is assigned, which coincides with the

logarithms of the absolute values of eigenvalues of the coefficient matrix of
the system, and not with the usual spectrum of this matrix as in the classical
statement of the problem;

(iii) in case of Theorem 17 the assigned values of the spectrum lie in some neighbor-
hood of the spectrum of the original system and not in the whole set of possible
values of the spectrum;
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(iv) in case of Theorem 17 there is a Lipschitz-type estimate of the norm of the
feedback control needed to shift the spectrum by a given value from the original
one;

(v) the feedback U constructed by us to assign the spectrum may depend on time;
(vi) in contrast to the classical theorem, our result provides only sufficient conditions

for the assignability of the spectrum of system (3).

4 Conclusions and Open Problems

In this paper we formulated four statements of the problem of assignability of the
Lyapunov spectrum for discrete linear time-varying systems: global, proportional
global, local and proportional local assignability. We showed in [2] and [3] that uni-
form complete controllability is a sufficient but not a necessary condition for global
assignability but it is a necessary and sufficient condition for global assignability
of the spectrum of any system from the Bebutov hull of the original system. In [4]
we also showed that diagonalizability, as well as Lyapunov regularity or stability
of Lyapunov spectrum ensures the solvability of the problem of proportional local
assignability for any uniformly completely controllable system. The proof of this
result does not give reasons to suppose that the property of diagonalizability, regu-
larity or stability of the Lyapunov exponents are necessary for the proportional local
assignability or even close to those. The instability of the Lyapunov exponents of the
original system means that the Lyapunov spectrum, considered as a function defined
on the space of systems with the topology of the uniform convergence on N, has a
discontinuity at the point corresponding to the system under consideration, i.e. for
arbitrarily small perturbations some of exponents may vary considerably having the
so-called jumps. In this case, if the free system is neither diagonalizable nor regular,
some of the corresponding control systems may not have the property of local pro-
portional assignability of the exponents. However, even the construction of examples
of such systems, not mentioning the study of the assignability of their exponents, is
a difficult task that must be further investigated. The problem of the necessity of the
condition of uniform complete controllability for local proportional assignability of
the Lyapunov spectrum is also unsolved in general case. The problems of finding
conditions for global proportional and local assignability remain open.

It is clear from the definitions that:

(1) global proportional assignability implies global assignability;
(2) local proportional assignability implies local assignability;
(3) global proportional assignability implies local proportional assignability.

The other relations between the proposed definitions of assignability are unknown.
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Strongly Exponentially Separated Linear
Difference Equations

Flaviano Battelli and Kenneth J. Palmer

Abstract In the study of linear differential systems, an important concept is that
of exponential separation. In a previous paper, we have studied this concept for
differential equations. Here we develop the theory for difference equations. Our first
aim is to develop a theorywhich applies to unbounded systems. It turns that in order to
have a reasonable theory it is necessary to add the assumption that the angle between
the two separated subspaces is bounded below (note this follows automatically for
bounded systems). Our second aim is to show that if a bounded linear symplectic
system is exponentially separated into two subspaces of the same dimension, then
it must have an exponential dichotomy. The theory follows the same lines as the
differential equation case with one important difference: for the roughness theorem
a different kind of perturbation is needed.

Keywords Linear difference equations · Exponential separation · Exponential
dichotomy · Symplectic

1 Introduction

In this paper we study linear difference systems

Nowweconsidex(k + 1) = A(k)x(k), x ∈ R
n (1)

where A(k) is an invertible matrix for each k. In the study of such systems, an
important concept is that of exponential separation. It is closely related to the concept
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of exponential dichotomy. In this paper we restrict attention to the case where the
solution space is split into two exponentially separated subspaces.

Exponential separation for difference equations was first studied in [9, 10]. There
it is assumed that the coefficient matrixNow we conside A(k) is bounded in norm
together with its inverse. Our first aim here is to develop a theory of exponential
separation which applies to unbounded systems. It turns out that in order to have a
reasonable theory it is necessary to add the assumption that the angle between the two
separated subspaces is bounded below (note this follows automatically for bounded
systems). Our second aim is to show that if a bounded linear system (1), where
the A(k) is symplectic, is exponentially separated into two subspaces of the same
dimension, then it must have an exponential dichotomy. Note that we developed a
similar theory for linear differential equations in [2]. Most of the results for invertible
difference equations are analogous but there is one important difference which we
mention below. Let us remark here that it was already observed in [4] that in the case
of exponential separation for differential equations, an additional angle condition is
needed for unbounded systems.

Now we summarize the contents of the paper. In Sect. 2, we introduce the basic
definitions and examine to what extent the separated subspaces are unique. Then if
a system is separated on both half-axes, we describe what must be added to ensure
separation on thewhole axis. In this sectionwedonot need the additional condition on
the angle. In Sect. 3 we introduce the concept of strong exponential separation, which
is exponential separation plus the condition that the angle between the separated
subspaces be bounded below.Then in Proposition 3,we derive a convenient necessary
and sufficient condition for strong exponential separation and use it to show that the
condition of strong exponential separation is preserved by the operation of taking
the inverse adjoint of a system and that it is implied by exponential dichotomy. In
Sect. 4, we mention the result in [9] which shows that when A(k) and its inverse
are bounded then exponential separation is equivalent to exponential dichotomy
of a shifted equation. In Sect. 5 we show strong exponential separation is robust
under small perturbation of the coefficient matrix. In fact, here we see a major
difference from the theorem for differential equations and also a difference from
the roughness theorem for exponential dichotomy in difference equations. Next in
Sect. 6 we study block upper triangular systems. First, we show that if the block
upper triangular system is strongly exponentially separated, then the corresponding
block diagonal system is strongly exponentially separated. Here no boundedness
assumptions are needed. Then, using the perturbation theorem in Sect. 5, we show
that if the corresponding block diagonal system is strongly exponentially separated
and the off-diagonal blocks are bounded in a certain sense, then the block upper
triangular system is strongly exponentially separated. Here again there is a difference
from the result for differential equations. Finally in Sect. 7, we show that if a bounded
linear symplectic system is exponentially separated into two subspaces of the same
dimension, then it must have an exponential dichotomy. An important tool here are
the results in Sect. 6 about block upper triangular systems.
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2 Exponential Separation in Bounded and Unbounded
Systems: General Properties

In this section, we define exponential separation and examine to what extent the
separated subspaces are unique. Then if a system is separated on both half-axes (that
is, Z+ or Z−), we describe what must be added to ensure separation on the whole
axis (that is,Z). Note in the case ofZ−, (1) holds for k ∈ (−∞,−1] but the solutions
are defined for k ∈ Z−. However in the sequel we use Z− in both cases where, for
(1), it is to be understood that Z− means (−∞,−1].
Definition 1 We say system (1) is exponentially separated on an infinite interval J
of integers if there are nonzero invariant subspaces V1(k) ⊕ V2(k) = R

n and positive
constants K ≥ 1 and α such that if x(k) is a nonzero solution in V1(k) and y(k) a
nonzero solution in V2(k), then

|x(k)| |y(m)|
|x(m)| |y(k)| ≤ Ke−α(k−m), k ≥ m in J.

V1(k) is called the stable subspace and V2(k) the unstable subspace. If we denote by
P(k) (note that P(k) �= 0, I) the projection with range V1(k) and nullspace V2(k),
then this can be written as

|Φ(k,m)ξ| |Φ(m, k)η| ≤ Ke−α(k−m)|ξ| |η|, k ≥ m in J (2)

for all ξ ∈ RP(m) and all η ∈ N P(k), where Φ(k,m) is the transition matrix. If
P(k) has rank r (1 ≤ r ≤ n − 1), or equivalently dim V1(k) = r , we say that (1)
is exponentially separated with rank r . Note that P(k) has the invariance property
A(k)P(k) = P(k + 1)A(k) for all k.

Remark 1 It is easy to see that (1) is exponentially separated on Z+ with subspaces
V1(k), V2(k) if and only if x(k + 1) = A−1(−k − 1)x(k) is exponentially separated
on Z− with subspaces V2(−k), V1(−k).

First we make a simple but useful observation.

Proposition 1 If (1) is exponentially separated on [T,∞) for some T > 0, it is
exponentially separated on Z+.

Proof Let (1) be exponentially separated on [T,∞) with projection P(k) and con-
stants K , α. Then

|Φ(k,m)ξ| |Φ(m, k)η| ≤ Ke−α(k−m)|ξ| |η|, k ≥ m ≥ T (3)

for all ξ ∈ RP(m) and all η ∈ N P(k).
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There exists M such that |A(k)|, |A−1(k)| ≤ M for 0 ≤ k ≤ T − 1. Then

|Φ(k,m)| ≤ M |k−m| for 0 ≤ k,m ≤ T

so that if T ≥ k ≥ m ≥ 0 and ξ ∈ RP(m), η ∈ N P(k),

|Φ(k,m)ξ| |Φ(m, k)η| ≤ M2T eαT e−α(k−m)|ξ| |η|. (4)

Next if k ≥ T ≥ m ≥ 0 and ξ �= 0 inRP(m), η �= 0 in N P(k),

|Φ(k,m)ξ| |Φ(m, k)η|
|ξ| |η|

= |Φ(k, T )ξ1| |Φ(m, T )η1|
|ξ| |η| , ξ1 = Φ(T,m)ξ ∈ RP(T ), η1 = Φ(T, k)η ∈ N P(T )

= |Φ(k, T )ξ1|
|ξ1|

|Φ(T, k)η|
|η| × |Φ(T,m)ξ|

|ξ|
|Φ(m, T )η1|

|η1|
≤ Ke−α(k−T ) × M2T eαT e−α(T−m), using (3), (4)
= KM2T eαT e−α(k−m).

Together with (3) and (4), this proves the proposition.

Now we examine the extent to which exponentially separated subspaces are
unique.

Proposition 2 For exponentially separated systems on Z+ the stable subspace is
uniquely defined (for a given dimension) and for exponentially separated systems
on Z− the unstable subspace is uniquely defined. The other subspace can be any
complement.

Proof Consider firstZ+. So we are assuming there is an invariant projection P(k) �=
0, I and positive constants K andα such that (2) holds. Let Q(k) be another invariant
projection with the same range as P(k).

Suppose ξ ∈ R(Q(m)) = R(P(m)) and η �= 0 ∈ N (Q(k)). Note that
(I − P(k))η �= 0, since otherwise η ∈ R(P(k)) = R(Q(k)) and therefore would
be 0 since it is in N (Q(k)) also. Then if 0 ≤ m ≤ k,

|Φ(k,m)ξ| |Φ(m, k)η|
= |Φ(k,m)ξ| |Φ(m, k)(I − P(k))η| |Φ(m, k)(I − Q(k))η|

|Φ(m, k)(I − P(k))η|
≤ Ke−α(k−m)|ξ| |(I − P(k))η| |Φ(m, k)(I − Q(k))η|

|Φ(m, k)(I − P(k))η|
= Ke−α(k−m)|ξ| |η| |Φ(m, k)(I − Q(k))η||(I − P(k))η|

|Φ(m, k)(I − P(k))η||(I − Q(k))η| .

(5)
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Now

|Φ(m, k)(I − Q(k))η|
|Φ(m, k)(I − P(k))η| = |Φ(m, 0)(I − Q(0))Φ(0, k)η|

|Φ(m, 0)(I − P(0))Φ(0, k)η|
≤ 1 + |Φ(m, 0)(P(0) − Q(0))Φ(0, k)η|

|Φ(m, 0)(I − P(0))Φ(0, k)η|
≤ 1 + Ke−αm |(P(0) − Q(0))Φ(0, k)η|

|(I − P(0))Φ(0, k)η|
≤ 1 + Ke−αmN ,

since (P(0) − Q(0))Φ(0, k)η ∈ R(P(0)), (I − P(0))Φ(0, k)η ∈ N (P(0)) and
where

N = sup
η∈N Q(0),|η|=1

|(P(0) − Q(0))η|
|(I − P(0))η| .

Similarly,

|(I − Q(k))η|
|(I − P(k))η| = |Φ(k, 0)(I − Q(0))Φ(0, k)η|

|Φ(k, 0)(I − P(0))Φ(0, k)η|
≥ 1 − |Φ(k, 0)(P(0) − Q(0))Φ(0, k)η|

|Φ(k, 0)(I − P(0))Φ(0, k)η|
≥ 1 − Ke−αk |(P(0) − Q(0))Φ(0, k)η|

|(I − P(0))Φ(0, k)η|
≥ 1 − Ke−αk N .

So if k ≥ m ≥ T = α−1 log(3K N ),

|Φ(k,m)ξ| |Φ(m, k)η| ≤ Ke−α(k−m)|ξ| |η|1 + 1/3

1 − 1/3
= 2Ke−α(k−m)|ξ| |η|.

Then we get the exponential separation on Z+ using Proposition 1. Thus Q(k) can
also be used as a projection and hence any invariant complement ofR(P(k)) can be
taken as the unstable subspace.

Nowwe prove the uniqueness of the stable subspace. Suppose R(k) is an invariant
projection with different range from P(k) but with the same rank, with respect to
which the system is exponentially separated. Let p be a vector which is in the range
of R(0) but not in the range of P(0) and q a vector which is in the range of P(0)
but not in the range of R(0). We can take Q1(k) as an invariant projection with the
same range as P(k) with p in the nullspace of Q1(0) and Q2(k) as an invariant
projection with the same range as R(k) with q in the nullspace of Q2(0). Now there
exist positive constants Ki and αi such that for k ≥ m ≥ 0,

|Φ(k,m)ξ| |Φ(m, k)η| ≤ K1e
−α1(k−m)|ξ| |η|
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for all ξ �= 0 inRQ1(m) and all η �= 0 in N Q1(k) and

|Φ(k,m)ξ| |Φ(m, k)η| ≤ K2e
−α2(k−m)|ξ| |η|

for all ξ �= 0 inRQ2(m) and all η �= 0 inN Q2(k). Since q is in the range of Q1(0)
and Φ(k, 0)p is in the nullspace of Q1(k), it follows that for k ≥ 0,

|Φ(k, 0)q| |Φ(0, k)Φ(k, 0)p| ≤ K1e
−α1k |q| |Φ(k, 0)p|,

and since p is in the range of Q2(0) andΦ(k, 0)q in the nullspace of Q2(k), it follows
that for k ≥ 0,

|Φ(k, 0)p| |Φ(0, k)Φ(k, 0)q| ≤ K2e
−α2k |p| |Φ(k, 0)q|.

Then, combining these inequalities,

|p| |Φ(k, 0)q| ≤ K1e
−α1k K2e

−α2k |p| |Φ(k, 0)q|

so that for k ≥ 0
1 ≤ K1e

−α1k K2e
−α2k,

clearly impossible. Thus the stable subspace is unique.
The proof of the Proposition for Z− follows using Remark 1.

In the following corollary, we show what additional conditions are needed to
ensure that a system which is exponentially separated on both half-axes is also expo-
nentially separated on the whole axis.

Corollary 1 System (1) is exponentially separated on Z if and only if it is expo-
nentially separated on Z+ and Z−, the respective ranks are the same and the stable
subspace on Z+ and the unstable subspace on Z− intersect in {0} at k = 0.

Proof Clearly the conditions are necessary.
For the sufficiency, suppose (1) is exponentially separated on Z+ and Z−, the

respective ranks are the same and the stable subspace onZ+ and the unstable subspace
onZ− intersect in {0} at k = 0. According to Proposition 2, at k = 0, we can take the
unstable subspace on Z+ to be the unstable subspace on Z− and the stable subspace
on Z− to be the stable subspace on Z+. This means we have the same invariant
projection P(k) on both Z+ and Z−. Then there exist positive constants K and α
such that if ξ ∈ R(P(m)) and η ∈ N (P(k)), we have

|Φ(k,m)ξ| |Φ(m, k)η| ≤ Ke−α(k−m)|ξ| |η|
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for k ≥ m ≥ 0 and 0 ≥ k ≥ m. Next if k ≥ 0 ≥ m,

|Φ(k,m)ξ| |Φ(m, k)η| = |Φ(k,m)ξ| |Φ(0, k)η|
|Φ(0,m)ξ|

|Φ(0,m)ξ| |Φ(m, k)η|
|Φ(0, k)η|

= |Φ(k, 0)Φ(0,m)ξ| |Φ(0, k)η|
|Φ(0,m)ξ|

|Φ(0,m)ξ| |Φ(m, 0)Φ(0, k)η|
|Φ(0, k)η|

≤ Ke−αk |Φ(0,m)ξ| |η|
|Φ(0,m)ξ|

Keαm |ξ| |Φ(0, k)η|
|Φ(0, k)η|

= K 2e−α(k−m)|ξ| |η|.

It follows that (1) is exponentially separated on Z.

3 Strongly Exponentially Separated Systems

In this section we introduce the definition of strong exponential separation. Then we
derive a simple necessary and sufficient condition for strong exponential separation
and we use it to show that strong exponential separation is preserved by the operation
of taking adjoints and also that exponential dichotomy implies strong exponential
separation.

First we recall the definitions of kinematic similarity and reducibility.

Definition 2 Systems (1) and y(k + 1) = B(k)y(k) are kinematically similar if
there exists a bounded, invertiblematrix function S(k)with bounded inverse such that
the transformation x = S(k)y takes (1) into y(k + 1) = B(k)y(k), where B(k) =
S−1(k + 1)A(k)S(k). We refer to the transformation x = S(k)y as a kinematic sim-
ilarity.

Definition 3 System (1) is reducible if it is kinematically similar to a block diagonal
system

y(k + 1) =
(
A1(k) 0
0 A2(k)

)
y(k).

The following proposition follows from [3] (see also Lemma 1.5.4 in [11]). Note
that a projection P(k) is invariant for (1) if A(k)P(k) = P(k + 1)A(k) for all k.

Proposition 3 System (1) is reducible if and only if (1) has a bounded invariant
projection P(k) �= 0, I.

Remark 2 Note that the boundedness of P(k) is equivalent to the angle between the
range and nullspace of P(k) being bounded below by a positive number.

Remark 3 Here we prove the sufficiency in Proposition 3. If P(k) is invariant and
bounded, it follows from [3] that there is a kinematic similarity S(k) such that P(k) =
S(k)PS−1(k) with P =

(
I 0
0 0

)
. Then the transformation x = S(k)y takes (1) into a

system y(k + 1) = B(k)y(k), where
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B(k)P = B(k)S−1(k)P(k)S(k)
= S−1(k + 1)A(k)P(k)S(k)
= S−1(k + 1)P(k + 1)A(k)S(k) by invariance of P(k)
= S−1(k + 1)P(k + 1)S(k + 1)B(k)
= PB(k).

So the transformed system has the form

y(k + 1) =
(
A1(k) 0
0 A2(k)

)
y,

and the projection corresponding to P(k) is S−1(k)P(k)S(k) = P .

Remark 4 Analogously to Lemma 1 in [7], it can be proved that if A(k) and A−1(k)
are bounded and (1) is exponentially separated with corresponding projection P(k),
then P(k) is bounded so that (1) is reducible. The example below shows that an
unbounded exponentially separated system need not be reducible, in contrast to the
case of bounded systems.

Example 1

x(k + 1) =
(
e (e2 − 1)ek+1

0 e2

)
x(k). (6)

This has the two solutions

x(k) = (ek, 0), y(k) = (e3k, e2k).

Using the maximum norm in R
2, we see that |x(k)| = ek and |y(k)| = e3k for all

k ≥ 0. Then if k ≥ m ≥ 0

|x(k)| |y(m)|
|x(m)| |y(k)| = ek e3m

em e3k
= e−2(k−m)

so that the system is exponentially separated on Z+. Now suppose (6) is reducible.
Then it follows that there exists a bounded invariant projection P(k) of rank 1. By
direct calculation, it can be shown that there is no such P(k). Indeed if

P(0) =
(
a b
c d

)
, P2(0) = P(0),

then with

Φ(k, 0) =
(
ek e3k − ek

0 e2k

)
,

wefind that the (2, 1) entry in P(k), where by invariance P(k)=Φ(k, 0)P(0)Φ(0, k),
is cek . So, if P(k) is bounded, then c = 0. Next we find that the (1, 2) entry in P(k) is
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(d − a)ek + (a + b − d)e−k . So a = d and it follows that P(0) = 0 or the identity
and hence cannot have rank 1.

Now we give the definition of strong exponential separation.

Definition 4 System (1) is said to be strongly exponentially separated if it is expo-
nentially separated with corresponding subspaces V1(k) ⊕ V2(k) = R

n where the
angle between V1(k) and V2(k) is bounded below by a positive number, or equiva-
lently the projection P(k) on to V1(k) along V2(k) is bounded.

Remark 5 Kinematic similarity preserves both exponential separation and strong
exponential separation. Indeed, suppose the kinematic similarity x = S(k)y takes
(1) into the system y(k + 1) = B(k)y(k). Moreover suppose (1) is exponentially
separated on an interval J with projection P(k) so that

|Φ(k,m)ξ| |Φ(m, k)η| ≤ Ke−α(k−m)|ξ| |η|, k ≥ m in J

for all ξ ∈ RP(m) and all η ∈ N P(k). The transition matrix for y(k + 1) =
B(k)y(k) is Ψ (k,m) = S−1(k)Φ(k,m)S(m). So if we define the projection Q(k) =
S−1(k)P(k)S(k), then Q(k) is invariant with respect to y(k + 1) = B(k)y(k) and if
ξ ∈ RQ(m) and η ∈ N Q(k), then S(m)ξ ∈ RP(m) and S(k)η ∈ N P(k) so that if
k ≥ m in J ,

|Ψ (k,m)ξ| |Ψ (m, k)η| = |S−1(k)Φ(k,m)S(m)ξ| |S−1(m)Φ(m, k)S(k)η|
≤ N2|Φ(k,m)S(m)ξ| |Φ(m, k)S(k)η|, with N = sup |S−1(k)|
≤ N2Ke−α(k−m)|S(m)ξ| |S(k)η|
≤ M2N2Ke−α(k−m)|ξ| |η|, where M = sup |S(k)|.

Moreover, if P(k) is bounded then Q(k) is bounded also.

Remark 6 In viewof the remark before the example, if A(k) and A−1(k) are bounded,
exponential separation implies strong exponential separation.

Nowwederive a simple criterion for strong exponential separationwhich is similar
to one given in [5] and was proved for the bounded case in [9].

Proposition 4 A system x(k + 1) = A(k)x(k) is strongly exponentially separated
on an infinite interval J with projection P(k) if and only if there exist positive
constants K and α such that

|Φ(k,m)P(m)| |Φ(m, k)(I − P(k))| ≤ Ke−α(k−m), m ≤ k ∈ J. (7)

Proof To prove the sufficiency, note that (7) with k = m implies that

|P(k)| |I − P(k))| ≤ K , k ∈ J.
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Since I − P(k) is a nonzero projection, |I − P(k)| ≥ 1 and so

|P(k)| ≤ K , k ∈ J.

Next observe that if ξ ∈ RP(m) and η ∈ N P(k)

|Φ(k,m)ξ| |Φ(m, k)η| = |Φ(k,m)P(m)ξ| |Φ(m, k)(I − P(k))η|
≤ |Φ(k,m)P(m)| |ξ| |Φ(m, k)(I − P(k))| |η|
≤ Ke−α(k−m)|ξ| |η|.

for k ≥ m. So the sufficiency is proved.
Now we prove the necessity. We are supposing that there are positive constants

K and α such that if ξ ∈ RP(m) and η ∈ N P(k), then for k ≥ m

|Φ(k,m)ξ| |Φ(m, k)η| ≤ Ke−α(k−m)|ξ| |η|, |P(k)| ≤ K .

Then for all ξ and η,

|Φ(k,m)P(m)ξ| |Φ(m, k)(I − P(k))η| ≤ Ke−α(k−m)|P(m)ξ| |(I − P(k))η|
≤ Ke−α(k−m)|P(m)| |ξ| |(I − P(k))| |η|
≤ K 2(1 + K )e−α(k−m)|ξ| |η|.

Hence

|Φ(k,m)P(m)| |Φ(m, k)(I − P(k))| ≤ K 2(1 + K )e−α(k−m), k ≥ m.

We use the criterion just derived to show that strong exponential separation is
preserved by the operation of taking adjoints.

Corollary 2 If a system x(k + 1) = A(k)x(k) is strongly exponentially separated
on an interval J with projection P(k), then so also is its adjoint x(k + 1) =
[A∗(k)]−1x(k) with projection I − P∗(k).

Proof By Proposition 4, there exist an invariant projection P(k) and positive con-
stants K and α such that

|Φ(k,m)P(m)| |Φ(m, k)(I − P(k))| ≤ Ke−α(k−m), k ≥ m,

which, using invariance P(k)Φ(k,m) = Φ(k,m)P(m), can be rewritten as

|P(k)Φ(k,m)| |(I − P(m))Φ(m, k)| ≤ Ke−α(k−m), k ≥ m.

Taking adjoints and using the Euclidean norm, we get

|Φ∗(k,m)P∗(k)| |Φ∗(m, k)(I − P∗(m))| ≤ Ke−α(k−m), k ≥ m.
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Now the transition matrix for the adjoint system is Ψ (k,m) = Φ∗(m, k) and so we
have

|Ψ (k,m)(I − P∗(m))| |Ψ (m, k)P∗(k)| ≤ Ke−α(k−m), k ≥ m.

Thus the adjoint system is strongly exponentially separated with projection I −
P∗(k).

Remark 7 In 2 dimensions this also holds without “strong”. For let x(k) = (x1(k),
x2(k))T and y(k) = (y1(k), y2(k))T be exponentially separated solutions. Set X (k) =
(x(k), y(k)). Then X∗(k)−1 is a matrix solution of the adjoint system. But

X∗(k)−1 = (x1(k)y2(k) − x2(k)y1(k))
−1

(
y2(k) −x2(k)

−y1(k) x1(k)

)
.

We see that the columns of this are exponentially separated solutions for the adjoint
system. However this does not extend to higher dimensions. We give an example
of an exponentially separated discrete equation in three dimensions for which the
corollary about the adjoint system does not hold.

The system is

x(k + 1) =
⎛
⎝e3 0 (1 − e)ek+2

0 e2 e(1 − e)
0 0 e

⎞
⎠ x(k), k ≥ 0, (8)

for which the transition matrix is

Φ(k, 0) =
⎛
⎝e3k 0 e2k(1 − ek)

0 e2k ek(1 − ek)
0 0 ek

⎞
⎠ .

If P is the projection

P :=
⎛
⎝0 0 1
0 1 0
0 0 1

⎞
⎠ ,

then

Φ(k, 0)P =
⎛
⎝0 0 e2k

0 e2k ek(1 − ek)
0 0 ek

⎞
⎠ , Φ(k, 0)(I − P) =

⎛
⎝e3k 0 −e3k

0 0 0
0 0 0

⎞
⎠ .

The space spanned by the columns of Φ(k, 0)P is the

span{x1(k), x2(k)} with x1(k) = e2k

⎛
⎝0
1
0

⎞
⎠ and x2(k) = ek

⎛
⎝ek

1
1

⎞
⎠ .
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With the �1-norm we have

|x1(k)| = e2k e2k ≤ |x2(k)| ≤ 3e2k .

Next the space spanned by the columns of Φ(k, 0)(I − P) is

span{y(k)} with y(k) = e3k

⎛
⎝1
0
0

⎞
⎠ .

Let x(k) = ax1(k) + bx2(k)witha2 + b2 �= 0.Then (|a| + |b|)e2k ≤ |x(k)| ≤ (|a| +
3|b|)e2k . Then for k ≥ 0, m ≥ 0,

|x(k)|
|x(m)| ≤ |a| + 3|b|

|a| + |b| e
2(k−m).

Next |y(m)|
|y(k)| = e3(m−k).

Hence for k ≥ 0, m ≥ 0,

|x(k)|
|x(m)|

|y(m)|
|y(k)| ≤ |a| + 3|b|

|a| + |b| e
−(k−m) ≤ 3e−(k−m).

As a consequence the discrete system (8) is exponentially separated on Z+ with
projection

P(k) = Φ(k, 0)PΦ(0, k) =
⎛
⎝0 0 ek(ek + 1)
0 1 0
0 0 1

⎞
⎠ ,

which is not bounded so that (8) is not strongly exponentially separated.
We prove that the adjoint system is not exponentially separated with projection

(at k = 0)

I − P∗(0) = I − P∗ =
⎛
⎝ 1 0 0

0 0 0
−1 0 0

⎞
⎠ .

If we denote by Ψ (k,m) the transition matrix for the adjoint system, then

Ψ (k, 0) = Φ∗(0, k) =
⎛
⎝ e−3k 0 0

0 e−2k 0
e−k − e−2k e−k − e−2k e−k

⎞
⎠
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so that

Ψ (k, 0)P∗ =
⎛
⎝ 0 0 0

0 e−2k 0
e−k e−k − e−2k e−k

⎞
⎠ , Ψ (k, 0)(I − P∗) =

⎛
⎝ e−3k 0 0

0 0 0
−e−2k 0 0

⎞
⎠ .

Thus the stable subspace for the adjoint system should be spanned by the solution

u(k) =
⎛
⎝ e−3k

0
−e−2k

⎞
⎠

and we can take the unstable space as the one spanned by the two solutions:

v1(k) =
⎛
⎝ 0

0
e−k

⎞
⎠ , v2(k) =

⎛
⎝ 0

e−2k

−e−2k

⎞
⎠ .

Then
e−2k ≤ |u(k)| = e−2k(e−k + 1) ≤ 2e−2k and |v2(k)| = 2e−2k .

Now if there was an exponential separation, there would exist positive constants K
and α such that for k ≥ m ≥ 0,

|u(k)|
|u(m)|

|v2(m)|
|v2(k)| ≤ Ke−α(k−m).

However then for k ≥ m ≥ 0,

1

2
= e−2k

2e−2m

2e−2m

2e−2k
≤ |u(k)|

|u(m)|
|v2(m)|
|v2(k)| ≤ Ke−α(k−m).

This is impossible. We conclude that the adjoint system cannot be exponentially
separated with projection I − P∗ at k = 0.

Next we show that exponential dichotomy implies strong exponential separation.
First we give the defintion of exponential dichotomy.

Definition 5 We say system (1) has an exponential dichotomy on an infinite interval
J of integers if there is an invariant projection P(k) and positive constants K ≥ 1
and α such that

|Φ(k,m)P(m)| ≤ Ke−α(k−m), |Φ(m, k)(I − P(k))| ≤ Ke−α(k−m) k ≥ m in J,

where Φ(k,m) is the transition matrix. If P(k) has rank r (0 ≤ r ≤ n), we say that
(1) has an exponential dichotomy with rank r .



162 F. Battelli and K. J. Palmer

Corollary 3 If a system x(k + 1) = A(k)x(k) has an exponential dichotomy on
an interval J with projection not equal to 0 or I, then it is strongly exponentially
separated on J with the same projection.

Proof The proof follows at once from Proposition 4.

Finally we show that if a system is strongly exponentially separated on Z+ (resp.
Z−) with a certain invariant projection, then it is strongly exponentially separated
with respect to an invariant projection with the same range (resp. nullspace).

Proposition 5 If system (1) is strongly exponentially separated on Z+ (resp. Z−)
with projection P(k), then it is strongly exponentially separated with respect to an
invariant projection Q(k) with the same range (resp. nullspace) as P(k).

Proof We just prove it for Z+. By Proposition 2, we know that (1) is exponentially
separated with respect to Q(k). All we need to show is that Q(k) is bounded. As in
Remark 3, there is a kinematic similarity x = S(k)y taking (1) into a system of the
form

y(k + 1) =
(
A1(k) 0
0 A2(k)

)
y(k),

where the projection for the exponential separation is the constant P =
(
I 0
0 0

)
=

S−1(k)P(k)S(k) and so by Proposition 4, there exist positive constants K and α
such that

|Φ1(k,m)| |Φ2(m, k)| ≤ Ke−α(k−m), k ≥ m,

Φ1(k,m) and Φ2(k,m) being the respective transition matrices for y1(k + 1) =
A1(k)y1(k) and y2(k + 1) = A2(k)y2(k). If Q(k) is a projection with the same range
as P(k), Q̃(k) = S−1(k)Q(k)S(k) has the same range as S−1(k)P(k)S(k) = P so
that

Q̃(k) =
(
I C(k)
0 0

)

for some matrix function C(k), where by the invariance of Q̃(k),

C(k) = Φ1(k, 0)C(0)Φ2(0, k)

so that
|C(k)| ≤ |Φ1(k, 0)| |C(0)| |Φ2(0, k)| ≤ Ke−αk |C(0)|.

So Q̃(k) is bounded and hence also Q(k) = S(k)Q̃(k)S−1(k). Note also that we have
shown that |Q(k) − P(k)| → 0 as k → ∞ exponentially fast.
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4 Exponential Separation and Dichotomy

InProposition3 in [9], Papaschinopoulos showed that for a system (1)where A(k) and
its inverse are bounded, strong exponential separation is equivalent to the existence
of a bounded sequence p(k) > 0, where 1/p(k) is also bounded, such that the shifted
equation

x(k + 1) = 1

p(k)
A(k)x(k)

has an exponential dichotomywith the sameprojection.A similar result, in the context
of diffeomorphisms on a compact manifold, has been given in [5]. There exponen-
tial separation is referred to as “dominated splitting” and exponential dichotomy as
“hyperbolicity”. It is not known whether or not this result can be extended to the case
where A(k) and its inverse are not bounded.

5 Roughness of Strong Exponential Separation

Wewould like to show, as for differential equations (see [2]), that strong exponential
separation is preserved under small perturbations of the coefficient matrix. Now
Kalkbrenner [6] has shown that if (1) has an exponential dichotomy and |B(k)| is
uniformly small, then x(k + 1) = [A(k) + B(k)]x(k) has an exponential dichotomy
with projection near that for the unperturbed system. (Such a result was also proved
in [8], but under the additional assumptions that A(k) be invertible and A(k) and
its inverse be bounded.) However the following example shows that the analogous
result is not true, in general, for strong exponential separation.

Example 2 Consider the equation

x(k + 1) =
(
e−αa(k) + δ 0

0 a(k)

)
x(k) (9)

with k ≥ 0, δ > 0 and a(k) > 0. Two independent solutions are:

u(k) =
⎛
⎝e−αkσ(k)

k−1∏
j=0

(
1 + δeα

a( j)

)
, 0

⎞
⎠ , v(k) = (0,σ(k)),

where σ(0) = 1 and

σ(k) =
k−1∏
j=0

a( j) for k ≥ 1. (10)
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Then
|u(k)|
|u(m)|

|v(m)|
|v(k)| = e−α(k−m)

k−1∏
j=m

(
1 + δeα

a( j)

)
.

We define a(k) as follows. Let Ti , i ≥ 0, be a sequence of positive integers such that
Ti+1 ≥ Ti + 2 (e.g. Ti = 2i). Then we define

a(k) =
{
Ai (i ≥ 1, T2i−1 ≤ k < T2i ),

Bi (i ≥ 0, T2i ≤ k < T2i+1),

where Ai → 0 and Bi → ∞ (e.g. Ai = 1/ i , Bi = i). Then

|u(k)|
|u(m)|

|v(m)|
|v(k)| = e−α(k−m)

(
1 + δeα

Ai

)k−m

= e[log(1+δeα/Ai )−α](k−m). (11)

when T2i−1 ≤ m ≤ k < T2i . This implies that it is not possible that there exist positive
constants K and β such that

|u(k)|
|u(m)|

|v(m)|
|v(k)| ≤ Ke−β(k−m), k ≥ m

for otherwise, setting m = T2i−1 and k = T2i − 1 and taking logs,

[log(1 + δeα/Ai ) − α](T2i − 1 − T2i−1) ≤ log(K ) − β(T2i − 1 − T2i−1) ≤ log(K ) − β,

which is impossible since the left side → ∞ as i → ∞. On the other hand, if T2i ≤
m ≤ k < T2i+1 we have

|u(k)|
|u(m)|

|v(m)|
|v(k)| = e−α(k−m)(1 + δeα/Bi )

k−m = e[log(1+δeα/Bi )−α](k−m).

This implies that it is not possible that there exist positive constants K and β such
that |v(k)|

|v(m)|
|u(m)|
|u(k)| ≤ Ke−β(k−m), k ≥ m

for otherwise, setting m = T2i and k = T2i+1 − 1 and taking logs,

−(log(1 + δeα/Bi ) − α)(T2i+1 − 1 − T2i ) ≤ log(K ) − β(T2i+1 − 1 − T2i ) ≤ log(K ) − β,

which is impossible since the left side → ∞ as i → ∞.

As a consequence system (9) is not exponentially separated with, at k = 0, pro-

jection

(
1 0
0 0

)
or with projection

(
0 0
0 1

)
. This also covers all cases where the stable
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subspace at k = 0 is the x-axis, because we may take the unstable subspace at k = 0

as the y-axis so that at k = 0 the projection is

(
1 0
0 0

)
.

This leaves the case that system (9) is exponentially separatedwith stable subspace
at k = 0 different from the x-axis. Then we can take the x-axis as the unstable
subspace at k = 0, that is, we can assume that (9) is exponentially separated with

projection

(
0 γ
0 1

)
at k = 0. Set

u(k) = e−αkσ(k)
k−1∏
j=0

(
1 + δeα

a( j)

)
, v(k) = σ(k),

with σ(k) as in (10). Then the stable and unstable solutions are, respectively

xs(k) = (γu(k), v(k)), xu(k) = (u(k), 0)

and there should exist positive constants K and β such that

max

{
|γ|, |v(k)|

|u(k)|
}

= |xs(k)|
|xu(k)| ≤ Ke−βk, k ≥ 0,

where we are using the maximum norm in R
2. This implies that γ = 0. However

we have shown the system is not exponentially separated with projection

(
0 0
0 1

)
at

k = 0. This completes the proof that system (9) is not exponentially separated.
In view of this example, we must choose a different kind of perturbation.

Theorem 1 Suppose (1) is strongly exponentially separated on an interval J with
projection P(k). Then if |B(k)| ≤ δ, where δ is sufficiently small, the perturbed
system

x(k + 1) = A(k)[I + B(k)]x(k) (12)

is also strongly exponentially separated with projection Q(k) of the same rank. Also
there exists a constant N such that

|Q(k) − P(k)| ≤ Nδ.

First we prove the perturbation theorem for the special case where the system has
been split into its stable and unstable parts and the perturbation is uncoupled. Note
that this proof is rather more complicated than the proof of a corresponding lemma
for dichotomy would be.

Lemma 1 Consider the system

x1(k + 1) = A1(k)[I + C1(k)]x1(k), x2(k + 1) = A2(k)[I + C2(k)]x2(k).
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Suppose there exist positive constants K and α such that

|Φ1(k,m)| |Φ2(m, k)| ≤ Ke−α(k−m), k ≥ m ∈ J,

Φi (k,m) being the respective transition matrices for xi (k + 1) = Ai (k)xi (k). Then
if |Ci (k)| ≤ δ, where K δ < 1,

|Φ̃1(k,m)| |Φ̃2(m, k)| ≤ Ke−(α−log[(1+K δ)/(1−K δ)])(k−m), k ≥ m ∈ J,

where Φ̃i (k,m) are the respective transition matrices for xi (k + 1) = Ai (k)[I +
Ci (k)]xi (k).
Proof Let x2(k) be a nonzero solution of x2(k + 1) = A2(k)x2(k). Then

|Φ1(k,m)| |x2(m)| = |Φ1(k,m)| |Φ2(m, k)x2(k)| ≤ Ke−α(k−m)|x2(k)|, k ≥ m.

Next if x1(k) is a solution of x1(k + 1) = A1(k)[I + C1(k)]x1(k), then

x1(k) = Φ1(k,m)x1(m) +
k−1∑
p=m

Φ1(k, p)C1(p)x1(p)

so that

|x1(k)| ≤ Ke−α(k−m) |x2(k)|
|x2(m)| |x1(m)| +

k−1∑
p=m

Ke−α(k−p) |x2(k)|
|x2(p)|δ|x1(p)|.

Writing z(k) = eαk |x1(k)|/|x2(k)|, we get

z(k) ≤ Kz(m) + K δ

k−1∑
p=m

z(p)

so that for k ≥ m,
z(k) ≤ K (1 + K δ)k−mz(m).

Therefore

|x1(k)| ≤ Ke−(α−log(1+K δ))(k−m) |x2(k)|
|x2(m)| |x1(m)|

and hence

|Φ̃1(k,m)| ≤ Ke−(α−log(1+K δ))(k−m) |x2(k)|
|x2(m)| , k ≥ m.
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That is,

|Φ̃1(k,m)| |Φ2(m, k)x2(k)| ≤ Ke−(α−log(1+K δ))(k−m)|x2(k)|, k ≥ m.

Since x2(k) is arbitrary, it follows that

|Φ̃1(k,m)| |Φ2(m, k)| ≤ Ke−(α−log(1+K δ))(k−m), k ≥ m.

Next let x1(k) be a solution of x1(k + 1) = A1(k)[I + C1(k)]x1(k). Then

|x1(k)| |Φ2(m, k)| = |Φ̃1(k,m)x1(m)| |Φ2(m, k)| ≤ Ke−(α−log(1+K δ))(k−m)|x1(m)|, k ≥ m.

Now if x2(k) is a solution of x2(k + 1) = A2(k)[I + C2(k)]x2(k), then for k ≤ m

x2(k) = Φ2(k,m)x2(m) −
m−1∑
p=k

Φ2(k, p)C2(p)x2(p)

so that

|x2(k)| ≤ Ke−(α−log(1+K δ))(m−k) |x1(k)|
|x1(m)| |x2(m)|+

m−1∑
p=k

Ke−(α−log(1+K δ))(p−k) |x1(k)|
|x1(p)| δ|x2(p)|.

Writing z(k) = e−(α−log(1+K δ))k |x2(k)|/|x1(k)|, we get

z(k) ≤ Kz(m) + K δ

m−1∑
p=k

z(p), k ≤ m, so that z(k) ≤ Kz(m)(1 − K δ)k−m , k ≤ m

and so

|x2(k)| ≤ Ke−(α−log[(1+K δ)/(1−K δ)])(m−k) |x1(k)|
|x1(m)| |x2(m)|, k ≤ m.

Thus

|Φ̃2(k,m)| ≤ Ke−(α−log[(1+K δ)/(1−K δ)])(m−k) |x1(k)|
|x1(m)| , k ≤ m.

That is,

|Φ̃1(m, k)x1(k)| |Φ̃2(k,m)| ≤ Ke−(α−log[(1+K δ)/(1−K δ)])(m−k)|x1(k)|, k ≤ m.

Since x1(k) is arbitrary, it follows that

|Φ̃1(k,m)| |Φ̃2(m, k)| ≤ Ke−(α−log[(1+K δ)/(1−K δ)])(k−m), m ≤ k.
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Nowwe prove the general perturbation theorem, using the special case just proved
and also Lemma 2. Here we follow the method in the proof on p. 42 of [3]. First we
prove a lemma which is essentially well-known (see, for example, Proposition 2.8
in [8]) but we give the proof for the sake of completeness.

Lemma 2 Let A(k) be an invertible matrix function on J = Z, Z+ or Z−. Suppose
there exist positive constants K and α such that the transition matrix Φ(k,m) for
(1) satisfies

|Φ(k,m)| ≤ Ke−α(k−m)

for k ≥ m in J . Next let f (k, x) be a function satisfying

| f (k, 0)| ≤ μ, | f (k, x1) − f (k, x2)| ≤ θ|x1 − x2|

for k ∈ J and |x1|, |x2| ≤ Δ. Then if

2Kμ ≤ (1 − e−α)Δ, 2Kθ ≤ 1 − e−α,

the equation
x(k + 1) = A(k)x(k) + f (k, x(k)), k ∈ J

has a solution x(k) such that |x(k)| ≤ 2Kμ/(1 − e−α).

Proof Let E be the Banach space of bounded sequences x(k) defined for k ∈ J with
the supremum norm ‖ · ‖∞ and let S be the ball of radius 2Kμ/(1 − e−α) in E . Then
we define a mapping T on S by

(T x)(k) =
k−1∑
m=b

Φ(k,m + 1) f (m, x(m)), k ∈ J,

where b = −∞ when J = Z, Z− and b = 0 when J = Z+. Note that if k ∈ J ,

|(T x)(k)| ≤
k−1∑
m=b

Ke−α(k−m−1)[μ + θ 2Kμ/(1 − e−α)]

≤ K (1 − e−α)−1[μ + θ 2Kμ/(1 − e−α)]
≤ 2Kμ(1 − e−α)−1.

Hence T maps S into itself. Next if x1(k) and x2(k) are two sequences in S, then for
k ∈ J1,

|(T x1)(k) − (T x2)(k)| ≤
k−1∑
m=b

Ke−α(k−m−1)θ‖x1 − x2‖∞

≤ K (1 − e−α)−1θ‖x1 − x2‖∞ ≤ 1

2
‖x1 − x2‖∞.
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Thus T is a contraction on S and has a unique fixed point x(k) which satisfies
|x(k)| ≤ 2Kμ/(1 − e−α) for all k ∈ J and also

x(k) =
k−1∑
m=b

Φ(k,m + 1) f (m, x(m)), k ∈ J,

from which it follows that for k ∈ J ,

x(k + 1) =
k∑

m=b

Φ(k + 1,m + 1) f (m, x(m))

= A(k)
k−1∑
m=b

Φ(k,m + 1) f (m, x(m)) + f (k, x(k)) = A(k)x(k) + f (k, x(k)).

Now we continue with the proof of the theorem.

Proof As in Remark 3, there is a kinematic similarity x = T (k)y, k ∈ J , taking (1)
into a block diagonal system

x(k + 1) =
(
A1(k) 0
0 A2(k)

)
x(k).

This coefficient matrix commutes with P =
(
I 0
0 0

)
. Also the block diagonal system

is strongly exponentially separated with constant projection P so that by Proposition
4 there exist positive constants K and α such that

|Φ1(k,m)| |Φ2(m, k)| ≤ Ke−α(k−m), m ≤ k, m, k ∈ J

Φi (k,m) being the respective transition matrices. If we apply the transformation
x = T (k)y to the perturbed system (12), we obtain a system with coefficient matrix

T−1(k + 1)A(k)[I + B(k)]T (k) = T−1(k + 1)A(k)T (k)
+T−1(k + 1)A(k)T (k)T−1(k)B(k)T (k)

=
(
A1(k) 0
0 A2(k)

)
+

(
A1(k)C11(k) A1(k)C12(k)
A2(k)C21(k) A2(k)C22(k)

)
,

where

T−1(k)B(k)T (k) =
(
C11(k) C12(k)
C21(k) C22(k)

)
so that |Ci j (k)| ≤ Mδ,
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M being an upper bound on |T−1(k)| |T (k)|. We assume

2KMδ < 1.

The transformed equation is

y1(k + 1) = A1(k)[y1(k) + C11(k)y1(k) + C12(k)y2(k)],
y2(k + 1) = A2(k)[y2(k) + C21(k)y1(k) + C22(k)y2(k)]. (13)

Then we use the transformation
(
y1
y2

)
= S(k)

(
w1

w2

)
=

(
I H12(k)

H21(k) I

)(
w1

w2

)
(14)

where, provided H12(k), H21(k) are bounded and |H12(k)H21(k)| ≤ γ < 1, S(k) is
invertible with bounded inverse given by

( [I − H12(k)H21(k)]−1 −[I − H12(k)H21(k)]−1H12(k)
−[I − H21(k)H12(k)]−1H21(k) [I − H21(k)H12(k)]−1

)
.

The transformation (14) takes (13) into a block diagonal system

w1(k + 1) = A1(k)[I + C11(k) + C12(k)H21(k)]w1(k),
w2(k + 1) = A2(k)[I + C22(k) + C21(k)H12(k)]w2(k)

(15)

provided for k ∈ J ,

H12(k + 1)A2(k)[I + C22(k) + C21(k)H12(k)] = A1(k)[(I + C11(k))H12(k) + C12(k)],
(16)

H21(k + 1)A1(k)[I + C11(k) + C12(k)H21(k)] = A2(k)[C21(k) + (I + C22(k))H21(k)].
(17)

First we solve (16). With H12 replaced by H , (16) can be rewritten as

H(k + 1) = A1(k)[I + C11(k)]H(k)[I + C22(k) + C21(k)H(k)]−1A−1
2 (k)

+ A1(k)C12(k)[I + C22(k) + C21(k)H(k)]−1A−1
2 (k),

(18)

assuming I + C22(k) + C21(k)H(k) is invertible, which it will be as long as δ is
sufficiently small. Now we know the equation

H(k + 1) = A(k)H(k) = A1(k)H(k)A−1
2 (k)

is uniformly asymptotically stable because it has transition operator

H → Ψ (k,m)H = Φ1(k,m)HΦ2(m, k),
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where
|Ψ (k,m)| ≤ Ke−α(k−m), k ≥ m.

We write (18) as

H(k + 1) = A1(k)H(k)A−1
2 (k) + f (k, H(k)),

where

f (k, H) = A1(k)g(k, H)A−1
2 (k) with g(k, H) = g1(k, H)g−1

2 (k, H),

and

g1(k, H) = C11(k)H − HC22(k) − HC21(k)H + C12(k),

g2(k, H) = I + C22(k) + C21(k)H.

We see that |g(k, 0)| ≤ (1 − Mδ)−1Mδ so that

| f (k, 0)| ≤ Ke−α(1 − Mδ)−1Mδ

in view of the fact that

|A1(k)||A−1
2 (k)| = |Φ1(k, k − 1)||Φ2(k − 1, k)| ≤ Ke−α.

Next note that when |H | ≤ 1,

|g1(k, H)| ≤ 4Mδ, |g−1
2 (k, H)| ≤ (1 − 2Mδ)−1

and if |H1|, |H2| ≤ 1,

|g1(k, H1) − g1(k, H2)| ≤ 4Mδ|H1 − H2|,
|g−1

2 (k, H1) − g−1
2 (k, H2)| = |g−1

2 (k, H1)[g2(k, H1) − g2(k, H2)]g−1
2 (k, H2)|

≤ (1 − 2Mδ)−2Mδ|H1 − H2|

so that

|g(k, H1) − g(k, H2)| ≤ |g1(k, H1)| |g−1
2 (k, H1) − g−1

2 (k, H2)|
+ |g−1

2 (k, H2)| |g1(k, H1) − g1(k, H2)|
≤ [4Mδ(1 − 2Mδ)−2Mδ + (1 − 2Mδ)−14Mδ]|H1 − H2|
= 4Mδ(1 − Mδ)(1 − 2Mδ)−2|H1 − H2|.

Then if |H1|, |H2| ≤ 1,

| f (k, H1) − f (k, H2)| ≤ 4MKe−α(1 − Mδ)(1 − 2Mδ)−2δ|H1 − H2|.



172 F. Battelli and K. J. Palmer

Nowwe apply Lemma2withΔ = 1,μ = Ke−α(1 − Mδ)−1Mδ, θ = 4MKe−α(1 −
Mδ)(1 − 2Mδ)−2δ. Then if

2K 2M(1 − Mδ)−1δ ≤ eα − 1, 8K 2M(1 − Mδ)(1 − 2Mδ)−2δ ≤ eα − 1,

equation (16) has a solution H12(k) such that |H12(k)| ≤ 2K 2M(eα − 1)−1(1 −
Mδ)−1δ for all t .

Now we consider Eq. (17). If we define H̃(k) = H21(−k + 1), with k ∈ 1 − J =
{1 − � : � ∈ J }, (17) reads:

H̃(k)A1(−k)[I + C11(−k) + C12(−k)H̃(k + 1)]
= A2(−k)[C21(−k) + (I + C22(−k))H̃(k + 1)]

for k ∈ 1 − J , that is,

H̃(k + 1)

= [A2(−k)(I + C22(−k)) − H̃(k)A1(−k)C12(−k)]−1

{H̃(k)A1(−k)[I + C11(−k)] − A2(−k)C21(−k)} (19)

= A2(−k)−1 H̃(k)A1(−k) + f (k, H̃(k)), k ∈ 1 − J,

where
f (k, H) = g−1

2 (k, H)g1(k, H),

with

g1(k, H) = p(k, H)C11(−k) − C21(−k) − C22(−k)p(k, H) + p(k, H)C12(k)p(k, H),

g2(k, H) = I + C22(−k) − p(k, H)C12(−k), p(k, H) = A−1
2 (−k)H A1(−k).

Note that if |H |, |H1|, |H2| ≤ 1,

p(k, 0) = 0, |p(k, H1) − p(k, H2)| ≤ Ke−α|H1 − H2|
|g1(k, H)| ≤ Mδ(1 + Ke−α)2, |g−1

2 (k, H)| ≤ [1 − Mδ(1 + Ke−α)]−1

|g1(k, H1) − g1(k, H2)| ≤ 2MKe−αδ[1 + Ke−α]|H1 − H2|,
|g−1

2 (k, H1) − g−1
2 (k, H2)| ≤ [1 − Mδ(1 + Ke−α)]−2MδKe−α|H1 − H2|

so that if |H1|, |H2| ≤ 1,

| f (k, H1) − f (k, H2)| ≤ θ|H1 − H2|,

where
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θ = [1 − Mδ(1 + Ke−α)]−12MKe−αδ[1 + Ke−α]
+ Mδ(1 + Ke−α)2[1 − Mδ(1 + Ke−α)]−2MδKe−α

≤ (1 − 2KMδ)−24K 2e−αMδ.

Also we have

| f (k, 0)| = |[I + C22(−k)]−1| |C21(−k)| ≤ Mδ

1 − Mδ
.

The transition operator of equation

H(k + 1) = A2(−k)−1H(k)A1(−k), k ∈ 1 − J,

is Ψ (k,m)H = Φ2(1 − k, 1 − m)HΦ1(1 − m, 1 − k) and satisfies

|Ψ (k,m)| ≤ Ke−α(k−m)

for m ≤ k. Then, applying Lemma 2 with μ = Mδ
1−Mδ

, θ = 4K 2e−αMδ
(1−2KMδ)2

and Δ = 1 we
see that if

Mδ ≤ eα − 1

2Keα + eα − 1
and

8K 3Mδ

(1 − 2KMδ)2
≤ eα − 1,

equation (19) has a solution bounded on 1 − J and hence (17) has a solution bounded
on J .

In fact, |H21(k)| ≤ 2KM(1 − e−α)−1(1 − Mδ)−1δ. Then provided

|H12(k)H21(k)| ≤ 4K 3e−αM2(1 − e−α)−2(1 − Mδ)−2δ2 < 1,

x = S(k)w is a kinematic similarity taking (13) into (15).
Next we show that the transformed Eq. (15) is strongly exponentially separated.

Note that

|C11(k) + C12(k)H21(k)| ≤ δ1, |C22(k) + C21(k)H12(k)| ≤ δ1,

where
δ1 = Mδ(1 + 2KM max{1, Ke−α}(1 − e−α)−1(1 − Mδ)−1δ).

Then it follows from Lemma 1 that

|Φ̃1(k,m)| |Φ̃2(m, k)| ≤ Ke−(α−log[(1+K δ1)/(1−K δ1)])(k−m), m ≤ k,

Φ̃i (k,m) being the respective transition matrices. Provided that
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log[(1 + K δ1)/(1 − K δ1)] < α,

it follows that (15) is strongly exponentially separated with constant projection

P =
(
I 0
0 0

)
. Hence (12) is strongly exponentially separated with projection Q(k) =

T (k)S(k)PS−1(k)T−1(k). Now the projection for the unperturbed system is P(k) =
T (k)PT−1(k). It follows that

|Q(k) − P(k)| ≤ |T (k)| |S(k)PS−1(k) − P| |T−1(k)|
≤ |T (k)| [|S(k) − I| |P| |S−1(k)| + |P| |S−1(k) − I|] |T−1(k)|
≤ M

[|S(k) − I| |P| |S−1(k)| + |P| |S−1(k) − I|]
≤ Nδ

for some constant N , since |S(k) − I| = O(δ), |S−1(k) − I| = O(δ).

6 Exponential Separation in Block Upper Triangular
Systems

In this section we consider a block upper triangular system

u(k + 1) = A(k)u(k) =

⎛
⎜⎜⎝
A11(k) A12(k) · · · A1p(k)

0 A22(k) · · · A2p(t)
· · · · · ·
0 0 · · · App(k)

⎞
⎟⎟⎠ u(k), (20)

where Aii (t) is ni × ni , and its associated block diagonal system

u(k + 1) =

⎛
⎜⎜⎝
A11(k) 0 · · · 0

0 A22(k) · · · 0
· · · · · ·
0 0 · · · App(k)

⎞
⎟⎟⎠ u(k). (21)

In Proposition 6, we show if (20) is strongly exponentially separated on a half-axis,
then (21) is strongly exponentially separated also. Then in Proposition 7, we show
the converse of this statement on a half-axis or whole axis but with a boundedness
condition. At the end we give some results for diagonal systems and upper triangular
systems, where the blocks are scalars.

Proposition 6 If the block upper triangular system (20) is strongly exponentially
separated on a half-axis J , then the projection for the exponential separation of (20)
at k = 0 can be taken as
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P =

⎛
⎜⎜⎜⎜⎜⎜⎝

P1 P12 P13 · · · · P1p
0 P2 P23 · · · · P2p
0 0 P3 · · · · ·
0 0 0 · · · · ·
0 0 0 · · · Pp−1 Pp−1,p

0 0 0 · · · · Pp

⎞
⎟⎟⎟⎟⎟⎟⎠

, (22)

where the Pi are projections. Moreover, the block diagonal system (21) is strongly
exponentially separated with projection at k = 0 given by

P =

⎛
⎜⎜⎜⎜⎜⎜⎝

P1 0 0 · · · · 0
0 P2 0 · · · · 0
0 0 P3 · · · · ·
0 0 0 · · · · ·
0 0 0 · · · Pp−1 0
0 0 0 · · · · Pp

⎞
⎟⎟⎟⎟⎟⎟⎠

.

In the unbounded case, “strongness” is necessary here to get exponential separa-
tion. Consider the following example.

Example 3

u(k + 1) =
(
1 ek(e − 1)
0 1

)
u.

This upper triangular system is exponentially separated on Z+, since we have the
two solutions (1, 0) and (ek − e, 1). However the diagonal system is clearly not
exponentially separated. The reason for this is that the exponential separation is not
strong.

In order to prove the proposition, we use the following lemma from [2].

Lemma 3 Consider the Cartesian product of vector spaces

U = U1 ×U2 × · · · ×Uk,

where k ≥ 2. If V is a subspace of U, there is a projection P on U with range V ,
which has the form

P =

⎛
⎜⎜⎜⎜⎜⎜⎝

P1 P12 P13 · · · · P1k
0 P2 P23 · · · · P2k
0 0 P3 · · · · ·
0 0 0 · · · · ·
0 0 0 · · · Pk−1 Pk−1,k

0 0 0 · · · 0 Pk

⎞
⎟⎟⎟⎟⎟⎟⎠

,

where Pi is a projection on Ui for i = 1, . . . , k.

Now we prove Proposition 6.
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Proof Denote by V the stable (resp. unstable) subspace for (20) at k = 0. Then it
follows from Lemma 3 that there is a projection P of the form given in the statement
of the Proposition which has range V ; in the case Z−, we replace P by I − P so that
the new P has nullspace V . It follows from Proposition 2 that we may take P as the
projection for the exponential separation at k = 0. The transition matrix for (21) is

Ũ (k,m) =

⎛
⎜⎜⎝

Φ1(k,m) 0 · · · 0
0 Φ2(k,m) · · · 0
· · · · · ·
0 0 · · · Φp(k,m)

⎞
⎟⎟⎠ ,

whereas that for (20) is

U (k,m) =

⎛
⎜⎜⎝

Φ1(k,m) W12(k,m) · · · W1p(k,m)

0 Φ2(k,m) · · · W2m(k,m)

· · · · · ·
0 0 · · · Φp(k,m)

⎞
⎟⎟⎠ ,

where Φi (k,m) is the transition matrix for xi (k + 1) = Aii (k)xi (k). We take

P̃ =

⎛
⎜⎜⎜⎜⎜⎜⎝

P1 0 0 · · · · 0
0 P2 0 · · · · 0
0 0 P3 · · · · ·
0 0 0 · · · · ·
0 0 0 · · · Pp−1 0
0 0 0 · · · · Pp

⎞
⎟⎟⎟⎟⎟⎟⎠

.

Then P̃(k) = Ũ (k, 0)P̃Ũ (0, k) is an invariant projection for (21) and P(k) =
U (k, 0)PU (0, k) is a projection for the exponential separation of (20). We see that
U (k, 0)PU (0,m) = U (k,m)P(m) and Ũ (k)P̃Ũ−1(m) = Ũ (k,m)P̃(m) only dif-
fer in the (i, j)-entries, i < j , with those in Ũ (k,m)P̃(m) being zero. It follows
that

|Ũ (k,m)P̃(m)| ≤ |U (k,m)P(m)|.

(Note we use a matrix norm with the property that if A = [Ai j ] and B = [Bi j ] are
partitioned matrices with |Ai j | ≤ |Bi j | for all i, j , then |A| ≤ |B|.) Similarly

|Ũ (m, k)(I − P̃(k))| ≤ |U (m, k)(I − P(k))|.

Since by Proposition 4 the strong exponential separation of (20) implies the existence
of positive constants K and α such that

|U (k,m)P(m)| |U (m, k)(I − P(k))| ≤ Ke−α(k−m), m ≤ k,

we conclude that



Strongly Exponentially Separated Linear Difference Equations 177

|Ũ (k,m)P̃(m)| |Ũ (m, k)(I − P̃(k))| ≤ Ke−α(k−m), m ≤ k.

Then the proposition follows from Proposition 4.

Now we prove the converse.

Proposition 7 Consider system (20) on J = Z+, Z− or Z, where A−1
i i (k)Ai j (k)

is bounded for i < j . Then if the diagonal system (21) is strongly exponentially
separated, system (20) is also strongly exponentially separated.

Proof We define the matrix

S =

⎛
⎜⎜⎝
In1 0 · · · 0
0 βIn2 · · · 0
· · · · · ·
0 0 · · · β p−1Inp

⎞
⎟⎟⎠ ,

where Aii (k) is ni × ni and β > 0. A simple calculation shows that with A(k) as
in (20),

S−1A(k)S = Aβ(k) =

⎛
⎜⎜⎝
A11(k) βA12(k) · · · β p−1A1p(k)

0 A22(k) · · · β p−2A2p(k)
· · · · · ·
0 0 · · · App(k)

⎞
⎟⎟⎠ .

This means the constant kinematic similarity u = Sv takes (20) into the system
v(k + 1) = Aβ(k)v(k), where

Aβ(k) =

⎛
⎜⎜⎝
A11(k) 0 · · · 0

0 A22(k) · · · 0
· · · · · ·
0 0 · · · App(k)

⎞
⎟⎟⎠

⎡
⎢⎢⎢⎣I +

⎛
⎜⎜⎜⎝
0 βA−1

11 (k)A12(k) · · · β p−1A−1
11 (k)A1p(k)

· · · · · ·
· · · · · βA−1

p−1,p−1(k)Ap−1,p(k)

0 0 · · · 0

⎞
⎟⎟⎟⎠

⎤
⎥⎥⎥⎦

However, when A−1
i i (k)Ai j (k) is bounded for i < j , the last matrix is small when

β is small. Then it follows from Theorem 1 that v(k + 1) = Aβ(k)v(k) is strongly
exponentially separated if β is sufficiently small. From this it follows that (20) is
strongly exponentially separated.

Example 4 These examples show that in Proposition 7 the boundedness condition
on A−1

i i (k)Ai j (k) for i < j is necessary. In both examples the diagonal system is
strongly exponentially separated. In the first example the triangular system is not
exponentially separated but in the second example it is exponentially separated but
not strongly so. Note we use the maximum norm in R

2.
(i) Consider the system

u(k + 1) =
(
e ek

0 1

)
u(k).
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Clearly the diagonal system is strongly exponentially separated on Z+ having the
solutions

us(k) =
(
0
1

)
, uu(k) =

(
ek

0

)
, k ≥ 0.

Howeverwewill show that the upper triangular system is not exponentially separated.
The solution with u(0) = (a, b) is u(k) = (ek−1(ea + bk), b). When b �= 0, we see
that |uu(k)|/|u(k)| → 0 as t → ∞. So if the system is exponentially separated on
Z+, uu(k) must be the unique stable solution and we may take w(k) = (kek−1, 1) as
the unstable solution. Then there must exist positive constants K and α such that

|uu(k)| |w(m)|
|uu(m)| |w(k)| ≤ Ke−α(k−m), k ≥ m.

That is,
m

k
≤ Ke−α(k−m), for any k ≥ m ≥ 1.

But, with k = 2m, m ≥ 1, this gives

1

2
≤ Ke−αm → 0 as m → ∞,

a contradiction. Hence the system is not exponentially separated.
(ii) Next consider the system:

u(k + 1) =
( 2

k+1 δ

0 1
k+1

)
u(k).

When δ = 0 it is strongly exponentially separated on Z+ with constant projection(
0 0
0 1

)
. The stable solution is

(
0, 1

k!
)
and the unstable is

(
2k

k! , 0
)
. When δ �= 0, the

transition matrix is

Φ(k, 0) =
(

2k

k!
2k+1δ
k!

(
1 − k+2

2k+1

)
0 1

k!

)
.

Let u(k) be the solution
(−δ k+2

k! , 1
k!

)
and let v(k) be the solution

(
2k

k! , 0
)
. Then, for

k ≥ m ≥ δ−1 − 2,

|u(k)| |v(m)|
|u(m)| |v(k)| = k + 2

m + 2
2−(k−m) ≤ e(k−m)/(m+2)2−(k−m) ≤ e−(log 2− 1

2 )(k−m).

So this system is exponentially separated. However it is not strongly exponentially
separated. To see this, note that taking u(k) = (− k+2

k! , 1
δk!

)
as the stable solution and

v(k) =
(
2k

k! , 0
)
as the unstable corresponds to taking the projection P(0) as
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P(0) =
(
0 −2δ
0 1

)
.

Then, by invariance, a projection for the exponential separation is

P(k) = Φ(k, 0)P(0)Φ(0, k) =
(
0 −δ(k + 2)
0 1

)
.

Since |P(k)| → ∞ as k → ∞, it follows from Proposition 5 that the system is not
strongly exponentially separated.

We finish the sectionwith two propositions about upper triangular systems, that is,
block upper triangular systems where the blocks are scalars. We need the following
lemma, which gives information about the stable subspace of (21) when it is strongly
exponentially separated. Actually we only need it for scalar diagonal systems but
prove it for the block diagonal case.

Lemma 4 Assume (21) is exponentially separated on Z+ (resp. Z−). Then the sta-
ble (resp. unstable) subspace is a Cartesian product V1 × V2 × · · · × Vp, where Vi

is a subspace of Rni . Moreover, if 1 ≤ dim Vi ≤ ni − 1, ui (k + 1) = Aii (k)ui (k) is
exponentially separated with stable (resp. unstable) subspace Vi and strongly expo-
nentially separated if (21) is.

Proof First we prove the case p = 2. Define V1 as the subspace of Rn1 consisting
of those ξ for which (Φ1(k, 0)ξ, 0) is in the stable (resp. unstable) subspace for
(21) and V2 as the subspace of Rn2 consisting of those η for which (0, Φ2(k, 0)η) is
in the stable (resp. unstable) subspace, where Φi (k,m) is the transition matrix for
ui (k + 1) = Aii (k)ui (k). Then V1 × V2 is a subspace of the stable (resp. unstable)
subspace for (21) at k = 0.

Suppose z(k) = (u1(k), u2(k)) is a solution of (21) (still with p = 2) in the stable
(resp. unstable) subspacewith u1(0) �= 0, u2(0) �= 0 and suppose there existsα andβ
with αβ �= 0 for which w(k) = (αu1(k),βu2(k)) is not in the stable (resp. unstable)
subspace. Then we can choose the unstable (resp. stable) space so as to includew(k).
Then, in the Z+ case, there exist positive constants K and γ such that

|z(k)| |w(m)|
|z(m)| |w(k)| ≤ Ke−γ(k−m), k ≥ m.

However note that w(k) = Dz(k), where D =
(

αIn1 0
0 βIn2

)
, so that

|w(m)|
|w(k)| ≥ |z(m)|

|z(k)|
1

|D| |D−1| .

This implies that
1

|D| |D−1| ≤ Ke−γ(k−m), k ≥ m,
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which is clearly absurd. In the Z− case, there exist positive constants K and γ such
that |w(k)| |z(m)|

|w(m)| |z(k)| ≤ Ke−γ(k−m), k ≥ m.

However |w(k)|
|w(m)| ≥ |z(k)|

|z(m)|
1

|D| |D−1|
which, as before, leads to an absurdity. Sowehaveproved that if z(k) = (u1(k), u2(k))
is a solution in the stable (resp. unstable) subspace, then all solutions (αu1(k),βu2(k))
with αβ �= 0 are in the stable (resp. unstable) subspace. Then we can let (α,β) →
(1, 0) and (0, 1) and conclude, by continuity, that (u1(k), 0) and (0, u2(k)) are in
the stable (resp. unstable) subspace. It follows that z(0) ∈ V1 × V2. Thus we have
shown that the stable (resp. unstable) subspace at k = 0 is V1 × V2.

Then we let Wi be subspaces such that Rni = Vi ⊕ Wi . Then by Proposition 2
we may take W = W1 × W2 as the unstable (resp. stable) subspace at k = 0 for
the whole system. Then the conclusion about exponential separation of ui (k + 1) =
Aii (k)ui (k) follows easily. Note also that when (21) is strongly exponentially sep-
arated, it follows from Proposition 5 that the angle between V1(k) × V2(k) and
W1(k) × W2(k) (here Vi (k) = Φi (k, 0)Vi , etc.) is bounded below by a positive num-
ber. Hence the angles between the Vi (k) and Wi (k) are bounded below by positive
numbers also, and so the systems ui (k + 1) = Aii (k)ui (k) are strongly exponentially
separated also.

The proof for general p ≥ 2 follows by induction on p using the p = 2 case.

Now we give a necessary and sufficient condition that a diagonal system be
strongly exponentially separated. As we shall see, strong exponential separation
and exponential separation are equivalent for diagonal systems.

Proposition 8 The diagonal system

ui (k + 1) = ai (k)ui (k), i = 1, . . . , n (23)

is exponentially separated on J = Z, Z+ or Z− with rank r if and only if there exists
I ⊂ {1, . . . , n}, where #I = r , and there exist constants K and α > 0 such that

k−1∑
p=m

[log |ai (p)| − log |a j (p)|] ≤ K − α(k − m) (24)

for i ∈ I , j /∈ I and k ≥ m in J . Morever, if (23) is exponentially separated, it is
also strongly exponentially separated.

Proof Suppose (23) is exponentially separated on Z+ (resp.Z−). Then by Lemma 4,
there exists I such that the stable (resp. unstable) subspace is span{ei : i ∈ I } (resp.
span{ei : i /∈ I }), where the ei form the standard basis in Rn . Then we may take the
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unstable (resp. stable) subspace as span{ei : i /∈ I } (resp. span{ei : i ∈ I }). If (23) is
exponentially separated on Z, then these must of course be the stable and unstable
subspaces. Then if xi (k) = ∏k−1

p=0 ai (p)ei , there exist positive constants K and α
such that |xi (k)||x j (m)|

|xi (m)||x j (k)| ≤ Ke−α(k−m), k ≥ m in J,

for i ∈ I , j /∈ I , from which the inequalities (24) follow with log K instead of K .
Suppose conversely that inequalities (24) hold. Let P be the projection with range

span{ei : i ∈ I } and nullspace span{ei : i /∈ I }. Then, for k ≥ m, if Φ(k,m) is the
transition matrix for (23), Φ(k,m)P is a diagonal matrix with

∏k−1
p=m ai (p) in the

i th position when i ∈ I and 0 otherwise and Φ(m, k)(I − P) is a diagonal matrix
with

∏k−1
p=m(1/a j (p)) in the j th position when j /∈ I and 0 otherwise. If we use the

maximum norm for matrices, then for all k ≥ m there exist i ∈ I and j /∈ I such that

|Φ(k,m)P| |Φ(m, k)(I − P)| =
k−1∏
p=m

|ai (p)|
k−1∏
p=m

(1/|a j (p)|) ≤ eK e−α(k−m).

The strong exponential separation follows.

Finally we examine the relation between the strong exponential separation of an
upper triangular system and its associated diagonal system.

Proposition 9 If the upper triangular system

u(k + 1) = A(k)u(k) =

⎛
⎜⎜⎝
a11(k) a12(k) · · · a1n(k)
0 a22(k) · · · a2n(k)
· · · · · ·
0 0 · · · ann(k)

⎞
⎟⎟⎠ u

is strongly exponentially separated on a half-axis with rank r , then there exists
I ⊂ {1, . . . , n}, where #I = r , and there exist constants K and α > 0 such that

k−1∑
p=m

[log |aii (p)| − log |a j j (p)|] ≤ K − α(k − m)

for i ∈ I , j /∈ I and k ≥ m. The converse holds if ai j (k)
aii (k)

is bounded for i < j and on
the whole axis also.

Proof Immediate from Propositions 8, 6 and 7.
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7 Exponential Separation in Linear Symplectic Systems

In this section we restrict to bounded systems so that exponential separation is equiv-
alent to strong exponential separation.We begin with the observation that, in general,
exponential separation does not imply that the dichotomy spectrum (or Sacker–Sell
spectrum) has at least two components. For example, consider the diagonal system

x(k + 1) =
(
a(k) 0
0 eγa(k)

)
x(k)

onZ+, with 0 < γ < β − α, where a(k) is a bounded real sequence such that 1/a(k)
is also bounded satisfying

α = lim inf
k−m→∞

k−1∑
p=m

log |a(p)| < β = lim sup
k−m→∞

k−1∑
p=m

log |a(p)|.

This is clearly exponentially separated. However for any λ > 0,

x(k + 1) =
(

λ−1a(k) 0
0 λ−1eγa(k)

)
x(k)

has an exponential dichotomy if and only if each scalar equation has (see Theorem
3.1 in [12]) and hence if and only if (see Proposition 2.4 in [12])

1 /∈ [eα/λ, eβ/λ], that is, λ /∈ [eα, eβ]

and
1 /∈ [eα+γ/λ, eβ+γ/λ], that is, λ /∈ [eα+γ, eβ+γ].

So the dichotomy spectrum of the system is the single interval [eα, eβ] ∪ [eα+γ,

eβ+γ] = [eα, eβ+γ].
However in this section, we show when the system is bounded linear symplectic

and it is exponentially separated with subspaces of the same dimension, the system
has an exponential dichotomy with stable and unstable subspaces having the same
dimension and hence the dichotomy spectrum has at least two components.

Let
x(k + 1) = A(k)x(k), x(k) ∈ R

2n (25)

be a linear system,where A(k) is bounded togetherwith its inverse, and is symplectic,
that is,

A∗(k)J A(k) = J , where J =
(

0 In
−In 0

)
.
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Theorem 2 Let (25) be a linear symplectic system, where A(k) is bounded together
with its inverse. Suppose (25) is exponentially separated on an interval J = Z, Z+
or Z− such that the stable and unstable subspaces have the same dimension n. Then
(25) has an exponential dichotomy on J with stable subspace of dimension n.

Proof The transition matrix Φ(k,m) associated with (25) is symplectic. So, as in
[2], we have the Iwasawa decomposition

Φ(k, 0) = G(k)R(k),

where G(k) is orthogonal and

R(k) =
(
R11(k) R12(k)

0 (R∗
11(k))

−1

)
,

R11(k) being upper triangular with positive diagonal entries. Note that

A(k) = Φ(k + 1, k) = Φ(k + 1, 0)Φ(0, k) = G(k + 1)R(k + 1)R−1(k)G−1(k).

The transformation x(k) = G(k)y(k) takes system (25) to

y(k + 1) = B(k)y(k) = G−1(k + 1)A(k)G(k)y(k) = R(k + 1)R−1(k)y(k).
(26)

It is clear that B(k) and its inverse are bounded. Of course, it is trivial that G(k) and
its inverse are bounded. It follows that (25) and (26) share those dynamical properties
preserved by kinematic similarity.

B(k) is a block upper triangular matrix

B(k) = R(k + 1)R−1(k) =
(
B11(k) B12(k)

0 B22(k)

)
,

where B11(k) = R11(k + 1)R−1
11 (k) is upper triangular and

B22(k) = (R∗
11(k + 1))−1R∗

11(k) = (B∗
11)

−1(k).

Then B22(k) is lower triangularwith diagonal entries the reciprocal of those in B11(k).
Since (25), and therefore also (26), is exponentially separated with rank n on an

interval J = Z, Z+ or Z−, we conclude using Proposition 6 that the block diagonal
system

y(k + 1) =
(
B11(k) 0

0 B22(k)

)
y(k)

is exponentially separated with rank n on J also. We can turn this into an upper
triangular system by reversing the order of the last n variables. Thenwe can conclude,
by Proposition 9, that on each half-axis (that is, on J when J = Z+ or Z− and on
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Z+ and Z− when J = Z), its diagonal part is also strongly exponentially separated
with rank n. Returning to the original variables, this diagonal system has the form

yi (k + 1) = ai (k)y(k), i = 1, . . . , 2n,

where ai+n(k) = 1/ai (k) for i = 1, . . . , n. It follows from Proposition 8 that there
exist constants K and α > 0 such that the set {1, 2, . . . , 2n} can be divided into two
disjoint subsets I1 and I2 of cardinality n with

k−1∑
p=m

[log |ai (p)| − log |a j (p)|] ≤ K − α(k − m), k ≥ m

when i ∈ I1 and j ∈ I2. Suppose we have i ∈ I1 and i + n ∈ I1 for some i . We
subtract n from those numbers in I1 or I2 which exceed n. So there must be a number
j , 1 ≤ j ≤ n, which after this subtraction does not appear in I1. This means j ∈ I2
and j + n ∈ I2. Then

k−1∑
p=m

[log |ai (p)| − log |a j (p)|] ≤ K − α(k − m), k ≥ m

and
k−1∑
p=m

[log(|ai+n(p)| − log |a j+n(p)|] ≤ K − α(k − m), k ≥ m.

The latter means that

k−1∑
p=m

[− log(|ai (p)| + log |a j (p)|] ≤ K − α(k − m), k ≥ m.

and we conclude that

−K + α(k − m) ≤
k−1∑
p=m

[log |ai (p)| − log |a j (p)| ≤ K − α(k − m)

so that
α(k − m) ≤ K , k ≥ m,

which is clearly impossible. Hence i and i + n cannot both belong to I1. Similar
reasoning shows that they cannot both belong to I2.

Suppose i ∈ I1. Then i + n ∈ I2, where we interpret i + n as i − n when i > n.
Then
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k−1∑
p=m

[log |ai (p)| − (− log |ai (p)|] ≤ K − α(k − m), k ≥ m

so that
k−1∑
p=m

log |ai (p)| ≤ K/2 − (α/2)(k − m), k ≥ m.

Next suppose i ∈ I2. Then i + n ∈ I1, where we interpret i + n as i − n when i > n.
Then

k−1∑
p=m

[− log |ai (p)| − log |ai (p)|]u ≤ K − α(k − m), k ≥ m

so that
k−1∑
p=m

log |ai (p)| ≥ −K/2 + (α/2)(k − m), k ≥ m.

Hence the diagonal system has an exponential dichotomy on J with projection of
rank n when J is a half-axis and on each half-axis when J = Z. Then, by Theorem
4.1 in [12], system (26) and hence (25) has an exponential dichotomy on J with
projection of rank n when J is a half-axis and on both half-axes when J is the whole
axis. This finishes the proof when J = Z+ or Z−.

When J = Z, we know from Corollary 1 that on Z+ the stable subspace (for the
exponential separation) onZ+ and the unstable subspace onZ− intersect in 0 and each
has dimension n. However, by Corollary 3, since (25) has an exponential dichotomy
with projection not equal to zero or the identity, it is exponentially separated with
the same stable and unstable subspaces, the stable (resp. unstable) subspace being
unique when J = Z+ (resp. Z−). Hence, by the discrete analogue of Proposition 1
in [1], system (25) has an exponential dichotomy on Z with projection of rank n.
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An Integrable SIS Model on Time Scales

Martin Bohner and Sabrina Streipert

Abstract In this work, we generalize the dynamic model introduced in Bohner
and Streipert (Pliska Stud. Math. 26:11–28, 2016, [5]) in the context of epidemiol-
ogy. This model exhibits many similarities to the continuous susceptible-infected-
susceptible model and is therefore of particular interest to formulate a generalization
of a continuous model on time scales. In this work, we extend the results in Bohner
and Streipert (Pliska Stud. Math. 26:11–28, 2016, [5]) for time-dependent coeffi-
cients rather than constant parameters and derive an explicit solution. We further
discuss the stability of periodic solutions for the corresponding discrete model with
periodic coefficients. We conclude the analysis of the SIS model by considering
time-dependent vital dynamics and derive its explicit solution on a general time
scale.

Keywords Time scales · Dynamic equations · Difference equations ·
Epidemiology · Periodic solution · Stability

1 Introduction

The susceptible-infected-removed model introduced by Kermack and McKendrick
remains an important mathematical tool to investigate diseases, see for example [8,
9]. Not only diseases can be modelled with these epidemic models but also the
spreading of ideas. For example in [12], the authors apply such a classic disease
model to investigate the development of ideas on social media. A similar idea was
applied in [7] and in [11] to investigate the success of viral marketing.
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The susceptible-infected-susceptible SIS model describes diseases, where, after
recovery, no immunity is manifested, so that individuals can become infected right
after recovery. The model then reads as

S′ = −βSI + δ I,

I ′ = βSI − δ I,
(1)

where S represents the group of susceptible individuals that can get infected, I is the
group of infected individuals that transmit the disease with transmission rate β > 0
and recover with recovery rate δ > 0. A critical property is that in this model, the
total population remains constant, as (S + I )′ = 0.

The interest in discrete and time scales analogues of this model mounts on several
reasons, besides the mathematical interest of generalizing mathematical models to
any time domain. A practical reason is that computational methods analysing the
spread of diseases rely upon a discrete analogue behaving similar to the continuous
model. From a modelling perspective, the interest is caused by describing diseases
that spread at specific time ranges, for example, within a certain temperature range.

Someauthors did formulate discrete versions of these traditional epidemicmodels,
but there has been no attempt, besides [5, 6], of generalizing it to any time scales.
Further, the discrete formulations often exhibit undesirable behaviour, see [1]. In
[5], the authors introduced a discrete epidemic model of the SIS-form with constant
transmission rate β and constant recovery rate γ that displays similar characteristics
as the continuous model (1). Further, the authors also generalized the model in [5]
to any time domain that is a nonempty subset of the real numbers.

One of many modifications of the classical model (1) is the implementation of a
birth and death rate that allows the total population to change over time. To consider
vital dynamics, a constant birth rate aK and a proportionate death rate a was added
to the model, which is then

S′ = −βSI + δ I + aK − aS,

I ′ = βSI − δ I − aI.
(2)

The explicit solution of (2) is given in [10] as

S(t) = a + δ

β
+ 1

β

A exp{−(a + δ − βK )t + Be−at }
Aa

∫
exp{−(a + δ − βK )s + Be−as}ds + C

×
{
a + δ − βK − aBe−at

+ 1

β

A exp{−(a + δ − βK )t + Be−at }
Aa

∫
exp{−(a + δ − βK )s + Be−as}ds + C

}

, (3)

I (t) = 1

β

A exp{−(a + δ − βK )t + Be−at }
Aa

∫
exp{−(a + δ − βK )s + Be−as}ds + C

. (4)
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In [5], the SIS model on time scales was extended using vital dynamics and an
analogue of the results in [10] was obtained.

In this work, we generalize the SIS-model with and without vital dynamics,
considering a time-dependent transmission and time-dependent recovery rate. This
assists in describing diseases, where the probability of infection during an interac-
tion between a susceptible and infected individual is time-dependent. This allows to
model for example an increasing awareness of the disease, rising cautious behaviour,
resulting in a reduction of the transmission rate, as well as medical advances that
lead to an increase in the recovery rate.

Before we introduce the formulation of the SIS model on time scales, we provide
a brief introduction of time scales, giving a short summary of time scales definitions
and results used in this paper.

2 Time Scales

A time scale T is an arbitrary nonempty closed subset of the real numbers R,
see [3, p. 1].

Definition 1 (See [3, Definition1.1]) For t ∈ T, the forward jump operator σ :
T → T is

σ(t) := inf{s ∈ T : s > t}.

For any function f , we put f σ = f ◦ σ.

For the definition of an rd-continuous function f : T → R, denoted by f ∈ Crd,
see [3, Definition1.24].

Definition 2 (See [3, Definition2.25]) A function p : T → R is called regressive
provided

1 + μ(t)p(t) �= 0 for all t ∈ T, where μ(t) = σ(t) − t.

The set of regressive and rd-continuous functions is denoted byR. Moreover, p ∈ R
is called positively regressive, denoted by R+, if

1 + μ(t)p(t) > 0 for all t ∈ T.

For the definition of the delta derivative f Δ of a function f : T → R, we refer
to [3, Definition1.10]. For the reader unfamiliar with time scales, it helps to recall
that f Δ = f ′ if T = R and f Δ = Δ f if T = Z, where Δ f (t) = f (t + 1) − f (t)
for t ∈ Z is the usual forward difference operator. We will use the product rule for
f, g : T → R that reads as

( f g)Δ = f Δg + f σgΔ = f Δgσ + f gΔ. (5)
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Theorem 1 (See [3, Theorem2.33]) Let p ∈ R and t0 ∈ T. Then

yΔ = p(t)y, y(t0) = 1

possesses a unique solution, denoted by ep(·, t0), called the time scales exponential
function.

Useful properties of the time scales exponential function are the following.

Theorem 2 (See [3, Theorem2.36]) If p ∈ R, then

1. e0(t, s) = 1, and ep(t, t) = 1,
2. ep(t, s) = 1

ep(s,t)
,

3. the semigroup property holds: ep(t, r)ep(r, s) = ep(t, s).

Theorem 3 (See [3, Theorem2.44]) If p ∈ R+ and t0 ∈ T, then ep(t, t0) > 0 for
all t ∈ T.

Definition 3 (See [3, p. 58]) Define the “circle plus” addition onR as

(p ⊕ q) (t) = p(t) + q(t) + μ(t)p(t)q(t)

and the “circle minus” subtraction as

(p � q) (t) = p(t) − q(t)

1 + μ(t)q(t)
.

The following identities hold.

Corollary 1 (See [3, Corollary2.36]) If p, q ∈ R, then

(a) ep⊕q(t, s) = ep(t, s)eq(t, s),
(b) e�p(t, s) = ep(s, t) = 1

ep(t,s)
,

(c) ep�q(t, s) = ep(t,s)
eq (t,s)

.

Theorem 4 (Variation of Constants, see [4, Theorem2.1]) Let p ∈ R, f ∈ Crd,
t0 ∈ T, and y0 ∈ R. The unique solution of the IVP

yΔ = p(t)y + f (t), y(t0) = y0

is given by

y(t) = ep(t, t0)y0 +
∫ t

t0

ep(t,σ(s)) f (s)Δs.

The unique solution of the IVP

yΔ = −p(t)yσ + f (t), y(t0) = y0
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is given by

y(t) = e�p(t, t0)y0 +
∫ t

t0

e�p(t, s) f (s)Δs.

Lemma 1 (See [3, Theorem2.39]) If p ∈ R and a, b, c ∈ T, then

∫ b

a
p(t)ep(t, c)Δt = ep(b, c) − ep(a, c)

and ∫ b

a
p(t)ep(c,σ(t))Δt = ep(c, a) − ep(c, b).

3 Dynamic SIS Model

In this section, we introduce a generalization of the classical susceptible-infected-
susceptiblemodel on time scales, as presented in [5], by considering a time-dependent
transmission and time-dependent recovery rate.

Let us consider the susceptible-infected-susceptible model of the form

SΔ = −β(t)Sσ I + γ(t)I, (SISa)

IΔ = β(t)Sσ I − γ(t)I, (SISb)

where S, I : T → R
+ are the susceptible and infected population, respectively. The

functions β, γ : T → R
+ are the transmission and recovery rate, respectively.

Remark 1 For the reader concerned about the presence of the factor S(σ(t))I (t) on
the right-hand sides of (SISa) and (SISb), we remark that it is easy to see that (SISa)
and (SISb) may be, using the “simple useful formula” Sσ = S + μSΔ, rewritten as

SΔ = − β(t)SI

1 + μ(t)β(t)I
+ γ(t)I

1 + μ(t)β(t)I
,

IΔ = β(t)SI

1 + μ(t)β(t)I
− γ(t)I

1 + μ(t)β(t)I
.

Theorem 5 If β ∈ Crd and p := βN − γ ∈ R+ for N = I0 + S0, then the unique
solution to (SISa)–(SISb) with initial conditions S0 = S(t0) > 0 and I0 = I (t0) > 0
is given by

S(t) = N − (N − S0)ep(t, t0)

1 + (N − S0)
∫ t
t0
ep(s, t0)β(s)Δs

,

I (t) = I0ep(t, t0)

1 + I0
∫ t
t0
ep(s, t0)β(s)Δs

.

(6)
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Proof First, if S and I solve (SISa)–(SISb), then we realize that (S + I )Δ = 0 and
therefore S + I = N = S0 + I0. Replacing S = N − I in (SISb), we have

IΔ = β(t)(N − I )σ I − γ(t)I = β(t)(N − I σ)I − γ(t)I.

For I �= 0, we apply the transformation v = 1/I . We then have

vΔ = −β(t)N
1

I σ
+ β(t) + γ(t)

1

I σ
= vσ(−β(t)N + γ(t)) + β(t) = −p(t)vσ + β(t),

where p(t) = β(t)N − γ(t). By assumption, p ∈ R, and therefore, the solution of
this first-order dynamic equation in v is given by Theorem 4 as

v(t) = e�p(t, t0)v0 +
∫ t

t0

e�p(t, s)β(s)Δs, (7)

and therefore

I (t) = I0

e�p(t, t0) + I0
∫ t
t0
e�p(t, s)β(s)Δs

.

Using Corollary 1 and Theorem 2, we can express this in the form of (6).
Conversely, assume that I is defined by (6) and let S = N − I . Hence

β(t)Sσ − γ(t) = β(t)N − γ(t) − β(t)I σ = p(t) − β(t)I σ. (8)

Using (6), we have

I

(

1 + I0

∫ t

t0

ep(s, t0)β(s)Δs

)

= I0ep(t, t0).

By (5), we get

IΔ

(

1 + I0

∫ t

t0

ep(s, t0)β(s)Δs

)

+ I σ I0ep(t, t0)β(t) = I0 p(t)ep(t, t0),

and thus, again by (6),

IΔ = I
[
p(t) − β(t)I σ

] (9)= β(t)Sσ I − γ(t)I,

completing the proof.

We begin the discussion about the stability of the disease-free equilibrium by
recalling the following lemma.

Lemma 2 (See [2, Lemma2]) If f is nonnegative and − f ∈ R+, then



An Integrable SIS Model on Time Scales 193

1 −
∫ t

s
f (τ )Δτ ≤ e− f (t, s) ≤ e− ∫ t

s f (τ )Δτ .

Theorem 6 Consider (SISa)–(SISb) with β, γ : T → R
+, β ∈ Crd, for a time scale

T that is unbounded above and initial conditions I0, S0 > 0 such that I0 + S0 = N. If
p := βN − γ ∈ R+ is eventually negative and

∫ ∞
t0

|p(τ )|Δτ = ∞, then the disease-
free equilibrium is globally asymptotically stable.

Proof Note that p = βN − γ ∈ R+ implies by Theorem 3 that ep(t, s) > 0 for all
t, s ∈ T. By Theorem 5, the solution to (SISb) is given by

I (t) = I0ep(t, t0)

1 + I0
∫ t
t0
ep(s, t0)β(s)Δs

≤ I0ep(t, t0) = I0ep(t
∗, t0)ep(t, t∗).

Applying Lemma 2 to f = −p and using p ∈ R+ and p(t) < 0 for t ≥ t∗, we have

0 ≤ I (t) ≤ I0ep(t
∗, t0)ep(t, t∗) ≤ I0ep(t

∗, t0)e
∫ t
t∗ (β(s)N−γ(s))Δs t→∞−→ 0,

which completes the proof.

Remark 2 Let us now analyse in more detail the special case of the discrete space,
i.e., T = Z. Theorem 5 provides the solution to the discrete SIS model with time-
dependent parameters

ΔSt = −βt St+1 It + γt It ,

ΔIt = βt St+1 It − γt It .
(9)

The derivation of this nonclassical model formulation follows the idea that the group
of susceptible at time t + 1 (the end of period (t, t + 1]/start of [t + 1, t + 2)) is
given by a proportion ϕt of the susceptible at the beginning of time-period (t, t + 1]
and the proportion of recovered individuals that were infected at the start of the time
period (t, t + 1]. That is,

St+1 = ϕt (St + γt It ),

where ϕ is a multiplicative factor determining how many of the group of susceptible
remain susceptible. This percentage ϕt should not only be within [0, 1] but also
decrease as It increases. Hence, one immediate choice is ϕt = 1

1+βt It
, which results

in the model stated above.

Considering a periodic transmission and periodic recovery rate, we analyse the
existence and stability of a periodic solution to the discrete SIS model. The results
are summarized in the following theorem.

Theorem 7 Let pt := βt N − γt > −1 for all t ∈ Z, where N = I0 + S0 and I0,
S0 > 0. Further, let β, γ : Z → R

+ be ω-periodic, that is, βt = βt+ω and γt = γt+ω

for all t ∈ Z. Then the unique ω-periodic solution to (9), i.e.,
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St+1 = St + γt It
1 + βt It

,

It+1 = (1 − γt )It + βt
St + γt It
1 + βt It

It ,

is given by

Īt = (ep(ω, 0) − 1)

[
t+ω−1∑

i=t

ep(i, t)βi

]−1

,

S̄t = N − (ep(ω, 0) − 1)

[
t+ω−1∑

i=t

ep(i, t)βi

]−1

.

If additionally ep(ω, 0) > 1, then the ω-periodic solution is globally asymptotically
stable.

Proof By Theorem 5, the solution to (9) is given by

St = N − (N − S0)ep(t, t0)

1 + (N − S0)
∑t−1

i=t0
ep(i, t0)βi

,

It = I0ep(t, t0)

1 + I0
∑t−1

i=t0
ep(i, t0)βi

,

where

pt = βt N − γt and ep(t, s) =
t−1∏

i=s

(1 + pi ), s < t.

We first note that since β, γ are ω-periodic, so is p and �p. For I �= 0, we let
v = 1/I . Then an ω-periodic solution v̄ satisfies

v̄t = v̄t+ω
(8)= e�p(t + ω, t0)v̄0 +

t+ω−1∑

i=t0

e�p(t + ω, i)βi

= e�p(t + ω, t)e�p(t, t0)v̄0 + e�p(t + ω, t)
t−1∑

i=t0

e�p(t, i)βi

+ e�p(t + ω, t)
t+ω−1∑

i=t

e�p(t, i)βi

= e�p(ω, 0)v̄t + e�p(ω, 0)
t+ω−1∑

i=t

e�p(t, i)βi ,
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where we used that if f is ω-periodic, then e f (t + ω, t) = e f (ω, 0). This can be
verified by

e f (t + ω, t) =
t+ω−1∏

i=t

(1 + fi ) =
ω−1∏

i=0

(1 + fi ) = e f (ω, 0).

Therefore, a solution that is ω-periodic, i.e., v̄t = v̄t+ω for all t ∈ T, is given by

v̄t = 1

ep(ω, 0) − 1

t+ω−1∑

i=t

ep(i, t)βi ,

which yields the ω-periodic solution Ī as

Īt = (ep(ω, 0) − 1)

[
t+ω−1∑

i=t

ep(i, t)βi

]−1

.

The corresponding ω-periodic solution S̄ is given by

S̄t = N − (ep(ω, 0) − 1)

[
t+ω−1∑

i=t

ep(i, t)βi

]−1

.

Conversely, it is not difficult to show that Ī and S̄ solve (9).
The uniqueness implies that there exist unique initial conditions Ī0, S̄0 such that

the solutions are ω-periodic. Let, w.l.o.g. t0 = 0. Then

|It − Īt | =
∣
∣
∣
∣
∣

I0ep(t, 0)

1 + I0
∑t−1

s=0 ep(s, 0)β(s)
− Ī0ep(t, 0)

1 + Ī0
∑t−1

s=0 ep(s, 0)β(s)

∣
∣
∣
∣
∣

= |I0 − Ī0|
∣
∣
∣
∣
∣

1

1 + I0
∑t−1

s=0 ep(s, 0)β(s)

∣
∣
∣
∣
∣

∣
∣
∣
∣
∣

ep(t, 0)

1 + Ī0
∑t−1

s=0 ep(s, 0)β(s)

∣
∣
∣
∣
∣
.

The first and the last term, which is simply Īt/ Ī0, are bounded. We note further
that, for all t ≥ 1, it exists k ∈ {0, 1, 2, . . .} and r ∈ {0, 1, 2, . . . ,ω − 1} such that
t − 1 = kω + r and hence

1 + I0

t−1∑

s=0

ep(s, 0)β(s) ≥ 1 + I0βmin

kω+r∑

s=0

ep(s, 0) ≥ 1 + I0βmin

k∑

j=0

ep( jω, 0)

= 1 + I0βmin

k∑

j=0

e j
p(ω, 0)

k→∞−→ ∞,
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where we have used that β, I0 ∈ R
+, and ep(t, s) > 0 since p ∈ R+. This completes

the claim.

It should be pointed out that the following theorem can be proven in a similar
fashion as Theorem 5.

Theorem 8 Let β ∈ Crd and p := γ − βN ∈ R+. Then the unique solution to

SΔ = −β(t)SI σ + γ(t)I σ, (SIS2a)

IΔ = β(t)SI σ − γ(t)I σ, (SIS2b)

with initial conditions S0 = S(t0) > 0 and I0 = I (t0) > 0, satisfying N = S0 + I0,
is given by

S(t) = N − N − S0

ep(t, t0) + (N − S0)
∫ t
t0
ep(t,σ(s))β(s)Δs

,

I (t) = I0

ep(t, t0) + I0
∫ t
t0
ep(t,σ(s))β(s)Δs

.

4 Dynamic SIS Model with Vital Dynamics

In this section, we generalize (2) by considering the dynamic time scale system

SΔ = −β(t)Sσ I − ν(t)S + γ(t)I + ν(t)κ, (SISVDa)

IΔ = β(t)Sσ I − γ(t)I − ν(t)I, (SISVDb)

where S, I,β, γ, ν : T → R
+ represent the group of susceptible, group of infected,

transmission rate, recovery rate, birth rate/death rate, respectively. κ ∈ R
+ is a con-

stant representing a constant reproduction density. It is assumed that newborns join
the group of susceptible.

This model is a generalization of the SIS model with vital dynamics discussed
in [5], where (SISVDa)–(SISVDb) was considered with constant parameters. This
model not only generalizes the results in [10] to any time scale but also extends it by
considering time-dependent parameters.

Theorem 9 Letβ ∈ Crd,−ν ∈ R, and p := βAσ − (γ + ν) ∈ R+. Then the unique
solution to (SISVDa)–(SISVDb) with initial conditions S(t0) = S0 > 0 and I (t0) =
I0 > 0 is given by

S(t) = A(t) − I0ep(t, t0)

1 + I0
∫ t
t0
ep(s, t0)β(s)Δs

,

I (t) = I0ep(t, t0)

1 + I0
∫ t
t0
ep(s, t0)β(s)Δs

,

(10)
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where
A(t) = e−ν(t, t0)(I0 + S0 − κ) + κ.

Proof First, if S and I solve (SISVDa)–(SISVDb), thenwe realize that forv = S + I ,
we have

vΔ = (S + I )Δ = −ν(t)(S + I ) + ν(t)κ = −ν(t)v + ν(t)κ.

This first-order dynamic equation has a solution given by Theorem 4 as

v(t) = e−ν(t, t0)v0 +
∫ t

t0

e−ν(t,σ(s))ν(s)κΔs

= e−ν(t, t0)v0 + κ(e−ν(t, t) − e−ν(t, t0)) = e−ν(t, t0)(v0 − κ) + κ

= e−ν(t, t0)(I0 + S0 − κ) + κ =: A(t).

Plugging S = A − I into (SISVDb) and defining w := 1/I for I �= 0, we have

wΔ = −IΔ

I I σ
= −β(t)A(σ(t))wσ + β(t) + γ(t)wσ + ν(t)wσ

= −p(t)wσ + β(t),

where
p(t) = β(t)A(σ(t)) − (γ(t) + ν(t)).

This first-order dynamic equation has the solution given by Theorem 4 as

w(t) = e�p(t, t0)w0 +
∫ t

t0

e�p(t, s)β(s)Δs,

which yields (10).
Conversely, assume that I is defined by (10) and let S = A − I . Then, as in the

proof of Theorem 5, we get

IΔ = I
[
p(t) − β(t)I σ

]
.

However, this time, we have

β(t)Sσ − γ(t) − ν(t) = β(t)Aσ − β(t)I σ − γ(t) − ν(t) = p(t) − β(t)I σ,

so that
IΔ = I

[
β(t)Sσ − γ(t) − ν(t)

]
,

i.e., (SISVDb) follows. Recalling S = A − I completes the proof.
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Corollary 2 Ifβ ∈ Crd,−ν ∈ R+,βAσ − (γ + ν) ∈ R+, and S0 + I0 < κ, then the
solutions of (SISVDa)–(SISVDb) are nonnegative for positive initial conditions.

Proof First, we note that I (t) = I0ep(t,t0)

1+I0
∫ t
t0
ep(s,t0)β(s)Δs

≥ 0 for p ∈ R+. It is left to show

that S(t) ≥ 0, i.e., I (t) ≤ A(t). We note that I0 < I0 + S0 = A(t0) and that A is in
fact increasing, since

AΔ(t) = −ν(t)e−ν(t, t0)(S0 + I0 − κ) > 0.

To show that

I (t) = I0ep(t, t0)

1 + I0
∫ t
t0
ep(s, t0)β(s)Δs

≤ A(t) for all t ∈ T,

we further note that since p ∈ R+, implying ep(t, s) > 0, it suffices to show that

I0g(t) ≤ A(t) for all t ∈ T, (11)

where

g(t) = ep(t, t0) − A(t)
∫ t

t0

ep(s, t0)β(s)Δs.

At t = t0, the inequality (11) is satisfied since g(t0) = 1 and A(t0) = S0 + I0 > I0.
We further realize that

gΔ(t) = p(t)ep(t, t0) − AΔ(t)
∫ t

t0

ep(s, t0)β(s)Δs − Aσ(t)ep(t, t0)β(t)

= (β(t)Aσ(t) − γ(t) − ν(t))ep(t, t0) − AΔ(t)
∫ t

t0

ep(s, t0)β(s)Δs

− Aσ(t)ep(t, t0)β(t)

= −(γ(t) + ν(t))ep(t, t0) − AΔ(t)
∫ t

t0

ep(s, t0)β(s)Δs

and since A is increasing, AΔ > 0, gΔ < 0 and therefore, g is decreasing. Thus, since
the right-hand-side of (11) is increasing, the inequality remains true for all t ∈ T.

Remark 3 For T = R and t0 = 0, Theorem 9 reads as follows:
The unique solution to

S′ = −β(t)SI − ν(t)S + γ(t)I + ν(t)κ,

I ′ = β(t)SI − γ(t)I − ν(t)I,

with initial conditions S(0) = S0 > 0 and I (0) = I0 > 0 is given by
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S(t) = A(t) − I0e
∫ t
0 p(τ )dτ

1 + I0
∫ t
0 e

∫ s
0 p(τ )dτ β(s)ds

,

I (t) = I0e
∫ t
0 p(s)ds

1 + I0
∫ t
0 e

∫ s
0 p(τ )dτβ(s)ds

,

where
A(t) = e− ∫ t

0 ν(τ )dτ (I0 + S0 − κ) + κ

and
p(t) = β(t)

(
e− ∫ t

0 ν(τ )dτ (I0 + S0 − κ) + κ
)

− (γ(t) + ν(t)).

If β, γ, ν are constant, this solution coincides with (3) and (4) in [10].

Example 1 If T = hZ, then (SISVDa)–(SISVDb) read as

ΔSn = −βn Sn+h In + γn In − νn Sn + νnκ,

ΔIn = βn Sn+h In − γn In − νn In.

By Theorem 9, the solution for t0 = 0 is given by

Sn = An − I0
∏n−h

i=0 (1 + hpi )

1 + I0
∑n−h

i=0

(∏i−h
j=0(1 + hp j )

)
βi

,

In = I0
∏n−h

i=0 (1 + hpi )

1 + I0
∑n−h

i=0

(∏i−h
j=0(1 + hp j )

)
βi

,

where

An =
(
n−h∏

i=0

(1 − hνi )

)

(I0 + S0 − κ) + κ

and

pn = βn

(
n∏

i=0

(1 − hνi )

)

(I0 + S0 − κ) + (βnκ − γn − νn).

References

1. Allen, L.J.S.: Some discrete-time SI, SIR, and SIS epidemicmodels.Math. Biosci. 124, 83–105
(1994)

2. Bohner, M.: Some oscillation criteria for first order delay dynamic equations. Far East J. Appl.
Math. 18, 289–304 (2005)



200 M. Bohner and S. Streipert

3. Bohner, M., Peterson, A.: Dynamic Equations on Time Scales. Birkhäuser, Boston (2001)
4. Bohner, M., Peterson, A.: Advances in Dynamic Equations on Time Scales. Birkhäuser, Boston

(2003)
5. Bohner, M., Streipert, S.: The SIS-model on time scales. Pliska Stud. Math. 26, 11–28 (2016)
6. Bohner, M., Streipert, S., Torres, D.F.M.: Exact solution to a dynamic SIR model. Nonlinear

Anal. Hybrid Syst. 32, 228–238 (2019)
7. Kandhway, K., Kuri, J.: How to run a campaign: optimal control of SIS and SIR information

epidemics. Appl. Math. Comput. 231, 79–92 (2014)
8. Keeling, M.J., Rohani, P.: Modeling Infectious Diseases in Humans and Animals, p. xiii.

Princeton University Press, Princeton (2008)
9. Mkhatshwa, T., Mummert, A.: Modeling super-spreading events for infectious diseases: case

study SARS. IAENG Int. J. Appl. Math. 41, (2011)
10. Nucci, M.C., Leach, P.G.L.: An integrable SIS model. J. Math. Anal. Appl. 290, 506–518

(2004)
11. Rodrigues, H.S., Fonseca, M.J.: Viral marketing as epidemiological model. In: Proceedings

of the 15th International Conference on Computational and Mathematical Methods in Science
and Engineering, pp. 946–955 (2015)

12. Wang, J., Wang, Y.Q.: SIR rumor spreading model with network medium in complex social
networks. Chinese J. Phys. 53, Art. ID 020702, 21 (2015)



Equilibrium Stability and the Geometry
of Bifurcation Graphs for a Class of
Nonlinear Leslie Models

J. M. Cushing

Abstract For nonlinear scalar difference equations that arise in population dynamics
the geometry of the graphobtainedbyplotting the populationgrowth rate as a function
of inherent fertility leads to information about the number of positive equilibria and
about the local stability of positive equilibria. Specifically, equilibria on decreasing
segments of this graph are always unstable. Equilibria on increasing segments are
stable in two circumstances: when the equilibrium is sufficiently close either to 0
or to a critical point on the graph. These geometric criteria are shown to hold for a
class of nonlinear Leslie models in which (age-specific) survival rates are population
density independent and fertilities are dependent on a weighted total population size.
Examples are given to show how this geometric method can be used to identity strong
Allee and hysteresis effects in these models.

Keywords Leslie matrix models · Bifurcation · Stability · Allee effects ·
Hysteresis
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1 Nonlinear Leslie Matrix Equations

Difference equations arise as models of population dynamics by means of a straight-
forward accounting of the individuals present at time t + 1, the total ofwhich consists
of new individuals who were not present at time t plus those who were present at
time t and survived to time t + 1. If no immigration or emigration occurs, the former
are newborns, so that the population at time t + 1 consists simply of newborns plus
survivors. If x̂(t) is demographic m-dimensional column vector of population den-
sities as categorized by a classification scheme such as age, size, life history stage,
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disease classifications, etc., then

x̂(t + 1) = Fx̂(t) + T x̂(t)

where Fx̂(t) is the vector of newborns and T x̂(t) the vector of survivors. Here F =[
fi j

]
is anm × m non-negative matrix of class specific fertilities fi j and T = [

si j
]
is

an m × m non-negative matrix of survival and between class transition probabilities
si j , which if dependent on population density become functions of x̂(t) and create a
nonlinear difference equation

x̂(t + 1) = F
(
x̂(t)

)
x̂(t) + T

(
x̂(t)

)
x̂(t). (1)

In the non-structured population case m = 1, we have a scalar difference equation

x(t + 1) = f (x(t)) x(t) + s (x(t)) x(t).

Denoting the inherent (or intrinsic) fertility by b (i.e. fertility in the absence of density
effects), we re-write the scalar equation as

x(t + 1) = bβ (x(t)) x(t) + s (x(t)) x(t)

where β (0) = 1. Besides the extinction equilibrium x = 0, we are interested in
positive equilibria, which are roots of the algebraic equation

1 = bβ (x) + s (x)

or

b = 1 − s (x)

β (x)
. (2)

To have a feasible population model, we require β (x) > 0 and 0 ≤ s (x) < 1 on
some interval of positive x values. We assume these inequalities hold for x ∈ I
where I is an open interval containing x = 0. In applications I is often a half line,
as is the case when β and/or s have one of the commonly used forms

1

1 + cx
or exp (−cx) , c > 0.

The graph, G, of b = b (x) as a function of x defined by (2), together with the
horizontal line x = 0, plotted in the positive quadrant geometrically displays the
existence of relevant equilibria for the populationmodel. From this graph the number
of equilibria for any value of b can be determined as well as any bifurcation points
where that number changes. The following facts are straightforwardly derived from
the linearization principle, provided β and s are twice continuously differentiable on
I . See [9].
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1. The extinction equilibrium loses stability as b increases through the critical value b0 :=
1 − s (0) > 0.

2. A positive equilibrium x = xe corresponding to b = be is unstable if the point (be, xe)
lies on a decreasing segment of the graph G.

3. A positive equilibrium x = xe corresponding to b = be is stable if the point (be, xe) lies
on a increasing segment of the graph G provided xe ≈ 0 or xe is near a critical point of b (x),
i.e. a point for which b′ (xe) = 0.

Thus, by simply graphing b(x) given by (2) one can not only determine the existence
and number of positive equilibria, but also learn a considerable amount about their
local stability properties.

Herewewill extend these conclusions to a class ofmatrixmodels (1)whenm > 1.
Specifically, we consider Leslie age-structured models under two assumptions: that
only fertility is density dependent and that the density dependence is by means of a
weighted total population size

w (t) = ŵτ x̂(t)

where ŵ ∈ Rm+\{0̂}. Here Rm+ denotes the non-negative cone in Euclidean space Rm

and the superscript τ denotes the vector transpose. Thus, in (1) we have

F (w) =

⎛

⎜⎜⎜⎜
⎜
⎝

0 · · · 0 fn (w) · · · fm (w)

0 · · · 0 0 · · · 0
0 · · · 0 0 · · · 0
...

...
...

...

0 · · · 0 0 · · · 0

⎞

⎟⎟⎟⎟
⎟
⎠

, T =

⎛

⎜⎜⎜⎜
⎜
⎝

0 0 · · · 0 0
s1 0 · · · 0 0
0 s2 · · · 0 0
...

...
...

...

0 0 · · · sm−1 sm

⎞

⎟⎟⎟⎟
⎟
⎠

(3)

where n is the first adult (reproducing) age class and 0 < si ≤ 1 for i = 1, ...,m − 1
and 0 ≤ sm < 1. If sm = 0 then F (w) + T is a standard Leslie age-structured pro-
jection matrix, designed so that no individual lives past age class m. If sm > 0 then
the matrix is an extended Leslie matrix in which no maximal age is specified and the
m-age class consists of all individuals older than age m.

In summary, we consider the nonlinear Leslie matrix equation

x̂(t + 1) = F (w(t)) x̂(t) + T x̂(t) (4)

with F (w) and T given by (3). We assume

A1: fi (w) ≥ 0 are twice continuously differentiable functions of w ∈ I.

In order that n is the youngest and m is the oldest fertile age class we make the
following assumption:

A2: fn (w) > 0 and fm (w) > 0 on I .
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Under this assumption F (w) + T is non-negative and irreducible forw ∈ I . Finally,
we will use the inherent fertility of the youngest fertility class as a bifurcation param-
eter.

A3: Let λ denote the inherent fertility of the youngest adult class n and write

fn (w) = λβ (w) where β (0) = 1.

In the m = 1 dimensional case discussed above, λ is the inherent fertility rate b.

2 Equilibria

ByPerron–Frobenius theory F (w) + T has a simple, dominant eigenvalue r (w) > 0
which possesses a positive eigenvector (i.e. an eigenvector in the interior int

(
Rm+

)
of

the positive cone Rm+ in Rm) and no other eigenvalue has a nonnegative eigenvector
(i.e. no other eigenvector in Rm+\{0̂}). The equilibrium equation

x̂ = (F (w) + T ) x̂ (5)

has, of course, the solution x̂ = 0̂ (the extinction equilibrium). If x̂ ∈ Rm+\{0̂} is a
solution of (5), then by Perron–Frobenius theory r (w) = 1 and x̂ is in fact a positive
vector, i.e. x̂ ∈ int

(
Rm+

)
. Thus, the only non-negative equilibria of the nonlinear

Leslie model (4) are positive equilibria.
Suppose x̂ ∈ int

(
Rm+

)
solves the equilibrium equation (5). Since r (w) = 1 it

follows from well-known theorems [4, 12] that the net reproduction number R0 (w)

of F (w) + T also equals 1. While there is no analytic formula for r (w), there is a
formula for R0 (w) for Leslie matrices [5, 6], namely

R0 (w) = pnλβ (w) +
m−1∑

i=n+1

pi fi (w) + pm
1

1 − sm
fm (w) (6)

where
p1 = 1, pi = ∏i−1

j=1s j

is the probability a newborn lives to reach age class i . Thus, we conclude that to
each positive equilibrium x̂e ∈ int

(
Rm+

)
of the nonlinear Leslie equation (4) there

corresponds a positive solution we = ŵτ x̂e > 0 of the equation

pnλβ (w) +
m−1∑

i=n+1

pi fi (w) + pm
1

1 − sm
fm (w) = 1 (7)
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which we can re-write as

λ = 1

pnβ (w)

(

1 −
m−1∑

i=n+1

pi fi (w) − pm
1

1 − sm
fm (w)

)

. (8)

Conversely, suppose we > 0 solves this equation. Then R0 (we) = 1 which in
turn implies r (we) = 1 [4, 12]. By Perron–Frobenius theory, the eigen-space of
F (we) +T associated with 1 is spanned by a positive eigenvector v̂ ∈ int

(
Rm+

)
.

There is, then, a unique positive eigenvector x̂e of F (we) + T such that ŵτ x̂e = we,

namely, x̂e = (
we/ŵ

τ v̂
)
v̂, which is therefore a unique positive equilibrium of (5).

In conclusion, we have shown that there is a one-one correspondence between
the positive equilibria of the nonlinear Leslie matrix equation (3)–(4) and positive
solutions w of (7), or equivalently of (8). This allows us to study the existence of
positive equilibria by investigating the graph G of λ = λ (w), as defined by (8), in
the (λ, w)-plane, as we did in the m = 1 case above. To be biologically meaningful,
λ must be positive and so we are interested in the graph of G only in the positive
quadrant of the (λ, w)-plane.

3 Equilibrium Stability

The Jacobian of (4) evaluated at the extinction equilibrium x̂ = 0̂ is (the non-negative
and irreducible matrix) F(0̂) + T . The extinction equilibrium is locally asymptoti-
cally stable (LAS) if the dominant eigenvalue r(0̂) < 1 and unstable if r(0̂) > 1. It
follows, then, from well-known theorems [4, 12] that the extinction equilibrium is
stable if R0(0̂) < 1 and unstable if R0(0̂) > 1. Using formula (6) we conclude by
the linearization principle [11] that the extinction equilibrium is LAS if λ < λ0 and
unstable if λ > λ0 where

λ0 := 1

pn

(

1 −
m−1∑

i=n+1

pi fi (0) + pm
1

1 − sm
fm (0)

)

. (9)

If λ0 ≤ 0 then the extinction equilibrium is unstable for all biologically meaningful
values of λ > 0 and the population is not threatened by extinction. Therefore, in so
far as a study of extinction versus survival is concerned, we are interested in the case
when λ0 > 0. We have proved part (a) of the following Theorem.

Theorem 1 Assume A1, A2, and A3 and that λ0 > 0.
(a) The extinction equilibrium of the nonlinear Leslie matrix equation (4) is LAS if
λ < λ0 and unstable if λ > λ0.
(b) A positive equilibrium x̂e ∈ int

(
Rm+

)
of (4) is unstable if the point (λ, we) =(

λ, ŵτ x̂e
)
lies on a strictly decreasing segment of the graph G, i.e. if λ′ (we) < 0.
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(c) A positive equilibrium x̂e ∈ int
(
Rm+

)
of (4) is LAS if the point (λ, we) = (

λ, ŵτ x̂e
)

lies on a strictly increasing segment of the graph G, i.e. λ′ (we) > 0, and is either
near the bifurcation point (λ0, 0) or near a critical point (λc, wc) on G, i.e. a point
where λ′ (wc) = 0.

Proof We have only to prove (b) and (c) From (6) we calculate

R′
0 (w) = pnλβ′ (w) +

m−1∑

i=n+1

pi f
′
i (w) + pm

1

1 − sm
f ′
m (w) . (10)

At a positive equilibrium point (λ, we), with λ given by (8), we have

R′
0 (we) = 1

β (we)

(

1 −
m−1∑

i=n+1

pi fi (we) − pm
1

1 − sm
fm (we)

)

β′ (we)

+
m−1∑

i=n+1

pi f
′
i (we) + pm

1

1 − sm
f ′
m (we) .

From the definition (8) of λ = λ (w) we calculate

λ′ (w) = − 1

pnβ (w)

[
1

β (w)

(

1 −
m−1∑

i=n+1

pi fi (w) − pm
1

1 − sm
fm (w)

)

β′ (w)

+
m−1∑

i=n+1

pi f
′
i (w) + pm

1

1 − sm
f ′
m (w)

]

.

Thus, we find that

λ′ (we) = − 1

pnβ (we)
R′
0 (we) . (11)

and that, when nonzero, λ′ (we) and R′
0 (we) have opposite signs. (This is related to

general results concerning r (w) and R0 (w) in [7].)
(b) If λ′ (we) < 0 then R′

0 (we) > 0 and hence by Theorem 1 in [13] the positive
equilibrium x̂e is unstable.

(c) If λ′ (we) > 0 then R
′
0 (we) < 0 then, by Theorem 3 in [13] the positive equi-

librium x̂e = col (xi ) is LAS provided
∣∣F ′ (we) x̂e

∣∣ is sufficiently small. From the
equilibrium equation (5) it is easily seen that any positive equilibrium has the form

x̂e =

⎛

⎜
⎜⎜⎜⎜
⎝

1
p1
...

pm−1

pm
1

1−sm

⎞

⎟
⎟⎟⎟⎟
⎠
x1
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and hence (using the vector norm
∣∣x̂

∣∣ = �m
i=1 |xi |) we find that

∣∣F ′ (we) x̂e
∣∣ =∣∣R′

0 (we)
∣∣ x1. Thus,

∣∣F ′ (we) x̂e
∣∣ is small if x1 ≈ 0, which is true if the equilibrium is

near the bifurcation point. However,
∣∣R′

0 (we)
∣∣ x1 is also small if the equilibrium point

(λ, we) lies near a point (λc, uc) where R′
0 (wc) = 0, i.e. by (11) where λ′ (wc) = 0.

�
The graph G connects to the point (λ, w) = (λ0, 0) since this point satisfies

equation (8), i.e. this point is a transcritical bifurcation point where the branches
of extinction and positive equilibria intersect. By Theorem 1 the bifurcating pos-
itive equilibria near this bifurcation point are LAS (respectively, unstable) if the
bifurcation is forward (respectively, backward), i.e. if the graph of G is increas-
ing (respectively, decreasing) at (λ0, 0). That is to say, near the bifurcation point, the
bifurcating positive equilibria are stable (respectively, unstable) ifλ′ (0) > 0 (respec-
tively, λ′ (0) < 0) or equivalently R′

0 (0) < 0 (respectively R′
0 (0) > 0). From

R′
0 (0) = pnλβ′ (0) +

m−1∑

i=n+1

pi f
′
i (0) + pm

1

1 − sm
f ′
m (0)

we see that a forward bifurcation of stable positive equilibria occurs if all density
effects are negative (at low population levelsw ≈ 0), i.e. ifβ′ (0) ≤ 0, f ′

i (0) ≤ 0 and
not all equal 0. The density effects used inmost populationmodels are in fact negative
effects, i.e. β′ (w) ≤ 0, f ′

i (w) ≤ 0 and not all equal to 0 for all values of w > 0.
By (10) this implies R′

0 (w) < 0 and, by (11), λ′ (w) > 0 for all population levels
w ≥ 0. Thus, there are no critical points nor decreasing segments on the graph G.
As is well known, the stability of the bifurcating positive equilibria is not necessarily
maintained along the entire graph G. Positive equilibrium destabilization can occur
and result in periodic orbits, invariant loops, and cascades to chaos.

Positive density effects at low population levels are called component Allee effects
[3]. If present and if they are of sufficient magnitude so as to give R′

0 (0) > 0, then
component Allee effects result in the backward bifurcation of positive equilibria
from the extinction equilibrium (λ0, 0). Backward bifurcations, when coupled with
negative density effects at high population levels, generally lead to amultiple attractor
scenario called a strong Allee effect [8]. The importance of strong Allee effects in
population dynamics has been emphasized since the early work of W. C. Allee [1];
see for example [3, 10]. For the nonlinear Leslie models (4) considered here, the
geometry of the graph G, as a straightforward plotting exercise, can easily detect
strong Allee effects (and other tipping points and hysteresis effects). We give an
example in the next section.

4 An Application

Consider (4) withm = 4 and n = 2, i.e. a Leslie matrix model with four age classes,
the first of which consists of juveniles:
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F (w) =

⎛

⎜⎜
⎝

0 f2 (w) f3 (w) f4 (w)

0 0 0 0
0 0 0 0
0 0 0 0

⎞

⎟⎟
⎠ , T =

⎛

⎜⎜
⎝

0 0 0 0
s1 0 0 0
0 s2 0 0
0 0 s3 0

⎞

⎟⎟
⎠ . (12)

Weconsider density terms fi (w) inwhich two factors exp (−cw) and exp
(
1 − e−dw

)

are present. The first is of the famous Ricker-type used to model negative density
effects and the second,which is increasing inw, is oneoften used tomodel component
Allee effects [3, 10]. We take

fi (w) = bi exp (−ciw) exp
(
1 − e−diw

)
(13)

for ci ≥ 0 and di ≥ 0.A rationale for thismodel is that fertility fi (w) is the product of
a per capita birth rate times the probability that a newborn survives to the next census.
In this model, the birth rates are negatively affected by increased population density
w while newborn survival is positively affected by increased population density (for
example, because of herding protection of newborns from predators [3, 10]).

The bifurcation parameter is λ = b2 and

β (w) = exp (−c2w) exp
(
1 − e−d2w

)
.

The graph G in the (λ, w)-plane, is that of λ = λ (w) given by (8), i.e.

λ (w) = 1

s1β (w)
(1 − s1s2 f3 (w) − s1s2s3 f4 (w)) . (14)

The bifurcation point λ0 = λ (0), which we assume is positive, is given by (9)

λ0 = 1 − s1s2b3 − s1s2s3b4
s1

> 0.

The direction of bifurcation is determined by the sign of

λ′ (0) = c2λ0 + b3c3s2 + b4c4s2s3 − λ0d2 − b3s2d3 − b4s2s3d4.

Thus, we see that in the absence of component Allee effects, i.e. when all di = 0,
the bifurcation is forward since λ′ (0) > 0 and the graph of G is increasing at the
bifurcation point (λ, w) = (λ0, 0). If, on the other hand, component Allee effects di
are sufficiently large so that

λ0d2 + b3s2d3 + b4s2s3d4 > c2λ0 + b3c3s2 + b4c4s2s3

i.e., so that λ′ (0) < 0, then the bifurcation is backward.
Figure1a shows an example of the graph G when component Allee effects are

absent. By Theorem 1 we know the positive equilibria are LAS at least near the
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Fig. 1 In all plots of the graph G defined by (14)–(13) used parameter values b2 = b3 = 1/4, s1 =
1/2, s2 = s3 = 9/10. a Forward bifurcation: c1 = 1/2, c2 = 1/2, c3 = 1/2, d1 = 0, d2 = 0,
d3 = 0; bBackward bifurcation and strongAllee effect: c1 = 1/2, c2 = 1/2, c3 = 1/2, d1 = 2,
d2 = 2, d3 = 2; c Forward bifurcation and strong Allee effect: c1 = 0, c2 = 1/5, c3 = 9/2,
d1 = 1/100, d2 = 2, d3 = 1/5; d Hysteresis: c1 = 0, c2 = 1/3, c3 = 9/2, d1 = 1/100, d2 = 2,
d3 = 1/5. The letters u stands for unstable equilibria of the nonlinear matrix model (4)–(12). The
letter s stands for LAS equilibria, but only in neighborhoods of critical (bifurcation) points, indicated
by solid circles, as guaranteed by Theorem 1. Outside such neighborhoods, equilibrium stability is
not assured, as indicated by the question marks

bifurcation point. Figure1b shows an example when the bifurcation is backward. In
this case, Theorem1 tells us that the positive equilibria corresponding to points (λ, w)

on the increasing segment of G are LAS at least near the critical point (a saddle node
bifurcation point). This is an example of a backward bifurcation producing a strong
Allee effect, i.e. an interval of parameter values λ < λ0 for which there exists both
a stable positive equilibrium and a stable extinction equilibrium (and hence survival
is initial condition dependent). Figure1c shows an interesting case when a strong
Allee effect occurs in an example when the bifurcation is forward. Finally, Fig. 1d
shows a case of hysteresis andmultiple stable positive equilibria, which illustrates the
complicated geometry that can arise in a nonlinear Leslie model (4) when component
Allee effects are present in each of the fertility terms.
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5 Some Concluding Remarks

Wehave consideredonlyLesliematrixmodels in this paper. Thegeometric analysis of
equilibria and their stability properties, as given in Theorem 1, are straightforwardly
extendable to any model in which the transition matrix T is density independent
and has spectral radius less than 1 and the fertility matrix depends on a single total
weighted population size w provided there is only one newborn class (i.e. all but one
row of F is a row of zeroes). This is because for such matrices there is an explicit
formula for R0 [4, 5, 12]. An example is an Usher, or standard population size
structured, matrix [2, 5, 6]. It is an open question, however, whether this method can
be successfully used when the transition matrix T also depends on w. Other open
problems involve the construction of geometric methods for matrix models in which
F and T have other types of nonlinear dependencies, for example, a dependency on
more than one weighted population size. Examples in [13] suggest that this will not
be, in general, straightforward.
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Non-monotone Behavior of the Heavy
Ball Method

Marina Danilova, Anastasiia Kulakova and Boris Polyak

Abstract We focus on the solutions of second-order stable linear difference
equations and demonstrate that their behavior can be non-monotone and exhibit
peak effects depending on initial conditions. The results are applied to the analysis
of the accelerated unconstrained optimization method—the Heavy Ball method. We
explain non-standard behavior of the method discovered in practical applications.
In addition, such non-monotonicity complicates the correct choice of the parame-
ters in optimization methods. We propose to overcome this difficulty by introducing
new Lyapunov function which should decrease monotonically. By use of this func-
tion convergence of the method is established under less restrictive assumptions (for
instance, with the lack of convexity). We also suggest some restart techniques to
speed up the method’s convergence.

Keywords Difference equations · Optimization methods · Non-monotone
behavior · The Heavy Ball method · Lyapunov function · Global convergence

1 Introduction

It is well known that n-th order scalar linear difference equations

xk + a1xk−1 + · · · + anxk−n = 0, k = n, n + 1, . . . ; ai ∈ R
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with initial conditions
x (0) = (x0, . . . , xn−1) ∈ R

n

are stable, i.e. lim
k→∞ xk = 0, if and only if themoduli of the rootsλi of the characteristic

polynomial
p(λ) = λn + a1λ

n−1 + · · · + an−1λ + an

are less than 1 [1].
However, the convergence to zero can be non-monotone. This effect can be

described by the following quantity:

η(x (0)) = max
k=n,n+1,...

|xk |,

which will be referred to as peak of the solution (provided that η(x (0)) > 1) for a
given root location λ and initial condition x (0). Without loss of generality we assume
that ‖x (0)‖∞ ≤ 1. The estimates of η(x (0)) are demonstrated in the recent paper [2].

The main objective of the present paper is to link the peak effects in linear differ-
ence equations with the non-monotone behavior of such unconstrained optimization
methods as the Heavy Ball method [3, 4], Nesterov’s accelerated gradient method [5]
and, for example, the recently proposed triple momentum method [6]. When applied
to a quadratic function, momentum methods are described by second-order linear
matrix difference equations. In numerous simulations it was found out that the meth-
ods demonstrate a non-monotone convergence to a minimum [7].

Below we restrict ourselves with the analysis of the Heavy Ball method, but
similar techniques can be extended to other accelerated optimization methods. It is
worth mentioning that such methods are currently widespread and implemented to
minimization problems occurring in neural networks. That is why a detailed study
of these methods is of a great importance. In addition, the numerous restart tech-
niques [8] gain their popularity. To design the restart technique it is important to
know how large the deviations from the solution should be to make an assumption
about incorrect parameters’ choice and start the method from the beginning at the
current point.

The paper is organized as follows. In Sect. 2 we provide the results on peak effects
in second-order linear difference equations. Next Sect. 3 contains applications of
these results to the Heavy Ball method and demonstrates the dependence of peak
value on initial conditions. In Sect. 4 a new Lyapunov function is constructed; it
decreases monotonically in contrast with the objective function or distance to the
solution. By use of this functionwe are also able to prove global convergence for non-
convex functions (under less restrictive Polyak-Łojasiewicz condition). Conclusions
and future directions for research are summarized in Sect. 5.
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Fig. 1 The stability domain of the second-order difference equation, the shaded area corresponds
to peak effect

2 Peak Effect for Second-Order Difference Equations

We consider the case of second-order difference equation (n = 2), which can be
written down in the form

xk = a1xk−1 + a2xk−2, k = 2, 3, . . . ; a1, a2 ∈ R (1)

with initial conditions
x (0) = (x0, x1) ∈ R

2

and the characteristic polynomial

p(λ) = λ2 − a1λ − a2. (2)

For the second-order difference equation the following stability domain (Fig. 1)
in the space (a1, a2) is well known [1].

Our aim is to describe possible non-monotone behavior of stable solutions and,
in particular, to measure η(x (0)).

Two cases can be considered: the first corresponding to equal roots of the char-
acteristic polynomial and the second with different roots.

In the case of equal roots, i.e. λ2 − a1λ − a2 = (λ − ρ)2 = λ2 − 2λρ + ρ2,
0 < ρ < 1, and (1) reads:

xk = 2ρxk−1 − ρ2xk−2.

The following expression for solution can be easily derived:

xk = x1kρ
k−1 − x0(k − 1)ρk . (3)

In this case the non-monotone behavior can be observed (Fig. 2).
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Fig. 2 The iterative process with ρ = 0.6 and x (0) = (0, 1)

We conclude that for all k ≥ 2

max
‖x (0)‖∞≤1

xk = kρk−1 + (k − 1)ρk . (4)

This maximum is achieved for x (0) = (−1, 1).
Now let’s derive kmax = argmax

(
kρk−1 + (k − 1)ρk

)
and η(x (0)). By differen-

tiation and setting the derivative value equal to zero we obtain an expression for
kmax :

kmax =
⌈

ρ ln ρ − ρ − 1

ln ρ(1 + ρ)

⌉
. (5)

The value of the peak can be obtained by a substitution (5) in the formula (4).
For ρ → 1 we get

η(x (0)) ≈ 2

e(1 − ρ)
.

Thus large deviations can arise for some initial conditions. However, some pairs
(x0, x1) do not imply peak effects. For instance, for x0 = 1, x1 = 1 we obtain that
|xk | < 1, k = 2, . . . .

Considering the case of different real roots λ1,λ2 of the characteristic polyno-
mial (2), we notice the following:

• If λ2 > λ1 > ρ, 0 < ρ < 1, than there exist such initial conditions x (0), that the
trajectory xk will behave non-monotonically and its peak will be located higher than
in the case of equal roots (Fig. 3).

• If λ1 < λ2 < ρ, 0 < ρ < 1, the peak of xk (if any) will be located lower than
in the case of equal roots ρ for all initial conditions (Fig. 4).

The proof of both statements is given in [2].
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Fig. 3 The trajectories of the iterative processes with initial conditions x (0) = (0, 1) and ρ = 0.6
(green) and λ1 = 0.7, λ2 = 0.8 (purple)

Fig. 4 The trajectories of the iterative processes with initial conditions x (0) = (0, 1) and ρ = 0.6
(green) and λ1 = 0.4, λ2 = 0.5 (gray)

3 Analysis of the Heavy Ball Method

3.1 The Heavy Ball Method

We consider the simplest unconstrained optimization problem

min
x∈Rn

f (x), (6)

where f (x) : Rn → R is a smooth objective function, x∗—the minimum point. We
restrict our analysis with the case of quadratic objective function:

min
1

2
(Ax, x) − (b, x), x, b ∈ R

n
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with A ∈ R
n×n beingpositive-definitematrix A 
 0, ∇ f (x) = Ax − b, x∗ = A−1b,

L and μ > 0—the maximum and minimum eigenvalues of A respectively. It means
that we focus on strongly convex, smooth case of the objective function.

Without loss of generalitywe can assume that after substitution x̂ = x − x∗ objec-
tive function f has the following form:

f (x) = 1

2
(Ax̂, x̂)

So, the optimal point is x∗ = 0, f ∗ = 0.
There are numerous iterative methods to solve this problem; gradient methods

are among the most popular, see e.g. [4, 5]. The behavior of gradient methods is
simple enough: they exhibit monotone convergence both for objective function and
distance to the minimum point. The situation with accelerated first-order methods
is much more complicated. We will focus on one of them—so called Heavy Ball
method proposed in [3]:

xk+1 = xk − α∇ f (xk) + β(xk − xk−1) = xk − αAxk + β(xk − xk−1) (7)

Here a momentum term was added to the classic gradient method, which accel-
erated the convergence and made the trajectory look like a smooth descent to the
bottom of the ravine, rather than zigzag. The traditional choice of initial condition is

x1 = x0, (8)

i.e. the first iteration is just a gradient step. It is known from [3] that for

0 ≤ β < 1, 0 < α <
2(1 + β)

L

there is a convergence to the solution with linear rate, ||xk || = O(qk), q < 1. The

optimal parameters α and β providing the fastest convergence q =
√
L−√

μ√
L+√

μ
are also

known:

α = 4

(
√
L + √

μ)2
, β =

(√
L − √

μ√
L + √

μ

)2

= q2. (9)

However, the non-asymptotic behavior of the method with optimal parameters for
a simple example is shown on Fig. 5 and with parameters very close to optimal—on
Fig. 6. In all examples below matrix A is taken diagonal.

We conclude that the method exhibits strongly non-monotone behavior.
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Fig. 5 Non-monotone behavior of the Heavy Ball method with x0 = [0, 0, 0, 1], μ = 1, L = 104,
α, β—optimal

Fig. 6 Non-monotone behavior of the Heavy Ball method with x0 = [0, 0, 0, 1], μ = 1, L = 104,
α, β—close to optimal

3.2 Convergence Analysis

To explain the behavior of theHeavyBallmethod (7)with optimalα andβ (9)written
in the form of second-order difference equation we consider it component-wise.

Let’s start with the coordinate x1 = (x, e1), which corresponds to the minimal
eigenvalue λmin = μ, Ae1 = μe1. The method for this coordinate in the form of
scalar linear difference equation along with its characteristic polynomial is written
down below:

x1k+1 = (1 − αμ + β)x1k − βx1k−1,

ρ2 − (1 − αμ + β)ρ + β = 0.

It is easily determined that a characteristic polynomial has both roots equal to q,

meaning that ρ = q =
(√

L−√
μ√

L+√
μ

)
. So the general solution is given by expression (3),

while maximum provided by formula (4) with obvious change of notation.
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Moving on to the coordinate xn = (x, en), Aen = Len , which corresponds to the
maximum eigenvalue λmax = L , we notice that the only difference from the previous
case is in the sign of roots of the characteristic polynomial, i.e. ρ = −q. However
this implies different behavior of solutions, even for x0 = x1 = 1 the trajectory is
oscillating with possible large deviations. From formula (3) we conclude that initial
conditions x0 = x1 = 1 cause the largest (in absolute value) peak effect equal to (4).

Now we consider a more general case of the coordinate xi = (x, ei ), 2 ≤ i ≤
n − 1, Aei = λei , μ < λ < L . The characteristic polynomial

ρ2 − (1 − αλ + β)ρ + β = 0

has complex roots

ρ1,2 =
(√

L − λ ± i
√

λ − μ
)2

(
√
L + √

μ)2
, |ρ| =

√
L − √

μ√
L + √

μ
= q.

The general solution is written down below:

xik = [C1 cos(ωk) + C2 sin(ωk)] q
k,

where

sin(ω) = 2
√

λ − μ
√
L − λ

(L − μ)
, cos(ω) = L + μ − 2λ

(L − μ)

C1 = x20 , C2 = x21 (
√
L + √

μ)2 − x20 (L + μ − 2λ)

2
√

λ − μ
√
L − λ

.

The trajectory (for n = 3) demonstrates oscillations (Fig. 7).

Fig. 7 Dependence of the coordinate |x2| on the number of iterations k under conditions
x0 = 0n, x1 = 1n
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3.3 Peak Effect

Fromour previous observations in Sect. 2wenote that peak effects in linear difference
equations are common and depend on initial conditions. For the worst case the
following proposition holds (we provide the estimates for the most important case
of large condition number κ = L/μ).

Theorem 1 Assume that f (x) = 1
2 (Ax, x) , where A ∈ R

n×n, A = A 
 0. We
have strong convexity parameter μ = λmin > 0 and L = λmax, where λmin and λmax

are theminimumandmaximumeigenvalues of A, respectively. Then initial conditions
x0 = −e1, x1 = e1 ∈ R

n, ‖x0‖ = ‖x1‖ = 1 cause peak effect in the Heavy Ball
method with optimal parameters α∗,β∗:

max
k

||xk || ≥
√

κ

2e
,

while standard (8) initial conditions x0 = x1 = en ∈ R
n, ‖x0‖ = ‖x1‖ = 1 cause

the same peak effect combined with oscillating behavior.

The proof follows from the estimates obtained in the previous section. Of course,
other initial conditions also may lead to non-monotone behavior of iterations; we
indicate the ones which provide the largest deviations from the minimum point.

The figures below show that the Heavy Ball method exhibits the non-monotone
behavior on the test problem n = 3, κ = 104, namely, a sharp increase in the function
under various initial conditions (Figs. 8 and 9).

To sum up, we applied the results on linear difference equations to the Heavy
Ball method analysis. It was shown that even the choice of optimal parameters and
standard initial conditions can not guarantee the monotone convergence.

Fig. 8 Dependence of the objective function f (xk) and ‖xk‖ on the number of iterations k under
the initial conditions x0 = 0n, x1 = 1n
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Fig. 9 Dependence of the objective function f (xk) and ‖xk‖ on the number of iterations k under
the initial conditions x0 = x1 = 1n

4 Lyapunov Function for the Heavy Ball Method

In this section we extend the analysis of the Heavy Ball method (both for continuous
and discrete versions) to non-quadratic objective functions via Lyapunov function
technique. Thus we treat the unconstrained optimization problem

min
x∈Rn

f (x),

where f (x) is differentiable function bounded from below: f (x) ≥ f ∗. Notice that
here we do not assume neither convexity nor strong convexity of f (x).

4.1 Construction of the Lyapunov Function

Lyapunov functions is a common tool for proving the stability of nonlinear systems
described by differential or difference equations. The Lyapunov function is a scalar
function that decreases monotonically in stable system.

TheHeavyBall method, as we verified above, does not exhibit monotone behavior
even for the simplest case of quadratic function. Thus neither f (x) nor ‖x − x∗‖ can
be used as the Lyapunov function. We suggest new Lyapunov function that can help
to select the parameters of the method and overcome the difficulties related to its
non-monotone transient process.

Continuous case. Before moving to the construction of the Lyapunov function for
discrete case, we would like to consider continuous case from [3]:

ẍ + aẋ + b∇ f (x) = 0. (10)

Inmechanical interpretation, x(t) ∈ R
n is the trajectory of the body (“heavyball”),

ẋ, ẍ are its velocity and acceleration, a > 0, b > 0 are scalar parameters while
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f (x) ≥ f ∗ is the potential energy and ∇ f (x) is its gradient. It is known from [3, 9]
that ∇ f (x(t)) tends to zero, however the convergence can be non-monotone. Our
goal is to obtain the upper bounds for the convergence.

Firstly, let’s rewrite (10):

ẋ = y,

ẏ = −ay − b f ′(x)

with some initial conditions x(0), y(0). According to paper [9], V (x, y) can be cho-
sen frommechanical analogies. Consequently, it is possible to represent the function
V (x, y) in the form of the total energy of the system:

V (x, y) = f (x) + 1

2b
‖y‖2.

For the time derivative we have

V̇ (x, y) = (
f ′(x), y

) + 1

2b
2
(
y,−ay − b f ′(x)

) = −a

b
‖y‖2 ≤ 0.

Thus we get an upper bound for f (x(t)):

f (x(t)) − f ∗ ≤ f (x(0)) − f ∗ + 1

2b
‖y(0)‖2.

In particular, for zero initial velocity f (x(t)) − f ∗ ≤ f (x(0)) − f ∗.

Discrete case. Now we proceed to discrete-time version of the Heavy Ball method

xk+1 = xk − α∇ f (xk) + β(xk − xk−1), (11)

and assume additionally that f is L-smooth:

||∇ f (x) − ∇ f (y)|| ≤ L||x − y||.

Theorem 2 Assume that

0 < α <
1

L
, 0 ≤ β ≤ √

1 − αL. (12)

Then for any initial conditions x0, x1 ∈ R
n the function

Vk = f (xk) − f ∗ + 1 − αL

2α
‖xk − xk−1‖2 (13)
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is the Lyapunov function for the discrete case of the Heavy Ball method, that is
Vk ≤ Vk−1.

Proof For iterations (11), we have

xk − xk−1 = −α∇ f (xk−1) + β(xk−1 − xk−2), (14)

‖xk − xk−1‖2 = α2‖∇ f (xk−1)‖2 + β2‖xk−1 − xk−2‖2 (15)

−2αβ (∇ f (xk−1), xk−1 − xk−2) .

Since function f ∈ F 1,1
L , it has the Lipschitz gradient, so following equation from

[5] can be applied

f (xk) ≤ f (xk−1) + 〈∇ f (xk−1), xk − xk−1〉 + L

2
‖xk − xk−1‖2. (16)

Adding (14), (15) to (16), we get

f (xk) ≤ f (xk−1) − α‖∇ f (xk−1)‖2+ (17)

β 〈∇ f (xk−1), xk−1 − xk−2〉 + α2L

2
‖∇ f (xk−1)‖2+

β2L

2
‖xk−1 − xk−2‖2 − Lαβ (∇ f (xk−1), xk−1 − xk−2) .

Multiplying (15) by 1−αL
2α and adding to (17) we obtain

f (xk) + 1 − αL

2α
‖xk − xk−1‖2 ≤ f (xk−1) − α‖∇ f (xk−1)‖2+

β 〈∇ f (xk−1), xk−1 − xk−2〉 + α2L

2
‖∇ f (xk−1)‖2 + β2L

2
‖xk−1 − xk−2‖2−

Lαβ (∇ f (xk−1), xk−1 − xk−2) + 1 − αL

2α
·

(
α2‖∇ f (xk−1)‖2 + β2‖xk−1 − xk−2‖2 − 2αβ (∇ f (xk−1), xk−1 − xk−2)

)
.

Collecting terms yields

f (xk) + 1 − αL

2α
‖xk − xk−1‖2 ≤ f (xk−1) +

(
β2L

2
+ (1 − αL)β2

2α

)
·

‖xk−1 − xk−2‖2 +
(

α2L

2
− α + (1 − αL)α

2

)
‖∇ f (xk−1)‖2+
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(β − Lαβ − β + αLβ) (∇ f (xk−1), xk−1 − xk−2) .

As a result,

f (xk) + 1 − αL

2α
‖xk − xk−1‖2 ≤ f (xk−1) +

(
β2L

2
+ (1 − αL)β2

2α

)
·

‖xk−1 − xk−2‖2 +
(

α2L

2
− α + (1 − αL)α

2

)
‖∇ f (xk−1)‖2

•
β2L

2
+ (1 − αL)β2

2α
= β2Lα + β2 − β2αL

2α
= β2

2α
> 0

•
α2L

2
− α + (1 − αL)α

2
= α2L − 2α + α − α2L

2
= −α

2
< 0

f (xk) + 1 − αL

2α
‖xk − xk−1‖2 ≤ f (xk−1) +

(
β2

2α

)
‖xk−1 − xk−2‖2 + (18)

(
−α

2

)
‖∇ f (xk−1)‖2

Since
(−α

2

) ‖∇ f (xk−1)‖2 < 0 and having (12) we arrive to the desired inequal-
ity Vk ≤ Vk−1.

Theorem 2 provides the upper bound of f (xk) for the Heavy Ball method:

f (xk) − f ∗ ≤ f (x0) − f ∗ + 1 − αL

2α
||x1 − x0||2

and for standard initial condition x1 = x0 we obtain

f (xk) − f ∗ ≤ f (x0) − f ∗.

Notice the lack of such bound for more narrow class of strongly convex quadratic
functions, on the other hand this estimate holds for more restrictive conditions on
parameters α, β, see (12).

Numerical experiments. We have obtained the following Lyapunov function:

Vk = f (xk) + 1 − αL

2α
‖xk − xk−1‖2

with the restriction on the parameters (12).
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Fig. 10 The behavior of objective function f (xk) and Lyapunov function V (xk) with different
parameters α, β and the condition number κ = 105

We would like to show numerically that the function proposed above is indeed
the Lyapunov function. As a particular example a quadratic function f (x), n = 20,
κ = 105 is taken along with the Heavy Ball method with a set of parameters α, β.
It can be observed (Fig. 10) that the Lyapunov function decreases monotonically on
the trajectory of the method.
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4.2 Global Convergence

In the statement above we did not prove neither convergence of f (xk) to f ∗ nor
convergence Vk to zero. To obtain such results further assumptions on f (x) are
needed. The least restrictive condition is

||∇ f (x)||2 ≥ 2μ( f (x) − f ∗),μ > 0 (19)

for all x ∈ R
n . This inequality is satisfied for strongly convex functions [4, 10], but

in general it does not require convexity. The condition has been proposed in [11],
sometimes it is called Polyak-Łojasiewicz condition [12].

Theorem 3 If (19) holds and

α ∈
(
0,

1

L

)
, β ∈

[
0,

√
(1 − αL)(1 − αμ)

]
.

then for any initial conditions x0, x1 ∈ R
n Lyapunov function converges linearly

Vk ≤ V0q
k, q = 1 − αμ < 1,

while for x0 = x1 objective function converges linearly

f (xk) − f ∗ ≤ ( f (x0) − f ∗)qk .

Proof It was shown above (18), that

f (xk) − f ∗ + 1 − αL

2α
‖xk − xk−1‖2 ≤ f (xk−1) − f ∗ + β2

2α
‖xk−1 − xk−2‖2−

α

2
‖∇ f (xk−1)‖2.

Due to (19) we get

f (xk) − f ∗ + 1 − αL

2α
‖xk − xk−1‖2 ≤ f (xk−1) − f ∗ + β2

2α
‖xk−1 − xk−2‖2−

αμ( f (xk−1) − f ∗)= (1 − αμ)

(
( f (xk−1) − f ∗) + β2

2α(1 − αμ)
‖xk−1 − xk−2‖2

)
.

Provided that

β2

2α(1 − αμ)
≤ 1 − αL

2α
; β ≤ √

(1 − αL)(1 − αμ),
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we obtain

V (xk+1) ≤ qV (xk) ≤ qkV (x1), q = (1 − αμ) < 1.

For convenience, we denote γ = 1−αL
2α and thus

f (xk+1) − f ∗ ≤ f (xk+1) − f ∗ + γ‖xk+1 − xk‖2 = Vk+1 ≤

qkV1 = qk
(
f (x1) − f ∗ + γ‖x1 − x0‖2

) = qk
(
f (x0) − f ∗) .

Global convergence of the Heavy Ball method is established here for function
under condition (19) through Lyapunov function (13). The similar results on global
convergence for more narrow class of strongly convex functions were obtained in
paper [13].

4.3 Adaptive Algorithm

In this section we will consider a general idea of choosing the optimal parameters
for the accelerated gradient method.

We consider the smooth and strongly convex problem (6) focusing on the Heavy
Ball method (7). In order to ensure the convergence of the method, it is necessary
to select the parameters (9) correctly. Therefore, the values of strong convexity con-
stant μ and the Lipschitz constant L are required. Unfortunately, these constants are
difficult and time-consuming to compute for a real problem. Moreover, as already
discussed earlier, accelerated first-ordermethods are not guaranteed to bemonotonic.

To sum up, the following situations should be distinguished:

• non-monotone behavior (natural situation arising in first-order methods);
• mistake in parameter values.

Wide range of papers offer different options for adaptive restarting schemes ded-
icated to avoiding non-monotone behavior. By restart we denote starting the method
from the very beginning with new parameters, where new initial condition is the cur-
rent iteration. It is suggested to restart after a fixed number of iterations (fixed restart)
or more efficiently after checking certain conditions of restart (adaptive restart). The
papers [7, 8, 14] propose the different adaptive restart schemes and analysis of these
techniques. For example, [8] offers the following two adaptive restart techniques.
They restart whenever:

1. function scheme
f (xk) > f (xk−1);

2. gradient scheme
∇ f (xk−1)

T (xk − xk−1) > 0.
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In this work, we offer an alternative to restart techniques in the form of the Lya-
punov function V (x). This function strictly decreases at each iteration. It assures
that the method is stable. The algorithm converges to optimal value. We propose to
monitor the values of the Lyapunov function V (x) instead of the objective function
f (x) at each iteration. We will restart the algorithm with new parameters, only if
the value of the Lyapunov function starts to increase.

Lyapunov scheme
V (xk) > V (xk−1).

We propose construction of the Lyapunov function (13) for discrete case:

V (xk) = f (xk) + 1 − αL

2α
‖xk − xk−1‖2.

Note that the correct choice of the parameters implies only the knowledge of Lip-
schitz constant, which can be determined iteratively according to [15]. It means, that
we will check inequalities (16) with additional term ε

2 , where ε > 0—the required
accuracy.

f (xk) ≤ f (xk−1) + 〈∇ f (xk−1), xk − xk−1〉 + L

2
‖xk − xk−1‖2 + ε

2

As a result, we obtain the following adaptive algorithm:

Algorithm 1 Adaptive Heavy ball method with Lyapunov function

1: Input: f ∈ F 1,1
L , x0 = y0 ∈ Rn , L0 > 0, α0 ∈

(
0, 1

L0

)
, β0 ∈ (

0,
√
1 − α0L0

)
.

2: for k ≥ 0 do
3: xk+1 = xk − αk∇ f (xk) + βk (xk+1 − xk)
4: if V (xk+1) > V (xk)

5: then Lk+1 = 2Lk , αk+1 ∈
(
0, 1

Lk+1

)
, βk+1 ∈ (

0,
√
1 − αk+1Lk+1

)

6: else Lk+1 = Lk , αk+1 = αk , βk+1 = βk

5 Conclusion

In this work, attention has been paid to behavior of second-order difference equa-
tions’ solutions and their connection with accelerated gradient methods’ conver-
gence. Firstly, considering linear difference equations we derived the initial condi-
tions causing peaking effects. In the next section these results were applied to the
analysis of the Heavy Ball method in case of a quadratic objective function and
optimal parameters α and β. Then, we moved on to discussing the non-monotonic
behaviour of the method for strongly convex and smooth functions f (x) ∈ F 1,1

L ,μ .
Finally, the concept of the Lyapunov function for method’s control was suggested.
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The future work implies expanding the notion of Lyapunov function to other
classes of objective functions and developing an adaptive algorithm with a better
convergence rate. The obtained results are supposed to be applied to numerous uncon-
strained optimization problems, arising in power system engineering, deep-learning
and other fields.

Funding Financial support for this work was provided by the Russian Science Foundation, project
no. 16-11-10015.
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Global Asymptotic Stability
in a Non-autonomous Difference
Equation

Anatoli F. Ivanov

Abstract Non-autonomous first order difference equation of the form xn+1 = xn +
an f (xn), n ∈ N0, is consideredwhere f : R → R is a continuous function satisfying
the negative feedback assumption x f (x) < 0, x �= 0, and an ≥ 0 is a non-negative
sequence. Sufficient conditions for the global asymptotic stability of the zero solution
are derived in terms of the attractivity of the fixed point x∗ = 0 under the iterations
of distinct maps of the family of one-dimensional maps Fλ(x) = x + λ f (x),λ ≥
0. The principal motivation for consideration of the difference equation and the
corresponding family of interval maps comes from a problem of asymptotic behavior
in differential equations with piece-wise constant argument (DEPCA).

Keywords Parametric family of interval maps · Successive iterations under
distinct maps · Global attractivity of fixed points · DEPCA · Reduction to
difference equations

1 Introduction

This paper studies the global asymptotic stability in a class of non-autonomous first
order difference equations. The problem is equivalent to the global attractivity of
a fixed point under the iterations of distinct maps within a fixed family of interval
maps. Both the difference equations and the family of interval maps appear as exact
reductions from certain differential equations with piece-wise constant argument
(DEPCA). The theoretical basics are developed here for a class of parameter depen-
dent interval maps that are unimodal, have a single fixed point which domain of
immediate attraction is the entire real axis R. Others and more general possibilities
require modifications and expansions of the approaches and techniques of the current
paper; they are expected to be derived in the forthcoming paper [1].
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The structure of this paper is as follows. Section 2 describes a formal statement of
the principal problem under study. Section 3 is made up of two components. Section
3.1 provides amotivation and a background for us to consider difference equations of
the form (1). They naturally appear as reductions of solutions of initial value problems
for specific DEPCA. A brief exposition of well-known facts of such reductions is
given. Section 3.2 contains some basic facts on interval maps which are necessary
for related exposition in the paper. Section 4 contains several statements on global
asymptotic stability of thefixedpoint x = 0under the iterations of distinctmaps of the
family Fλ. They are Theorems 1–3. Those results are translated to the corresponding
global asymptotical stability result for a respective DEPCA (Corollary 1). Several
examples demonstrating the applicability of our results to both families of interval
maps and DEPCA are given. Section 5 contains a discussion of additional aspects
of this work, such as subcases not worked out in full detail in this paper, further
generalizations of obtained results, and conjectures. The current work initiates a
novel approach to study the global asymptotic stability in a class of DEPCA through
the reduction to the problem of global attractivity of a fixed point under the action
of a family of one-dimensional maps.

2 Statement of the Problem

Consider the scalar non-autonomous difference equation of the first order

xn+1 = xn + an f (xn), n ∈ N0 = N ∪ {0}, (1)

under the following assumptions:

(H1) Function f : R → R is continuous for all x ∈ R and satisfies the negative
feedback condition

x · f (x) < 0 for x �= 0; (2)

(H2) Sequence an, n ∈ N0, is non-negative, an ≥ 0;
(H3) Function f (x) is continuously differentiable in a neighborhood of x = 0 with

f ′(0) = f0 < 0;
(H4) For every λ > 0 each function of the family of interval maps

Fλ(x) = x + λ f (x), λ ≥ 0, (3)

is unimodal for x ∈ R;

Given arbitrary initial value x0 ∈ R the corresponding solution {xn, n ∈ N0}, to
Eq. (1) is found by successive iterations through the composite functionFn as follows

xn = Fan−1 ◦ Fan−2 ◦ . . . ◦ Fa1 ◦ Fa0(x0) := Fn(x0) = Fn(x0; a0, . . . , an−1). (4)
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In view of (H1) the difference Eq. (1) has the only constant (trivial) solution {xn ≡
0, n ∈ N0}. As usual the constant solution is called (locally) stable if for arbitrary
ε > 0 there exists δ > 0 such that for every initial value x0 with |x0| < δ one has that
the corresponding solution xn satisfies |xn| < ε for all n ∈ N0. The trivial solution
is called asymptotically stable if it is stable and limn→∞ xn = 0 for every solution
with |x0| < δ. In the case when the zero solution is not stable, it is called unstable.
When the zero solution is asymptotically stable, and there is a set D ⊆ R, 0 ∈ D,

independent of ε, δ, such that limn→∞ xn = 0 for all x ∈ D then we shall call the
zero solution to be globally asymptotically stable (on set D).

We are interested in sufficient conditions when the zero solution of difference
Eq. (1) is globally asymptotically stable. Such criteria are derived in Sect. 4 it terms
of iterations Fn of distinct maps Fλ of the family (3) as n → ∞.

3 Preliminaries

In this section we provide a motivation and a justification for consideration of fam-
ilies of difference equations of the form (1). Such difference equations appear as
exact reduction for solutions of initial value problems for a particular type of dif-
ferential equations with piece-wise constant argument (DEPCA). More background
information on DEPCA and on the procedure of reduction are given in Sect. 3.1. A
comprehensive description of fundamental properties of DEPCA can be found in e.g.
[2, 3]. Section 3.2 contains necessary definitions and basic knowledge on interval
maps that are used in the remainder of the paper. A complete theory of the interval
maps can be found in multiple sources including the monographs [4, 5].

3.1 DEPCA: Reduction to Discrete Maps

The principalmotivation for consideration of difference Eq. (1) is the study of asymp-
totic behavior of solutions of scalar first order differential equations with piecewise
continuous argument (DEPCA) of the form

x ′(t) = f (t, x(t), x([t − N ]), (5)

where f is a continuous function, f (t, u, v) ∈ C(R+ × R2,R), and the [·] stands
for the greatest integer value function.

We briefly describe here some well-known basics about DEPCA as they relate to
Eq. (5). Those facts as well as comprehensive additional information on the subject
can be found in multiple sources, see e.g. [2, 3, 6–8] and further references therein.
In order to solve Eq. (5) for t ≥ t0 = 0 one needs an initial function defined on the
interval [−N , 0]. The set X := C([−N , 0],R), N ≥ 1 can be chosen as the formal
phase space for Eq. (5) (when it is viewed as a non-autonomous dynamical system).
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Given arbitrary ϕ(s) ∈ X Eq. (5) is solved for t ≥ 0 by the step method. On the
interval [0, 1) the solution x(t,ϕ) is found by solving the initial value problem for
an ordinary differential equation:

x ′(t) = f (t, x(t),ϕ(−N )), x(0) = ϕ(0), t ∈ [0, 1)

By the continuity, one sets x(1) := limt→1− x(t,ϕ) =: x1. It is also clear that the
value x(1) = x1 only depends on x(−N ) = ϕ(−N ) and does not depend on the
valuesϕ(s)when s ∈ (−N ,−N + 1). On the interval t ∈ [1, 2] the above integration
procedure is repeated so to obtain the solution x(t) by using the value ϕ(−N + 1)
only, and so on:

x ′(t) = f (t, x(t), x(−N + 1)), x(1) = x1, t ∈ [1, 2),

with x(2) = limt→2− x(t) =: x2. Thus, the asymptotic behavior of solutions toEq. (5)
at t → ∞ is determined by that for the successive iterations of the following family
of non-autonomous maps:

Fn : (u0, u1, . . . , uN−1, uN ) → (v0, v1, . . . , vN−1, vN ),

where u0 = x(n), u1 = x(n − 1), . . . , uN−1 = x(n − N + 1), uN=x(n − N ), vk =
uk−1, 1 ≤ k ≤ N , and v0 := x(n + 1)with x(t) being the solution of the initial value
problem

x ′(t) = f (t, x(t), x(n − N )), x(n) = u0, t ∈ [n, n + 1), (6)

x(n + 1) = lim
t→(n+1)−

x(t).

Consider now the case of Eq. (5) when function f (t, u, v) does not depend on u
and has the form:

x ′(t) = a(t) f (x([t − N ])), t ≥ 0. (7)

The asymptotic behavior of its solutions as t → ∞ is reduced to the successive
iterations of the family of maps Fn, n ∈ N, on the (N + 1)-dimensional Euclidean
space RN+1:

Fn : (x0, x1, . . . , xN−1, xN ) → (x0 + an f (xN ), x0, . . . , xN−2, xN−1),

where an = ∫ n+1
n a(t) dt . Of particular interest is the case of N = 0 when Eq. (7)

becomes
x ′(t) = a(t) f (x([t])), t ≥ 0. (8)

The family Fn then becomes a family of one dimensional maps of the form Fn(x) =
x + an f (x), n ∈ N. Several specific cases of Eq. (8) were studied by others, see e.g.
[8, 9] and further references therein.
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Another special case of Eq. (5) is the following DEPCA

x ′(t) = a(t) x(t) f (x([t − N ])), t ≥ 0. (9)

If the range of x(t) is in R+, x(t) > 0, ∀t ≥ 0, then the substitution z(t) = ln[x(t)]
reduces it to the form

z ′(t) = a(t) f (exp{z([t − N ])}), t ≥ 0,

which is Eq. (8).
As it is transparent from the reasoning above, the asymptotic properties of the

solution as t → ∞ of the initial value problem

x ′(t) = a(t) f (x([t]), x(0) = x0, (10)

are equivalent to the asymptotic properties of the solution of the iterative sequence

xn+1 = Fan (xn) =: xn + an f (xn), an =
∫ n+1

n
a(t) dt, n ∈ N0. (11)

Asymptotic properties of solutions of Eq. (11) as n → ∞ are determined by the
iterative properties of the family of one-dimensional maps

Fλ(x) : x → x + λ f (x), λ ∈ R, (12)

when successive iterations are applied for generally different values of the parameter
λ. This way iterations on R under the family (12) are viewed as a non-autonomous
dynamical system.

In the prior studies of autonomous DEPCA of the form (8) the nonlinearity f is
assumed to satisfy the negative feedback assumption with respect to the unique equi-
librium [8, 9]. This is a fairly standard assumption for many systemswith delaymod-
eling biological applications among others. Therefore, the assumption (2) appears
naturally in this context for both differential equation (8) and the family of maps
(12). In particular, for an extension of the well-known Wright equation [10] to the
case of DEPCA the nonlinearity f has the form f (x) = 1 − ex (see Example 1 in
Sect. 4.4).

3.2 Related Interval Maps

In this subsection we recall some basic notions and definitions related to interval
maps. Comprehensive expositions on the theory of one-dimensional maps can be
found in monographs [4, 5].
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Definition 1 (i) A fixed point x = x∗ of a continuous map F of an interval I ⊆ R
into itself is called attracting if there exists an open interval J ⊆ I such that x∗ ∈ J ,
f (J ) ⊆ J , and for every point x ∈ J one has that limn→∞ Fn(x) = x∗ holds.
(ii) The largest connected interval J ⊆ I with this property is called the domain of
immediate attraction of the fixed point x∗.

As customary Fn stand for the nth iteration of F , Fn = F ◦ · · · ◦ F.

The following statement is a well-known simple fact in the theory of interval
maps. Its proof easily follows from related facts of Sect. 2.4 in [5].

Proposition 1 For arbitrary point x ∈ J in the domain of immediate attraction of
the fixed point x∗ there always exists a closed finite interval I0 = I0(x) ⊂ J such
that x ∈ I0, F(I0) ⊆ I0, and ∩n≥0Fn(I0) = x∗.

Definition 2 Let x∗ be an attracting fixed point of a continuous map F . An infinite
set of intervals {In, n ∈ N0}will be called a squeezing sequence of imbedded intervals
if the following holds:

Ik+1 ⊆ Ik, F(Ik) ⊆ Ik+1, and ∩k≥0 Ik = x∗.

It is evident that the sequence of intervals Ik = Fk(I0), n ∈ N0, in Proposition 1 is
a squeezing imbedded sequence. Given an initial point x0 in the domain of immediate
attracting it is also clear that a squeezing imbedded sequence containing its iterations
in not uniquely defined in general.

For C3-smooth interval maps an important role is played by the Schwartz deriva-
tive:

SF(x) = F ′′′(x)
F ′(x)

− 3

2

[
F ′′(x)
F ′(x)

]2

. (13)

The Schwartz derivative exists everywhere in the phase space I ⊆ R except the
critical points xcr where the first derivative is zero, F ′(xcr ) = 0. The following state-
ment is a well-known fact for unimodal interval maps that relates local and global
attractivity of a fixed point. It follows from [11].

Proposition 2 Suppose that a unimodal map F ∈ C3(I, I ) has a unique attract-
ing fixed point x∗ ∈ I . If the Schwartz derivative satisfies SF(x) < 0 for all x ∈
I, x �= xcr , then the fixed point x∗ is also globally attracting on I : limn→∞ Fn(x) =
x∗, ∀x ∈ I.

4 Main Results

We assume throughout this section that the hypotheses (H1)–(H4) are satisfied. Since
f ′(0) = f0 < 0 holds the unique fixed point x = 0 of each of the maps Fλ(x) =
x + λ f (x) is locally attracting for every 0 < λ < −2/ f0, and it is repelling for any
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λ > −2/ f0. The value λcr = −2/ f0 > 0 is critical as the derivative is F ′
λcr

(0) = −1.
The fixed point x∗ = 0 at this parameter value can typically be either attracting
or repelling, depending on further local properties of function f (x) in the vicinity
of x = 0. An important subcase for us will be when it is attracting; this happens in
particular when SF(x) < 0 in some neighborhood of x = 0. Throughout this section
we always assume that the parameter λ belongs to the interval Λ∗ = [0,−2/ f0] =
[0,λcr ].

We further assume that for each λ ∈ Λ∗ \ {0} the map Fλ is unimodal with the
following additional specification:

(H5) Fλ(x) has a unique critical point x = cλ; it is increasing on (−∞, cλ) and
decreasing on (cλ,+∞) with

lim
x→−∞ Fλ(x) = lim

x→+∞ Fλ(x) = −∞. (14)

Note that the symmetric case of the unimodality, when the limits in (14) are +∞,
or when one or both of the limits are finite, is completely analogous to the case of
(14) for corresponding mathematical reasoning of this section; its details are not
given in this paper, due to space considerations; however, they are presented in the
forthcoming paper [1]. Example 3 in Sect. 4.4 deals with such particular case.

4.1 Squeezing Sequences of Imbedded Intervals

In this subsection we shall construct and describe related properties for specific
squeezing sequences of imbedded intervals for unimodal interval maps satisfying
the hypothesis (H5). We also assume that the domain of immediate attraction of the
fixed point x∗ = 0 for each of the maps Fλ is the entire real axis R.

Let F stand for an arbitrary representative of the family Fλ for which x = 0 is an
attractive fixed point, and let x = c = cλ be its critical point. We shall distinguish
between two possibilities how the critical point c is located with respect to the fixed
point x∗ = 0. If it is to the right of the fixed point, c ≥ 0, we call the respective map
F to be of type I . If it is to the left, c < 0, then the map F is said to be of type I I .
This distinction by the type is important for the structure of the squeezing sequences
of imbedded intervals that we describe next.

(A). Suppose first that map F is of type I , i.e. the corresponding c = cλ satisfies
c ≥ 0. This is the case when the parameter λ satisfies 0 < λ ≤ −1/ f0 = λcr/2, since
1 > F ′(0) ≥ 0 then. There is a unique value z0 ≥ c such that F(z0) = 0. The func-
tion F(x) is monotone increasing on (−∞, c] � 0 with 0 > F(x) > x ∀x < 0 and
0 < F(x) < x ∀x ∈ (0, z0). Therefore, every interval I of the form [a, b], a < 0 <

b ≤ z0, is mapped into itself, F(I ) ⊂ I , with the following properties Fn+1(I ) ⊂
Fn(I ), n ∈ N, and ∩n≥0 Fn(I ) = {0} satisfied. Given an initial point x0 a squeez-
ing sequence {In, n ∈ N0} of imbedded intervals now can be chosen accordingly as
follows:
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(i) If x0 ≤ 0 set I0 = [x0, 0] and In = Fn(I0);
(ii) If x0 ∈ (0, c] set I0 = [0, c] and In = Fn(I0);
(iii) If x0 ∈ (c, z0] set I0 = [0, z0] and In = Fn(I0);
(iv) If x0 > z0 set I0 = [F(x0), x0] and In = Fn(I0).

(B). Suppose next that F is of type I I , i.e. c = cλ < 0. This is the case when the
parameter λ satisfies−1/ f0 = λcr/2 < λ ≤ −2/ f0 = λcr since then−1 ≤ F ′(0) <

0 holds. Then one also has that the inequalities 0 < F(c) and 0 > F2(c) > c are
satisfied. Indeed, if one assumes that the opposite F2(c) ≥ c holds then the map F
has a periodic point of period 2 on the interval [c, F(c)]. This contradicts the global
attractivity of the fixed point x = 0. Therefore, the interval [c, F(c)] := I0 is mapped
into itself, and the sequence of intervals In = Fn(I0) forms a squeezing sequence of
imbedded intervals for every initial point x0 ∈ I0:

I0 ⊃ F(I0) ⊃ F2(I0) ⊃ · · · ⊃ Fn(I0) ⊃ Fn+1(I0) ⊃ . . . ,
⋂

n≥0

Fn(I0) = 0.

Since F(x) is increasing and F(x) > x on (−∞, c] there is a unique value c1 < c
such that F(c1) = c. Likewise, there is a unique value c2 < c1 such that F(c2) = c1.
By induction, one builds a sequence of pre-images of the critical point c by setting
cn+1 < cn and F(cn+1) = cn, n ∈ N. One easily concludes that limn→∞ cn = −∞.
Otherwise x∗ = limn→∞ cn would be an additional fixed point of themap F . Set Jn =
[cn+1, cn], n ∈ N0 (with c0 := c). Given an initial point x0, a squeezing sequence
In, n ∈ N, of imbedded intervals now can be chosen as follows:

(i) For x0 ∈ I0 set In = Fn(I0);
(ii) For x0 ∈ Jm for some m ≥ 0 set I0 = [cm+1, F(c)] and In = Fn(I0);
(iii) For x0 > F(c) let m ∈ N be such that F(x0) ∈ Jm . Set I0 = [cm+1, x0] and

In = Fn(I0);

4.2 Global Attractivity Under Unimodal Families

The followingTheorems 1–3 represent the principal results of this paper on the global
attractivity of the zero fixed point under the iterations of the entire family of maps Fλ.

Given λ ∈ Λ∗ let Dλ denote the domain of immediate attraction of the fixed
point x∗ = 0 under the map Fλ. Let parameter values α,β with 0 < α < β ≤ λcr be
arbitrary but fixed, and let Λαβ stands for the closed interval [α,β] ⊂ Λ∗.

Theorem 1 For arbitrary sequence {λn, n ∈ N0} ⊆ Λαβ and for any initial point
x0 ∈ D := ∩λ∈Λαβ

Dλ one has that limn→∞ Fn(x0) = 0 holds.

Here we provide an outline of the proof for the case when the domain Dλ of
immediate attraction of the fixed point x∗ = 0 for each of the maps Fλ is the entire
real axis R. Therefore D = R. The general case involving other possibilities for Dλ

will be treated in paper [1].
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We first make several simple general observations about the family Fλ which are
due to the negative feedback assumption (2) on function f (x) and the unimodality
of the entire family Fλ. The following holds:

(a)
x < Fα(x) < Fλ(x) < Fβ(x) for all x < 0 and every λ ∈ (α,β);

(b)
x > Fα(x) > Fλ(x) > Fβ(x) for all x > 0 and every λ ∈ (α,β);

(c) For every λ ∈ [0,λcr/2] function Fλ(x) is increasing for x ∈ (−∞, 0];
(d) For every λ ∈ [λcr/2,λcr ] function Fλ(x) is decreasing for x ∈ [0,∞);

These properties will be used multiple times in the remainder of the proof, without
repeated mentioning.

In order to prove Theorem 1 we need to establish first the following result.

Lemma 1 Assume hypotheses of Theorem 1. There exists a finite closed interval I∗,
independent of the sequence {λn}, such that it is mapped into itself under each map
of the family: Fλ(I∗) ⊆ I∗,λ ∈ Λ∗. Moreover, for arbitrary sequence {λn, n ∈ N0}
and any initial point x0 ∈ R there exists a finite positive integer N0 = N0(x0, {λn)})
such that Fn(x0) ∈ I∗ for all n ≥ N0.

Proof We shall construct the interval I∗ explicitly. The function u(x,λ) = Fλ(x) =
x + λ f (x) is continuous for all x ∈ R,λ ∈ Λ∗, and it is uniformly bounded from
above. It achieves its absolute maximum value at some finite point (x∗

0 ,λ
∗
0):

sup{u(x,λ); x ∈ R,λ ∈ Λ∗} = u∗ = u(x∗
0 ,λ

∗
0) = x∗

0 + λ∗
0 f (x

∗
0 ). Since Fλ is a uni-

modal family, x∗
0 is the critical point of the map Fλ∗

0
; it is actually the point

of absolute maximum for the function y = Fβ(x) = x + λβ f (x), x∗
0 = cβ . Define

b∗ = u∗ = Fβ(cβ) to be the right endpoint of the interval I∗. Consider next the
function y = Fβ(x) = x + β f (x) and define a∗ = Fβ(b∗) = Fβ(cβ). Since f (x) <

0 ∀x > 0, this implies that Fλ(x) ≥ a∗ for all x ∈ [0, b∗] and every λ ∈ Λ∗. On the
other hand, Fλ(x) > x ∀x ∈ [a∗, 0] and every λ ∈ Λ∗ since f (x) > 0 ∀x < 0. This
shows that the interval [a∗, b∗] := I∗ = [cβ, Fβ(cβ)] is invariant under any of the
maps Fλ: Fλ(I∗) ⊆ I∗,λ ∈ Λ∗.

Suppose now that x0 /∈ I∗. There are two possibilities, either x0 < 0 or x0 > 0.
Assume first that x0 < 0 holds.We shall show next that the point x0 gets mapped into
the invariant interval I∗ after a finite number of iterations of themap Fα, FN0

α (x0) ∈ I∗
for some positive integer N0. Indeed, if FN0

α (x0) ≥ 0 is satisfied for some N0 then the
claim is true. Suppose on the contrary that Fn

α (x0) < 0 ∀n ∈ N0. Then xn = Fn
α (x0) is

an increasing sequence with the finite limit limn→∞ xn = x̄ ≤ 0. If one assumes that
x̄ < 0 then it is a fixed point of Fα different from x = 0, a contradiction. Therefore,
x̄ = 0. This means that there exists N0 such that FN0

α (x0) ∈ I∗. Now note that for
any other map Fλ,λ ∈ Λ∗,λ > α, of the family one has that the inequality Fλ(x) >

Fα(x) holds for all x < 0. Therefore,Fn(x0) = Fλn−1 ◦ Fλn−2 ◦ · · · ◦ Fλ1 ◦ Fλ0(x0) ≥
Fn

α (x0) holds as long as both Fn(x0) < 0 and Fn
α (x0) < 0 are satisfied. Thus, there
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exists N̂0 ≤ N0 such that FN̂0
(x0) ∈ I∗. The considerations in the case x0 > 0 are

analogous, and details are left out. This completes the proof of the lemma.

Outline of the proof of Theorem 1. Let the sequence {λn, n ∈ N0} ⊆ Λαβ and
the initial value x0 ∈ R be given. Lemma 1 allows us to assume that x0 ∈ I ∗

0 is
satisfied. We consider several different possibilities depending on how the com-
posite map Fn = Fλn−1 ◦ Fλn−1 ◦ · · · ◦ Fλ1 ◦ Fλ0 is made up. We shall show that
limn→∞ Fn(x0) = 0 in all cases.

(i) Assume first that all the maps Fλn , n ∈ N0, have their critical point cλn on the
right from the fixed point x∗ = 0, cλn ≥ 0,∀n ∈ N0 (type I ).

Proposition 3 Suppose that x0 < 0. Then the sequence xn = Fn(x0), n ∈ N0, is
increasing with limn→∞ xn = 0.

Indeed, this is easily seen from the inequalities Fα(x) < Fλ(x) < Fλcr /2(x) valid
for all x < 0 and the fact that every function Fλ(x),α ≤ λ ≤ λcr/2 is strictly
increasing on (−∞, 0]. It is straightforward to see that the double inequalities
Fn

α (x0) ≤ Fn(x0) ≤ Fn
λcr /2

(x0) hold for all n ∈ N. Since limn→∞ Fn
α (x0) =

limn→∞ Fn
λcr /2

(x0) = 0 the claim of the proposition follows.
Proposition 3 can also be proved by means of a squeezing sequence of imbed-

ded intervals. Indeed, one can build the sequence following the standard steps by
setting I0 = [x0, 0] and In = Fn

α (I0), n ∈ N0 (see part (A) above). Then in view of
properties (a) and (c) one has that the inclusion Fn(I0) ⊆ FN

α (I0) holds, implying
limn→∞ Fn(x0) = 0.

Proposition 4 Suppose that x0 > 0 and the sequence xn = Fn(x0) > 0 is positive
for all n ∈ N0. Then xn is necessarily decreasing with lim xn = 0.

Indeed, since f (x) < 0, ∀x > 0 and λcr/2 ≥ λ0 ≥ α then 0 < x1 = Fλ0(x0) ≤
Fα(x0) holds. By induction, one concludes 0 < xn = Fn(x0) ≤ Fn

α (x0). However,
Fn

α (x0) → 0 as n → ∞ for any x0 > 0 such that Fα(x0) > 0. Again, an associated
squeezing sequence of imbedded intervals can be constructed here as I0 = [0, x0]
and In = Fn

α (I0), n ∈ N.

The remaining possibility for the subcase (i) is that x0 > 0, xn > 0 for all 1 ≤ n ≤
N0, and xN0+1 < 0 for some N0 ≥ 1. Then xn < 0 holds for all n ≥ N0 + 1, and this
situation is reduced to the subcase ofProposition3.Anassociated squeezing sequence
of imbedded intervals can be chosen here as I0 = [xN0 , x0] and In = Fn

α (I0), n ∈ N.

(i i)Assume next that all the maps Fλn have their critical point cλn on the left from
the fixed point x∗ = 0, cλn < 0 (type I I ).

For any λ ∈ (λcr/2,λcr ] let cλ be the critical point of the map Fλ. Denote the
interval [cλ, Fλ(cλ)] = Iλ.

It is readily seen from the proof of Lemma 1 that for arbitrary x0 ∈ R there exists a
positive integer N0 such thatFn(x0) ∈ I β

0 = [cβ, Fβ(cβ)] for all n ≥ N0. Indeed, for
every λ0 ∈ [λcr/2,λcr ] if x0 > 0 then x1 = Fλ0(x0) < 0. Therefore, one can assume
that the initial point satisfies x0 < 0. If the corresponding sequence xn is such that
xn < 0 ∀n ∈ N then limn→∞ xn = 0.Therefore, in the latter case 0 > xN0 ≥ cβ holds
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for some N0 (and then for all n ≥ N0). If there exists positive integer N0 such that
xn < 0 ∀ 1 ≤ n ≤ N0 and xN0+1 > 0 then xN0+1 = Fλn (xN0) ≤ Fβ(xN0) ≤ Fβ(cβ).
In either case, cβ ≤ xN0+1 ≤ Fβ(cβ).

The interval Iβ is mapped into itself under any map Fλ,λ ∈ [λcr/2,β.]. This is
easily seen from two facts: (i) each Fλ(x) is decreasing for x > 0with the inequalities
0 > Fλ(x) > Fβ(x) satisfied, and (ii) Fβ(x) > Fλ(x) > x for all x ∈ (cβ, 0). This
means that the inclusion Fλn (x0) ∈ Iβ holds for all n ∈ N provided x0 ∈ Iβ .

In view of the above we can assume that the initial point satisfies x0 ∈ Iβ .
We shall construct now a squeezing sequence of imbedded intervals associated

with the interval Iβ and the entire family of maps Fλ for λ ∈ [λcr/2,β] (type I I ).
Note that the following inequalities hold for each such λ:

Fβ(x) ≥ Fλ(x) ≥ Fλcr /2(x) for all x ∈ [cβ, 0] (15)

and
Fβ(x) ≤ Fλ(x) ≤ Fλcr /2(x) for all x ∈ [0,∞). (16)

Lemma 2 There exists a squeezing sequence of imbedded intervals {In, n ∈ N0}
such that for every map Fλ,λ ∈ [λcr/2,β], one has:

Fλ(In) ⊆ In+1, In+1 ⊆ In, and
⋂

n≥0

In = {0}.

Proof Consider the image of the interval Iβ := I0 =: [a0, b0] under any representa-
tive Fλ,λ ∈ [λcr/2,β], of the family. In view of the inequalities (15) and (16) it is
easily seen that for any x0 ∈ (cβ, 0) one has Fλ(x0) ≤ F(cβ). Also the other inequal-
ity holds for such x0: Fλ(x0) ≥ Fλcr /2(x0) ≥ Fλcr /2(cβ). Since all Fλ(x) are decreas-
ing for x ≥ cλ, one has that for every initial value x0 ∈ [0, Fβ(cβ)] the inequality
holds Fβ(cβ) ≤ Fλ(x0) ≤ 0. Therefore, Fλ(I0) ⊆ Fβ(I0) for every λ ∈ [λcr/2,β].
Note that more generally, in view of inequalities (15) and (16), the following holds:
for every subinterval J = [ξ, η] ⊆ Iβ such that J � 0 the inclusion Fλ(J ) ⊆ Fβ(J )

is valid for every parameter value λ ∈ [λcr/2,β].
Next we shall compare the values Fλcr /2(cβ) and F2

β (cβ) and construct two inter-
vals I1 and I2 accordingly.

(1) If Fλcr /2(cβ) ≥ F2
β (cβ) we set I1 := Fβ(I0) = [F2

β (cβ), Fβ(cβ)] =: [a1, b1]
and I2 := Fβ(I1) = [F2

β (cβ), F3
β (cβ)] =: [a2, b2]. Due to the inequalities (15) and

(16) one sees that the inclusions hold: Fλ(Ik) ⊆ Ik+1, k = 0, 1, for every λ ∈
[λcr/2,β].

(2) If Fλcr /2(cβ) < F2
β (cβ) we set I1 := [Fλcr /2(cβ), Fβ(cβ)] =: [a1, b1] and

I2 := [a1, Fβ(a1)] =: [a2, b2] ⊆ I1. Then one easily derives the inclusion Fβ(I1) =
[F2

β (cβ), Fβ(a1)] ⊆ I2 since F2
β (cβ) > a1 = Fλcr /2(cβ). Due to the construction of

intervals I0, I1, I2 in this subcase one sees that the inclusions hold: I0 ⊃ I1 ⊃ I2 and
Fβ(I0) ⊂ I1, Fβ(I1) ⊂ I2. It is also an immediate conclusion that in this subcase the
inclusions Fλ(Ik) ⊆ Ik+1, k = 0, 1, hold for every λ ∈ [λcr/2,β].
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We proceed now iteratively by using the interval I2 as the initial interval and
repeat the above construction. In either subcase (1) and (2) above b2 = Fβ(a2)
holds. Consider the value F2

β (a2) and compare it with Fλcr /2(a2). If the inequal-
ity Fλcr /2(a2) ≥ F2

β (a2) holds, then we build intervals I3 and I4 exactly as in
part (1) above: I3 = Fβ(I2) and I4 = Fβ(I3). If the opposite inequality holds,
Fλcr /2(a2) < F2

β (a2), then we proceed to build intervals I3 and I4 exactly as in part
(2) above: I3 = [Fλcr /2(a2), Fβ(a2)] =: [a3, b3] and I4 = [a3, Fβ(a3)] ⊆ I3. In both
cases the inclusions I2 ⊇ I3 ⊇ I4 and Fβ(I2) ⊆ I3, Fβ(I3) ⊆ I4 hold.

By continuing this procedure by induction indefinitely we will have built a
sequence of imbedded intervals {In, n ∈ N0} such that In+1 ⊆ In and Fβ(In) ⊆ In+1

for all n ∈ N0. This is also a squeezing sequence of intervals with
⋂

k≥0 Ik = {0}.
The latter is seen from the fact that each left end point a2n, n ∈ N, of the interval I2n
is defined as a minimum of two functions on the previous values, Fλcr /2(a2n−2) and
F2

β (a2n−2). More precisely, it follows from the following proposition.

Proposition 5 Suppose two continuous maps G1,G2 of the negative semi-axis
R− = (−∞, 0] into itself are increasing and satisfying the following additional
conditions: Gi (0) = 0 and 0 > Gi (x) > x for all x < 0, i = 1, 2. Then any solu-
tion of the difference equation xn+1 = min{G1(xn),G2(xn)}, x0 ∈ R−, satisfies
limn→∞ xn = 0.

Proof Define two continuous functions H1, H2 by H1(x) = max{G1(x),G2(x)},
H2(x) = min{G1(x),G2(x)}. Since both are increasing with 0 > Hi (x) > x ∀x <

0, then Hn
i (x0) → 0 as n → ∞ for every x0 > 0 (i = 1, 2). On the other hand, the

inequalities Hn
2 (x0) ≤ xn ≤ Hn

1 (x0) hold for all n ∈ N, which proves the proposition.

Note that in the symmetric case when functions G1,G2 are defined on the positive
semi-axis R+ = [0,∞), are monotone increasing and satisfying the assumptions
Gi (0) = 0 and 0 < Gi (x) < x, i = 1, 2, for all x > 0, the conclusion of Proposition
5 is also valid for the following difference equation: xn+1 = max{G1(xn),G2(xn)},
x0 ∈ R+,

An immediate implication of Lemma 2 is the following

Corollary 1 For arbitrary sequence λn ∈ [λcr ,β], n ∈ N0, and for any initial value
x0 ∈ Iβ, one has that Fn(x0) ∈ In holds. Therefore, limn→∞ Fn(x0) = 0.

The corollary follows from the fact that xn = Fn(x0) ⊆ Fn(I0) ⊆ Fn
β (I0) ⊆ In since

the inclusions Fλ(Ik) ⊆ Fβ(Ik) ⊆ Ik+1 hold for every λ ∈ [λcr/2,β] and all k ∈ N0.
This completes the proof for subcase (i i).

(i i i) In the case when the composite map Fn is such that all its components are
either of type I or type I I eventually is easily reducible to one of the subcases (i)
or (i i) above. One has simply to choose FN0(x0) as a new initial value for some
sufficiently large N0.

(iv)Assume finally thatFn has unbounded numbers of components of both types
(I ) and (I I ) as n → ∞.

Proposition 6 For arbitrary x0 ∈ I0 one of the following two possibilities can hap-
pen:
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(i) The iterative sequence xn = Fn(x0) is eventually monotone with lim xn = 0;
(ii) For any iterative sequence {xn} that is not eventually monotone there exists a

positive integer N0 such that Fn(x0) ∈ [cβ, Fβ(cβ)] for all n ≥ N0.

This proposition is similar to Propositions 3 and 5with the following two differences.
(1) The lower bound for the iterative sequence xn with a negative initial value x0
is given by the map Fα. If x0 < 0 then Fλ(x0) ≥ Fα(x0) for every λ ∈ Λαβ . This
results in the estimate xn = Fn(x0) ≥ Fn

α (x0) as long as xk < 0, ∀ 0 ≤ k ≤ n. (2)
The sequence xn does not have to be monotone. Therefore, either xn < 0 ∀n ∈ N0

with limn→∞ xn = 0 holds, as in Proposition 3; or there exists first positive integer
N0 ≥ 1 such that xN0 > 0. In both cases xn ∈ Iβ ∀n ≥ N0.

Proposition 6 allows us to start with initial points x0 from the interval Iβ .
We shall build next a squeezing sequence of imbedded intervals similar to that in

Lemma 2 for the subcase (ii).

Lemma 3 There exists a squeezing sequence of imbedded intervals {In, n ∈ N0}
such that for the map Fβ one has:

Fβ(In) ⊆ In+1, In+1 ⊆ In, and
⋂

n≥0

In = {0}.

Proof The construction of the sequence {In, n ∈ N0} is very similar to that in the
proof of Lemma 2. We start with I0 = Iβ = [cβ, Fβ(cβ)] and proceed with relevant
step (1) or (2) to construct I1 and I2. The major difference now is that in step (2)
we use the function Fα rather than Fλcr /2, since it is now the lower bound for the
entire family Fλ consisting of both types (I ) and (I I ). We repeat the procedure
to get intervals I3 and I4, and apply it inductively to have the entire sequence of
intervals {In = [an, bn], n ∈ N0}. The fact that {In} is a squeezing sequence follows
from Proposition 5 for which Fα and Fβ are now used as the lower and upper bound
functions, respectively: a2n = min{Fα(a2n−2), F2

β (a2n−2)}, n ∈ N.

Finally, consider the iterative maps Fn, n ∈ N0, applied to the interval I0,
Fn(I0) = Fλn−1 ◦ Fλn−2 ◦ · · · ◦ Fλ1 ◦ Fλ0(I0). For the given sequenceλn of the param-
eter values let {λn1 ,λn2 ,λn3 , . . . ,λnk , . . .} be its complete subsequence correspond-
ing to all the maps of type I I in the composition Fn as n → ∞. In view of the
inequalities (15)–(16) for any interval In of the squeezing sequence the inclusion Fλ ◦
Fλnk

(In) ⊆ Fλnk
(In) holds for any map Fλ of type I . This is because any such Fλ sat-

isfies: x < Fα(x) ≤ Fλ(x) < Fccr /2(x) for x ∈ I0 ∩ R− and x > Fα(x) ≥ Fλ(x) >

Fccr /2(x) for x ∈ I0 ∩ R+. Therefore, Fn(I0) ⊆ Fλn1
◦ Fλn2

◦ · · · ◦ Fλnk
(I0) ⊆ Ik ,

where nk is the largest positive integer of the subsequence such that nk ≤ n. Since
k → ∞ as n → ∞ this implies that limn→∞ Fn(x0) = 0 for every x0 ∈ I0.

This completes the proof of Theorem 1.
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4.3 Critical Case λ = 0

Wenowconsider the iterativemapsFn = Fλn−1 ◦ Fλn−2 ◦ · · · ◦ Fλ1 ◦ Fλ0 for the range
of the parameter values λk, k ∈ N0, that are close to zero.

Lemma 4 Given an arbitrary initial point x0 ∈ R, there exists a parameter value
λ = μ0 = μ0(x0) such that the family of maps Fλ(x) = x + λ f (x) satisfies one of
the following two statements:

(1) Fλ(x) > 0 for all x ∈ (0, x0) and for every λ ∈ (0,μ0] in the case when x0 > 0,
or

(2) Fλ(x) < 0 for all x ∈ (x0, 0) and for every λ ∈ (0,μ0] in the case when x0 < 0.

Proof Consider first the case when x0 > 0. Since f (x) is continuously differentiable
in some neighborhood of x = 0 with f ′(0) = f0 < 0 there exists δ0 > 0 and μ1

0 > 0
such that Fλ(x) satisfies x > Fλ(x) > 0 for all x ∈ (0, δ0] and every λ ∈ (0,μ1

0].
Since f (x) is continuous on the closed interval [δ0, x0] and it is negative there one
has the two-sided estimate −M ≤ f (x) ≤ −m for all [δ0, x0]. If one chooses μ0

such that μ0 > δ0/M then the inequality Gλ(x) > 0 holds for all x ∈ (0, x0] and
arbitrary 0 < λ ≤ μ0. Since Gλ(x) < x for all x > 0 this complete the proof when
x0 > 0. The symmetric case x0 < 0 is proved analogously.

An easy implication of Lemma 4 is the following

Corollary 2 Given arbitrary initial point x0 there exists μ0 > 0 such that the itera-
tive sequence xn defined by (1) is monotone for arbitrary sequence of the coefficients
{λ0,λ1,λ2, . . .} ⊂ [0,μ0]. Moreover, xn is decreasingwhen x0 > 0, and it is increas-
ing when x0 < 0.

The corollary is obvious, since the inequality 0 < Fλ(x) < x,∀x ∈ (0, x0] is satisfied
in the case x0 > 0, implying xn > xn+1 > 0,∀n ∈ N0. The other case x0 < 0 yields
xn < xn+1 < 0,∀n ∈ N0.

Theorem 2 Suppose the sequence {λn} ⊂ Λ∗ of parameter values satisfies
limn→∞ λn = 0. Then the iterative sequence {xn} defined by difference Eq. (1) is
monotone for large n, and the limit limn→∞ xn = x∗ is finite. Moreover, x∗ = 0 if
and only if the following series diverges:

∑∞
n=0 λn = +∞.

Proof Note that Dλ = R for all λ ∈ (0,λcr/2). This follows from the fact that Fλ is
unimodal, 0 < F ′

λ(0) < 1, and that the critical point is to the right from the unique
fixed point, cλ > 0.

Since limn→∞ λn = 0 we can assume without loosing a generality that all the
values λn ∈ N are sufficiently small, so that we are under the assumptions of Lemma
1. To be definite let x0 > 0. Then the sequence xn is monotone decreasing with
limn→∞ xn = x∗ ≥ 0.

Assume first that x∗ > 0. Then the following quantities are well defined on the
interval [x∗, x0]:
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max
x∈[x∗,x0]

{ f (x)} = −m, min
x∈[x∗,x0]

{ f (x)} = −M, with 0 < m ≤ M.

Therefore, one has the following estimate: x1 = x0 + a0 f (x0) ≤ x0 − ma0. Like-
wise, x2 ≤ x1 − a1m ≤ x0 − a0m − a1m. By induction, one derives the estimate
xn ≤ x0 − m

∑n
k=0 ak . The latter leads to a contradiction xn → −∞ when the series∑∞

n=0 an = ∞ diverges.
Suppose next that x∗ = 0. One can also assume that in this case all members of the

sequence xn are sufficiently small (this is true for large n). By using the Taylor expan-
sion f (t) = f (t0) + f ′(θ)(t − t0), θ ∈ (t0, t), in a small neighborhood of t0 = 0,
one derives the following two sided estimate: −k1x ≤ f (x) ≤ −k2x, ∀x ∈ (−δ, δ)
for some0 < k2 < k1 and δ > 0. This in turn implies that x1 = x0 + a0 f (x0) satisfies
x0(1 − k1a0) ≤ x1 ≤ x0(1 − k2a0). Likewise, the second iteration x2 satisfies:

x0(1 − k1a0)(1 − k1a1) ≤ x1 ≤ x0(1 − k2a0)(1 − k2a1).

By induction, one derives the following two-sided inequalities:

x0

n∏

i=0

(1 − aik1) ≤ xn ≤ x0

n∏

i=0

(1 − aik2), n ∈ N. (17)

By applying the natural logarithmic function to the latter one arrives at

ln x0 +
n∑

i=0

ln(1 − aik1) ≤ ln xn ≤ ln x0 +
n∑

i=0

ln(1 − aik2). (18)

By the limit comparison test both series
∑∞

i=0 ln(1 − aik1) and
∑∞

i=0 ln(1 − aik2)
converge if and only if the series

∑∞
i=0 ai converges. Since limn→∞ ln(xn) = −∞

holds, by taking the limit on both sides of the inequalities (18) one sees that the
series

∑∞
i=0 ai is necessarily divergent. This completes the proof when x0 > 0. The

reasoning and details of the other case x0 < 0 are completely analogous and are left
out.

Let an initial point x0 < 0 be arbitrary but fixed, and let x∗ be any other given num-
ber such that 0 > x∗ > x0.We shall show that there exists a sequence of the parameter
values μn, n ∈ N0, such that the recursive sequence xn+1 = xn + μn f (xn), n ∈ N0,

is monotone increasing and lim xn = x∗. Indeed, this follows from the fact that
the value x1 = x1(μ) = x0 + μ f (x0) is continuously dependent on μ, and satis-
fies x1(0) = x0 and x1(μ) > x0 for all small μ > 0. Therefore, the value x1 can
be assigned arbitrarily to some small right neighborhood of x = x0, by appropri-
ately choosing the parameter value μ0 > 0. Likewise, x2 can be put arbitrarily in
its sufficiently small but fixed right neighborhood, by an appropriate choice of μ2.
By induction, a sequence {xn} can be constructed, by an appropriate choice of the
corresponding sequence {μn}, such that
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x0 < x1 < x2 < x3 < · · · < xn < xn+1 < · · · −→ x∗.

Theorems 1 and 2 yield the following result:

Theorem 3 Let λ∗, 0 < λ∗ ≤ −2/ f0, be a parameter value such that x = 0 is an
attracting fixed point for every map Fλ,λ ∈ (0,λ∗]. Set D := ∩λ∈(0,λ∗] Dλ where
Dλ is the domain of immediate attraction of x = 0 under Fλ. Then for any x ∈
D and for arbitrary sequence {λn} ∈ (0,λ∗] such that

∑∞
0 λn = ∞ one has that

limn→∞ Fn(x) = 0 holds.

Proof If the sequence {λn, n ∈ N0} contains an infinite subsequence λnk such that
λnk ≥ α for someα > 0 then the reasoning of Theorem 1 applies. Otherwise λn → 0
as n → ∞, thus Theorem 2 invokes.

Corollary 3 Assume the hypotheses of Theorem3. Any solution of the corresponding
initial value problem for the DEPCA:

x ′(t) = a(t) f (x([t])), x(0) = x0 ∈ D

converges to zero as t → ∞, limt→∞ x(t) = 0, in the case when 0 ≤ a(t) ≤ λ∗ and∫ ∞
0 a(t) dt = ∞ are satisfied.

This immediately follows from the relationship between the initial value problem
(10) and the family of maps (12) through the difference Eq. (11).

4.4 Examples

Example 1 The following differential equation

x ′(t) = −a(t)x([t])[1 + x(t)], a(t) ≥ 0, (19)

can be viewed as amodification for the case ofDEPCAof thewell-known continuous
time differential delay equation introduced by E. M. Wright. Similarly to the rea-
soning in [10] it can be shown that its solutions satisfy x(t) > −1 ∀t ≥ 0 provided
x(0) > −1. The equation is reducible to the form

x ′(t) = a(t) (1 − exp{x([t]))], t ≥ 0, (20)

through the substitution 1 + x = ez (in the latter we revert back to the x-notation
from z).

The family Fλ of the maps has the form

Fλ(x) = x + λ f (x) = x + λ
(
1 − ex

)
, λ > 0.



Global Asymptotic Stability in a Non-autonomous Difference Equation 247

It is easily verifiable that the following statements are true:

(1) For any λ > 0 map Fλ has unique fixed point x = 0;
(2) Function f (x) = 1 − ex satisfies the negative feedback condition x · f (x) <

0, ∀x �= 0;
(3) Fλ(x),λ > 0, is a family of unimodal maps with the critical point cλ = − ln λ.

Fλ is increasing for x ∈ (−∞, cλ) and Fλ is decreasing for x ∈ (cλ,∞) with
limx→−∞ Fλ(x) = limx→+∞ Fλ(x) = −∞;

(4) The Schwartzian derivative is negative outside the critical point:

(S Fλ)(x) = −λex − 1
2 λ2 e2x

(1 − λ ex )2
< 0 ∀x ∈ R, x �= cλ.

(5) Derivative at zero is F ′
λ(0) = 1 − λ. Fixed point x = 0 is globally attracting for

0 < λ ≤ 2; it is repelling for λ > 2.

Theorem 3 applies to conclude the following

Proposition 7 Suppose that the coefficient a(t) of Eq. (19) satisfies a(t) ≥ 0,∫ n+1
n a(t) dt ≤ 2, n ∈ N, and

∫ ∞
0 a(t) dt = ∞. Then its constant solution x(t) ≡ 0

is globally asymptotically stable: limt→∞ x(t) = 0 for any solution x(t) with the
initial condition satisfying x(0) > −1.

Paper [9] considers DEPCAof the form y′(t) = r(t)y(t){1 − y([t])/K },which is
an equivalent form toEq. (19) in Example 1. It is shown that any solution y(t)with the
initial condition y(0) = y0 > 0 satisfies limt→∞ y(t) = K provided 0 ≤ r(t) ≤ 2
and

∫ ∞
0 r(t) dt = ∞. This result is largely overlapping with our Proposition 7. The

methods and techniques used in [9], however, are completely different from those
developed in this work.

Example 2 Consider the following equation

x ′(t) = a(t) arctan(x([t])), where a(t) ≤ 0. (21)

The corresponding family of maps in this example is given by Fλ(x) = x −
λ arctan x,λ > 0. For 0 < λ ≤ 1 all functions are monotone increasing on R. For
every λ > 1 the corresponding map Fλ has two critical points, c1 = −√

λ − 1 and
c2 = √

λ − 1 with Fλ(x) increasing on (−∞, c1) ∪ (c2,+∞) and decreasing on
(c1, c2). The only fixed point x = 0 is globally attracting onR for every λ ∈ [−2, 0),
and it is repelling for λ < −2.

Though the structure of the family of maps Fλ in this case does not formally fit
the unimodality assumption (H5) their dynamics are very similar to those described
by Theorems 1–3. This is due to the symmetric shape of the maps with respect to the
diagonal y = x , since y = arctan(x) is an odd function.

In the case 0 < λ ≤ 1 the dynamics of Fλ are very simple since it is a monotone
increasing function for all x ∈ R. The sequence xn = Fn

λ (x0) converges to zero as
n → ∞ for every initial point x0. The rate of convergence is fasterwhen the parameter
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value λ is larger. This is easily seen from the fact that when 0 < λ1 < λ2 ≤ 1 then the
inequalities hold x < Fλ1(x) < Fλ2(x) < 0 for x < 0, and x > Fλ1(x) > Fλ2(x) >

0 for x > 0. Therefore, if the parameter sequence {λn, n ∈ R} is such that 1 ≥ λn ≥
α > 0 holds for all n then the inequalities 0 > Fn(x0) ≥ Fn

α (x0) are valid for x0 < 0,
and 0 < Fn(x0) ≤ Fn

α (x0) are satisfied for x0 > 0. Thus, limn→∞ Fn(x0) = 0 in
either case.

In the case of the parametric values 1 < λ ≤ 2 the dominant map for the family is
F2(x) = x − 2 arctan(x), in the sense that it provides the slowest convergence to zero
for the entire family Fλ, 1 < λ ≤ 2. Indeed, in this case the following inequalities
hold F2(x) ≥ Fλ(x) ≥ F1(x) for x < 0, and F2(x) ≤ Fλ(x) ≤ F1(x) for x > 0.

We first note that the fixed point x∗ = 0 is globally attracting for F2(x) = x −
2 arctan(x). This follows from the fact that the following inequalities are satisfied
x < F2(x) < −x for x < 0, and x > F2(x) > −x for x > 0. There are no cycles
of period two, and the sequence F2n

2 (x0) is monotone and convergent to zero for
any initial point x0 ∈ [−1, 1]. Denote I0 = [−1, 1], the closed interval between two
critical points of the map F2(x). Exactly as in the proof of Lemma 1 it can be
shown that for arbitrary parameter sequence {λn, n ∈ N0} such that 1 < λn ≤ 2 and
every initial value x0 ∈ R there exists a finite positive integer N0 = N0(x0, {λn})
such that Fn(x0) ∈ I0, ∀n ≥ N0. This allows us to consider initial values x0 from
the interval I0 only. Finally, one can build the squeezing sequence of imbedded
intervals exactly the same way as in the proof of Theorem 1 in Sect. 4.2, to show that
limn→∞ Fn(x0) = 0 for every x0 ∈ I0. In essence, Theorems 1–3 hold for the family
of maps Fλ(x) = x − λ arctan(x), 0 < λ ≤ 2 with minor modifications and without
the assumption of unimodality.

The following statement holds true.

Proposition 8 Suppose that the coefficient a(t) of Eq. (21) satisfies a(t) ≤ 0,∫ n+1
n a(t) dt ≥ −2, n ∈ N, and

∫ ∞
0 a(t) dt = −∞. Then its zero solution is globally

asymptotically stable: limt→∞ x(t) = 0 for any initial condition x(0) = x0 ∈ R.

Example 3 The conclusions derived for DEPCA (20) can be easily generalized to
the equation

x ′(t) = a(t)g((x([t]))), x · g(x) < 0, x �= 0, a(t) ≥ 0,

where the resulting family of maps Fλ is unimodal, however, the opposite limits hold
to those in (14): limx→∞ Fλ(x) = limx→−∞ Fλ(x) = +∞. To achieve this type of
unimodality one has to choose the nonlinearity g(x) such that it grows to infinity
faster than a power |x |p, p > 1, when x → −∞, and it decays at positive infinity
not faster than say a linear function y = −mx, 0 < m < 1 (more precise conditions
for this type of unimodality can be stated). A symmetric case to that in Example
1 is given by the nonlinearity g(x) = exp{−γx} − 1, where γ > 0 is a constant.
Theorems 1–3 remain valid in this case as well. All the proofs need to be adjusted
accordingly due to the limits in (14) now being +∞. Therefore, for the DEPCA of
the form
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x ′(t) = a(t)
[
exp{−γx([t])} − 1

]
, γ > 0, a(t) ≥ 0, (22)

the following holds

Proposition 9 Suppose that coefficient a(t) of Eq. (22) satisfies 0 ≤ a(t) ≤ 2 and∫ ∞
0 a(t) dt = ∞. Then its constant solution x(t) ≡ 0 is globally asymptotically sta-
ble: limt→∞ x(t) = 0 for any solution x with arbitrary initial condition x(0) =
x0∈ R.

5 Discussion

The unimodal case of the family of maps Fλ subject to condition (14) considered in
this paper is just one special case possible for the general Eq. (1). The approaches
and techniques developed in Sect. 4 can be generalized and applied to many other
cases. For example, it is a straightforward adaptation of the developed techniques and
reasoning for the case when the family Fλ consists of monotone maps only (either
increasing, or decreasing, or a combination of both). In factmost of the considerations
of this paper would become simpler for the monotone cases. Thus, Theorems 1–3
are valid when the family Fλ consists of all monotone maps.

Another easy carry-over is the case of a unimodal family when the limits in
(14) are +∞. Example 3 of Sect. 4.4 demonstrates exactly this situation. One other
distinct possibility iswhen the commondomain of immediate attraction for the family
Fλ,λ ∈ Λ∗, is a finite closed interval D∗ = [c, d], not the entire real axis R. The
considerations and reasoning in this subcase may be even simpler in some instances
than those in the current paper; however, they need to be considered and worked out
in detail, which requires additional efforts.

Amore complex case is when the family Fλ is not unimodal, but such that its maps
have more than one critical points. Example 2 deals with such a situation, where the
family Fλ of maps consists of representatives of two types: monotone maps, and
maps with exactly two critical points. The simplifying factor there is that each map
of the family is symmetric with respect to the bisector y = x , which allows us to
essentially use the same techniques and reasoning as in the case of unimodal maps.

We believe that the unimodality of the family Fλ is not the crucial hypothesis that
makes the main results of this paper valid. However, the techniques we use in the
proofs rely heavily on many essential properties of unimodal maps. We think Theo-
rems 1–3 are valid in a more general case, without the unimodality or monotonicity
assumptions. However, we do not currently have clear ideas about possible path how
to prove this.
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Sharp Conditions for Oscillation and
Nonoscillation of Neutral Difference
Equations

Başak Karpuz

Abstract In this paper, we give sufficient conditions for oscillation and nonoscilla-
tion of solutions to the neutral difference equation

Δ[x(n) − r(n)x(n − κ)] + p(n)x(n − τ ) = 0 for n = 0, 1, . . . ,

where Δ is the forward difference operator, κ, τ ∈ N, {r(n)}∞n=0 ⊂ [0, 1] and
{p(n)}∞n=0 ⊂ (0,∞). Our new oscillation and nonoscillation tests include product
type conditions. We also show with an example that the new conditions are sharp.

Keywords Neutral difference equations · Oscillation · Nonoscillation

1 Introduction

We consider the difference equation

Δ[x(n) − r(n)x(n − κ)] + p(n)x(n − τ ) = 0 for n = 0, 1, . . . , (1)

where Δ is the forward difference operator, κ, τ ∈ N, {r(n)}∞n=0 ⊂ [0, 1] and
{p(n)}∞n=0 ⊂ (0,∞).

If r(n) ≡ 0, then (1) reduces to the classical form

Δx(n) + p(n)x(n − τ ) = 0 for n = 0, 1, . . . . (2)

Let us quote some important results in the development of the oscillation and
nonoscillation of (2).
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In [3], Erbe and Zhang obtained the first results on the oscillation of (2), and gave
the following conditions.

Theorem A ([3, Theorems2.2 and 2.3])

(i) Assume

lim inf
n→∞ p(n) >

τ τ

(τ + 1)τ+1
.

Then, every solution of (2) is oscillatory.
(ii) Assume

p(n) ≤ τ τ

(τ + 1)τ+1
for all large n.

Then, (2) has a nonoscillatory solution.

By Ladas, Philos and Sficas, Theorem A is improved as follows.

Theorem B ([10, Theorem 1]) Assume

lim inf
n→∞

n−1∑

j=n−τ

p( j) >

(
τ

τ + 1

)τ+1

.

Then, every solution of (2) is oscillatory.

Note that Theorem B comments only on the oscillation of (2). In [9], Ladas
conjectured that if the condition

n−1∑

j=n−τ

p( j) ≤
(

τ

τ + 1

)τ+1

for all large n

implies nonoscillation of (2). A negative answer to this conjecture is given by Yu,
Zang and Wang in [17, Example 1] by means of the following theorem.

Theorem C ([17, Theorems1, 4])

(i) Assume

lim inf
n→∞ inf

λ∈E

{
1

λ
∏n−1

j=n−τ [1 − λp( j)]
}

> 1,

where E := {λ > 0 : 1 − λp(n) > 0 for all large n}. Then, every solution of
(2) is oscillatory.

(ii) Assume that there exists λ0 ∈ E such that

1

λ0
∏n−1

j=n−τ [1 − λ0 p( j)]
≤ 1 for all large n.

Then, (2) has a nonoscillatory solution.
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It is shown in [17, Remark 1] that Theorem C(i) implies Theorem B.
Next, we quote a recent result from [8] by the author.

Theorem D ([8, Theorems1, 2])

(i) Assume

lim inf
n→∞ inf

λ≥1

{
1

λ

n∏

j=n−τ

[1 + λp( j)]
}

> 1.

Then, every solution of (2) is oscillatory.
(ii) Assume that there exists λ0 ≥ 1 such that

1

λ0

n∏

j=n−τ

[1 + λ0 p( j)] ≤ 1 for all large n.

Then, (2) has a nonoscillatory solution.

In [8, Corollary 3], the author corrected Ladas’ conjecture, and showed that

n∑

j=n−τ

p( j) ≤
(

τ

τ + 1

)τ

for all large n

implies nonoscillation of (2).
In the literature, researchers mostly consider

Δ[x(n) − r x(n − κ)] + p(n)x(n − τ ) = 0 for n = 0, 1, . . . ,

where κ, τ ∈ N, r ∈ R and {p(n)} ⊂ (0,∞), as an neutral extension of (2), i.e.,
when the neutral coefficient is constant (see [1, 4–7, 11–14]). There are less studies
focusing on (1) compared to those on (2) (see, for example, [2, 16, 18]). In this paper,
we will extend the results of [8] to the neutral difference equation (1). We will also
show that the extended results are sharp.

The paper is organized as follows. In Sect. 2, we present our oscillation and
nonoscillation tests. In Sect. 3, we prove some auxiliary results required in the proofs
of the main results. In Sect. 4, we will give proofs of the main results presented in
Sect. 2. Section5 includes some numerical examples illustrating the significance of
our new results. Finally, in Sect. 6, we make our final comments to conclude the
paper.
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2 Main Results

In this section, we present oscillation and nonoscillation tests without proofs. The
proofs will be given after the necessary background is formed. We first state our
oscillation test.

Theorem 1 Assume
lim sup
n→∞

r(n) < 1 (3)

and

lim sup
n→∞

max
l−τ+1≤n+1≤l

{( n∑

j=l−τ

p( j)

)( l∑

j=n+1

p( j)

)}
> 0. (4)

Assume further

lim inf
n→∞ inf

λ≥1

{
r(n − τ )

n∏

j=n−κ+1

[1 + λp( j)] + 1

λ

n∏

j=n−τ

[1 + λp( j)]
}

> 1. (5)

Then, every solution of (1) is oscillatory.

Our next result can be regarded as the complement of the previous one.

Theorem 2 Assume that there exists λ0 ≥ 1 such that

r(n − τ )

n∏

j=n−κ+1

[1 + λ0 p( j)] + 1

λ0

n∏

j=n−τ

[1 + λ0 p( j)] ≤ 1 for all large n. (6)

Then, (1) has a nonoscillatory solution.

3 Auxiliary Results

In this section, give several auxiliary results, which are required to prove the main
results. For simplicity, we let

μ :=
{

τ , r(n) = 0 for all large n

max{κ, τ }, otherwise.

We start this section with a simple lemma.

Lemma 1 If (4) holds, then
lim sup
n→∞

p(n) > 0. (7)
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Proof We will prove the contrapositive statement, i.e.,

lim
n→∞ p(n) = 0 =⇒ lim

n→∞ q(n) = 0,

where

q(n) := max
l−τ+1≤n+1≤l

{( n∑

j=l−τ

p( j)

)( l∑

j=n+1

p( j)

)}
for n = τ − 1, τ , . . . .

Note that

q(n) := max

{( n∑

j=n−τ+1

p( j)

)
p(n + 1),

( n∑

j=n−τ+2

p( j)

)( n+2∑

j=n+1

p( j)

)
,

( n∑

j=n−τ+3

p( j)

)( n+3∑

j=n+1

p( j)

)
, . . . , p(n)

( n+τ∑

j=n+1

p( j)

)} (8)

for n = τ − 1, τ , . . .. Pick ε ∈ (0, 1), then there exists n0 sufficiently larger than
(τ − 1) such that p(n) < ε

τ
for n = n0, n0 + 1, . . ., which by (8) yields

q(n) ≤
(

τ
ε

τ

)(
τ

ε

τ

)
= ε2 < ε for n1, n1 + 1, . . . ,

where n1 := n0 + τ − 1. Thus, limn→∞ q(n) = 0, and the proof is completed.

The following result is extracted from [15].

Lemma 2 (See [15, Theorem 2.3]) Assume (3) and

∞∑

j

p( j) = ∞. (9)

Then, every nonoscillatory solution of (1) tends to zero asymptotically.

Now, we give another lemma.

Lemma 3 Assume (4). If z is an eventually positive solution of

Δz(n) − r(n − τ )p(n)

p(n − κ)
Δz(n − κ) + p(n)z(n − τ ) = 0 for n = 0, 1, . . . , (10)

which is eventually decreasing, then

lim inf
n→∞

z(n − τ )

z(n + 1)
< ∞.
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Proof By (4), there exist a constant ε ∈ (0, 1) and two increasing sequences
{nk}∞k=0, {lk}∞k=0 ⊂ N such that nk+1 ≥ nk + 2τ , lk − τ + 1 ≤ nk + 1 ≤ lk and(∑nk

j=lk−τ p( j)
)(∑lk

j=nk+1 p( j)
) ≥ ε for k = 0, 1, . . .. We may suppose without

loss of generality that z(n) > 0, z(n − τ ) > 0, Δz(n) < 0 and Δz(n − κ) < 0 for
n = n0, n0 + 1, . . .. It follows from (10) that

Δz(n) + p(n)z(n − τ ) ≤ 0 for n = n0, n0 + 1, . . . . (11)

From (11), for k = 1, 2, . . ., we have

z(nk + 1) > z(nk + 1) − z(lk + 1) = −
lk∑

j=nk+1

Δz( j)

≥
lk∑

j=nk+1

p( j)z( j − τ ) ≥
( lk∑

j=nk+1

p( j)

)
z(lk − τ )

(12)

and

z(lk − τ ) > z(lk − τ ) − z(nk + 1) = −
nk∑

j=lk−τ

Δz( j)

≥
nk∑

j=lk−τ

p( j)z( j − τ ) ≥
( nk∑

j=l−τ

p( j)

)
z(nk − τ ).

(13)

Combining (12) and (13), we get

1 ≤ z(nk − τ )

z(nk + 1)
<

1

ε
for k = 1, 2, . . . . (14)

This completes the proof.

Finally, we give an equivalence result.

Lemma 4 The following statements are equivalent.

(i) Equation (1) has an eventually positive solution.
(ii) Equation (10) has an eventually positive solution, which is eventually decreas-

ing.

Proof (i) =⇒ (ii) Let {x(n)} be an eventually positive solution of (1). Set

z(n) := x(n) − r(n)x(n − κ) for n = n0, n0 + 1, . . . . (15)

From (1), we have

Δz(n) + p(n)x(n − τ ) = 0 for n = n0, n0 + 1, . . . , (16)
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which shows that {z(n)} is eventually decreasing. From (15) and (16), we have

0 = Δz(n) + p(n)[r(n − τ )x(n − τ − κ) + z(n − τ )]
= Δz(n) + r(n − τ )p(n)x(n − τ − κ) + p(n)z(n − τ )

= Δz(n) − r(n − τ )p(n)

p(n − κ)
Δz(n − κ) + p(n)z(n − τ )

for n = n1, n1 + 1, . . ., where n1 := n0 + μ. This proves that {z(n)} satisfies (10).
Next, to show that {z(n)} is eventually positive, we assume the contrary that it is
eventually negative. Suppose that z(n) < 0 for n = n2, n2 + 1, . . ., where n2 ∈ N

is sufficiently larger than n1. Here, we consider the following two possible cases.

Case 1. {x(n)} is unbounded. Then, there exists n3 sufficiently larger than n2 such
that x(n3) = max{x(n) : n = n2, n2 + 1, . . . , n3}. Then, we get

0 > z(n2) ≥ z(n3) = x(n3) − r(n3)x(n3 − κ) ≥ [1 − r(n3)]x(n3) ≥ 0,

which is a contradiction.
Case 2. {x(n)} is bounded. Then, we have

lim sup
n→∞

x(n) = lim
n→∞ z(n) + lim sup

n→∞
x(n − κ) < lim sup

n→∞
x(n),

which is a contradiction.

Thus, {z(n)} is eventually positive.

(ii) =⇒ (i) Let {z(n)} be an eventually positive solution of (10), which is even-
tually decreasing. Then, setting x(n) := −Δz(n+τ )

p(n+τ )
, we can show that {x(n)} is an

eventually positive solution of (1).

This completes the proof.

4 Proofs of Main Results

Now, we are at a position to prove our main results given in Sect. 2. We keep the
order, and start with the oscillation test.

Proof (Proof of Theorem 1) Assume the contrary that {x(n)} is an eventually positive
solution of (1). Define {z(n)} as in (15). Then, by Lemma 4, {z(n)} is an eventually
positive solution of (10), which is eventually decreasing. By Lemma (1), we have
(7), which yields (9). Thus, by Lemma 2, we have limn→∞ x(n) = 0. Now, by (5),
we may assume for n = n0, n0 + 1, . . . that
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inf
λ≥1

{
r(n − τ )

n∏

j=n−κ+1

[1 + λp( j)] + 1

λ

n∏

j=n−τ

[1 + λp( j)]
}

≥ α,

where α > 1 and n0 ∈ N is sufficiently large. Define

Λ := {λ ≥ 1 : Δz(n) + λp(n)z(n + 1) ≤ 0 for all large n}.

It follows from (11) that 1 ∈ Λ, i.e., Λ 
= ∅. If λ ∈ Λ, then

0 = Δz(n) + p(n)x(n − τ )

= Δz(n) + λp(n)z(n + 1) + p(n)[x(n − τ ) − λz(n + 1)]

for n = n0, n0 + 1, . . .. Thus, x(n − τ ) ≥ λz(n + 1) for n = n0, n0 + 1, . . .. Let
λ ∈ Λ and set

σ(n) := z(n)ϕ(n) for n = n0, n0 + 1, . . . ,

where ϕ(n) := ∏n−1
j=0[1 + λp( j)] > 0 for n = n0, n0 + 1, . . .. Then, for n = n0,

n0 + 1, . . ., Δϕ(n) = λp(n)ϕ(n) and

Δσ(n) = [Δz(n)]ϕ(n) + z(n + 1)[Δϕ(n)]
= [Δz(n) + λp(n)z(n + 1)]ϕ(n) ≤ 0,

which shows that {σ(n)} is nonincreasing. Then, for n = n0, n0 + 1, . . ., we estimate

Δz(n) = − p(n)x(n − τ ) = −p(n)
[
r(n − τ )x(n − κ − τ ) + z(n − τ )

]

≤ − p(n)
[
λr(n − τ )z(n − κ + 1) + z(n − τ )

]

= − λp(n)

[
r(n − τ )

σ(n − κ + 1)

ϕ(n − κ + 1)
+ 1

λ

σ(n − τ )

ϕ(n − τ )

]

= − λp(n)

[
r(n − τ )

ϕ(n + 1)

ϕ(n − κ + 1)

σ(n − κ + 1)

ϕ(n + 1)
+ 1

λ

ϕ(n + 1)

ϕ(n − τ )

σ(n − τ )

ϕ(n + 1)

]

≤ − λp(n)

[
r(n − τ )

n∏

j=n−κ+1

[1 + λp( j)] + 1

λ

n∏

j=n−τ

[1 + λp( j)]
]

σ(n + 1)

ϕ(n + 1)

= − λp(n)

[
r(n − τ )

n∏

j=n−κ+1

[1 + λp( j)] + 1

λ

n∏

j=n−τ

[1 + λp( j)]
]
z(n + 1)

≤ − αλp(n)z(n + 1),

which shows that αλ ∈ Λ. This yields supΛ = ∞. On the other hand, by Lemma 3,
there exist a constant β ∈ R and an increasing divergent sequence {nk} ⊂ N such that
z(nk−τ )

z(nk+1) ≤ β for k = 1, 2, . . .. As limn→∞ x(n) = 0, there exists a subsequence {nk�
}

of {nk} such that x(nk�
− τ ) = min{x( j) : j = n0, n0 + 1, . . . , nk�

− τ }. Then, for
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� = 1, 2, . . ., we estimate

z(nk�
+ 1) − z(nk�

− τ ) = −
nk�∑

j=nk� −τ

p( j)x( j − τ )

≤ − x(nk�
− τ )

nk�∑

j=nk� −τ

p( j)

< − εx(nk�
− τ ),

which shows that εx(nk�
− τ ) ≤ z(nk�

− τ ) for � = 1, 2, . . .. Thus, for � = 1, 2, . . .,
we obtain

0 = Δz(nk�
) + p(nk�

)x(nk�
− τ )

< Δz(nk�
) + 1

ε
p(nk�

)z(nk�
− τ )

≤ Δz(nk�
) + β

ε
p(nk�

)z(nk�
+ 1),

which shows that supΛ <
β
ε
. This contradiction completes the proof.

Next, we prove our nonoscillation test.

Proof (Proof of Theorem 2) Assume that (6) holds for n = n0, n0 + 1, . . ., where
n0 ∈ N is sufficiently large. By (6), we obtain

1 − λ0 p(n)

[
r(n − τ )

n−1∏

j=n−κ+1

[1 + λ0 p( j)] + 1

λ0

n−1∏

j=n−τ

[1 + λ0 p( j)]
]

= 1 − λ0 p(n)

1 + λ0 p(n)

[
r(n − τ )

n∏

j=n−κ+1

[1 + λ0 p( j)] + 1

λ0

n∏

j=n−τ

[1 + λ0 p( j)]
]

≥ 1 − λ0 p(n)

1 + λ0 p(n)
= 1

1 + λ0 p(n)
> 0

(17)
for n = n0, n0 + 1, . . .. Further, from (6), we have 1

λ0
[1 + λ0 p(n)] ≤ 1 for

n = n0, n0 + 1, . . ., which yields 1 − p(n) > 1
λ0

for n = n0, n0 + 1, . . ., i.e., 1 >

p(n) > 0 for n = n0, n0 + 1, . . .. Define the sequences {y(n)} and {w(n)} by

y(n) :=
⎧
⎨

⎩

1, n = n0 − μ, . . . , n0 − 1
w(n)

1 − λ0 p(n)w(n)
, n = n0, n0 + 1, . . .

(18)

and
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w(n) := r(n − τ )

( n−1∏

j=n−κ+1

[1 + λ( j)y( j)p( j)]
)
y(n − κ + 1)

+ 1

λ0

n−1∏

j=n−τ

[1 + λ( j)y( j)p( j)] for n = n0, n0 + 1, . . . .

(19)

First, we claim that y(n) > 0 for n = n0, n0 + 1, . . .. Assume the contrary that
y(l) ≤ 0 for some integer l ≥ n0. Without loss of generality, we may assume that
y(n) > 0 for n = n0 − μ, n0 − μ + 1, . . . , l − 1. Then, we have

y(l) ≥
1
λ0

∏l−1
j=l−τ [1 + λ( j)y( j)p( j)]

1 − λ0 p(l)
[

1
λ0

∏l−1
j=l−τ [1 + λ( j)y( j)p( j)]

]

≥
1
λ0

∏l−1
j=l−τ [1 + λ( j)y( j)p( j)]

1 − p(l)
> 0,

which is a contradiction. Thus, y(n) > 0 for n = n0 − μ, n0 − μ + 1, . . .. Next, we
claim that y(n) ≤ 1 for n = n0, n0 + 1, . . .. Assume the contrary that y(l) > 1 for
some integer l ≥ n0. Without loss of generality, we may assume that y(n) ≤ 1 for
n = n0 − μ, n0 − μ + 1, . . . , l − 1. From (17), (18) and (19), we have 1 − λ0 p(l)
w(l) ≥ 1

1+λ0 p(l)
or equivalently w(l) ≤ 1

1+λ0 p(l)
. Thus,1 (18) yields

y(l) ≤ w(l)

1 − λ0 p(l)w(l)
≤

1
1+λ0 p(l)

1 − λ0 p(l)
1+λ0 p(l)

= 1,

which is a contradiction. Thus, y(n) ≤ 1 for n = n0 − μ, n0 − μ + 1, . . .. From (18),
we have

y(n) = [1 + λ0 p(n)y(n)]w(n) for n = n0, n0 + 1, . . .

or equivalently

y(n) = r(n − τ )

( n∏

j=n−κ+1

[1 + λ0y( j)p( j)]
)
y(n − κ + 1)

+ 1

λ0

n∏

j=n−τ

[1 + λ0y( j)p( j)] for n = n0, n0 + 1, . . . .

(20)

Now, let

1ϕ(x) := x
1−hx is increasing for x ∈ (0, 1

h ), where h > 0.
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z(n) :=
n−1∏

j=n0−μ

1

1 + λ0y( j)p( j)
for n = n0 − μ, n0 − μ + 1, . . . . (21)

Clearly, {z(n)} ⊂ (0, 1] is decreasing. From (20) and (21), for n = n0, n0 + 1, . . .,
we get

0 = Δz(n)

p(n)z(n + 1)
− r(n − τ )

z(n − κ + 1)

z(n + 1)

Δz(n − κ)

p(n − κ)z(n − κ + 1)
+ z(n − τ )

z(n + 1)

or equivalently

Δz(n) − r(n − τ )
p(n)

p(n − κ)
Δz(n − κ) + z(n − τ ) = 0,

which shows that {z(n)} satisfies (10). By Lemma 4, we see that (1) also has an
eventually positive solution. This completes the proof.

5 An Example

In this section, we give an example to represent the sharpness of the results.

Example 1 Consider the difference equation

Δ[x(n) − r0x(n − κ)] + p(n)x(n − τ ) = 0 for n = 0, 1, . . . , (22)

where r0 ∈ [0, 1), {p(n)} is both (τ + 1) and κ periodic such that p(a)p(b) > 0 for
a, b ∈ {0, 1, . . . , τ } with a 
= b. Then, (22) has a nonoscillatory solution if and only
if

min
λ≥1

{
r0

μ∏

j=μ−κ+1

[1 + λp( j)] + 1

λ

μ∏

j=μ−τ

[1 + λp( j)]
}

≤ 1 (23)

since

r0

μ∏

j=μ−κ+1

[1 + λp( j)] + 1

λ

μ∏

j=μ−τ

[1 + λp( j)]

≥ 1

λ
[1 + λp(a)][1 + λp(b)] → ∞ as λ → ∞.

If p(n) ≡ p0, then (23) reduces to

min
λ≥1

{
r0(1 + λp0)

κ + 1

λ
(1 + λp0)

τ+1

}
≤ 1. (24)
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If r0 = 0, then (24) is equivalent to

p0 ≤ τ τ

(τ + 1)τ+1
.

If r0 ∈ (0, 1) and κ = τ , then (24) is equivalent to

p(p + r0 + 1)τ ≤ 1 + p0

and
1

2

(
2r0 + p0(τ + 1) + √

p0
√
p0(τ + 1)2 + 4r0τ

)

×
(
1 + −p0(τ − 1) + √

p0
√
p0(τ + 1)2 + 4r0τ

2(p0 + r0)τ

)τ

≤ 1.

If r0 ∈ (0, 1) and κ = τ + 1, then (24) is equivalent to

p0
(
r0(τ + 1) + τ

) ≤ 1

and
1

2

(
2r0 + p0τ + √

p0
√
p0τ 2 + 4r0(τ + 1)

)

×
(
1 + −p0τ + √

p0
√
p0τ 2 + 4r0(τ + 1)

2r0(τ + 1)

)τ+1

≤ 1.

6 Final Discussion

In this section, we will make our final remarks to finalize the paper. More precisely,
we will remove the condition (3) by replacing (4) with a stronger one to give new
oscillation conditions.

The proof of the following lemma is similar to that of Lemma 3, and hence we
omit it here.

Lemma 5 Assume

lim inf
n→∞ max

l−τ+1≤n+1≤l

{( n∑

j=l−τ

p( j)

)( l∑

j=n+1

p( j)

)}
> 0. (25)

If z is an eventually positive solution of (10), which is eventually decreasing, then

lim
n→∞

z(n − τ )

z(n + 1)
< ∞.
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Remark 1 Clearly, (25) implies (4). Thus, by summing up (16), one can show that
lim infn→∞ x(n) = 0 for any nonoscillatory solution {x(n)} of (1).
Theorem 3 Assume (5) and (25). Then, every solution of (1) is oscillatory.

Proof The proof can be given similar to that of Theorem 1. Thus, we omit here.

Corollary 1 Assume (25) and

lim inf
n→∞

n∏

j=n−min{κ−1,τ }
[1 + p( j)] > 1 or lim inf

n→∞

n−min{κ−1,τ }−1∏

j=n−max{κ−1,τ }
[1 + p( j)] > 1.

Then, every solution of

Δ[x(n) − x(n − κ)] + p(n)x(n − τ ) = 0 for n = 0, 1, . . . (26)

is oscillatory.

Corollary 2 Assume (25) and

lim inf
n→∞

n∑

j=n−κ+1

p( j) > 0 or lim inf
n→∞

n∑

j=n−τ

p( j) > 0.

Then, every solution of (26) is oscillatory.

Remark 2 If lim infn→∞ p(n) > 0, then the conditions of Corollaries 1 and 2 hold.

Remark 3 If
lim
n→∞ r(n) = 0, (27)

then

lim inf
n→∞ inf

λ≥1

{
r(n − τ )

n∏

j=n−κ+1

[1 + λp( j)] + 1

λ

n∏

j=n−τ

[1 + λp( j)]
}

= lim inf
n→∞ inf

λ≥1

{
1

λ

n∏

j=n−τ

[1 + λp( j)]
}
.

By virtue of [8, Lemma 1], the condition

lim inf
n→∞ inf

λ≥1

{
1

λ

n∏

j=n−τ

[1 + λp( j)]
}

> 1 (28)

implies (4) or
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lim sup
n→∞

n∑

j=n−τ

p( j) > 1.

Hence, we can give the following oscillation test for (1).

Theorem 4 Assume (27) and (28). Then, every solution of (1) is oscillatory.

Proof The proof can be given similar to that of Theorem 1. Thus, we omit here.
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On the Boundedness Character of a
Rational System of Difference Equations
with Non-constant Coefficients

Yevgeniy Kostrov, Zachary Kudlak and Patrick Vernon

Abstract We investigate the boundedness character of nonnegative solutions of the
nonautonomous rational system

⎧
⎪⎨

⎪⎩

xn+1 = αn + γnxn
βnxn + yn

yn+1 = g(xn, . . . , xn−k+1, yn, . . . , yn−k+1, n)

for n = 0, 1, . . .

where the coefficient sequences {αn}, {βn} and {γn} are bounded both above and
below by positive numbers, the initial conditions (x0, y0), (x−1, y−1), . . . , (x−k+1,

y−k+1) are positive, and g takes on only positive values for positive values of
xn, . . . , xn−k+1, yn, yn−k+1 and nonnegative integers n. Special cases of this system,
such as with periodic coefficients, are also investigated.

Keywords Boundedness · Periodicity · Nonautonomous rational difference
equations · Rational systems
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⎧
⎪⎨

⎪⎩

xn+1 = αn + γnxn
βnxn + yn

yn+1 = g(xn, . . . , xn−k+1, yn, . . . , yn−k+1, n)

for n = 0, 1, . . . (1)

where the coefficient sequences {αn}, {βn} and {γn} are bounded both above
and below by positive constants, the initial conditions (x0, y0), (x−1, y−1), . . . ,

(x−k+1, y−k+1) are positive, andg : (0,∞)2k × N0 → (0,∞) is a function,g(u1, . . . ,
uk, v1, . . . , vk, t)which takes ononlypositive values for positive values ofu1, . . . , uk,
v1, . . . , vk and nonnegative integers t . In some situations, we are interested in cases
when the coefficients form periodic sequences, say of period p, for some positive
integer p ≥ 2.

One of our goals in this paper is to establish general results about System (1)
without specifying the function g. After exploring these general properties, we will
use the following first order rational system as an example to illustrate the usefulness
of these results.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

xn+1 = αn + γnxn
βnxn + yn

yn+1 = an + bnxn + cn yn
An + Bnxn + Cn yn

for n = 0, 1, . . . (2)

The boundedness character of autonomous cases similar to system (2) have been
investigated in several papers (for reference see [2, 5–7, 14]). We were motivated by
the work in [11]. For examples and reference purposes, we will use the same num-
bering system as defined in [9]. Please see Appendix A for a table of the special cases
contained in System (2) with numbers for reference. We are particularly interested
in discovering cases where “periodicity may destroy boundedness,” see [10], which
is when the autonomous analog of the system has all solutions bounded, but when
periodic coefficients are introduced, unbounded solutions can appear.

Throughout the paper we will use the following notation. We will denote a
sequence {x1, x2, . . .} by {xn}, and use xn to denote the nth element of {xn}. If there
exists M such that xn < M for all n, we say that {xn} is bounded above. Otherwise
we say {xn} is unbounded. Furthermore, all sequences are nonnegative, and therefore
are bounded below by zero.

We will say that a system contained in (1) has boundedness character (B, B) if
every solution {(xn, yn)}∞n=0 is bounded above in both the first and second variables.
A system has boundedness character (U,U ) if there exists some initial conditions,
x0 and y0 and some sequences of parameters such that {xn}∞n=0 is unbounded and
there exist possibly different initial conditions and sequences of parameters such that
{yn}∞n=0 is unbounded. A system has boundedness character (B,U ) if every solution
{(xn, yn)}∞n=0 is bounded above in the first variable and there exist initial conditions
and sequences of parameters such that {yn}∞n=0 is unbounded. We similarly define
boundedness character (U, B).
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In Sect. 2 we will state and prove results about the boundedness of System (1),
then in Sect. 3 we will demonstrate how to apply these results to settle the bound-
edness character of several special cases of System (2). In Sect. 4 we look at the
few remaining special cases of System (2) for which we used alternate methods to
provide the boundedness character, giving the complete boundedness character of
(2). Appendix A contains a table of the 49 special cases of (2) and their boundedness
character established in this paper.

2 General Results

The following inequality will be quite useful. For reference, see [15].

min

{
α1

B1
,
α2

B2
, . . . ,

αn

Bn

}

≤
∑n

i=1 αi
∑n

i=1 Bi
≤ max

{
α1

B1
,
α2

B2
, . . . ,

αn

Bn

}

, (3)

where α1, . . . ,αn are nonnegative real numbers and B1, B2, . . . , Bn are positive real
numbers.

The following theorem will show that if xn+1 is “big,” then the term xn and yn
must have been “small,” and if the term xn is “small,” then the term yn−1 and the ratio
yn−1

xn−1
are both “big.” In the sequel, these ideas can be used to establish boundedness

in the xn variable for specific special cases of System (2). We formalize this below
in Theorem 1. See Sect. 3 for several examples which use Theorem 1.

Theorem 1 Let {(xn, yn)} be a solution of System (1) where {αn}, {βn}, and {γn} are
bounded above and below by positive numbers. Let M > 0 be defined such that for
all n,

γn−1

αn
(Mβn − γn) − βn−1 > 0 . (4)

Then, the following two statements are true:

1. if xn+1 > M, then xn <
αn

Mβn−γn
and yn <

αn
M ;

2. if xn <
αn

Mβn−γn
, then

yn−1 >
αn−1

αn
(Mβn − γn) and

yn−1

xn−1
>

γn−1

αn
(Mβn − γn) − βn−1.

Proof First of all, from (4), we have that Mβn − γn > 0 for all n. To prove the first
part, suppose that xn+1 > M , then by iterating for xn+1 we obtain

αn + γnxn
βnxn + yn

> M , which means αn > (Mβn − γn)xn + Myn .

Then αn > (Mβn − γn)xn and αn > Myn; thus xn <
αn

Mβn−γn
and yn <

αn
M .

For the second part, suppose that xn <
αn

Mβn−γn
, then by iterating for xn we obtain
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xn = αn−1 + γn−1xn−1

βn−1xn−1 + yn−1
<

αn

Mβn − γn

(αn−1 + γn−1xn−1)(Mβn − γn) < αn(βn−1xn−1 + yn−1)

αn−1(Mβn − γn)

αn
+ xn−1

(
γn−1

αn
(Mβn − γn) − βn−1

)

< yn−1 .

Then αn−1

αn
(Mβn − γn) < yn−1 and xn−1

(
γn−1

αn
(Mβn − γn) − βn−1

)
< yn−1, thus

γn−1

αn
(Mβn − γn) − βn−1 <

yn−1

xn−1
. �

Theorem 1 implies that if {xn} is not bounded above, then {xn} and {yn} are
not bounded below by positive numbers, and that if {xn} is not bounded below by
a positive number, then {yn} and { yn

xn
} are not bounded above. We will break the

contrapositives of these statements into several corollaries.

Corollary 1 Let {(xn, yn)} be a solution of System (1) where {αn}, {βn}, and {γn}
are bounded above and below by positive numbers. If {yn} is bounded below by a
positive number, then {xn} is bounded above.

Proof We will prove the contrapositive; namely, if {xn} is not bounded above, then
{yn} is not bounded below by a positive number. Suppose {xn} is not bounded above.
Let M be as in Theorem 1, and choose n such that xn+1 > M . Then by Theorem 1
we have yn <

αn
M . Then for any sufficiently large M there exists n such that yn <

αn
M ,

so {yn} is not bounded below by a positive number. �

Corollary 2 Let {(xn, yn)} be a solution of System (1) where {αn}, {βn}, and {γn}
are bounded above and below by positive numbers. If {yn} is bounded above, then
{xn} is bounded below by a positive number.

Proof We will prove the contrapositive; namely, if {xn} is not bounded below by a
positive number, then {yn} is not bounded above. Suppose {xn} is not bounded below
by a positive number. LetM be as in Theorem 1, and choose n such that xn <

αn
Mβn−γn

.
Then by Theorem 1 we have yn−1 >

αn−1

αn
(Mβn − γn). Then for any sufficiently

large M there exists n such that yn−1 >
αn−1

αn
(Mβn − γn), so {yn} is not bounded

above. �

Remark 1 Inequality (3) allows Corollaries 1 and 2 to be extended to the more
general kth order rational difference equation given below,

xn+1 = αn + γn f (xn, . . . , xn−k+1, yn, . . . , yn−k+1)

βn f (xn, . . . , xn−k+1, yn, . . . , yn−k+1) + yn
,

where f : (0,∞)2k → (0,∞).

Corollary 3 Let {(xn, yn)} be a solution of System (1) where {αn}, {βn}, and {γn}
are bounded above and below by positive numbers. If {xn} is bounded below by a
positive number, then {xn} is bounded above.
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Proof We will prove the contrapositive; namely, if {xn} is not bounded above, then
{xn} is not bounded below by a positive number. Suppose {xn} is not bounded above.
Let M be as in Theorem 1, and choose n such that xn+1 > M . Then by Theorem 1
we have xn <

αn
Mβn−γn

. Then for any sufficiently large M there exists n such that
xn <

αn
Mβn−γn

, so {xn} is not bounded below by a positive constant. �
Remark 2 Inequality (3) allows Corollary 3 to be extended to the more general kth
order rational difference equation given below,

xn+1 = αn + γnxn + kn f (xn, yn)
βnxn + ln f (xn, yn) + dnh(xn, yn)

,

where xn = (xn, . . . , xn−k+1), yn = (yn, . . . , yn−k+1), f : (0,∞)2k → (0,∞),
h : (0,∞)2k → (0,∞), {dn} is bounded above and below by positive numbers, and
either {kn} and {ln} are both always zero or both bounded above and below by positive
numbers.

Corollary 4 Let {(xn, yn)} be a solution of System (1) where {αn}, {βn}, and {γn}
are bounded above and below by positive numbers. If

{
yn
xn

}
is bounded above, then

{xn} and {yn} are bounded above.

Proof We will begin by proving a contrapositive; namely, if {xn} is not bounded
above, then { yn

xn
} is not bounded above. Suppose {xn} is not bounded above. Let

M be as in Theorem 1, and choose n such that xn+1 > M . Then xn <
αn

Mβn−γn
, so

yn−1

xn−1
>

γn−1

αn
(Mβn − γn) − βn−1. Then for any sufficiently largeM there exists n such

that yn−1

xn−1
>

γn−1

αn
(Mβn − γn) − βn−1, so { yn

xn
} is not bounded above.

Nowsuppose there existsMr > 0 such that yn
xn

< Mr for alln. Thenby the previous
paragraph we have that {xn} is bounded above, so there exists Mx > 0 such that
xn < Mx for all n. Likewise, yn+1 < Mrxn < MrMx for all n, so {yn} is also bounded
above. �
Example 1 Consider the system numbered (30, 33), namely,

{
xn+1 = αn+γn xn

βn xn+yn

yn+1 = an+bn xn
Bnxn+yn

for n = 0, 1, 2 . . . . (5)

In the next theorem we verify a result from [4].

Theorem 2 The boundedness character of (5) is (B, B).

Proof Note the following:

yn+1

xn+1
=

(
an + bnxn
Bnxn + yn

)(
βnxn + yn
αn + γnxn

)

≤ max

{
an
αn

,
bn
γn

}

· max

{
βn

Bn
, 1

}

.

Then yn+1

xn+1
is bounded above, so by Corollary 4 we have that {xn} and {yn} are

bounded. �
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Lemma 1 Let {(xn, yn)} be a solution of System (1) where {αn}, {βn}, and {γn} are
bounded above and below by positive numbers. If {xn} is bounded below by a positive
number, then {yn} is bounded above.

Proof Choose mx > 0 such that xn > mx for all n. By Corollary 3, we know there
is some Mx such that xn < Mx for all n. Then

mx < xn+1 = αn + βnxn
γnxn + yn

<
αn + βnMx

yn
,

which implies

yn <
αn + βnMx

mx
.

Since {αn}, {βn} are bounded sequences, then {yn} is bounded. �

Theorem 3 Let {(xn, yn)} be a solution of System (1) where {αn}, {βn}, and {γn}
are bounded above and below by positive numbers. The sequence {xn} is bounded
above and below by positive numbers if and only if {yn} is bounded above.

Proof Corollary 2 states that if {yn} is bounded above, then {xn} is bounded below by
a positive number, and Corollary 3 states that if {xn} is bounded below by a positive
number, then {xn} is bounded above. Lemma 1 states that if {xn} is bounded below
by a positive number, then {yn} is bounded above. �

Theorem 3 establishes that System (1) can never have boundedness character (U, B).
Furthermore, in order for a solution to be unbounded in the first variable, it will also
have to be unbounded in the second, so a system with boundedness character (U,U )

can be unbounded in both variables in the same solution.

Remark 3 One direction of Theorem 3will hold for amore general kth order rational
difference equation given below,

xn+1 = αn + γnxn + kn f (xn, . . . , xn−k+1, yn, . . . , yn−k+1)

βnxn + yn + ln f (xn, . . . , xn−k+1, yn, . . . , yn−k+1)
,

where f : (0,∞)2k → (0,∞), and {kn} and {ln} are either both always zero or both
bounded above and below by positive numbers. Namely, if {yn} is bounded above,
then {xn} is bounded above and below by positive numbers.

We will now explore situations in which {yn} is unbounded.
Theorem 4 Let {(xn, yn)} be a solution of System (1) where {αn}, {βn}, and {γn} are
bounded above and below by positive numbers. If lim yn = ∞, then lim xn = 0.

Proof Since lim yn = ∞ we know that {yn} is bounded below by a positive number.
By Corollary 1 we know that {xn} is bounded above by some Mx . Then
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xn+1 = αn + βnxn
γnxn + yn

<
αn + βnMx

yn
.

Since the numerator of the above fraction is bounded above and the denominator
goes to infinity, we see that lim xn = 0. �

The results given above show that if lim yn = 0, lim yn = ∞ or {yn} is bounded
above or below by positive numbers, then {xn} is bounded above. Thus, to find an
example inwhich {xn} is unbounded,weneed a sequence {yn} such that lim inf yn = 0
and lim sup yn = ∞. In the following, we will study examples in which lim y2n = 0
and lim y2n+1 = ∞. The following corollary applies the results of Theorem 1 to the
even and odd subsequences of {xn} and {yn}.
Corollary 5 Let {(xn, yn)} be a solution of System (1) where {αn}, {βn}, and {γn}
are bounded above and below by positive numbers. If {y2n+1} is bounded below by a
positive number, then {x2n} is bounded above. If {y2n} is bounded above, then {x2n+1}
is bounded below by a positive number.

Proof We will prove the contrapositive; namely, if {x2n} is not bounded above, then
{y2n+1} is not bounded below by a positive number, and if {x2n+1} is not bounded
below by a positive number, then {y2n} is not bounded above.

Suppose {x2n} is not bounded above. Let M be as in Theorem 1 and choose n such
that x2n > M . Then by Theorem 1 we have y2n−1 <

αn
M . Then for any sufficiently

large M there exists n such that y2n−1 <
αn
M , so {y2n+1} is not bounded below by a

positive number.
Now suppose {x2n+1} is not bounded below by a positive number. Let M be as

in Theorem 1 and choose n such that x2n+1 <
α2n+1

Mβ2n+1−γ2n+1
. Then by Theorem 1 we

have y2n >
α2n

α2n+1
(Mβ2n+1 − γ2n+1). Then for any sufficiently large M there exists n

such that y2n >
α2n

α2n+1
(Mβ2n+1 − γ2n+1), so {y2n} is not bounded above. �

Theorem 5 Let {(xn, yn)} be a solution of System (1) where {αn}, {βn}, and {γn} are
bounded above and below by positive numbers. If lim y2n = 0 and lim y2n+1 = ∞,
then {x2n} is not bounded below by a positive constant and {x2n+1} is not bounded
above.

Proof Suppose for the sake of contradiction that {x2n+1} is bounded above by Mx .
Then

x2n+2 = α2n+1 + β2n+1x2n+1

γ2n+1x2n+1 + y2n+1
<

α2n+1 + β2n+1Mx

y2n+1
.

Since the numerator of the above fraction is bounded above and the denominator goes
to infinity, we see that lim x2n = 0. However, this would imply that lim x2n+1 = ∞,
contradicting our initial supposition. Thus, {x2n+1} is not bounded above.

Next, suppose {x2n} is bounded below by mx > 0. Since {y2n+1} → ∞ we know
that {y2n+1} is bounded below by a positive number. Then by Corollary 5 we know
that there exists M ′

x such that x2n < M ′
x for all n. Then
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x2n+1 = α2n + β2nx2n
γ2nx2n + y2n

<
α2n + β2nM ′

x

γ2nmx
.

Hence, {x2n+1} is bounded above, contradicting the previous result in this proof.
Therefore, we conclude that {x2n} is not bounded below. �

We give an example to show how Theorem 5 can be used.

Example 2 Consider the system numbered (30, 2), which is given as follows:

{
xn+1 = αn+γn xn

βn xn+yn

yn+1 = an
yn

for n = 0, 1, . . . . (6)

Theorem 6 Let {(xn, yn)} be a solution of (6), and suppose that {αn}, {βn}, and
{γn} are bounded above and below by positive constants. Suppose {an} is periodic
with even period 2k, and that a0 · · · a2k−2 �= a1 · · · a2k−1. Then both {xn} and {yn}
are unbounded.

Proof Consider that for any positive integers r and n,

y2(kn+r) = y2kn+2r = y2k(n−1)+2r

(
a1 · · · a2k−1

a0 · · · a2k−2

)

= y2r

(
a1 · · · a2k−1

a0 · · · a2k−2

)n

Since a0 · · · a2k−2 �= a1 · · · a2k−1, we know that
(
a1···a2k−1

a0···a2k−2

)n
converges to either

0 or ∞. Consider the case where it converges to 0. Also note that any nonnegative
integer t can be written as kn + r for some integer r ≥ 0 and some integer n ≥ 0.
Since {y2(kn+r)} converges to 0 for any r , we have {y2n} converges to 0. Next, note
that y2n+1 = a2n

y2n
, so {y2n+1} converges to infinity. Then by Theorem 5 we know that

{xn} is not bounded above.

The proof is similar in the case that
(
a1···a2k−1

a0···a2k−2

)n
converges to ∞ and will be

omitted. �

Theorem 6 shows us that (6) is an example of a system in which “periodicity may
destroy boundedness,” since when the coefficients are constants, all solutions will
be bounded, and when periodic coefficients are introduced unbounded solutions can
emerge.

Further, it is interesting to note that when {an} = {a0, a1, a2, . . . , a2k, . . .}, a
period-(2k + 1) sequence, for k = 0, 1, . . ., then it can be shown that y2k+1 =

a0···a2k
(a1···a2k−1)y0

and likewise y4k+2 = y0. Hence, {yn} is a periodic sequence, whichmeans
that {yn} in this case is bounded above and below by positive constants, and by
Theorem 3 this implies that all such solutions of (6) will be bounded in both x and y.

The next two examples will show why it is difficult to loosen the restrictions or
strengthen the results of Theorem 5.
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Example 3 Consider the solution to the special case of System (1), namely,

⎧
⎨

⎩

xn+1 = 1+xn
xn+yn

yn+1 = g(n)
n = 0, 1, . . . ,

where g : N0 → (0,∞) is defined by

g(n) =
⎧
⎨

⎩

t if n = 3t for some integer t ≥ 1
1
t if n = 3t + 2 for some integer t ≥ 1
1 otherwise

,

and with initial condition (x0, y0) = (1, 1). Then {y2n} is not bounded below by
a positive constant, and {y2n+1} is not bounded above, however lim y2n �= 0 and
lim y2n+1 �= ∞. For n > 1, note that x3n+2 = 1, so x3n+3 = 1+1

1+ 1
n
, which implies that

1 < x3n+3 < 2. Then x3n+4 <
1+2

1+(n+1) < 3, and therefore {x3n+1} is bounded above.
So {xn} is bounded above in this example. Note, however, that {xn} is not bounded
below. This example shows why the limits on the even and odd subsequences of {yn}
in the statement of Theorem 5 are necessary.

Example 4 Consider the solution to the special case of System (1), namely,

⎧
⎨

⎩

xn+1 = 1+xn
xn+yn

yn+1 = g(n)
n = 0, 1, . . . ,

where g : N0 → (0,∞) is defined by

g(n) =

⎧
⎪⎪⎨

⎪⎪⎩

1
t if n = 4t or n = 4t + 2 for some integer t ≥ 1
t if n = 4t + 1 for some integer t ≥ 1
t2 if n = 4t + 3 for some integer t ≥ 1
1 otherwise

,

and with initial condition (x0, y0) = (1, 1). Then, obviously, lim y2n = 0 and
lim y2n+1 = ∞. Also note that y2n < 1 and y2n+1 > 1 for all n > 4. Then x2n+2 < 1
and x2n+1 > 1. So we have on one hand

x4n+4 = x4n+2 + y4n+2 + 1 + x4n+2

1 + x4n+2 + x4n+2y4n+3 + y4n+2y4n+3
≤ 1 + 1 + 1 + 1

y4n+2y4n+3
= 4

n
,

and on the other hand,

x4n+5 = 1 + x4n+4

x4n+4 + y4n+4
>

1
4
n + 1

n+1

>
1

4
n + 1

n

= n

5
.
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Note also that

x4n+5 = 1 + x4n+4

x4n+4 + y4n+4
< max

{
x4n+4

x4n+4
,

1

y4n+4

}

= max{1, n + 1} = n + 1 .

So, for n > 4,

x4n+6 = 1 + x4n+5

x4n+5 + y4n+5
>

n
5

n + 1 + n + 1
>

n
5

4n
= 1

20
.

Furthermore,

x4n+7 = 1 + x4n+6

x4n+6 + y4n+6
<

1 + x4n+6

x4n+6
= 1

x4n+6
+ 1 < 21 .

Then lim x4n+4 = 0 and lim x4n+5 = ∞. This shows that {x2n} is not bounded below
by a positive number and {x2n+1} is not bounded above; however, we see that
lim x2n �= 0 since x4n+6 >

1
20 for all n and lim x2n+1 �= ∞ since x4n+7 < 21 for all

n, and hence the conclusion of Theorem 5 cannot be strengthened beyond what is
stated.

We can however improve the result of Theorem 5 if we know about the product
y2n y2n+1 or x2n y2n+1.

Theorem 7 Let {(xn, yn)} be a solution of System (1) where {αn}, {βn}, and {γn}
are bounded above and below by positive numbers. Suppose lim y2n = 0 and
lim y2n+1=∞. If lim y2n y2n+1 = ∞ or lim x2n y2n+1 = ∞, then lim x2n = 0 and
lim x2n+1 = ∞.

Proof By Corollary 5 we know that {x2n} is bounded above. Then

x2n+2 = α2n+1 + β2n+1x2n+1

γ2n+1x2n+1 + y2n+1

= α2n+1γ2nx2n + α2n+1y2n + β2n+1α2n + β2nβ2n+1x2n
γ2n+1α2n + γ2n+1β2nx2n + γ2nx2n y2n+1 + y2n y2n+1

.

The numerator is bounded and the denominator goes to∞, thus we have lim x2n+2=0
so lim x2n = 0. Moreover,

x2n+1 = α2n + β2nx2n
γ2nx2n + y2n

.

Thedenominator goes to 0 and the numerator is bounded belowby a positive constant,
so we have lim x2n+1 = ∞. �

We give an example below to illustrate how Theorem 7 can be used.
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Example 5 Consider the solution to the special case of System (2), namely,

{
xn+1 = 1+xn

xn+yn

yn+1 = g(n)
n = 0, 1, . . . ,

where g : N0 → (0,∞) is defined by

g(n) =
{
2−( n+1

2 ) if n is odd
3

n
2 if n is even

,

with initial condition (x0, y0) = (1, 1). Then, for each n, we have y2n = 1
2n and

y2n+1 = 3n . Then lim x2n = 0 and lim x2n+1 = ∞, since y2n y2n+1 = (
3
2

)n
.

3 Examples Establishing Boundedness Character of
Special Cases of System (2)

In this section, we will illustrate the effectiveness of the results given in Sect. 2 by
establishing the boundedness character of several special cases of System (2). For
convenience, Appendix A contains a list of these 49 systems with the numbering
scheme from [9]. For completeness, in Sect. 4 we will investigate the remaining
special cases of System (2) which require a more specific approach. This will resolve
the boundedness character of all 49 systems contained in (2).

3.1 When g Is a Rational Function with Similar Numerator
and Denominator

We see that System (2) is made up of rational functions. We will now investigate
solutions of System (1) when g can be written as a ratio of linear combinations of
functions. We are motivated by the work of Lugo and Pallidino, see [12, 13, 16].

Let N be a positive integer. For the following theorems, suppose that {ν( j)
n } and

{μ( j)
n } are sequences of nonnegative real numbers for each j = 1, . . . , N , and there

exist n and j such thatμ( j)
n �= 0. Further, for any particular j , if ν( j)

n �= 0 (orμ( j)
n �= 0)

for some n then the sequence {ν( j)
n } (or {μ( j)

n }) is bounded above and belowby positive
numbers. Thismeans that either the sequence is bounded above and below by positive
values, or it is a sequence of all zeros.

Let f j : (0,∞)2k → (0,∞) be a function f j (u1, . . . , uk, v1, . . . , vk) for each
j = 1, . . . , N .

Let g be the function defined in System (1), and suppose that g can be written in
the following form:
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g(u1, . . . , uk, v1, . . . , vk, n) =

N∑

j=1
ν
( j)
n f j (u1, . . . , uk, v1, . . . , vk)

N∑

j=1
μ
( j)
n f j (u1, . . . , uk, v1, . . . , yk)

. (7)

What this means is that for any given value of n, the function g can be written as a
fraction where the numerator and denominator is a linear combination of terms made
up of the functions { f1, . . . , fN }. Further note that f j does not depend on the index
n of the solution to (1).

Theorem 8 Let {(xn, yn)} be a solution of System (1) where {αn}, {βn}, and {γn} are
bounded above and below by positive numbers. Suppose that g is in the form of (7),
with the property that ν

( j)
n > 0 if and only if μ

( j)
n > 0 for each j = 1, . . . , N and

each n = 1, 2 . . . . Then {yn} is bounded above and below by positive numbers and
{xn} is bounded above and below by positive numbers.

Proof Define the set
S = { j ∈ {1, . . . , N } : ν( j)

n > 0}.

Choose positive constants mν( j) , Mν( j) , mμ( j) , Mμ( j) such that mν( j) < ν
( j)
n < Mν( j)

and mμ( j) < μ
( j)
n < Mμ( j) for j ∈ S and all n. This is valid since we are saying that

{wn} ∈
{{

μ
( j)
n

}
,
{
ν
( j)
n

}}
is positive if and only if it is bounded above and below by

positive constants. Consider the expression for yn+1, using inequality (3):

yn+1 = g(xn, . . . , xn−k, yn, . . . , yn−k, n)

=

∑

j∈S
ν
( j)
n f j (xn, . . . , xn−k+1, yn, . . . , yn−k+1)

∑

j∈S
μ
( j)
n f j (xn, . . . , xn−k+1, yn, . . . , yn−k+1)

≤ max
j∈S

{
ν
( j)
n

μ
( j)
n

}

≤ max
j∈S

{
Mν( j)

mμ( j)

}

.

Likewise, we find a lower bound on yn+1,

yn+1 ≥ min
j∈S

{
mν( j)

Mμ( j)

}

> 0 .

Since {yn} is bounded above, Theorem 3 tells us that {xn} is bounded above and
below by positive constants. �

Remark 4 It follows from Theorem 8 that the following special cases of System (2)
have boundedness character (B, B).

(30, 1), (30, 5), (30, 9), (30, 28), (30, 32), (30, 36), (30, 49)
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We can generalize Theorem 8 slightly by considering rational equations g as in
(7) in which the denominator has additional terms compared to the numerator. The
proof will be omitted since it follows similarly to the proof of Theorem 8.

Theorem 9 Let {(xn, yn)} be a solution of System (1) where {αn}, {βn}, and {γn}
are bounded above and below by positive numbers. Suppose that g is in the form of
(7), with the property that if ν( j)

n > 0 then μ
( j)
n > 0 for each j = 1, . . . , N and each

n = 1, 2 . . . . Then {yn} is bounded from above and {xn} is bounded from above and
from below by positive constants.

Remark 5 It follows from Theorem 9 that the following special cases of System (2)
have boundedness character (B, B).

(30, 10), (30, 11), (30, 13), (30, 15), (30, 17), (30, 18),

(30, 37), (30, 38), (30, 39), (30, 43), (30, 44), (30, 45)

The more interesting case occurs when g has extra terms in the numerator that
are not present in the denominator. It turns out that there is more than one possible
boundedness character in this case. We now give a result for which solutions are
bounded in both {xn} and {yn}.
Theorem 10 Let {(xn, yn)} be a solution of System (1) where {αn}, {βn}, and {γn}
are bounded above and below by positive numbers. Suppose that g is in the form of
(7), with the property that if μ( j)

n > 0 then ν
( j)
n > 0 for each j = 1, . . . , N and each

n = 1, 2 . . . . Suppose that there exists a function g∗ with the following properties:

1. g∗ is also in the form of (7), with

g∗(u1, . . . , uk, v1, . . . , vk, n) =

N∑

j=1
ν̂
( j)
n f j (u1, . . . , uk, v1, . . . , vk)

N∑

j=1
μ̂
( j)
n f j (u1, . . . , uk, v1, . . . , yk)

.

with the property that if μ̂( j)
n > 0 then ν̂

( j)
n > 0 for each j = 1, . . . , N and each

n = 1, 2 . . . ;
2. g∗ is non-decreasing in u1, . . . , uk and non-increasing in v1, . . . , vk for each fixed

n.

Additionally, suppose that for each fixed n,

g(u1, . . . , uk, v1, . . . , vk, n) ≤ g∗(u1, . . . , uk, v1, . . . , vk, n).

Then the sequences {xn} and {yn} are bounded above and below by positive numbers.

Proof Let S be the following set
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S = { j ∈ {1, . . . , N } : μ( j)
n > 0}.

There exist positive constantsmν( j) , Mν( j) ,mμ( j) , Mμ( j) such thatmν( j) < ν
( j)
n < Mν( j)

and mμ( j) < μ
( j)
n < Mμ( j) for j ∈ S and for each n. First note that

yn+1 ≥

∑

j∈S
ν
( j)
n f j (xn, . . . , xn−k+1, yn, . . . , yn−k+1)

∑

j∈S
μ
( j)
n f j (xn, . . . , xn−k+1, yn, . . . , yn−k+1)

≥ min
j∈S

{
ν
( j)
n

μ
( j)
n

}

≥ min
j∈S

{
mν( j)

Mμ( j)

}

.

Let my be a positive lower bound of {yn}. By Corollary 1 there exists Mx , an upper
bound of {xn}. Suppose that there exists g∗ with the given properties in the statement
of Theorem 10. Let Mν̂( j) be an upper bound of {ν̂( j)

n } for each j = 1, . . . , N . Let Ŝ
be the following set

Ŝ = { j ∈ {1, . . . , N } : μ̂( j)
n > 0}.

Let mμ̂( j) be a positive lower bound of {μ̂( j)
n } for each j ∈ Ŝ . Then, for all n,

yn+1 ≤ g∗(Mx , . . . ,Mx ,my, . . . ,my, n) ≤

N∑

j=1
Mν̂( j) f j (Mx , . . . ,Mx ,my, . . . ,my)

∑

j∈Ŝ
mμ̂( j) f j (Mx , . . . ,Mx ,my, . . . ,my)

which is an upper bound on {yn}. Then by Theorem 3, {xn} is bounded from above
and below by positive numbers. �

Example 6 Consider the system numbered (30, 48), given by

⎧
⎨

⎩

xn+1 = αn+γn xn
βn xn+yn

yn+1 = an+bn xn+cn yn
Bnxn+yn

n = 0, 1, . . . . (8)

We can use Theorem 10 to establish that (8) has boundedness character (B, B).
Notice that

g(u, v, n) = an + bnu + cnv

Bnu + v
≤ an + bnu + cnv

v
= g∗(u, v, n) ,

where g∗(u, v, n) is in the form of (7) and has the monotonicity required by
Theorem 10.
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Remark 6 It follows from Theorem 10, and by following steps similar to Example
6, that systems

(30, 20), (30, 22), (30, 26), (30, 41), (30, 46), (30, 48)

have boundedness character (B, B).

The following lemmawill establish that the sequence {xn}will be bounded in the case
when g has the property that all the terms in the denominator are in the numerator.

Lemma 2 Let {(xn, yn)} be a solution of System (1) where {αn}, {βn}, and {γn} are
bounded above and below by positive numbers. Let g be the function given in (1)
and suppose that there exists a function g∗ with the following properties:

1. for each fixed n,

g∗(u1, . . . , uk, v1, . . . , vk, n) ≤ g(u1, . . . , uk, v1, . . . , vk, n);

2. g∗ is in the form of (7), with the property that if μ( j)
n > 0 then ν

( j)
n > 0 for each

j = 1, . . . , N and each n = 1, 2 . . . .

Then {yn} is bounded below by a positive constant, and {xn} is bounded above.

Proof Let S be the following set

S = { j ∈ {1, . . . , N } : μ( j)
n > 0}.

There exist positive constantsmν( j) , Mν( j) ,mμ( j) , Mμ( j) such thatmν( j) < ν
( j)
n < Mν( j)

and mμ( j) < μ
( j)
n < Mμ( j) for j ∈ S and for each n.

Now, consider yn+1 and use inequality (3) in a way that is similar to the way it is
used in the proof of Theorem 8:

yn+1 = g(xn, . . . , xn−k+1, yn, . . . , yn−k+1, n)

≥ g∗(xn, . . . , xn−k+1, yn, . . . , yn−k+1, n)

≥

∑

j∈S
ν
( j)
n f j (xn, . . . , xn−k+1, yn, . . . , yn−k+1)

∑

j∈S
μ
( j)
n f j (xn, . . . , xn−k+1, yn, . . . , yn−k+1)

≥ min
j∈S

{
ν
( j)
n

μ
( j)
n

}

≥ min
j∈S

{
mν( j)

Mμ( j)

}

> 0 .

Hence, we have shown that {yn} is bounded below by a positive number my =
min
j∈S

{
mν( j)

Mμ( j)

}
. If we choose Mx such that Mx > max

{
γn
βn
, αn
my

}
for all n, then Mx is

an upper bound for {xn}. This shows if we increase any of the ν
( j)
n , then Mx and
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my as previously defined will still be bounds (see the examples on the existence of
unbounded solutions in the sequel). �

This next theorem will establish the existence of solutions of (1) for which {yn}
is unbounded.

Theorem 11 Let {(xn, yn)} be a solution of System (1) where {αn}, {βn}, and {γn}
are bounded above and below by positive numbers. Let g be the function given in (1)
and suppose that there exists a function g∗ with the following properties:

1. for each fixed n,

g∗(u1, . . . , uk, v1, . . . , vk, n) ≤ g(u1, . . . , uk, v1, . . . , vk, n);

2. g∗ is in the form of (7), with the property that if μ( j)
n > 0 then ν

( j)
n > 0 for each

j = 1, . . . , N and each n = 1, 2 . . . ;
3. g∗ is non-increasing in u1, . . . , uk, non-decreasing in v1, . . . , vk;
4. there is at least one term in the numerator of g∗ which is a term containing vl ,

l ∈ {1, 2, . . . , k}, and which is not present in the denominator.

Then {xn} will be bounded for all solutions of (1) and there exist solutions of (1) for
which {yn} is unbounded.
Proof Assume g ≥ g∗ and g∗ has a term of vl which is in the numerator of g∗ and
not in its denominator.

By Lemma 2 we know that there is some Mx > 0 and my > 0 such that xn < Mx

and yn > my for all n. We will use the monotonicity of g∗ and substitute in these
bounds, everywhere except for the vl term.

yn+1 ≥ g∗(Mx , . . . ,Mx ,my, . . . , yn−l+1, . . . ,my, n)

≥

∑

j∈S
ν
( j)
n f j (Mx , . . . ,Mx ,my, . . . ,my)

∑

j∈S
μ
( j)
n f j (Mx , . . . ,Mx ,my, . . . ,my)

+ kn yn−l+1 ≥ kn yn−l+1 .

Where

kn = ν(l)
n

∑

j∈S
μ
( j)
n f j (Mx , . . . ,Mx ,my, . . . ,my)

.

Let ε > 0 be fixed. Choose {ν( j)
n } and {μ( j)

n } such that kn > 1 + ε for all n. Note
that we can do this without changing Mx and my , as shown in Lemma 2. Then this
shows that {yn} can be unbounded. �

Example 7 Consider the system numbered (30, 47), given by
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{
xn+1 = αn+γn xn

βn xn+yn

yn+1 = an+bnxn+cn yn
An+xn

n = 0, 1, . . . . (9)

We can use Theorem 11 to establish that (9) has boundedness character (B,U ). It
follows from Lemma 2 that {xn} is bounded above by some constant Mx . Then

yn+1 = an + bnxn + cn yn
An + xn

= an + bnxn
An + xn

+ cn
An + xn

yn ≥ cn
An + Mx

yn . (10)

By choosing coefficients such that cn
An+Mx

> 1 + ε for all n and for some ε > 0,
we have shown that lim yn = ∞.

Remark 7 It follows from Theorem 11, and by following steps similar to Example 7,
that the following special cases of System (2) have boundedness character (B,U ).

(30, 19), (30, 24), (30, 27), (30, 40), (30, 42), (30, 47)

For system (30, 24), one may iterate for xn to get a function g which has the desired
monotonicity required for Theorem 11.

3.2 Establishing Boundedness Character (B,U)

In this subsection we look at several examples which use Theorem 1. The main
idea is to use a proof by contradiction to show that {xn} is bounded above, then find
appropriate {cn} thatwouldmake {yn}unbounded.Wewill consider several examples.
In Example 8, we find the contradiction on the size of some yi . In Example 9, we find
the contradiction by considering yi

xi
for some i . And in Example 10, we find there is

a contradiction on either yi or
yi
xi
for some i .

Example 8 Consider the system numbered (30, 4), which is given as follows:

{
xn+1 = αn+γn xn

βn xn+yn

yn+1 = cn yn
for n = 0, 1 . . . . (11)

Theorem 12 The boundedness character of (11) is (B,U ).

Proof Let M be defined as in (4) such that for all n, αn−1

αn
(Mβn − γn) >

αn
cn−1M

.
Suppose {xn} is unbounded above, and choose n such that xn+1 > M . Then by
Theorem 1, yn−1 >

αn−1

αn
(Mβn − γn) and yn <

αn
M . But then yn−1 <

αn
cn−1M

, contra-
dicting our choice of M . So {xn} is bounded above by M . Note also that if there
exists ε > 0, such that cn > 1 + ε for all n, then {yn} will be unbounded. �
Remark 8 The proof that the system numbered (30, 25) has boundedness character
(B,U ) follows similarly.
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Example 9 Consider the system numbered (30, 29), which is given as follows:

{
xn+1 = αn+γn xn

βn xn+yn

yn+1 = an+cn yn
An+xn

for n = 0, 1, 2 . . . . (12)

Theorem 13 The boundedness character of (12) is (B,U ).

Proof Let M be defined such that for all n,

1. an−1

An−1
> αn

M ;

2. cn−1

(
γn−1

αn
(Mβn − γn) − βn−1

)
> αn

M .

Suppose {xn} is unbounded above, and choose n such that xn+1 > M . Then by
Theorem 1, yn−1

xn−1
>

γn−1

αn
(Mβn − γn) − βn−1 and

min

{
an−1

An−1
,
cn−1yn−1

xn−1

}

≤ an−1 + cn−1yn−1

An−1 + xn−1
= yn <

αn

M
.

But an−1

An−1
> αn

M and cn−1 yn−1

xn−1
> cn−1

(
γn−1

αn
(Mβn − γn) − βn−1

)
> αn

M , contradicting

our choice of M . So {xn} is bounded above by M . Then yn+1 >
cn yn
An+M , so if we

choose coefficients such that there exists ε > 0 such that cn
An+M > 1 + ε for all n,

then {yn}will be unbounded. Note that replacing each cn with a larger number to sat-
isfy this inequality will not invalidate any of the previous inequalities in our definition
of M , so M is still an upper bound for {xn}. �

Remark 9 The proofs that the systems numbered (30, 6) and (30, 21) have bound-
edness character (B,U ) follow similarly.

Example 10 Consider the system numbered (30, 14), which is given as follows:

{
xn+1 = αn+γn xn

βn xn+yn

yn+1 = cn yn
An+xn

for n = 0, 1, . . . . (13)

Theorem 14 The boundedness character of (13) is (B,U ).

Proof Let M be defined such that

1. cn−1

2An−1

αn−1

αn
(Mβn − γn) >

αn
M ;

2. cn−1

2 (
γn−1

αn
(Mβn − γn) − βn−1) >

αn
M .

Suppose {xn} is unbounded above, and choose n such that xn+1 > M . Then by
Theorem 1, yn−1 >

αn−1

αn
(Mβn − γn),

yn−1

xn−1
>

γn−1

αn
(Mβn − γn) − βn−1, and

min

{
cn−1yn−1

2An−1
,
cn−1yn−1

2xn−1

}

≤ cn−1yn−1

An−1 + xn−1
= yn <

αn

M
.
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But cn−1yn−1

2An−1
>

cn−1

2An−1

αn−1

αn
(Mβn − γn) >

αn

M
,

and
cn−1yn−1

2xn−1
>

cn−1

2

(
γn−1

αn
(Mβn − γn) − βn−1

)

>
αn

M
,

contradicting our choice of M . Then {xn} is bounded above by M . Then yn+1 >
cn yn
An+M , so if we choose coefficients such that there exists ε > 0 such that cn

An+M >

1 + ε for all n, then {yn} will be unbounded. As in the proof of Theorem 13, we can
increase cn without increasing M , so such an example is possible. �

4 Remaining Special Cases of System (2)

In this section, we provide conditions and examples for certain systems contained in
(2) to be (U,U ).

4.1 Finding an Unbounded Solution Using Three Iterations

In this subsection,we focus on examples inwhichwe use three iterations on x and y to
find solutions that are unbounded in both variables. In the first example, nonconstant
coefficients are necessary for unbounded solutions.

Example 11 Consider the system numbered (30, 8), namely

{
xn+1 = αn+γn xn

βn xn+yn

yn+1 = bnxn
yn

for n = 0, 1, . . . . (14)

It was shown in [6] that with constant coefficients, every solution of (14) is bounded
in both variables. However, as we will show in the following theorem, this is an
example ofwhen “periodicitymay destroy boundedness,” sincewhen the coefficients
are periodic, unbounded solutions will exist.

Theorem 15 The boundedness character of (14) is (U,U ).

Proof Wewill show thatwith a particular set of period-three coefficients, the solution
will be unbounded. Let us define {bn}, where b3t+1 = 0.1 for integers t and bn = 1
otherwise, and take all other coefficients to be 1.

Choose positive constants K , L such that the following hold

1. 1 + 7
L < K < 2 < L ;

2. 10
8K 2 > 1 .
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Pick initial conditions (x0, y0) such that y0 > L and 1 < x0 < K . Suppose for some
n that y3n > L and 1 < x3n < K .

Then

x3n+1 = 1 + x3n
x3n + y3n

<
1 + K

1 + L
≤ max

{

1,
K

L

}

= 1 ,

and

y3n+1 = x3n
y3n

<
K

L
.

Now, by iteration we consider x3n+2

x3n+2 = (x3n + y3n + 1 + x3n)y3n
y3n(1 + x3n) + x3n(x3n + y3n)

.

Similarly, by iterating in the expression for y3n+2 we find

y3n+2 = 0.1x3n+1

y3n+1
= 0.1

1 + x3n
x3n + y3n

y3n
x3n

= 0.1
1 + x3n
x3n

y3n
x3n + y3n

< 0.1
1 + K

1
= 0.1(1 + 2) < 1 .

Now, we get a lower bound for x3n+3. Namely,

x3n+3 = 1 + x3n+2

x3n+2 + y3n+2
>

1 + x3n+2

x3n+2 + 1
= 1 .

And, next, an upper bound for x3n+3,

x3n+3 <
1 + x3n+2

x3n+2
= 1

x3n+2
+ 1 = 1 + y3n(1 + x3n) + x3n(x3n + y3n)

(x3n + y3n + 1 + x3n)y3n

= 1 + (1 + x3n)

(x3n + y3n + 1 + x3n)
+ x3n(x3n + y3n)

(x3n + y3n + 1 + x3n)y3n

< 1 + (1 + K )

y3n
+ K (K + y3n)

(y3n)y3n

< 1 + 3

y3n
+ 2(2y3n)

(y3n)y3n
= 1 + 3

y3n
+ 4

y3n
= 1 + 7

y3n
< 1 + 7

L
< K .

And here, we will show y3n+3 has a lower bound. Let p = 10
8K 2 . Then

y3n+3 = x3n+2

y3n+2
= 10(x3n + y3n)x3n

(1 + x3n)y3n

(x3n + y3n + 1 + x3n)y3n
y3n(1 + x3n) + x3n(x3n + y3n)

>
10y3n

(1 + K )y3n

y23n
y3n(1 + K ) + K (K + y3n)

>
10

(2K )

y23n
y3n(2K ) + K (2y3n)
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= 10

(2K )

y3n
2K + 2K

=
(

10

8K 2

)

y3n = py3n > pL > L .

Then y3n+3k+3 > Lpk+1 for any k. Thus, lim y3n = ∞.
We can see that

x3n+3k+4 = 1 + x3n+3k+3

x3n+3k+3 + y3n+3k+3
<

1 + K

1 + Lpk+1
,

and hence, lim x3n+3k+4 = 0. While, similarly,

y3n+3k+4 = x3n+3k+3

y3n+3k+3
<

K

Lpk+1
,

which shows that lim y3n+3k+4 = 0 also. But if this is the case, then

lim x3n+3k+5 ≥ lim
1

x3n+3k+4 + y3n+3k+4
= ∞ .

Hence, we have shown that {xn} and {yn} are unbounded in this case. �

Question 1 Theorem 15 shows that (14) can be unbounded in {xn} and {yn} with
period-three coefficients. For what prime periods k does system (14) have unbounded
solutions with period k coefficients? In particular, do unbounded solutions of (14)
exist when coefficients are period-two?

Example 12 Consider system (30, 16), which is given as follows:

{
xn+1 = αn+γn xn

βn xn+yn

yn+1 = bn xn
An+yn

for n = 0, 1, 2 . . . (15)

We give an alternative proof to what is presented in [6].

Theorem 16 System (15) has boundedness character (U,U ).

Proof It suffices to find a solution of (15) with constant coefficients which is
unbounded in both variables, namely αn = α, γn = γ, etc. Choose coefficients and
let m > 0 be a constant such that the following inequalities hold:

1.
(m(β + 1) + γ)(β + 1)(A2 + bm)

βαA
< 1;

2.
(βα + γ(m(β + 1) + γ))(β + 1)(A2 + bm)

bβαA
< 1.

For example, let m = 0.25, A = 1, b = 4,β = 0.5, γ = 1,α = 10.
Choose initial conditions x0 < m and y0 < m. Suppose x3n < m and y3n < m for

some n.
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x3n+1 = α + γx3n
βx3n + y3n

>
α

βm + m
= α

m(β + 1)

y3n+1 = bx3n
A + y3n

<
bm

A
y3n+1

x3n+1
<

bm

A

(β + 1)m

α

y3n+2 = bx3n+1

A + y3n+1
>

b α
m(β+1)

A + bm
A

= bαA

m(β + 1)(A2 + bm)

x3n+2 = α + γx3n+1

βx3n+1 + y3n+1
=

α
x3n+1

+ γ

β + y3n+1

x3n+1

>
γ

β + bm
A

(β+1)m
α

x3n+2 =
α

x3n+1
+ γ

β + y3n+1

x3n+1

<
m(β + 1) + γ

β

y3n+3 = bx3n+2

A + y3n+2
<

bm(β+1)+γ
β

A + bαA
m(β+1)(A2+bm)

<
bm(β+1)+γ

β

bαA
m(β+1)(A2+bm)

= (m(β + 1) + γ)(β + 1)(A2 + bm)

βαA
m

x3n+3 = α + γx3n+2

βx3n+2 + y3n+2
<

α + γx3n+2

y3n+2
<

α + γ m(β+1)+γ
β

bαA
m(β+1)(A2+bm)

= (βα + γ(m(β + 1) + γ))(β + 1)(A2 + bm)

bβαA
m .

So, it follows that lim x3n = 0 and lim y3n = 0. Therefore the subsequence {x3n+1}
is unbounded and by Theorem 3, {yn} must also be unbounded. �

Example 13 Consider system (30, 31), which is given as follows:
{
xn+1 = αn+γn xn

βn xn+yn

yn+1 = an+bnxn
An+yn

for n = 0, 1, 2 . . . . (16)

We give an alternative proof to what is presented in [6].

Theorem 17 System (16) has boundedness character (U,U ).

Proof It suffices to find a solution of (15) with constant coefficients which is
unbounded in both variables, namely αn = α, γn = γ, etc. Choose coefficients and
let my,Mx > 0 be constants such that the following inequalities hold:

1.
bαAmy

(β(α + γMx ) + a + bMx )(A2my + amy + b(α + γMx ))
> 1;

2.
β(α + γMx ) + a + bMx

βmy
+ γ

β
< Mx .
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For example, letmy = 1000,Mx = A = a = 0.1, b = 10,β = α = 1, γ = 0.01.
Choose initial conditions x0 < Mx and y0 > my . Suppose x3n < Mx and

y3n > my for some n. Then

x3n+1 = α + γx3n
βx3n + y3n

<
α + γx3n

y3n
<

α + γMx

y3n

y3n+1 = a + bx3n
A + y3n

<
a + bMx

y3n

x3n+2 = α + γx3n+1

βx3n+1 + y3n+1
>

αy3n
β(α + γMx ) + a + bMx

ay3n
Ay3n + a + bMx

< y3n+2 = a + bx3n+1

A + y3n+1
<

a

A
+ b

A

α + γMx

y3n

x3n+3 = α + γx3n+2

βx3n+2 + y3n+2
<

α

βx3n+2
+ γ

β

<
β(α + γMx ) + a + bMx

βmy
+ γ

β
< Mx

y3n+3 = a + bx3n+2

A + y3n+2
>

bx3n+2

A + y3n+2
>

b αy3n
β(α+γMx )+a+bMx

A + a
A + b

A
α+γMx

y3n

>
bαAmy

(β(α + γMx ) + a + bMx )(A2my + amy + b(α + γMx ))
y3n .

So, it follows that lim y3n = ∞, so lim x3n−1 = ∞ as well. �

4.2 A Solution with Nonperiodic Coefficients

In all of the previous examples, we were able to reduce cases with bounded coeffi-
cients to those with periodic coefficients. In the following example, we use nonperi-
odic coefficients to produce a solution which is unbounded in both variables.

Example 14 Consider the system numbered (30, 3), namely

{
xn+1 = αn+γn xn

βn xn+yn

yn+1 = an
xn

for n = 0, 1, . . . . (17)

It was shown in Sect. 5 of [1] that with constant coefficients, (17) would have bound-
edness character (B,U ). We will show in this example that with non-constant coeffi-
cients, this systemhas boundedness character (U,U ).Webeginwith several technical
lemmas.
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Lemma 3 Let {(xn, yn)} be a solution of (17) where α2n = 1
2 , a2n+1 = 2, and

α2n+1 = a2n = βn = γn = 1 for all n. If 1 < x0 <
5
4 and 1 < y0 <

5
4 , then

1 < x2m < 5
4 and

(
8
7

)m
< y2m < 4m

(
5
4

)
for all m ≥ 0.

Proof Suppose, for some integer k ≥ 0, that 1 < x2k <
5
4 and ( 87 )

k < y2k < 4k
(
5
4

)
.

Then 4
5 < y2k+1 < 1.

y2k+2 = 2

x2k+1
= 2

x2k + y2k
1
2 + x2k

> 2
0 + y2k
1
2 + 5

4

>

(
8

7

)k+1

y2k+2 ≤ 2max{1, 2y2k} = 4y2k < 4k+1

(
5

4

)

x2k+2 = 1 + x2k+1

x2k+1 + y2k+1
<

1 + x2k+1

x2k+1 + 4
5

≤ 5

4

x2k+2 >
1 + x2k+1

x2k+1 + 1
= 1 .

Then 1 < x2(k+1) <
5
4 and

(
8
7

)k+1
< y2(k+1) < 4k+1

(
5
4

)
. By induction on k, if

1 < x0 <
5
4 and 1 < y0 <

5
4 then 1 < x2m < 5

4 and
(
8
7

)m
< y2m < 4m

(
5
4

)
for all

m ≥ 0. �

Lemma 4 Let {(xn, yn)} be a solution of (17) where α2n+1 = a2n+1 = 2 and
α2n = a2n = γn = βn = 1 for all n. Let m be a positive integer. If 1 < x0 < 2 and
1.5(66m

2
) < y0, then

(
3
2

)m
< x2m < 2(6m) and 1 < y2m < 2m y0.

Proof Suppose for some integer 0 ≤ k < m, that
(
3
2

)k
< x2k < 2(6k) and y0

6k2 2k
≤

y2k ≤ 2k y0. Then by iterating on y we get

y2k+2 = 2
x2k + y2k
1 + x2k

< 2
x2k y2k + y2k
1 + x2k

= 2y2k < 2k+1y0 .

y2k+2 > 2
0 + y2k
x2k + x2k

= y2k
x2k

>

y0
6k2 2k

2(6k)
>

y0
6(k+1)22k+1

.

x2k+2 = x2k
(3x2k + 2y2k + 1)

2x2k + x22k + y2k
> x2k

( 12 y2k + 3
2 y2k)

3x22k + y2k

≥ x2k min

{
y2k
6x22k

,
3

2

}

≥ x2k min

{ y0
6k2 2k

6(2(6k))2
,
3

2

}

≥ x2k min

{
y0

6k2+3k+2
,
3

2

}

≥ x2k min

{
1.5(66m

2
)

6k2+3k+2
,
3

2

}

= x2k min

{

1.5(66m
2−k2−3k−2),

3

2

}
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≥ x2k min

{

1.5(66(k+1)2−k2−3k−2),
3

2

}

≥ x2k min

{

1.5(65k
2+9k+4),

3

2

}

>

(
3

2

)k+1

.

y2k ≥ y0
6k22k

>
1.5(66m

2
)

6k22k
> 2(6k) > x2k .

x2k+2 = x2k(3x2k + 2y2k + 1)

2x2k + x22k + y2k

<
x2k(3y2k + 2y2k + y2k)

0 + 0 + y2k
< 2(6k+1) .

So ( 32 )
k+1 < x2(k+1) < 2(6k+1) and y0

6(k+1)2 2k+1
< y2(k+1) < 2k+1y0. Then by induc-

tion on k, if 1 < x0 < 2 and 1.5(66m
2
) < y0, then ( 32 )

m < x2m < 2(6m) and 1 <

1.5(66m
2
)

6m2 2m
<

y0
6m2 2m

< y2m < 2m y0. �

Lemma 5 Let {(xn, yn)} be a solution of (17) where αn = βn = γn = an = 1 for
all n. Let m1 and m2 be positive integers. If 1 < x0 < 1 + ( 43 )

m1 and 1 < y0 <
1 + 2m2 , then 1 < x2(m1+m2)+14 <

5
4 and 1 < y2(m1+m2)+14 <

5
4 .

Proof For all n, let cn = xn − 1 and dn = yn − 1. Suppose, for some integer k ≥ 0,
that 1 < x2k < 1 + ( 43 )

m1 and 1 < y2k < 1 + 2m2−k . Then y2k+1 < 1. By iterating on
y, we get

y2k+2 = 1

x2k+1
= 1 + d2k

2 + c2k
> 1 .

y2k+2 < 1 + d2k
2

< 1 + 2m2−(k+1) .

x2k+2 = 1 + x2k+1

x2k+1 + y2k+1
> 1 .

x2k+2 = (2x2k + y2k + 1)x2k
2x2k + y2k + x22k

<
(2x2k + y2k + 1)x2k

2x2k + y2k + 1
= x2k .

Then 1 < x2(k+1) < 1 + ( 43 )
m1 and 1 < y2(k+1) < 1 + 2m2−(k+1). By induction on

k, if 1 < x0 < 1 + ( 43 )
m1 and 1 < y0 < 1 + 2m2 then 1 < x2(m2+2) < 1 + ( 43 )

m1 and
1 < y2(m2+2) < 1 + 2−2 = 5

4 .
Next, suppose for some integer k ≥ 0, that 1 < x2k < 1 + ( 43 )

m1−k and 1 < y2k <
5
4 . (Then y2k < 2.) Then
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x2k+2 = (2x2k + y2k + 1)x2k
2x2k + y2k + x22k

= 1 + c2k
2 + c2k + d2k

4 + 4c2k + d2k + c22k
> 1

x2k+2 < 1 + c2k
2 + c2k + 1

4 + 4c2k + 0 + 0
< 1 + 3

4
c2k < 1 +

(
4

3

)m1−(k+1)

1 <
x2k + y2k
1 + x2k

= y2k+2 ≤ max{y2k, 1} < 5

4
.

Then 1 < x2k+2 < 1 + (
4
3

)m1−(k+1)
and 1 < y2k+2 <

5
4 . By induction on k, if 1 <

x2(m2+2) < 1 + ( 43 )
m1 and 1 < y2(m2+2) <

5
4 then 1 < x2(m2+2+m1+5) < 1 + ( 43 )

−5 <
5
4 and 1 < y2(m2+2+m1+5) <

5
4 . �

Lemmas 3, 4, and 5 together show us that we can, for any M > 0 and x0 and y0
each between 1 and 5

4 , construct a finite sequence which is not bounded above by M
and whose last terms are between 1 and 5

4 . Repeating this process for an unbounded
sequence {Mm} = {(

3
2

)m}
and chaining the resulting sequences of x and y together

(using the last terms of one finite sequence as the initial conditions of the next finite
sequence) will give us a solution to system (17) that is unbounded in both variables.
We formalize this idea in the following theorem.

Theorem 18 There exists a solution to system (17) with bounded coefficients in
which {xn} and {yn} are unbounded.
Proof In this theorem we will create a sequence of indices {kn} such that xk3m+2 > m
for each positive integer m, and thus a system in which {xn} and {yn} are unbounded
above. Let k0 = 0 and choose x0 and y0 each between 1 and 5

4 . We will define the
other values of {kn} using induction on m.

Let m be a nonnegative integer, and suppose 1 < xk3m < 5
4 and 1 < yk3m < 5

4 .
Define k3m+1 = k3m + 2(84m2 + 4). Note that we choose this value for ki in prepa-
ration to use Lemma 3. For all n such that k3m ≤ n < k3m+1, define coefficients as in
Lemma 3; that is, let αn = 1

2 if n = 2t for some integer t , let an = 2 if n = 2t + 1
for some integer t , and let all other coefficients equal 1. Then by Lemma 3, we have

1 < xk3m+1 <
5

4
< 2

yk3m+1 >

(
8

7

)84m2+4

=
(
8

7

)4
((

8

7

)14
)6m2

>
3

2
(6)6m

2

yk3m+1 < 484m
2+4

(
5

4

)

.

Next, define k3m+2 = k3m+1 + 2m. Note that we choose this value for ki in prepa-
ration to use in Lemma 4. For all n such that k3m+1 ≤ n < k3m+2, define coefficients
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as in Lemma 4; that is, let αn = an = 2 if n = 2t + 1 for some integer t , and let all
other coefficients equal 1. Then by Lemma 4, we have

1 ≤
(
3

2

)m

< xk3m+2 < 2(6m) <

(
4

3

)3
((

4

3

)9
)m

< 1 +
(
4

3

)9m+3

1 < yk3m+2 < 2m
(
484m

2+4
)(

5

4

)

< 2m(22)84m
2+4(2) < 1 + 2168m

2+m+9 .

Finally, define k3m+3 = k3m+2 + 2(168m2 + 10m + 19). Note that we choose this
value for ki in preparation to use in Lemma 5. For all n such that k3m+2 ≤ n < k3m+3,
define coefficients as in Lemma 5; that is, let all coefficients equal 1. Then

xk3m+3 = xk3m+2+2(168m2+10m+19)

= xk3m+2+2((168m2+m+9)+(9m+3))+14

yk3m+3 = yk3m+2+2((168m2+m+9)+(9m+3))+14

Then by Lemma 5, we have 1 < xk3m+3 <
5
4 and 1 < yk3m+3 <

5
4 .

By induction onm, we have xk3m and yk3m are each between 1 and
5
4 for allm. Note

also that {xn} and {yn} are unbounded since xk3m+2 >
(
3
2

)m
and y3m+1 >

(
3
2

)
(6)6m

2
for

each m. �

It is interesting to note that this example uses coefficients from the finite set{
1
2 , 1, 2

}
to show that solutions of (17) are unbounded, but the coefficient sequences

are not periodic.

Question 2 Are there solutions of (17) which have periodic coefficients such that
{xn} is unbounded?

5 Conclusion

We have established several results concerning system (1) for which the function
defining yn+1 is left general. Using these results, we were able to determine the
boundedness character of many of the special cases contained in (2). The bounded-
ness character of all 49 special cases of (2) has been established by us for coefficients
that form sequences which are bounded above and below by positive constants, and
the results are summarized in Appendix A. The boundedness character of several
of the systems contained in (2) with bounded coefficient sequences follows directly
from proofs that were given in the autonomous case, and these have been noted with
footnotes in Appendix A.
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In many of the systems contained in (2), the boundedness character for periodic
coefficients matches that for coefficients that form bounded sequences. There is one
system where the boundedness character for periodic coefficients is still open.

A Boundedness Character of System (2)

The second equation of every system contained within (2) is listed below. In each,
xn+1 = αn+γn xn

βn xn+yn
. The numbering from [9] is given.Coefficients are assumed to be from

sequences bounded above and below by positive constants. Note that the systems that
differ in boundedness from the autonomous case are (30, 2), (30, 3), and (30, 8).

1 yn+1 = an (B,B) 2 yn+1 = an
yn

(U,U)
3 yn+1 = an

xn
(U,U) 4 yn+1 = cn yn (B,U)

5 yn+1 = bn (B,B) 6 yn+1 = cn yn
xn

(B,U)

7 yn+1 = bnxn (B,B)a 8 yn+1 = bn xn
yn

(U,U)
9 yn+1 = cn (B,B) 10 yn+1 = an

An+yn
(B,B)

11 yn+1 = an
An+xn

(B,B) 12 yn+1 = an
Bn xn+yn

(B,B)b

13 yn+1 = yn
An+yn

(B,B) 14 yn+1 = cn yn
An+xn

(B,U)

15 yn+1 = cn yn
Bn xn+yn

(B,B) 16 yn+1 = bn xn
An+yn

(U,U)

17 yn+1 = xn
An+xn

(B,B) 18 yn+1 = bn xn
Bn xn+yn

(B,B)

19 yn+1 = an + cn yn (B,U) 20 yn+1 = an+cn yn
yn

(B,B)

21 yn+1 = an+cn yn
xn

(B,U) 22 yn+1 = an + bnxn (B,B)

23 yn+1 = an+bn xn
yn

(B,B)c 24 yn+1 = an+xn
xn

(B,U)

25 yn+1 = bnxn + cn yn (B,U) 26 yn+1 = bn xn+cn yn
yn

(B,B)

27 yn+1 = bn xn+cn yn
xn

(B,U) 28 yn+1 = an+cn yn
An+yn

(B,B)

29 yn+1 = an+cn yn
An+xn

(B,U) 30 yn+1 = an+cn yn
Bn xn+yn

(B,B)d

31 yn+1 = an+bn xn
An+yn

(U,U) 32 yn+1 = an+bn xn
An+xn

(B,B)

33 yn+1 = an+bn xn
Bn xn+yn

(B,B) 34 yn+1 = bn xn+cn yn
An+yn

(B,B)e

35 yn+1 = bn xn+cn yn
An+xn

(B,U)f 36 yn+1 = bn xn+cn yn
Bn xn+yn

(B,B)
37 yn+1 = an

An+Bnxn+yn
(B,B) 38 yn+1 = cn yn

An+Bnxn+yn
(B,B)

39 yn+1 = bn xn
An+Bnxn+yn

(B,B) 40 yn+1 = an + bnxn + cn yn (B,U)

41 yn+1 = an+bn xn+cn yn
yn

(B,B) 42 yn+1 = an+bn xn+cn yn
xn

(B,U)

43 yn+1 = an+cn yn
An+Bnxn+yn

(B,B) 44 yn+1 = an+bn xn
An+Bnxn+yn

(B,B)

45 yn+1 = bn xn+cn yn
An+Bnxn+yn

(B,B) 46 yn+1 = an+bn xn+cn yn
An+yn

(B,B)

47 yn+1 = an+bn xn+cn yn
An+xn

(B,U) 48 yn+1 = an+bn xn+cn yn
Bn xn+yn

(B,B)

49 yn+1 = an+bn xn+cn yn
An+Bnxn+Cn yn

(B,B)

aThe proof of Theorem 4 from [10] can be generalized to coefficients bounded above
and below by positive numbers.
bSee Theorem 3.7 in [11] for a proof.
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cTheorem 2.3 in [8] can be generalized to coefficients bounded above and below by
positive numbers.
dTheorem 6 in [14] can be generalized to coefficients bounded above and below by
positive numbers.
eSystem (30, 34) in Theorem 8.1 in [6] can be generalized to coefficients bounded
above and below by positive numbers.
fTheorem 7.1 in [3] can be generalized to coefficients bounded above and below by
positive numbers.
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Stability Investigation of Biosensor
Model Based on Finite Lattice Difference
Equations

Vasyl Martsenyuk, Aleksandra Klos-Witkowska and Andriy Sverstiuk

Abstract We consider the delayed antibody-antigen competition model for two-
dimensional array of biopixels

xi, j (n + 1) = xi, j (n) exp
{
β − γyi, j (n − r) − δx xi, j (n − r)

} + Ŝ
{
xi, j (n)

}
,

yi, j (n + 1) = yi, j (n) exp
{ − μy + ηγxi, j (n − r) − δy yi, j (n)

}
, i, j = 1, N ,

n, r ∈ N. Here xi, j (t) is the concentration of antigens, yi, j (t) is the concentra-
tion of antibodies in biopixel (i, j), i, j = 1, N . Ŝ{xi, j (n)} = (D/Δ2){xi−1, j (n) +
xi+1, j (n) + xi, j−1(n) + xi, j+1(n) − 4xi, j (n)} is spatial diffusion-like operator. Per-
manence of the system is investigated. Stability research uses approach of Lyapunov
functions. Numerical simulations are used in order to investigate qualitative behav-
ior when changing the value of time delay r ∈ N and diffusion D/Δ2. It was shown
that when increasing the value of time delay r , we transit from steady state through
Hopf bifurcation, increasing period and finally to chaotic behavior. The increase of
diffusion causes an appearance of chaotic solutions also.
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1 Introduction

One of the most important current research is related with design of sensor devices.
They are considered as cornerstones of Industry 4.0 [2, 20] relying primarily on
cyber-physical systems, which include smart sensors with supervision and commu-
nication purposes. A lot of modern applications in biology, medicine, ecology, food
industry are dealt with biosensors. They are kind of sensors aimed for measurements
of biological substances. The design of biosensor devices includes estimation of
parameters enabling us their stable functioning.

Themost ofmodels describingbiosensors uses partial differential equations.How-
ever it does not take into account discrete nature of spatial coordinates of the biosen-
sor, which is based on two- or three-dimensional biopixels array. That is why in series
of works (see [15, 19]) finite lattice differential equations were offered to describe
biosensor devices.

Differential equations which are used in the biosensors modelling are based
on population dynamics for describing different biological species interaction. For
example, in case of immunosensors, which are kind of biosensors, we use antigens
and antibodies, which play roles of preys and predators respectively. In such awaywe
result in well-known predator-prey differential equations in the biosensor modelling.

A lot of results for the predator-prey models with discrete or distributed time
delays has been obtained. As it was mentioned in [13], the problem is that the most
of these results are related with the continuous-time systems but discrete-time mod-
eling is more appropriate in cases “when populations have a short life expectancy,
nonoverlapping generations in real world”.

Let xi, j (t) be concentration of antigens, yi, j (t) be concentration of antibodies in
biopixel (i, j), i, j = 1, N .

The model is based on biological assumption for arbitrary biopixel (i, j), which
are described in [15]. It includes the following constant parameters: birthrate for anti-
gen population, β > 0; death rate of antigens, δx ; probability rate of neutralization
of antigens by antibodies, γ > 0; birthrate of antibodies, μy ; death rate of antibod-
ies, δy ; probability rate of immune response with respect to antibodies, η. Immune
response appears with some constant time delay τ > 0. For the sake of simplicity we
assume the same delay τ for the death rate of antigens. We have some diffusion of
antibodies from four neighboring pixels (i − 1, j), (i + 1, j), (i, j − 1), (i, j + 1).
The complete biological reasoning and description of the model is presented in [15].

So we start from considering a very simple delayed antibody-antigen competition
model for biopixels two-dimensional arraywhichwas offered and investigated in [15]

dxi, j (t)

dt
= (β − γyi, j (t − τ ) − δx xi, j (t − τ ))xi, j (t) + Ŝ{xi, j },

dyi, j (t)

dt
=

(
− μy + ηγxi, j (t − τ ) − δy yi, j (t)

)
yi, j (t)

(1)
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with given initial functions

xi, j (t) = x0i, j (t) ≥ 0, yi, j (t) = y0i, j (t) ≥ 0, t ∈ [−τ , 0),

xi, j (0), yi, j (0) > 0.
(2)

For a square N × N array of traps, we use the following discrete diffusion form of
the spatial operator, which was already applied for modelling biosensors (see [19])

Ŝ{xi, j } = DΔ−2

[
xi−1, j + xi+1, j + xi, j−1 + xi, j+1 − 4xi, j

]
i, j = 1, N (3)

Each colony is affected by the antigen produced in four neighboring colonies, two
in each dimension of the array, separated by the equal distance Δ.

We use the boundary condition xi, j = 0 for the edges of the array i, j = 0, N + 1.
The techniques, which are used in the work for discretization, permanence and

stability investigation are primarily based on the approach developed in [13] for
predator-prey system. Here they were extended in case of finite lattice model with
diffusion.

The paper is structured in the following way. In the Sect. 2 we employ the dis-
cretization technique to derive the discrete version of system (1). The conditions for
quasi-permanence are investigated in Sect. 3. Global stability research is presented in
Sect. 4. Results of modeling (1) are displayed in Sect. 5. It can be seen that qualitative
behavior of the system is determined mostly by the time of immune response τ (or
time delay) and diffusion rate D.

Within this paper we use the following notation:

– the symbol i = m, n for some integer i , m, n , m < n means i = m,m + 1, ..., n;
– �x� denotes the greatest integer less than or equal to the real value x ;
– au = supn∈N a(n) and al = infn∈N a(n) for any bounded sequence {a(n)};
– R

+ denotes the set of nonnegative real numbers;
– N be the sets of nonnegative integers;
– ⊗ denotes the direct product of matrices.

2 Deriving the Difference Equations Model

The system (1) without diffusion is approximated by the following differential equa-
tions with piecewise constant arguments

dxi, j (t)

dt
=

(
β − γyi, j (�t/h�h − �τ/h�h) − δx xi, j (�t/h�h − �τ/h�h)

)
xi, j (t),

dyi, j (t)

dt
=

(
− μy + ηγxi, j (�t/h�h − �τ/h�h) − δy yi, j (�t/h�h)

)
yi, j (t)

(4)
for t ∈ [nh, (n + 1)h), n ∈ N.
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Noting that �t/h� = n, �τ/h� = r ∈ N, we integrate (4) over [nh, t), where t <

(n + 1)h, then (4) can be reformulated as

dxi, j (t)

dt
=

(
β − γyi, j (nh − rh) − δx xi, j (nh − rh)

)
xi, j (t),

dyi, j (t)

dt
=

(
− μy + ηγxi, j (nh − rh) − δy yi, j (nh)

)
yi, j (t).

Denoting xi, j (n) = xi, j (nh), yi, j (n) = yi, j (nh), then we have

xi, j (t) = xi, j (n) exp

{
β − γyi, j (n − r) − δx xi, j (n − r)

}
,

yi, j (t) = yi, j (n) exp

{
− μy + ηγxi, j (n − r) − δy yi, j (n)

}
.

(5)

Setting t → (n + 1)h in (5) and simplifying, adding diffusion to the first equa-
tion,1 we get a discrete analogue of continuous time system (1) with the form

xi, j (n + 1) = xi, j (n) exp

{
β − γyi, j (n − r) − δx xi, j (n − r)

}
+ Ŝ

{
xi, j (n)

}
,

yi, j (n + 1) = yi, j (n) exp

{
− μy + ηγxi, j (n − r) − δy yi, j (n)

}
,

(6)

We pay attention that behavior of the system (6) may not be the same as for
the differential one (1). The equivalence of differential versus difference equations
trajectories, which are obtained with help of forward Euler, backward Euler or cen-
tral difference schemes, may be for “sufficiently small discretization time steps”
only [12]. The problems of equivalence of difference and differential Lotka–Volterra
equations were firstly studied in [18]. The derivation of the discrete model (6) is the
standard connection between Lotka–Volterra continuous time model and discrete
time Nicholson–Bailey model [18]. The Nicholson–Bailey model was derived in
order to have similar dynamical properties as Lotka–Volterra ones.

In [16] nonstandard Mickens scheme of time-discretization was described, which
was further used in order to get dynamical consistency between discrete-time and
continuous-time models in a lot of research and applications [17].

With respect to time-discretization of lattice reaction-diffusion equations we have
a wide range of research—in the one-dimensional lattice [5, 6], higher dimensional
lattices [9], papers dealing with the exact role of the time discretization on the exis-
tence of travellingwaves [10] or validity ofmaximumand comparison principles [23]
which is the main reason which led authors to the alternative discretization. There
are also numerous contributions in the case of delayed lattice differential equations,
for example [14, 25].

1Diffusion term is considered be additive in order to get clear permanence and stability results.
Actually the diffusion on discrete space may be represented by a matrix multiplication also [4].
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In Sect. 5 we investigate the problem of qualitative consistency between (6) and
(1) numerically.

We introduce the following definitions for finite lattice difference equations (6).

Definition 1 It is said that system (6) is quasi-permanent if there exist pos-
itive constants mx , Mx , my,i, j , My,i, j , i, j = 1, N that every positive solution{(

xi, j (n), yi, j (n)

)}
, i, j = 1, N of system (6) satisfies

mx ≤ lim inf
n→∞

N∑

i, j=1

xi, j (n) ≤ lim sup
n→∞

N∑

i, j=1

xi, j (n) ≤ Mx ,

my,i, j ≤ lim inf
n→∞ yi, j (n) ≤ lim sup

n→∞
yi, j (n) ≤ My,i, j .

Definition 2 A positive solution

{(
x�
i, j (n), y�

i, j (n)

)}
, i, j = 1, N of system (6) is

globally attractive if each other positive solution
{(

xi, j (n), yi, j (n)

)}
, i, j = 1, N

of system (6) satisfies

lim
n→∞ |xi, j (n) − x�

i, j (n)| = 0, lim
n→∞ |yi, j (n) − y�

i, j (n)| = 0, i, j = 1, N .

3 Permanence

In spite of the fact that a series of results were obtainedwhen considering permanence
of Nicholson models without diffusion, e.g. recent ones are [7, 13, 26], much more
less permanence results were established for discrete reaction-diffusionmodels. Here
we mention work [1] for on one- and two-dimensional lattices. These results were
approved numerically in [3].

Here we have already introduced the notion of quasi-permanence of the system
(6) which is “weaker” as compared with traditional permanence. The reason is the
taking into account diffusion of xi, j within the finite lattice. In turn, the system is
permanent with respect to yi, j (n) in a traditional sense.

In order to prove quasi-permanence of the system (6), we need the following
auxiliary results from [26].

Lemma 1 It holds

max
x∈R

x exp (β(1 − x)) = exp (β − 1)

β
(7)

for β > 0.

Lemma 2 Assume that x(n) satisfies x(n) > 0 and
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x(n + 1) ≤ x(n) exp {s(n)(1 − ax(n))} (8)

for n ∈ [n1,∞), where a is a positive constant. Then

lim
n→∞ sup x(n) ≤ 1

asu
exp

{
su − 1

}
. (9)

Lemma 3 Assume that {x(n)} satisfies

x(n + 1) ≥ x(n) exp {s(n)(1 − ax(n))} , n ≥ N0, (10)

limn→∞ sup x(n) ≤ xu and x(N0) > 0, where a is a constant such that axu > 1 and
N0 ∈ N. Then

lim
n→∞ inf x(n) ≥ 1

a
exp

{
su(1 − axu)

}
. (11)

The next auxiliary result is related to necessary condition to the positive invariance
of the positive orthant

Ω =
{(

xi, j (n), yi, j (n)

)
: i, j = 1, N , xi, j (n) > 0, yi, j (n) > 0

}

Lemma 4 Assume that the positive orthant Ω is positive invariant for the system
(6), i.e. xi, j (0) > 0, yi, j (0) > 0 implies xi, j (n) > 0, yi, j (n) > 0, n ∈ N, i, j = 1, N.

Then

eβ >
4D

Δ2
(12)

holds.

Proof We assume for purposes of contradiction that eβ ≤ 4D
Δ2 . Consider a counterex-

ample, if N = 1. Then the first equation (6) together with the boundary conditions
x0,1 = x2,1 = x1,0 = x1,2 = 0 = y0,1 = y2,1 = y1,0 = y1,2 introduced above, yields

x1,1(n + 1) = x1,1(n) exp
{
β − γy1,1(n − r) − δx x1,1(n − r)

} − (4D/Δ2)x1,1(n)

≤ x1,1(n)(eβ − 4D/Δ2) ≤ 0

for any x1,1(0) > 0, y1,1(0) > 0, contradicting the original supposition.

The next result introduces a sufficient condition for the underlying grid size ensur-
ing that the solution of (6) is non-vanishing.

Lemma 5 Let for the system (6) the positive orthantΩ be positive invariant. Besides
that, let N be such that fextnc(N ) < 1 holds, where

fextnc(N ) = max
k,l=1,N

∣∣∣∣e
β − 4D

Δ2

(
1 + cos

π(k + l)

2(N + 1)
cos

π(k − l)

2(N + 1)

)∣∣∣∣. (13)
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Then limn→∞ xi, j (n) = 0, i, j = 1, N.

Proof It requires a comparison principle for difference equations (see [24], Theorem
2.1, p. 241).

The following inequalities hold for xi, j (n + 1)

xi, j (n + 1) < xi, j (n)eβ + Ŝ
{
xi, j (n)

}
.

Consider N 2-vector of the form

X (n) =
(
x1,1(n), x1,2(n), . . . , x1,N (n), x2,1(n), . . . , x2,N (n), . . . ,

xN ,1(n), . . . , xN ,N (n)

)

.

We compare X (n + 1) ≤ CX (n), where C = IN ⊗ A + B ⊗ IN ,

A =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢
⎣

eβ − 4D
Δ2

D
Δ2

D
Δ2 eβ − 4D

Δ2
D
Δ2

D
Δ2

. . .

. . .

eβ − 4D
Δ2

D
Δ2

D
Δ2 eβ − 4D

Δ2

⎤

⎥⎥⎥⎥⎥⎥⎥⎥
⎦

∈ R
N×N ,

B =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢
⎣

0 D
Δ2

D
Δ2 0 D

Δ2

D
Δ2

. . .

. . .

0 D
Δ2

D
Δ2 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥
⎦

∈ R
N×N ,

IN is N × N identity matrix. The N 2 eigenvalues of C are of the form (see [11],
Theorem 8.3.1) λk,l(C) = λk(A) + λl(B), k, l = 1, N , where the eigenvalues of A

λk(A) = eβ − 4D

Δ2
− 2D

Δ2
cos (πk/(N + 1)), k = 1, N ,

the eigenvalues of B

λl(B) = −2D

Δ2
cos (πl/(N + 1)), l = 1, N .
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The comparison system Z(n + 1) = CZ(n) tends asymptotically to zero if∣∣∣∣λk,l

∣∣∣∣ < 1. That is,

max
k,l=1,N

∣∣∣∣e
β − 4D

Δ2
− 2D

Δ2

(
cos

πk

N + 1
+ cos

πl

N + 1

)∣∣∣∣ < 1.

Theorem 1 Consider the system (6) satisfying the positive invariance of the setΩ .2

Let

α1,i, j = −μy + ηγMx,i, j
exp(β − 1)

δx
,

α2,i, j = β − γ
exp(α1,i, j − 1)

δy
,

α3,i, j = −μy + ηγ

δx
exp(α2,i, j (1 − δxζi, j )),

(14)

where ζi, j , i, j = 1, N are some constants.
If there exist Mx,i, j (r) > 1, i, j = 1, N such that for any ζi, j > 0, i, j = 1, N

conditions
min

{
αk,i, j , k = 1, 3, i, j = 1, N

}
> 0 (15)

hold, then system (6) is quasi-permanent.

Proof SinceΩ is a positive invariant set of (6), we assume that

{(
xi, j (n), yi, j (n)

)
,

i, j = 1, N
}
is its arbitrary positive solution.

Firstly we prove that

{(
xi, j (n), yi, j (n)

)
, i, j = 1, N

}
is uniformly upper

bounded. Consider the first equation of (6). We get

xi, j (n + 1) ≤ xi, j (n) exp
{
β − δx xi, j (n − r)

} + Ŝ
{
xi, j (n)

}

= xi, j (n) exp

{
β

(
1 − δx

β
xi, j (n − r)

)}
+ Ŝ

{
xi, j (n)

}
.

(16)

Let n1,i, j (r) ∈ N be such that

xi, j (n)

xi, j (n − r)
< Mx,i, j , n > n1.

Applying Lemma 1 it implies for n > n1,i, j (r)

2Lemma 4 offers necessary condition (12).
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xi, j (n + 1) ≤ Mx,i, j (r)xi, j (n − r) exp

{
β

(
1 − δx

β
xi, j (n − r)

)}
+ Ŝ

{
xi, j (n)

}

≤ Mx,i, j (r)
β

δx

exp (β − 1)

β
+ Ŝ

{
xi, j (n)

}

= Mx,i, j (r)
exp (β − 1)

δx
+ Ŝ

{
xi, j (n)

}
.

Hence, for n > n1(r) = maxi, j=1,N n1,i, j (r) we have

lim
n→∞ sup

N∑

i, j=1

xi, j (n) ≤ exp(β − 1)

δx

N∑

i, j=1

Mx,i, j (r) =: Mx (r).

Moreover, there exists a sufficiently large n2(ε) ∈ N, that for any constant ε > 0
it holds3

xi, j (n) ≤ Mx,i, j (r)
exp (β − 1)

δx
+ ε, n ≥ n2(ε). (17)

Consider the second equation of (6). Hence we get

yi, j (n + 1) ≤yi, j (n) exp

{
−μy + ηγ[Mx,i, j (r)

exp(β − 1)

δx
+ ε] − δy yi, j (n)

}

=yi, j (n) exp

{

αε
x,i, j

(

1 − δy

αε
x,i, j

yi, j (n)

)}

.

Here

αε
1,i, j := −μy + ηγ

[
Mx,i, j (r)

exp(β − 1)

δx
+ ε

]

Applying Lemma 2 and letting ε → 0, we have

lim
n→∞ sup yi, j (n) ≤ exp(α0

1,i, j − 1)

δy
=: Fu

i, j . (18)

3In order to substantiate it, we assume the contrary, namely, there are ε1 > 0 and i�, j� ∈ 1, N such
that xi�, j� (n) > Mx,i�, j� (r)

exp(β−1)
δx

+ ε1, for all n > 0. Then

lim
n→∞ sup

N∑

i, j=1

xi, j (n) ≤ exp(β − 1)

δx

N∑

i, j=1

Mx,i, j (r) <
exp(β − 1)

δx

N∑

i, j=1,i �=i�, j �= j�
Mx,i, j (r)

+xi�, j� − ε1 ≤ exp(β − 1)

δx

N∑

i, j=1

Mx,i, j (r) + Ŝ
{
xi�, j� (n − 1)

} − ε1,

which is a contradiction at n → ∞.
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Hence it follows that

lim
n→∞ sup

N∑

i, j=1

yi, j (n) ≤
N∑

i, j=1

exp(α0
1,i, j − 1)

δy
=: My .

Further we prove that
{
(xi, j , yi, j ), i, j = 1, N

}
is uniformly ultimately lower

bounded.
According to (18), there exists an n3(ε) > n2(ε) such that

yi, j (n) ≤ exp(α0
1,i, j − 1)

δy
+ ε

for n > n3 and constant ε determined above.
Due to the first equation of (6) we have

xi, j (n + 1) ≥ xi, j (n) exp

{

β − γ

(
exp(α0

1,i, j − 1)

δy
+ ε

)

− δx xi, j (n − r)

}

.

Wehave to differ two cases.Case 1.There exists n4(ε) > n3(ε) such that xi, j (n) <

xi, j (n − r), n > n4. It implies

xi, j (n + 1) ≥ xi, j (n) exp
{
αε
2,i, j (1 − δx xi, j (n)

}
.

Here

αε
2,i, j := β − γ

(
exp(α0

1,i, j − 1)

δy
+ ε

)

.

Due to Lemma 3 we get

xi, j (n) ≥ 1

δx
exp

{
αε
2,i, j (1 − δx

(
Mx,i, j (r)

exp(β − 1)

δx
+ ε

)}

Let ε → 0. It implies

lim
n→∞ inf xi, j (n) ≥ 1

δx
exp

{
α0
2,i, j

(
1 − δx Mx,i, j (r)

exp(β − 1)

δx

)}

Case 2. For all n > n2(ε) we have xi, j (n) ≥ xi, j (n − r). It follows that
limn→∞ xi, j (n) = xui, j exists, where xui, j := xi, j (0) expβ. On the other hand xui, j ≥
1
δx
. It follows that

lim
n→∞ inf xi, j (n) ≥ 1

δx
exp

{
α2,i, j (1 − δx x

u
i, j )

}
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Considering the second equation of (6), we get

yi, j (n + 1) ≥ yi, j (n) exp

{
κi, j

(
1 − δy

κi, j
yi, j (n)

)}
.

Here
κi, j := −μy + ηγ

δx
exp

{
α0
2,i, j (1 − δx x

u
i, j )

}
.

Further we use the following inequality4

δy

κi, j
yui, j = exp(α0

1,i, j ) − 1

κi, j
≥ exp(α0

1,i, j ) − 1

α0
1,i, j

> 1.

Applying Lemma 3, we have

lim
n→∞ inf yi, j (n) ≥ κi, j

δy
exp

{
κi, j

(
1 − δy

κi, j
yui, j

)}
.

4 Stability Investigation for the Finite Lattice Difference
Model of Immunosensor

4.1 Steady States

The complex topology of set of endemic steady states for lattice Nagumo reaction-
diffusion dynamical systems were studied in [6]. Moreover, when considering
Nagumo equation on graphs, in [22] they observed that for sufficiently strong reac-
tions (or sufficiently weak diffusion) there are exponentional growth of the number
of endemic steady states.

In general case steady state Ei, j ≡
(
xi, j , yi, j

)
, i, j = 1, N for difference system

(6) can be found as a result of solution of the algebraic system:

xi, j = xi, j exp

{
β − γyi, j − δx xi, j

}
+ Ŝ

{
xi, j

}
,

yi, j = yi, j exp

{
− μy + ηγxi, j − δy yi, j

}
,

(19)

with respect to (xi, j , yi, j ), i, j = 1, N . We have to distinguish the following cases.

4Here we use that 1
x exp(x − 1) > 1 for x > 0.
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Antigen and antibody-free steady state E0,0
i, j ≡ E0,0 =

(
0, 0

)
, i, j = 1, N .

Antibody-free endemic5 steady state. The system (6) has so-called antibody-free
steady state, namely

E∗,0
i, j ≡ E∗,0 =

(
β

δx
, 0

)
, i, j = 1, N

Identical endemic steady state. In case if xi, j ≡ x > 0, i, j = 1, N (it yields

Ŝ

{
xi, j

}
≡ 0) we get steady state Ei, j ≡ E idnt =

(
xidnt , yidnt

)
, where

xidnt = βδy + γμy

ηγ2 + δxδy
, yidnt = −μyδx + ηγβ

ηγ2 + δxδy
.

We see that if −μyδx + ηγβ > 0, then E idnt is endemic.
Nonidentical endemic steady state. In general caseweneed to solve the algebraic

system (19) to find endemic steady state, which we call here as nonidentical steady

state Enonidnt =
(
xnonidnti, j , ynonidnti, j

)
, i, j = 1, N . In case if all (xnonidnti, j , ynonidnti, j ) >

0, then Enonidnt is endemic. We note that the values of xidnt and yidnt can be used
as initial approximations for numerical methods to solve nonlinear algebraic sys-
tem (19).

4.2 Global Attractivity

In [21, 28] there were studied the global attractivity of the positive equilibrium of the
discrete Nicholsons model. Global attractivity of Nicholson’s differential equation
with continuous diffusion was investigated in [27] with help of maximum princi-
ple. In case of continuous-time reaction-diffusion model from R

n on graphs, it was
shown that at some parameters there are 3n stationary solutions, out of which 2n are
asymptotically stable [22].

It is natural to expect a possible global attractivity of large number of positive
solutions for difference model (6). The next result offers the sufficient conditions of
global attractivity, which were obtained with help of Lyapunov functions.

Theorem 2 Assume that conditions of the Theorem 1 hold and there exists a positive
constant ξ such that

5Here we use epidemiological term “endemic” meaning the state when the “infection” (in this
context, antigen) is constantly maintained at a baseline level in an area without external inputs.
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exp
{
γmy + δxmx − β

} − δx − 1

mx
− ηγ ≥ ξ,

min

{
δy,

2

My
− δy

}
− γ ≥ ξ.

(20)

Then any positive solution

{(
x�
i, j (n), y�

i, j (n)

)
, i, j = 1, N

}
of system (6) is globally

attractive.

Proof Consider

{(
xi, j (n), yi, j (n)

)
, i, j = 1, N

}
is arbitrary positive solution of

system (6). Let

V1,1,i, j (n) = |ln
(
xi, j (n) − Ŝ

{
xi, j (n − 1)

})
− ln

(
x�
i, j (n) − Ŝ

{
x�
i, j (n − 1)

})
|

Then it follows from the first equation of (6) that

V1,1,,i, j ≤|ln xi, j (n) − ln x�
i, j (n)| + γ|yi, j (n − r) − y�

i, j (n − r)|
+ δv|xi, j (n − r) − x�

i, j (n − r)|. (21)

By the Mean Value theorem, we get

ln xi, j (n) − ln x�
i, j (n) = 1

θ1(n)
(xi, j (n) − x�

i, j (n)),

where θ1(n) lies between xi, j (n) and x�
i, j (n),

ln(xi, j (n) − Ŝ
{
xi, j (n − 1)

}
) − ln(x�

i, j (n) − Ŝ
{
x�
i, j (n − 1)

}
)

= 1

θ2(n)
((xi, j (n) − x�

i, j (n)) − (Ŝ
{
xi, j (n − 1)

} − Ŝ
{
x�
i, j (n − 1)

}
)),

where θ2(n) lies between xi, j (n) − Ŝ
{
xi, j (n − 1)

}
and x�

i, j (n) − Ŝ
{
x�
i, j (n − 1)

}
.

We consider

|ln xi, j (n) − ln x�
i, j (n)|

= |ln(xi, j (n) − Ŝ
{
xi, j (n − 1)

}
) − ln(x�

i, j (n) − Ŝ
{
x�
i, j (n − 1)

}
)|

− |ln(xi, j (n) − Ŝ
{
xi, j (n − 1)

}
) − ln(x�

i, j (n) − Ŝ
{
x�
i, j (n − 1)

}
)|

+ |ln xi, j (n) − ln x�
i, j (n)|

≥ V1,1,i, j (n) −
(

1

θ2(n)
− 1

θ1(n)

)
|xi, j (n) − x�

i, j (n)|

− 1

θ2(n)

(
Ŝ

{
xi, j (n − 1)

} − Ŝ
{
x�
i, j (n − 1)

} )
.

(22)
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Combining (21) and (22), we have

ΔV1,1,i, j (n) = V1,1,i, j (n + 1) − V1,1,i, j (n)

≤ −
(

1

θ2(n)
− 1

θ1(n)

)
|xi, j (n) − x�

i, j (n)|
+ γ|yi, j (n − r) − y�

i, j (n − r)|
+ δx |xi, j (n − r) − x�

i, j (n − r)|
− 1

θ2(n)

(
Ŝ

{
xi, j (n − 1)

} − Ŝ
{
x�
i, j (n − 1)

})
.

(23)

Next, we let

V1,2,i, j (n) =
n−1∑

s=n−r

δv|xi, j (s) − x�
i, j (s)| +

n−1∑

s=n−r

γ|yi, j (s) − y�
i, j (s)|

Then we have

ΔV1,2,i, j (n) = V1,2,i, j (n + 1) − V1,2,i, j (n)

=
n∑

s=n+1−r

δx |xi, j (s) − x�
i, j (s)| +

n∑

s=n+1−r

γ|yi, j (s) − y�
i, j (s)|

−
n−1∑

s=n−r

δx |xi, j (s) − x�
i, j (s)| −

n−1∑

s=n−r

γ|yi, j (s) − y�
i, j (s)|

= δx |xi, j (n) − x�
i, j (n)| − δx |xi, j (n − r) − x�

i, j (n − r)|
+ γ|yi, j (n) − y�

i, j (n)| − γ|yi, j (n − r) − y�
i, j (n − r)|.

(24)

We let W1,i, j = V1,1,i, j (n) + V1,2,i, j (n). Then it follows from (23) and (24) that

ΔV1,i, j (n) = ΔV1,1,i, j (n) + ΔV1,2,i, j (n)

≤
(

δx − 1

θ2(n)
+ 1

θ1(n)

)
|xi, j (n) − x�

i, j (n)|
+ γ|yi, j (n) − y�

i, j (n)|
− 1

θ2(n)

(
Ŝ

{
xi, j (n − 1)

} − Ŝ
{
x�
i, j (n − 1)

} )

(25)

In a similar way we define for the second equation of (6)

V2,i, j (n) = V2,1,i, j (n) + V2,2,i, j (n),

where
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V2,1,i, j (n) = |ln yi, j (n) − ln y�
i, j (n)|,

V2,2,i, j (n) =
n−1∑

s=n−r

ηγ|xi, j (s) − x�
i, j (s)|.

Then we have

ΔV2,1,i, j (n) = V2,1,i, j (n + 1) − V2,1,i, j (n)

≤ −
(

1

θ3(n)
− | 1

θ3
− δy |

)
|yi, j (n) − y�

i, j |
+ ηγ|xi, j (n − r) − x�

i, j (n − r)|,

where θ3 is between yi, j (n) and y�
i, j (n),

ΔV2,2,i, j (n) = ηγ|xi, j (n) − x�
i, j (n)| − ηγ|xi, j (n − r) − x�

i, j (n − r)|.

Hence
ΔV2,i, j (n) = ΔV2,1,i, j (n) + ΔV2,2,i, j (n)

≤ −
(

1

θ3(n)
− | 1

θ3
− δy|

)
|yi, j (n) − y�

i, j (n)|
+ ηγ|xi, j (n) − x�

i, j (n)|.
(26)

Now, we introduce for any pixel (i, j) Lyapunov function

Vi, j (n) = V1,i, j (n) + V2,i, j (n). (27)

According to (25)–(27) we have

ΔVi, j (n) = ΔV1,i, j (n) + ΔV2,i, j (n)

≤
(

δx − 1

θ2(n)
+ 1

θ1(n)
+ ηγ

)
|xi, j (n) − x�

i, j (n)|

+
(

γ − 1

θ3(n)
− | 1

θ3
− δy |

)
|yi, j (n) − y�

i, j (n)|

− 1

θ2(n)

(
Ŝ

{
xi, j (n − 1)

} − Ŝ
{
x�
i, j (n − 1)

})
.

We let V (n) = ∑N
i, j=1 Vi, j (n). When summing ΔVi, j (n) through i, j = 1, N , and

taking into account the diffusion properties of spatial operator, we get
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ΔV (n) ≤
(

δx − 1

θ2(n)
+ 1

θ1(n)
+ ηγ

) N∑

i, j=1

|xi, j (n) − x�
i, j (n)|

+
(

γ − 1

θ3(n)
− | 1

θ3
− δy|

) N∑

i, j=1

|yi, j (n) − y�
i, j (n)|

≤
(

δx − exp
{
γmy + δxmx − β

} + 1

mx
+ ηγ

) N∑

i, j=1

|xi, j (n) − x�
i, j (n)|

+
(

γ − min

{
δy,

2

My
− δy

} ) N∑

i, j=1

|yi, j (n) − y�
i, j (n)|

≤ −ξ

( N∑

i, j=1

|xi, j (n) − x�
i, j (n)| +

N∑

i, j=1

|yi, j (n) − y�
i, j (n)|

)
.

It completes the proof.

5 Numerical Investigation

In work [15] we investigated numerically the continuous-time model of immunosen-
sor (1) at parameters values:

β = 2min−1, γ = 2 mL
min·μg , μy = 1min−1, η = 0.8/γ, δx = 0.5 mL

min·μg , δy =
0.5 mL

min·μg , D/Δ2 = 2.22min−1.
Here we analyze its discrete analogue, which we obtain with help of scaling some

of the corresponding parameters due to discretization step h = 0.01 and choosing
the others experimentally6,7:

β = 2h, γ = 2 h, μy = h, η = 0.01184/γ, δx = 0.5 h, δy = 0.5 h, D/Δ2 =
2.22

√
h.

We see that the scaling of the parameters should be studied deeper. But the exact
numerical consistency with the continuous-time system is not the objective of this
work. We leave it for our future research.

We start from investigating of positivity of the solutions. Firstly, we see that
the necessary condition (12) of positive invariance of the set Ω holds. Then,
in order to check that limn→∞ xi, j (n) �= 0, i, j = 1, N , we analyze the function
fextnc(N ) (Fig. 1). We see that the value N = 14 is the threshold below which
fextnc(N ) < 1, that is limn→∞ xi, j (n) �= 0. Moreover, since fextnc(16) > 1, we con-
clude that limn→∞ xi, j (n) �= 0.

6Hereinafter we omit units of dimensions of parameters.
7After scaling of γ the value η = 0.8/γ may not be applicable for Nicholson-type difference system
(it causes number overflow). So, we have decreased it to 0.01184 experimentally.
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Fig. 1 The values of the function fextnc(N ) for N ∈ {1, 2, . . . , 100} (black points) as compared
with one (blue line)

Table 1 Numerical simulation of the system (6) at r = 8

After calculating the steady states for pixels (identical and nonidentical ones), we
can apply the global stability conditions (20).

Similarly to differential equations in the discrete-timemodel we can see that when
changing the value of time delay r we have changes of qualitative behavior of pixels
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Table 2 The phase planes of the system (6) for antibody populations yi, j versus antigen populations
xi, j , i, j = 7, 9. Numerical simulation of the system (6) at r = 12. Here • indicates initial state, •
indicates identical steady state, • indicates nonidentical steady state. The solution converges to a
stable limit cycle

and entire model. We considered the parameter value set given above and computed
the long-time behavior of the system (6) describing two-dimensional 16 × 16-pixels
array (N = 16) for r = 8, 12 and 15. The phase diagrams of the antibody vs. antigen
populations for the pixel (8, 8) and its neighborhood for these values of r are shown
in Tables 1, 2, 3.

For example, at r ≤ 10 we can see trajectories corresponding to stable node for
all pixels (see Tables 1). At values r = 10 Hopf bifurcation occurs and further trajec-
tories correspond to stable limit cycles of ellipsoidal form for all pixels (see Table 2).
We note that in order that the numerical solutions regarding Hopf bifurcation were in
agreement with the theoretical results, we should apply a Hopf bifurcation theorem
from the work [8] which proves appearance of small invariant attracting cycles of
radius O(

√
h).

For r = 12, the phase diagrams in Table 2 show that the solution is a limit cycle
with two local extrema (one local maximum and one local minimum) per cycle.
Then for r = 14, 15 the solution is a limit cycle with twelve local extrema per cycle
(see Table 3). Finally, for r = 16, the behavior looks like chaotic one. Similarly as
in continuous-time model [15], we have regarded behavior as chaotic if no periodic
behavior could be found in the long-time behavior of the solutions.
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Table 3 The limit cycles on the phase plane plots of the system (6) for antibody populations yi, j
versus antigen populations xi, j , i, j = 7, 9. Numerical simulation of the system (6) at r = 15. Here
• indicates identical steady state, • indicates nonidentical steady state. Limit cycles are obtained as
trajectories for t ∈ [4000, 5000]. The solution converges to a stable limit cycle with twelve local
extrema per cycle

At D = 0 (i.e., without diffusion) a numerical bifurcation diagram showing the
maximum and minimum points for the limit cycles for the antigen population x1,1
as a function of time delay is given in Fig. 2. The Hopf bifurcation from the stable
equilibrium point to a simple limit cycle can be clearly seen at r = 18. Further
all dynamical behavior is characterized as limit cycles, which can be evidenced
numerically (see Fig. 3).

At D/Δ2 = 0.02 a numerical bifurcation diagram showing the maximum and
minimum points for the limit cycles for the antigen population V1,1 as a function of
time delay is given in Fig. 4. The Hopf bifurcation from the stable equilibrium point
to a simple limit cycle and the sharp transitions at critical values of the time delay
between limit cycles with increasing numbers of maximum and minimum points per
cycle can be clearly seen.

As a check that the solution is chaotic for r ≥ 16, we perturbed the initial con-
ditions to test the sensitivity of the system. Figures 5, 6, 7 show a comparison of
the solutions for the antigen population x1,1 with initial conditions x1,1(n) = 1 and
x1,1(n) = 1.001, n ∈ [−r, 0], and identical all the rest ones. In Figs. 6, 7 near the
initial time the two solutions appear to be the same, but as time increases there is a
marked difference between the solutions supporting the conclusion that the system
behavior is chaotic at r ≥ 16.
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Fig. 2 A numerical bifurcation diagram at D = 0. The points show the local extreme points for
the V1,1 population at n ∈ [3300, 5000]. Hopf-type bifurcation appears at r = 18

Fig. 3 The time series of the solutions to the system (6) for the antigen population x1,1 from
n = 0 to 5000 with D/Δ2 = 0.0 and r = 24 for initial conditions x1,1(n) = 1 and x1,1(t) = 1.001
(deviated), n ∈ [−r, 0], and identical all the rest ones. The two solutions appear to be the same,
supporting the conclusion that the system behavior is not chaotic

When analyzing an influence of diffusion on qualitative behavior of the model
we pay attention on one more the way to chaos presented in Fig. 8. We see that
increasing the values of D/Δ2 we transit from steady state to limit cycles and finally
to chaotic behavior at values D/Δ2 ≈ 0.025.
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Fig. 4 A numerical bifurcation diagram at D/Δ2 = 0.02 showing the “bifurcation path to chaos”
as the time delay r is increased. The points show the local extreme points per cycle for the x1,1
population. Chaotic-type solutions occur at r = 16. Note that at r = 27, 28 we have unbounded
solutions

Fig. 5 The time series of the solutions to the system (6) for the antigen population x1,1 from
n = 0 to 5000 with D/Δ2 = 0.02 and r = 15 for initial conditions x1,1(n) = 1 and x1,1(t) = 1.001
(deviated), n ∈ [−r, 0], and identical all the rest ones. The two solutions appear to be the same,
supporting the conclusion that the system behavior is not chaotic
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Fig. 6 The time series of the solutions to the system (6) for the antigen population x1,1 from
n = 0 to 5000 with D/Δ2 = 0.02 and r = 16 for initial conditions x1,1(n) = 1 and x1,1(t) = 1.001
(deviated), n ∈ [−r, 0], and identical all the rest ones. At the beginning the two solutions appear to
be the same, but as time increases there is a marked difference between the solutions supporting
the conclusion that the system behavior is chaotic

Fig. 7 The time series of the solutions to the system (6) for the antigen population x1,1 from
n = 0 to 5000 with D/Δ2 = 0.02 and r = 26 for initial conditions x1,1(n) = 1 and x1,1(t) = 1.001
(deviated), n ∈ [−r, 0], and identical all the rest ones. At the beginning the two solutions appear to
be the same, but as time increases there is a marked difference between the solutions supporting
the conclusion that the system behavior is chaotic
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Fig. 8 A numerical
bifurcation diagram at
r = 12 showing the
“bifurcation path to chaos”
as the diffusion D/Δ2 is
increased. The points show
the local extreme points per
cycle for the x1,1 population.
Chaotic-type solutions occur
at τ ≈ 0.025 with value 0 for
the number of extreme points

6 Conclusions

In the work we offered model of immunosensor which is based on the reaction-
diffusion system of the finite lattice difference equations with delay. Themain results
of thework are conditions of permanence and global asymptotic stability for endemic
state. Unfortunately, we are not able to say about permanence of the solution in usual
sense. So, here we introduced some “weaker” notion of quasi-permanence allowing
us to get conditions in a clear form.

It was shown that the dimension of pixels array N should be large enough (suffi-
cient condition) and the diffusion D/Δ2 should be small enough (necessary condi-
tion) to guarantee the positive invariance.

For the purpose of stability investigation we have used method of Lyapunov
functions (it is more correct to say “functionals” here). It combines general approach
for construction of Lyapunov functions of predator-prey models with finite lattice
differential equations.

Numerical examples showed us influence on stability of different parameters.
Increasing time delay we transmit from stable node to limit cycles and finally to
chaotic behavior. Such behavior is dynamically consistent with the behavior of
continuous-time model, which was studied in [15].

We note that difference with continuous-time model is the way to chaos. Namely,
in case of differential equations it was period-doubling, which was characterized
by the doubling of the number of local extrema. In case of difference equations we
have “chaos” as a result of increasing the number of local extrema (not doubling).
It is caused by the discrete nature of the delay r in contrary to the continuous-time
system.
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Another parameter causing changes in dynamic behavior of the system (6) is the
diffusion. Namely, it was numerically shown that when increasing D, we transit from
periodic solutions to chaotic ones also.
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Discrete Reaction-Dispersion Equation

Zdeněk Pospíšil

Abstract The paper introduces a discrete analogy of the reaction-diffusion partial
differential equation. Both the time and the space are considered to be discrete, the
space is represented by a simple graph. The equation is derived from “first princi-
ples”. Basic qualitative properties, namely, existence and stability of equilibria are
discussed. The results are demonstrated on a particular system that can be interpreted
as a model of metapopulation on interconnected patches with a deadly boundary. A
condition for size of habitat needed for population survival is established.

Keywords Diffusion · Random walk · Graph theory · Stability of equilibria

1 Motivation

An auto-catalytic reaction of a “substance” and its diffusion on one dimensional
continuous space is described by the parabolic PDE

∂u

∂t
= D

∂2u

∂x2
+ f (u) , t > 0 , x ∈ (0, L) ; (1)

the state variable u represents a substance density, the function f (non-linear, in
general) describes the reaction, and D is the diffusivity (the coefficient appearing
in the Fickian law). The same equation stands for a model of spatially distributed
population—it can be found in any textbook on mathematical ecology or population
dynamics, cf. e.g. [4, pp. 265–343]. Let us remind two results concerning the reaction-
diffusion equation that are of importance in a context of theoretical ecology.

Let f : [0,∞) → [0,∞) be a continuous function satisfying the conditions
f (0) = 0, (u − K ) f (u) < 0 for some positive constant K and 0 < u �= K . Then

Z. Pospíšil (B)
Masaryk University, Brno, Czech Republic
e-mail: pospisil@math.muni.cz
URL: https://www.math.muni.cz/~pospisil

© Springer Nature Switzerland AG 2020
M. Bohner et al. (eds.), Difference Equations and Discrete Dynamical Systems
with Applications, Springer Proceedings in Mathematics & Statistics 312,
https://doi.org/10.1007/978-3-030-35502-9_14

323

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35502-9_14&domain=pdf
mailto:pospisil@math.muni.cz
https://www.math.muni.cz/\LY1\textasciitilde pospisil
https://doi.org/10.1007/978-3-030-35502-9_14


324 Z. Pospíšil

the Eq. (1) possesses the spatially homogeneous equilibrium u ≡ 0 (the extinction
equilibrium). The Eq. (1) with the homogeneous Neumann boundary condition

∂u(0)

∂x
= 0 = ∂u(L)

∂x
(2)

has the positive asymptotically stable equilibrium u ≡ K and the extinction equi-
librium is unstable. If f is differentiable in a right neighbourhood of 0 with
r = f ′(0) > 0 and L > π

√
D/r then the trivial equilibrium u ≡ 0 of the Eq. (1)

with the homogeneous Dirichlet boundary condition

u(0) = 0 = u(L) (3)

is unstable and the boundary value problem (1), (3) possesses an asymptotically
stable spatially non-homogeneous equilibrium u(t, x) = u∗(x) such that

0 < max
0<x<L

u∗(x) = u
(
1
2 L

)
< K .

The last case serves as a theoretical explanation of the fact that a spatially distributed
population needs some minimal size of its habitat.

The aim of the contribution is to present discrete counterparts of the reminded
results. The discrete diffusion (heat) equation is a matter of textbooks, cf. [3, p.
168–172]. Here, the discrete space is a grid and the equation is linear autonomous
difference system with Toeplitz matrix. The reaction term can be simply added to
such a system. Systems of this type represent accurate discretization of thementioned
PDEs and they were studied not only on grids [2] but, recently, also on general graphs
[8]. This approach brings reasonable results. But, by my opinion, this is not the only
possibility how to model phenomena consisting of a reaction and dispersal of a
“substance” on a discrete space, namely, on networks or graphs.

First, the word “diffusion” takes different meanings in different contexts. Hu-
manities mean by it a very complex and complicated process [7]. In metapopulation
ecology, it denotes a form of dispersal, in which the flux of individuals between two
patches is proportional to the difference in their densities [1, p. 65]. Such a process
coincide with a random walk. A more precise determination distinguishes diffusion
from random walk. Diffusion is described by the Laplacian matrix (discrete Lapla-
cian operator), while random walk by a matrix derived from the Markovian one. An
important difference between the two processes is that diffusion tends to a state with
uniformly distributed values in all nodes, while random walk tends to a state where
the values are proportional to node degrees. Hence, the two processes coincide for
regular graphs [6, Sects. 6.13 and 6.14]. Because of these terminological reasons, I
use the more general word “dispersion” instead of the specific “diffusion”.

Second, the process of reaction can be separated (at least mentally) from the
one of dispersion. This idea was utilized already in framework of linear models of
(meta)population dynamics [5] and it forms a basis for the subsequent considerations.
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In the next section, the proposed reaction-dispersion system is derived frommech-
anistic presuppositions (“first principles”). The dispersion process is represented by
the random walk and the model presented is more general than necessary for the rest
of the paper. This generality may show that a scope of applicability exceeds the one
indicated in the third section where a spatially homogeneous reaction and simple
dispersion is considered. Results that can be regarded as analogues to the mentioned
results from continuous spatial population dynamics are shown.

The notation used is standard. The vectors are considered to be the column ones,
v = (v1, v2, . . . , vk)

T; we will also denote the entries of the vector v by vi = (v)i .
The symbol diag v denotes the diagonal matrix M with diagonal entries mii = vi ,
the symbols o, 1, and I denote zero vector, vector with all of entries equal to 1, and
identity matrix, respectively.

2 The Model

Of course, a reaction-dispersion equation should describe two processes—a reaction,
i.e. constitution and dissociation of a substance or birth and death of individuals
forming a population, and dispersion, i.e. random spreading of it to a space. Assume
that the space is represented by a simple connected graph G = {N , E}, where N =
{1, 2, . . . , k} is a set of nodes and E ⊆ {{i, j} : i, j ∈ N , i �= j

}
is the set of edges.

Let A be the adjacency matrix of the graph G and denote σ j = ∣∣{i : {i, j} ∈ E
}∣∣ =

∑k
i=1 ai j = (

1TA
)
j
the degree of the node j ∈ N .

Let xi (t) denote an expected concentration of a substance in the node i ∈ N at
the time t ; naturally, we suppose xi ≥ 0.

Let us suppose that the reaction take place entirely in the nodes and the dispersion
consists in relocation of particles (individuals) along the edges. Let us start with a
description of the two processes separately.

2.1 Reaction

Let τr > 0 be a “typical reaction time”.We assume that the change of concentration in
the node i ∈ N depends on the concentration xi only, i.e. it is given by the recurrence
relation

xi (t + τr) = fi
(
xi (t)

)
.

Here fi : [0,∞) → [0,∞), i = 1, 2, . . . , k are functions satisfying

fi (0) = 0 (4)
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that are non-linear in general. Denoting f(x) = (
f1(x1), f2(x2), . . . , fk(xk)

)T
, we

can write the relation in the simple vector form

x(t + τr) = f
(
x(t)

)
. (5)

2.2 Dispersion

Let us suppose that a particle in a node can either remain in it or it can move to a
randomly chosen neighbor node. We can call this process “elementary dispersion
event”. Let us denote by τd > 0 the time necessary for replacement of a particle to
a neighbor node and by d, 0 < d ≤ 1, the probability that a particle leaves its node.
The adopted assumptions yield the recurrence relations

xi (t + τd) = (1 − d)xi (t) +
∑

{i, j}∈E

d

σ j
x j (t) , i ∈ N ,

for the expected concentrations xi . Let us define the matrix K with the entries κi j =
ai j/σ j , that is K = A(diagA1)−1. Since

∑

{i, j}∈E

d

σ j
x j (t) = d

k∑

j=1

ai j
σ j

x j (t) = d
(
Kx(t)

)
i ,

we can rewrite the derived recurrence relation in the vector form

x(t + τd) = (
I − d(I − K)

)
x(t) . (6)

The matrix on the right hand side characterizes the described dispersion process.
Obviously,

k∑

j=1

κi j =
k∑

j=1

ai j
σ j

= 1.

that is, the matrix K is left (row) stochastic and, subsequently, the dispersion matrix

D = I − d(I − K) (7)

is left stochastic as well. The matrix D is used to describe random walk on a graph,
cf. comment in the first section and the reference therein.



Discrete Reaction-Dispersion Equation 327

2.3 Reaction and Dispersion

Let us suppose that the two processes are separated in time. First, the reaction occurs
and then it is followed by the dispersion. Such an assumption may be satisfied in
population dynamic—e.g., a plant grows, flowers and produces seeds and then the
seeds are spread. If this is the case, we can define the time unit (length of projection
interval) to be the sum of the “typical reaction and dispersion times”, 1 = τr + τd
and, combining (5), (6) and (7), we obtain the non-linear recurrence relation

x(t + 1) = x
(
(t + τr) + τd

) = Dx(t + τr) = Df
(
x(t)

)
.

Let us note that the above form of the recurrence fixes the “observation times” to
moments before “reaction event” and after “dispersion event”. This is just an arbitrary
choice. The other one leads to the relation x(t + 1) = f

(
Dx(t)

)
; wewill not deal with

this option in the present paper.
The situation need not to be simple alternation of reaction and “elementary disper-

sion event”. We can consider the possibility that the reaction is followed by several
“elementary dispersions”. If the number of them is n then we define the time unit by
1 = τr + nτd and the process is described by the recurrence relation

x(t + 1) = Dnf
(
x(t)

)
. (8)

2.4 Homogeneous Boundary Conditions

The Neumann boundary condition (2) for the continuous equation (1) states that no
amount of the “substance” goes out of the regionwhere it disperses, that is, the process
is spatially isolated. The discrete equation (8) is defined on the underlying graph G
only. That is, no “outer space” is considered and hence no additional condition is
needed.

The Dirichlet boundary condition (3) determines the concentration on the two
boundary points to be zero. This property can be mimic for the discrete equation (8)
as well. Let us determine some of the nodes to be the boundary ones and prescribe
the zero value of the concentration on them for each time t . This is equivalent to left
multiplication of the vector x(t) by the “boundary” matrix B defined as

bi j =
{
1, i = j /∈ NB,

0, otherwise,

where NB ⊆ N is the set of boundary nodes. The matrix B is obviously idempotent.
Of course, if NB = ∅ then the “boundary” matrix B = I expresses the “Neumann-
type” condition.
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Let us suppose first that each “elementary dispersion event” is followed by an
immediate “disappearance” of the substance in the boundary nodes. E.g., consider-
ing metapopulations we can regard the boundary patches to be be deadly ones. In
this case, the matrix describing dispersion equals BD. Due to the condition (4), the
identities x = Bx, f(x) = Bf(x) hold true for any vector x satisfying the boundary
condition xi = 0 for i ∈ NB . Hence, the discrete reaction-dispersion equation with
homogeneous boundary condition can be written in one of the equivalent forms

x(t + 1) = (BD)nf
(
x(t)

)
, or x(t + 1) = (BD)nBf

(
x(t)

)
. (9)

But the process of “disappearance” of particles/individuals in the boundary nodes
may be a matter of the reaction only. If this is the case, the model can be written in
one of the equivalent forms

x(t + 1) = BDnf
(
x(t)

)
, or x(t + 1) = BDnBf

(
x(t)

)
. (10)

3 Equilibria and Their Stability

Now, let us consider the system (9) or (10) with n = 1, i.e. the system

x(t + 1) = BDBf
(
x(t)

)
. (11)

Let x∗ be the equilibrium of the equation (11), i.e. BDB f (x∗) = x∗. If the vec-
tor function f is differentiable one can check the stability of the equilibrium using
linearization of the system. Since

∂

∂x j

(
f(x∗)

)
i
= ∂

∂x j
fi (x

∗
i ) =

{
f ′
j (x

∗
j ), i = j,

0, i �= j,

the variation matrix of the system (11) equals J(x∗) = BDBdiag f ′(x∗), where f ′(x∗)
stands for

(
f ′
1(x

∗
1 ), f

′
2(x

∗
2 ), . . . , f

′
k(x

∗
k )

)T
. Consequently, the stability of the equilib-

rium x∗ is determined by the spectrum of the matrix BDBdiag f ′(x∗).
Let us pay attention to eigenvalues of the matrices BDB and BKB. Obviously,

if NB �= ∅ then the both matrices possesses zero eigenvalues with corresponding
eigenvectors w satisfying wi = 0 for all i /∈ NB , i.e. Bw = o. That is, the geomet-
ric multiplicity of zero eigenvalues is at least |NB |. The following statement says
something on the others eigenvalues.

Proposition 1 Let vector w satisfy the boundary condition, i.e., w = Bw. Then w is
the eigenvector of thematrixBDB if and only if it is the eigenvector of thematrixBKB.
The corresponding eigenvalues λ̃ and λ of the matrices BDB and BKB, respectively,
satisfy the equality λ̃ = 1 − d(1 − λ).
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Proof Let w = Bw. Then by (7),

BDBw = B
(
I − d(I − K)

)
Bw = w − dw + dBKBw .

Now, if BKBw = λw then BDBw = (
1 − d(1 − λ)

)
w, if BDBw = λ̃w then

(
(λ̃ −

1 + d)/d
)
w = BKBw. �

The Proposition1 allows to prove a statement on stability of particular equilibria
of the system (11).

Proposition 2 Let the reaction function be the same on all non-boundary nodes, i.e.

f(x) = (
f (x1), f (x2), . . . , f (xk)

)T
, where f : [0,∞) → [0,∞) is differentiable

function, and let x∗B1 be an equilibrium of the system (11). If

∣∣ f ′(x∗)
(
1 − d(1 − λ)

)∣∣ < 1 (12)

for each eigenvalue λ of the matrix BKB such that the corresponding eigenvector w
satisfies the boundary condition w = Bw, then the equilibrium is stable.

If there exists an eigenvalueλwith corresponding eigenvectorw of thematrixBKB
satisfying the boundary condition and the inequality is reversed, then the equilibrium
is unstable.

Proof We have Bdiag f ′(x∗B1) = f ′(x∗)B. Consequently J(x∗B1) = f ′(x∗)BDB.
Hence, if | f ′(x∗)λ̃| < 1 for all eigenvalues λ̃ of thematrixBDB, then the equilibrium
is stable. The condition is fulfilled for λ̃ = 0 such that the corresponding eigenvector
w̃ satisfies w̃ �= Bw̃ = o. Now, the statement follows from the Proposition1. �

Let us consider the system (11) with symmetric matrix K and no boundary node.
Since κi j = ai j/σ j , the assumption on symmetry is satisfied if and only if σi = σ j

for all i, j , i.e., for regular graphs only. In this case, a random walk coincides with
diffusion. Since the matrix K is left stochastic and symmetric, it is double stochastic
and its spectral radius equals 1 and one eigenvalue equals 1. Hence, if B = I, then
the condition (12) holds if and only if it holds for λ = 1. If x∗ is a fixed point of the
function f , then

D(x∗1) = x∗(I − d(I − K)
)
1 = x∗(1 − d1 + d1) = x∗1

and x∗1 is an equilibrium of the system (11) with B = I and D = DT.
Hence, we have obtained an analogy to the statement that, under some condition,

the continuous boundary value problem (1), (2) possesses a spatially homogeneous
stable equilibrium: Let K > 0 and differentiable function f : [0,∞) → [0,∞) sat-
isfy

(
f (x) − K

)
(x − K ) < 0 for x �= K . Then the system

x(t + 1) = Df
(
x(t)

)
(13)

with symmetric matrix D has the positive stable equilibrium K1.
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The Proposition2 speaks on stability of spatially homogeneous equilibria of the
system (11) with equal “reaction functions” on each node. Due to the property (4),
the zero vector o is a spatially homogeneous equilibrium; if the system is interpreted
as a model of metapopulation the vector o represents the extinction equilibrium.
The system (13) without boundary nodes and symmetric matrix D may possess a
non-zero spatially homogeneous equilibrium. An example of a system with a non-
empty boundary and a non-zero spatially homogeneous equilibrium is presented in
the following subsection.

3.1 Particular Case

Let us consider the complete graph with k ≥ 3 nodes, one of nodes (the last one,
say) be the boundary one. Let the reaction be the same on each non-boundary node
and let it be of the form

f (x) = xg(x) ,

where the function g : [0,∞) → [0,∞) is differentiable with

g(0) = r > 1, g′(x) < 0, (x − K )
(
g(x) − 1

)
< 0 for x �= K > 0 .

Finally, let one reaction be followed by one dispersion event. Now, the system (11)
might represent amodel ofmetapopulation on kmutually interconnected patches, one
of them is deadly and the others exhibit the same condition for the local populations.

We have f ′(x) = g(x) + xg′(x) and

B =

⎛

⎜⎜⎜
⎜⎜
⎝

1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .

...
...

0 0 . . . 1 0
0 0 . . . 0 0

⎞

⎟⎟⎟
⎟⎟
⎠
, K =

⎛

⎜⎜
⎜
⎝

0 1
k−1 . . . 1

k−1
1

k−1 0 . . . 1
k−1

...
...

. . .
...

1
k−1

1
k−1 . . . 0

⎞

⎟⎟
⎟
⎠
, BKB =

⎛

⎜⎜⎜
⎜⎜
⎝

0 1
k−1 . . . 1

k−1 0
1

k−1 0 . . . 1
k−1 0

...
...

. . .
...

...
1

k−1
1

k−1 . . . 0 0
0 0 . . . 0 0

⎞

⎟⎟⎟
⎟⎟
⎠
.

One can easily verify that the matrix BKB has the following eigenvalues with corre-
sponding eigenvectors

λ1 = k − 2

k − 1
, w1 =

⎛

⎜
⎜⎜⎜⎜
⎝

1
1
...

1
0

⎞

⎟
⎟⎟⎟⎟
⎠
, λ2 = 0 , w2 =

⎛

⎜
⎜⎜⎜⎜
⎝

0
0
...

0
1

⎞

⎟
⎟⎟⎟⎟
⎠
,
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λ3 = λ4 = · · · = λk = 1

1 − k
, w3 =

⎛

⎜⎜⎜⎜
⎜⎜⎜⎜⎜
⎝

1
0
0
...

0
−1
0

⎞

⎟⎟⎟⎟
⎟⎟⎟⎟⎟
⎠

, w4 =

⎛

⎜⎜⎜⎜
⎜⎜⎜⎜⎜
⎝

0
1
0
...

0
−1
0

⎞

⎟⎟⎟⎟
⎟⎟⎟⎟⎟
⎠

, . . . , wk =

⎛

⎜⎜⎜⎜
⎜⎜⎜⎜⎜
⎝

0
0
0
...

1
−1
0

⎞

⎟⎟⎟⎟
⎟⎟⎟⎟⎟
⎠

.

Thus, we have

1 − d(1 − λ1) = 1 − d

k − 1
, 1 − d(1 − λ j ) = 1 − dk

k − 1
, j = 3, 4, . . . , k .

Obviously, 1 − dk/(k − 1) < 1 − d/(k − 1). The assumptions d ≤ 1 and k ≥ 3
yield

0 ≤ 1 − d

k − 1
and

dk

k − 1
− 1 ≤ 1 − d

k − 1
,

since 1
2d ≤ 1

2 ≤ (k − 1)/(k + 1). Consequently

∣∣
∣∣1 − dk

k − 1

∣∣
∣∣ ≤ 1 − d

k − 1
.

That is, the criterion of equilibrium stability from the Proposition2 reads

∣∣ f ′(x∗)
∣∣
(
1 − d

k − 1

)
< 1 .

The zero vector o is one equilibrium (the extinction equilibrium) of the system.
The assumption f ′(0) = g(0) = r > 1 now implies that if

r

(
1 − d

k − 1

)
< 1 , i.e. k < 1 + dr

r − 1
,

then the extinction equilibrium is stable.
Now, let us search conditions for the existence of equilibrium of the form x∗B1

with x∗ > 0, that is, the equilibrium spatially homogeneous on the non-boundary
nodes.

Let us note that under the assumptions listed above, the system (11) becomes

xi (t + 1) = (1 − d)xi (t)g
(
xi (t)

) + d

k − 1

∑

{i, j}∈E
j �=k

x j (t)g
(
x j (t)

)
, i = 1, 2, . . . , k − 1

and xk(t) ≡ 0. Consequently
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g(x∗)
(
1 − d + (k − 2)

d

k − 1

)
= 1, or, g(x∗) = k − 1

k − 1 − d
.

Since the function g is strictly decreasing with g(0) = r , g(K ) = 1, the last equation
possesses unique solution x∗ satisfying 0 < x∗ < K if and only if

k − 1

k − 1 − d
< r , i.e. k > 1 + dr

r − 1
. (14)

If this is the case, we have

f ′(x∗) = g(x∗) + x∗g′(x∗) = k − 1

k − 1 − d
+ x∗g′(x∗),

∣∣ f ′(x∗)
∣∣
(
1 − d

k − 1

)
=

∣∣∣
∣1 + k − 1 − d

k − 1
x∗g′(x∗)

∣∣∣
∣ =

∣∣∣
∣1 + x∗ g′(x∗)

g(x∗)

∣∣∣
∣

and the criterion of stability becomes

−2 < x∗ g′(x∗)
g(x∗)

< 0 .

The last inequality is satisfied due the assumption g′ < 0.
Now, we can conclude: If k < 1 + dr/(1 − r) then the extinction equilibrium o

is stable, if k > 1 + dr/(1 − r) then the equilibrium o is unstable and there exists
the interior equilibrium x∗B1 which is stable provided −2 < x∗g′(x∗)/g(x∗).

This statement (namely, the second inequality (14)) can be considered to be one
of possible analogies to the one that the boundary value problem (1), (3) possesses
non-trivial equilibrium just for L “large enough”, that is for sufficient “size” k of the
space.
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A Note on Transformations
of Independent Variable in Second
Order Dynamic Equations

Pavel Řehák

Abstract The main purpose of this paper is to show how a transformation of
independent variable in dynamic equations combined with suitable statements on
a general time scale can yield new results or new proofs to known results. It seems
that this approach has not been extensively used in the literature devoted to dynamic
equations. We present, in particular, two types of applications. In the first one, an
original dynamic equation is transformed into a simpler equation. In the second one,
a dynamic equation in a somehow critical setting is transformed into a noncritical
case. These ideas will be demonstrated on problems from oscillation theory and
asymptotic theory of second order linear and nonlinear dynamic equations.

Keywords Transformation · Chain rule · Dynamic equation · Time scale ·
Oscillation · Asymptotic formulae

1 Introduction

It is well known that the chain rule in the “pure” form ( f ◦ g)Δ(t) = f ′(g(t))gΔ(t)
does not hold on a general time scale T, even if the derivative f ′ and the delta deriva-
tive gΔ exist, see, e.g., [3]. This is the reason why the transformation of independent
variable, a useful tool in the theory of differential equations, is not fully at our disposal
for dynamic equations.Naturally, the problems can occur alsowith using the substitu-
tion method in delta integrals. There exist variants of chain rule on time scales, such

as ( f ◦ g)Δ(t) =
[∫ 1

0 f ′(g(t) + hμ(t)gΔ(t)) dh
]
gΔ(t) [5, Theorem 1.90] involv-

ing the classical, say Riemann, integral, or ( f ◦ g)Δ(t) = f ′(g(ξ))gΔ(t) [5, Theo-
rem 1.87] with an unspecified value ξ coming from the Lagrange mean value the-
orem; they are however unsuitable for the use in many situations. Another ver-
sion of the chain rule, ( f ◦ g)Δ = ( f Δ̃ ◦ g)gΔ [5, Theorem 1.93], involves two
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generally different time scales T, T̃, which are related through the inner function
g by T̃ = g(T). The problem with applications of the last variant, when being inter-
ested in the transformation of independent variable, is that a dynamic equation on
a time scale is transformed into a dynamic equation on a different time scale. On
the other hand, if we take into account that nowadays a lot of results for dynamic
equations hold on a general time scale, we can successfully use this approach, for
instance, in the below described way.

As it is well known, transformations of independent and dependent variables in
differential equations are useful, among others, when it is possible to transform a
given differential equation into a differential equation which is in some way simpler.
In this paper, we deal with dynamic equations and use some existing results that are
valid on a general time scale to obtain new results or new proofs of known statements.
We consider, in particular, two types of applications. In one we transform certain
second order dynamic equations with a general coefficient at the leading term into
dynamic equations of a similar type, on a different time scale, but with the leading
coefficient equaling to one. In the other type of application we transform a dynamic
equation under somehow critical setting (this will be specified later) into a dynamic
equation on a different time scale under certain non-critical setting which can be
handled by existing results.

Some analysis of basic aspects related to transformations of difference and
dynamic equations that are close to our topic has already occurred in the litera-
ture. Transformations in linear Hamiltonian systems on time scales are treated in [3],
Sturm–Liouville expressions on Sturmian time scales (the time scales that contain
only isolated or l-d/r-d points) are, from this point of view, studied in [4], and the
transformations for even order difference operators are considered in [25]. On the
other hand, it seems that the ideas from our paper, although being practically known
in the differential equations case, have not been extensively applied in dynamic
equations in the literature, in spite of availability of various results on a general time
scale.

For an outline of the first mentioned type of applications, let us give one prob-
lem from oscillation theory. Let us say we have oscillation criteria (for definite-
ness, the so-called Hille–Nehari criteria, see Sect. 2) for the difference equation
Δ2yk + pk yk+1 = 0 at disposal, and we are interested in criteria for the more general
equationΔ(rkΔyk) + pk yk+1 = 0. It is problematic, in contrast to the corresponding
differential equations case, to transform the latter form of the equation into the former
one. Thus one would say that we have to analyse the difference equation directly in
the more general form. However, there is also other possibility which is character-
istic for what we do in this paper. If we know the criteria for the dynamic equation
of the form yΔΔ + p(t)yσ = 0 on a general time scale, then a suitable transforma-
tion of independent variable (which preserves oscillation properties) in the equation
Δ(rkΔyk) + pk yk+1 = 0 can transform it into the former dynamic equation, which
is then examined by existing results. Note that historically, the Hille–Nehari type
criteria for the former, and simpler, difference equation were obtained as first, see,
e.g., [7, 10]. It is worthy of mention also the following interesting fact related to this
discrete oscillation problem. The Hille–Nehari type criteria for the simpler equation
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Δ2yk + pk yk+1 = 0 involves the well known critical constant 1/4. But passing to
the more general case, to the criteria for the equation Δ(rkΔyk) + pk yk+1 = 0, we
find out that the critical constant can have a value different from 1/4, in contrast to
the differential equations case, and depends on the coefficient r . In fact, as we will
see later, for dynamic equations we reveal also its dependence on the graininess of
time scale.

To outline the second type of applications, we consider the difference equation
Δ(rkΔyk) = pk yk+1,where r, p > 0. It is known [18] that under the condition (which
in fact can be weakened) limk→∞ kΔpk/pk = δ we are able to establish quite precise
asymptotic formulae via the discrete theory of regular variation provided δ �= −1.
The critical case δ = −1 leads to a somehowdelicate setting; it turns out that a suitable
transformation of independent variable can help here, and brings us to dynamic
equations which are in a non-critical setting in the above sense.

The paper is organized as follows. In the next section we deal with the so-called
Hille–Nehari criteria for half-linear dynamic equations; we give a new proof to
existing results.New results are obtained inSect. 3wherewederive oscillation criteria
for nonlinear dynamic equations. In Sect. 4 we study two variants of Euler type
equations for which we establish the values of their oscillation constant. In addition
to transformation of independent variable, a transformation of dependent variable
plays a role, too. In the last section, we present also a new result.We do an asymptotic
analysis of linear dynamic equations and establish asymptotic formulae for solutions
in a critical case which is missing in the existing literature.

Let, as usually, T denote a time scale, which is assumed to be unbounded
from above in our paper. We use the standard time scale notation, see [5, 6].
In particular, the symbols σ, μ, f σ, f Δ,

∫ b
a f (s)Δs, [a, b]T, and Crd stand for

forward jump operator, graininess, f ◦ σ, delta derivative, delta integral, a time
scale interval, and the class of rd-continuous functions, respectively. The sym-
bols σ̃, μ̃, f Δ̃,

∫ b
a f (s) Δ̃s have an analogous meaning, with being associated to

a time scale T̃. For functions defined on T we denote: f (t) ∼ g(t) as t → ∞ if
limt→∞ f (t)/g(t) = 1; f (t) = o(g(t)) as t → ∞ if limt→∞ f (t)/g(t) = 0; f (t) =
O(g(t)) as t → ∞ if ∃c ∈ (0,∞) such that | f (t)| ≤ c|g(t)| for large t ∈ T.

2 Oscillation of Half-Linear Dynamic Equations

We start with a simple observation concerning Hille–Nehari type oscillation criteria
for half-linear dynamic equations. For information about these and other criteria for
linear and half-linear differential and difference equations see [1, 2, 8, 24]. The
result presented in the next theorem is actually known, see [16]. However, as already
indicated, our aim is to demonstrate how the ideas based on a transformation can serve
to establish a new proof where the result for the original equation will be obtained
from the result for a simpler equation. A similar approach can be used whenever



338 P. Řehák

criteria for half-linear dynamic equations (including functional ones) or some other
types of second order equations with the leading coefficient 1 are at disposal.

Consider the half-linear dynamic equation

(r(t)Φ(yΔ))Δ + p(t)Φ(yσ) = 0, (1)

where Φ(u) = |u|α−1sgnu with α > 1, and assume p ∈ Crd([a,∞)T,R), 1/r ∈
Crd([a,∞)T, (0,∞)),

∫ ∞
a r1−β(s)Δs = ∞, 1/α + 1/β = 1, and

∫ ∞
t p(s)Δs exists,

is nonnegative and eventually nontrivial for large t . Thanks to the Sturm type separa-
tion result, one (nontrivial) solution of (1) is oscillatory (i.e., it is neither eventually
positive nor eventually negative) if and only if all solutions are oscillatory. Hence, we
can classify Eq. (1) as oscillatory (all its solutions are oscillatory) or nonoscillatory
(all its solutions are nonoscillatory).

Note that the constants which appear on the right-hand sides of the criteria in
Theorem 1 depend on the graininess of time scale and the coefficient r . Denote

Rα(t) =
∫ t

a
r1−β(s)Δs, M∗ = lim inf

t→∞
μ(t)r1−β(t)

Rα(t)
, M∗ = lim sup

t→∞
μ(t)r1−β(t)

Rα(t)
,

and

γα(x) = lim
t→x

(
(t + 1)

α−1
α − 1

t

)α−1 (
1 − 1 − (t + 1)−

(α−1)2

α

1 − (t + 1)1−α

)
.

Examples of particular settings are presented in Remark 1 and Sect. 4. The form of
the constant γα(x) is related to the roots of a certain algebraic equation which is
associated to a generalized Riccati type dynamic equation [16]; here the generalized
Riccati dynamic equation is the first order nonlinear equation arising from (1) through
the substitution w = rΦ(yΔ/y) [1, 13, 16].

Theorem 1 If

lim inf
t→∞ Rα−1

α (t)
∫ ∞

t
p(s)Δs > γα(M∗), (2)

then (1) is oscillatory. If

lim sup
t→∞

Rα−1
α (t)

∫ ∞

t
p(s)Δs < γα(M∗), (3)

then (1) is nonoscillatory.

Proof Let y be a solution of (1). Set u(s) = y(t), s = τ (t), where τ : T → R, being
more precisely defined later, is strictly increasing. Denote T̃ = {τ (t) : t ∈ T}. Here
we assume that the delta derivatives which are involved in our computations exist;
later we will see that it indeed holds under our particular setting. Moreover, our τ
will always be at least in C1

rd (so, in particular, will be continuous) and our T̃ will
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be (an unbounded) time scale. In view of the chain rule [5, Theorem 1.93], we have
yΔ = (uΔ̃ ◦ τ )τΔ. Using the chain rule again,

(rΦ(yΔ))Δ =
(
rΦ(τΔ)Φ(uΔ̃ ◦ τ )

)Δ =
[
[(rΦ(τΔ)) ◦ τ−1 ◦ τ ] Φ(uΔ̃ ◦ τ )

]Δ

=
[
[(rΦ(τΔ)) ◦ τ−1]Φ(uΔ̃)

]Δ̃ ◦ τ τΔ.

(4)

Thanks to the properties of τ , we have τ ◦ σ = σ̃ ◦ τ , and so (u ◦ τ )σ = uσ̃ ◦ τ .
Therefore, in view of (4), u satisfies the equation

(
r̃(s)Φ(uΔ̃)

)Δ̃ + p̃(s)Φ(uσ̃) = 0 (5)

on T̃, where

r̃ = (rΦ(τΔ)) ◦ τ−1 and p̃ = p

τΔ
◦ τ−1.

Now we set τ = Rα. Then T̃ = τ (T) is an unbounded time scale and, in partic-
ular, the interval [a,∞)T is transformed into the interval of the form [̃a,∞)

T̃
.

Further, τΔ = r1−β , thus r̃ = (rr (α−1)(1−β)) ◦ τ−1 = (r/r) ◦ τ−1 = 1. From [16]
we know that (5) is oscillatory provided lim infs→∞ sα−1

∫ ∞
s p̃(η) Δ̃η > γα(M̃∗)

and nonoscillatory provided lim sups→∞ sα−1
∫ ∞
s p̃(η) Δ̃η < γα(M̃∗), where M̃∗ =

lim infs→∞ μ̃(s)/s, M̃∗ = lim sups→∞ μ̃(s)/s, and the integral
∫ ∞
s p̃(η) Δ̃η is non-

negative and eventually nontrivial for large s. We have

μ̃(s)

s
= σ̃(s) − s

s
= (̃σ ◦ Rα)(t) − Rα(t)

Rα(t)

= Rσ
α(t) − Rα(t)

Rα(t)
= μ(t)RΔ

α (t)

Rα(t)
= μ(t)r1−β(t)

Rα(t)
,

and so M̃∗ = M∗ and M̃∗ = M∗. Further, applying the substitution method in delta
integrals [5, Theorem 1.98], see also [6, Theorem 5.40], we obtain

sα−1
∫ S

s
p̃(η) Δ̃η = Rα−1

α (t)
∫ Rα(T )

Rα(t)

( p

RΔ
◦ R−1

)
(η) Δ̃η

= Rα−1
α (t)

∫ T

t

p(ξ)

RΔ(ξ)
RΔ(ξ)Δξ = Rα−1

α (t)
∫ T

t
p(ξ)Δξ,

where S = Rα(T ), T ∈ [t,∞)T. Letting T to ∞, we get

sα−1
∫ ∞

s
p̃(η) Δ̃η = Rα−1

α (t)
∫ ∞

t
p(ξ)Δξ.
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Since our transformation preserves (non)oscillation of the equation, the statement is
now clear. �

Remark 1 (i) Let M := M∗ = M∗. Then the constants on the right-hand sides of (2)
and (3) are the same and we have

γα(M) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1
α

(
α−1
α

)α−1
if M = 0,(

(M+1)
α−1
α −1

M

)α−1
(
1 − 1−(M+1)−

(α−1)2
α

1−(M+1)1−α

)
if 0 < M < ∞,

0 if M = ∞.

For example, if μ(t) = 0 or r(t) = 1 with μ(t) = o(t) as t → ∞, then M∗ = M∗ =
0. If μ(t) = (q − 1)t , q > 1, (as in q-calculus), then M∗ = M∗ = q − 1 > 0. In the
case corresponding to linear equations we have

γ2(M) =

⎧
⎪⎨
⎪⎩

1
4 if M = 0,

1
(
√
M+1+1)2

if 0 < M < ∞,

0 if M = ∞.

In particular, γ2(0) = 1/4, which is the well known constant from oscillation theory
of linear DEs, ee e.g. [24]. See also [7, 10] for the linear discrete case where r(t) = 1.
We again emphasize that if r(t) �≡ 1, then even in the difference equation case, the
value 1/4 does not need to be maintained; taking, e.g., r(t) = 2−t , we get M = 2,
and so γ2(M) = (

√
2 + 1)−2. Further, the constant γ2(M) can differ from 1/4 also

when r(t) = 1. For instance, if T = qN0 := {qk : k ∈ N0}, q > 1, then M = q − 1,
and so γ2(M) = (

√
q + 1)−2.

(ii) In view of the previous remark, as very special cases of Theorem 1, we get the
following criteria. Let

∫ ∞
t p(s)Δs ≥ 0 for large t . Assuming T = R,α = 2, r(t) =

1, if lim inf t→∞ t
∫ ∞
t p(s) ds > 1/4 (lim supt→∞ t

∫ ∞
t p(s) ds < 1/4), then y′′ +

p(t)y = 0 is oscillatory (nonoscillatory), cf. [24]. Assuming T = Z,α = 2, r(t) =
1, if lim inf t→∞ t

∑∞
j=t p( j) > 1/4 (lim supt→∞ t

∑∞
j=t p( j) < 1/4), then Δ2

y(t) + p(t)y(t + 1) = 0 is oscillatory (nonoscillatory), cf. [7, 10].
(iii) In the previous proof we used the criteria from [16]. The proof of those

results is based on the function sequence technique combined with Riccati type
transformation. Note that another possibility how to prove those criteria could be,
for example, to combine the information about the oscillation constant of a certain
Euler type half-linear dynamic equation (providedwehave it at disposal)with integral
comparison theorem, see [14, Theorem 11] and [16, Sect. 7].

(iv) Looking at the conditions posed on the coefficients of (1) in Theorem 1, a
natural problem arises out, namely to obtain analogous criteria when the integral∫ ∞
a r1−β(s)Δs converges. The trouble in this case is that the same transformation
as in the previous proof transforms the range of definition into a bounded set. We
do not aim to treat this problem in our paper. Note only that in the linear case,
we can use the transformation of dependent variable y = hu, h(t) = ∫ ∞

t 1/r(s)Δs
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(similarly as below in Sect. 4), where the original equation is transformed into an
equation of the same type, but with the divergent integral of the reciprocal of its
leading term. This approach is not at our disposal in the half-linear case, since it
requires the linearity of solution space. However, we can think—and we believe
it could work—about replacement for half-linear equations in the sense that the
corresponding transformation is made in terms of the associated generalized Riccati
equations; the nonlinear term in the Riccati equation associated to the original half-
linear equation is somehow quadrated in asymptotic sense. For some applications
of this idea in the differential equations case see e.g. [9, 19]. Other possibility is
to utilize the so-called reciprocity principle (see e.g. [1]); the original equation is
transformed via the relation u = rΦ(yΔ) into an equation of the same type, where the
new equation satisfies the assumption of the divergence of the integral containing the
leading term. This approach however requires to overcome some technical problems
since the delta derivative and the jump operator do not commute on a general time
scale; a possibility is to consider the transformed equation in an integral form or to
work with systems of two first order equations. Finally note that Hille–Nehari type
criteria under the condition

∫ ∞
a r1−β(s)Δs < ∞ are directly in this setting proved in

[17] via the function sequence technique involving aweightedRiccati transformation.
For further information related to oscillation and other qualitative properties of half-
linear equations see [8] (differential equations case), [2, 12] (difference equations
case), and [1, 13] (dynamic equations case).

3 Oscillation of Nonlinear Dynamic Equations

Here we prove sharp criteria, which generalize existing ones (see Remark 2), for
nonlinear dynamic equations of the form

(r(t)yΔ)Δ + p(t) f (y) = 0, (6)

where p ∈ Crd([a,∞)T,R) 1/r ∈ Crd([a,∞)T, (0,∞)),
∫ ∞
a 1/r(s)Δs = ∞, and

f is a continuous function on R satisfying x f (x) > 0 for x �= 0. Denote R(t) =∫ t
a 1/r(s)Δs.

Theorem 2 (a) If there exists λ ∈ R with λ > 1/4 such that

R(t)Rσ(t)r(t)p(t)
f (x)

x
≥ λ (7)

for t ∈ [a,∞)T large and |x | large, then all nontrivial solutions of (6) are oscillatory.
(b) If

R(t)Rσ(t)r(t)p(t)
f (x)

x
≤ 1

4
(8)
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for t ∈ [a,∞)T large and x > 0 or x < 0with |x | large, then (6) has a nonoscillatory
solution.

Proof (a) Let y be a solution of (6). Set u(s) = y(t), s = R(t). Then, using the
arguments similar to those in the proof of Theorem 1, we get that u satisfies the
equation

uΔ̃Δ̃ + p̃(s) f (u) = 0 (9)

on the time scale T̃ = {R(t) : t ∈ T}, where p̃ = (p/RΔ) ◦ R−1 = (pr) ◦ R−1. The
coefficient in the leading term of (9) is equal to 1 since r RΔ = r/r = 1. The result
now follows from the transformation relations and [22, Theorem 5.1] applied to
Eq. (9); that theorem says that all nontrivial solutions of (9) are oscillatory provided
there is λ > 1/4 such that sσ̃(s) p̃(s) f (x)/x ≥ λ for large s ∈ T̃ and |x |.

(b) The proof is similar to that of part (a); here we apply [22, Theorem 5.2] to
transformed equation (9). �
Remark 2 (i) If r(t) = 1 and p(t) = 1/(r(t)R(t)Rσ(t)) with a = 0, i.e., p(t) =
1/(tσ(t)), then Theorem 2-(a) reduces to [22, Theorem 1.1] and Theorem 2-(b)
reduces to [22, Theorem1.2]. If p = 1/(r RRσ), then the left-hand sides of (7) and (8)
read as f (x)/x and depend only on f . If p = 1/(r R2), then (6) can be seen as a “more
natural time scale discretization” (when comparedwith the setting p = 1/(r RRσ)) of
the differential equation (r(t)y′)′ + f (y)/(r(t)R2(t)) = 0 onT = R. Conditions (7)
and (8) read as f (x)/x ≥ λR(t)/Rσ(t) and f (x)/x ≤ R(t)/(4Rσ(t)), respectively,
and we see how a larger graininess is “more favorable” to oscillation in this case.

(ii) For more information on the criteria of the type presented in Theorem 2 see
[23] (in differential equations case) and [26] (in difference equations case). See also
the last paragraph of the next section.

4 Oscillation Constants for Euler Type Linear Dynamic
Equations and Their Perturbations

In this section we establish the so-called oscillation constant for two variants of Euler
type dynamic equation. By oscillation constant of the equation yΔΔ + p(t;λ)yσ = 0
wemean the number λ0 such that the equation is oscillatory for λ > λ0 and nonoscil-
latory for λ < λ0. For other equations we define this concept similarly. As indicated
in several points in this paper, Euler type equations (or their perturbations) are impor-
tant for comparison purposes, see also e.g. [2, 8, 16, 22–24, 26]. By (non)oscillation
of the equation we mean (non)oscillation of all its nontrivial solutions.

It is worthy of note that while in Theorem 3, the oscillation constant has the fixed
value 1/4, the oscillation constant for the equation considered in Theorem 4 depends
on the coefficient r and the graininess of a time scale.

Consider first the equation

(r(t)yΔ)Δ + λp(t)y = 0, (10)
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where 1/r ∈ Crd([a,∞)T, (0,∞)) and p(t) will be specified in Theorem 3. An
interesting fact is that for both equations considered in Theorem 3 we can write their
general solutions, see Remark 3. The Sturmian theory (in particular, the separation
result) does not hold in general for equations of the form (10), in contrast to equations
of the form (11). Thismeans thatwe have not guaranteed the implication: one solution
is (non)oscillatory implies all solutions are (non)oscillatory. In spite of this fact, under
our special setting, we state the “true” oscillation constant which is defined as above,
i.e., via (non)oscillation of equation.

The next result is new, it is an improvement of [22, Proposition 2.3]. Actually,
Theorem3-(a) can be obtained as an immediate consequence of Theorem2.However,
we offer an alternative way of the proof—it is based on a suitable transformation.

Theorem 3 (a) Let
∫ ∞
a 1/r(s)Δs = ∞. Then Eq. (10) with

p(t) = 1

r(t)R(t)Rσ(t)
, R(t) =

∫ t

a

1

r(s)
Δs,

has the oscillation constant λ = 1/4.
(b) Let

∫ ∞
a 1/r(s)Δs < ∞. Then Eq. (10) with

1

p(t)
= r(t)Rc(t)R

σ
c (t)

(
1 − Rc(t)

Rc(a)

) (
1 − Rσ

c (t)

Rc(a)

)
, Rc(t) =

∫ ∞

t

1

r(s)
Δs,

has the oscillation constant λ = 1/4.

Proof (a) Let y be a solution of (10). Set u(s) = y(t) and s = R(t). Then, simi-
larly as in the proof of Theorem 1, we get that u satisfies the equation (̃r(s)uΔ̃)Δ̃ +
λ p̃(s)u = 0 on the time scale T̃ = {R(t) : t ∈ T}, where r̃(s) = (r RΔ) ◦ R−1(s) =
1 and p̃(s) = (p/RΔ) ◦ R−1(s) = (1/(RRσ)) ◦ R−1(s) = 1/(sσ̃(s)), i.e., the equa-
tion uΔ̃Δ̃ + (λ/(sσ̃(s)))u = 0. Applying [22, Proposition 2.3] and the ideas of its
proof, we obtain that the oscillation constant of the latter equation is λ = 1/4. From
the transformation relations it is clear that λ = 1/4 is the oscillation constant also
for original Eq. (10).

(b) First we introduce the dynamic operatorsL[y] = (r yΔ)Δ + py (note that here
r and p can be general) and L̂[y] = (̂r yΔ)Δ + p̂y, where r̂ = rhhσ and p̂ = phhσ. It
can be shown that if h = Rc, but also if h = R, then hσL[hz] = L̂[z] for a sufficiently
smooth z. Consequently, if y is a solution of (10) and we set y = hz, where h = Rc,
then z satisfies the equation (̂r(t)zΔ)Δ + p̂(t)z = 0, where r̂ = r RcRσ

c and

p̂(t) = λ

r(t)(1 − Rc(t)/Rc(a))(1 − Rσ
c (t)/Rc(a))

.

We have

∫ t

a

1

r̂(s)
Δs =

∫ t

a

(
1

Rc(s)

)Δ

Δs = 1

Rc(t)
− 1

Rc(a)
→ ∞



344 P. Řehák

as t → ∞. Denote R̂(t) = ∫ t
a 1/̂r(s)Δs. Then

λ

r̂(t)R̂(t)R̂σ(t)
= λ

r(t)Rc(t)Rσ
c (t)(1/Rc(t) − 1/Rc(a))(1/Rσ

c (t) − 1/Rc(a))

= λ

r(t)(1 − Rc(t)/Rc(a))(1 − Rσ
c (t)/Rc(a))

= p̂(t).

Now we can apply part (a) to the equation (̂r(t)zΔ)Δ + p̂(t)z = 0 to obtain that its
oscillation constant is λ = 1/4 and, in view of the transformation relations, it is also
the oscillation constant of (10). �

Remark 3 (i) Note that for the coefficient p(t) in part (b) of the previous theorem
we have p(t) ∼ 1/(r(t)Rc(t)Rσ

c (t)) as t → ∞. This means that for typical (namely
asymptotic) comparison purposes involving (10) the coefficient p(t) in the setting
of (b) can be replaced by 1/(r(t)Rc(t)Rσ

c (t)).
(ii) It is worthy of note that for the equations considered in Theorem 3 (in contrast

for those in Theorem 4), we can establish the exact form of a general solution. We
omit details. Let us note just that the arguments for such a statement are based on
the transformation of independent variable in case (a) and the transformation of
independent and dependent variable in case (b) and the knowledge (see [11]) of the
general solution for the equation uΔ̃Δ̃ + (λ/(sσ̃(s)))u = 0.

In the next theoremwe consider a different variant of Euler type equation, namely

(r(t)yΔ)Δ + λp(t)yσ = 0, (11)

where 1/r ∈ Crd([a,∞)T, (0,∞)) and p(t) will be specified in Theorem 4. As we
will see, the difference between (10) and (11) is only seemingly slight—notice how
the form of the oscillation constant is affected. The next result is known, but here we
offer an alternative approach to its proof.

Theorem 4 (a) Let
∫ ∞
a 1/r(s)Δs = ∞ and the limit

lim
t→∞

μ(t)

r(t)
∫ t
a 1/r(s)Δs

=: M ∈ [0,∞) ∪ {∞}

exist. Then equation (11) with

p(t) = 1

r(t)R(t)Rσ(t)
, R(t) =

∫ t

a

1

r(s)
Δs,

has the oscillation constant λ = (
√
M + 1 + 1)−2 provided M < ∞. If M = ∞,

then this equation is oscillatory for all λ > 0 (thus it is strongly oscillatory) and
nonoscillatory otherwise.
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(b) Let
∫ ∞
a 1/r(s)Δs < ∞ and the limit

lim
t→∞

μ(t)

r(t)
∫ ∞
σ(t) 1/r(s)Δs

=: N ∈ [0,∞) ∪ {∞}

exist. Then Eq. (11) with

p(t) = 1

r(t)(Rσ
c (t))2

, Rc(t) =
∫ ∞

t

1

r(s)
Δs,

has the oscillation constant λ = (
√
N + 1 + 1)−2 provided N < ∞. If N = ∞,

then this equation is oscillatory for all λ > 0 (thus it is strongly oscillatory) and
nonoscillatory otherwise.

Proof (a) Let y be a solution of (11). Set u(s) = y(t) and s = R(t). Then by the
arguments similar to those in the proof of Theorem 1, u can be shown to satisfy
the equation uΔ̃Δ̃ + (λ/(sσ̃(s)))uσ̃ = 0 on the time scale T̃ = {R(t) : t ∈ T}. From
[15]we know that the oscillation constant for this equation isλ = (

√
M0 + 1 + 1)−2,

where M0 := lims→∞ μ̃(s)/s ∈ [0,∞). Since (assuming here that M < ∞)

μ̃(s)

s
= σ̃(s) − s

s
= Rσ(t) − R(t)

R(t)
= μ(t)RΔ(t)

R(t)
= μ(t)

r(t)R(t)
.

the (finite) limit M0 indeed exists and we have

M0 = lim
s→∞

μ̃(s)

s
= lim

t→∞
μ(t)

r(t)R(t)
= M.

Thus the oscillation constant for the original Eq. (11) isλ = (
√
M + 1 + 1)−2. Oscil-

lation of (11) for all λ > 0 when M = ∞ follows from strong oscillation (see [15])
of the equation uΔ̃Δ̃ + (λ/(sσ̃(s)))uσ̃ = 0 when M0 = ∞. Alternatively, the result
can be proved by a direct application of Theorem 1.

(b) The statement can be proved via transforming the equation under consid-
eration into an equation satisfying the setting of (a) in the following sense. If we
denote Ls[y] = (r yΔ)Δ + pyσ and L̂s[y] = (̂r yΔ)Δ + p̂yσ , where r̂ = rhhσ and
p̂ = hσLs[h], then hσLs[hz] = L̂s[z]. Therefore, being y a solution ofLs[y] = 0 and
setting y = hz, h �= 0,we get that z is a solution of L̂s[z] = 0. Since

∫ ∞
a 1/̂r(s)Δs =

∞ when h = Rc, we find ourselves in the setting of (a). The details are left to the
reader. �

Remark 4 We emphasize that the fact whether we consider or not the jump opera-
tors in the coefficient λ/(tσ(t)) of the equations which appear in the proofs (or in
their generalized versions presented in the theorems) plays an important role. Let us
demonstrate it on the time scale T = qN0 := {qk : k ∈ N0}, q > 1, for the equation
yΔΔ + λ

tσ(t) y
σ = 0 and its variants. Since M = limt→∞ μ(t)/t = q − 1, the oscil-
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lation constant for this equation is λ = 1
(
√
q+1)2 and it (linearly) decreases to zero as

q → ∞. The oscillation constant for the q-difference equation yΔΔ + λ
(σ(t))2 y

σ = 0
is λ = q

(
√
q+1)2 and it increases to 1 as q → ∞. Finally, the oscillation constant

for the q-difference equation yΔΔ + λ
t2 y

σ = 0 is λ = 1
q(

√
q+1)2 and it (quadratically)

decreases to 0 as q → ∞. In all these cases the oscillation constant tends to 1
4 as

q → 1+.

Perturbed Euler type equations In view of the previous considerations a natural
problem arises out: to consider an Euler type equation where the parameter in the
coefficient reaches its critical value and to study how perturbations of this term affect
oscillatory properties of the equation; note that there can be revealed the relation of
this critical setting with the double root case of the associated algebraic equation
in some instances. Let us recall that a suitable combination of transformations of
dependent and independent variable, precisely, s = ln t and u(s) = t−1/2y(t), can
transform the perturbed Euler differential equation (the so-called Riemann–Weber
equation)

y′′ + 1

t2

(
1

4
+ λ

ln2 t

)
y = 0

into the equation
d2u

ds2
+ λ

s2
u = 0.

This trick can be applied repeatedly, thus equations such as

y′′ + 1

t2

(
1

4
+ 1

4

n−1∑
k=1

1

Ln2k t
+ λ

Ln2nt

)
y = 0,

where Lnk t = ∏k
j=1 ln j t and ln j+1 t = ln(ln j t), can be treated. We believe that

utilizing suitable transformations of dependent and independent variable in combi-
nation with existing theory on time scales, will enable us to examine, for example,
the equation

yΔΔ + 1

tσ(t)

(
ω0 + λ

�(t)�σ(t)

)
yσ = 0 (12)

or equations of similar forms, where ω0 is the oscillation constant of the equation
yΔΔ + (ω/tσ(t))yσ = 0 and � is a function which is somehow related to a logarith-
mic function. For instance, we conjecture that under the assumption μ(t) = o(t),
the substitutions y(t) = (u(t)/2)

∫ t
a s

−1/2 Δs, z(s) = u(t), s = �(t) = ∫ t
a (1/s)Δs

transforms (12) with ω0 = 1/4 into the equation

(
(1 + o(1))zΔ̃

)Δ̃ + (1 + o(1))
λ

sσ̃(s)
zσ̃ = 0
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on the time scale T̃ = �(T), and this equation can be further transformed introducing
new independent variable η (similarly as in the proof of Theorem 1) into the equation

wΔΔ + (1 + o(1))
λ

ησ(η)
wσ = 0

on a certain (unbounded) time scale T. Having at disposal information about per-
turbed Euler type dynamic equations, we can apply them, in combination with some
comparison principle, to obtain (non)oscillation criteria for related linear or nonlin-
ear dynamic equations, see, e.g. [1, 2, 14, 16, 22]. Note that there are also other
equations, which can be understood as a perturbation of the equation under a certain
critical setting, for example,

(t yΔ)Δ + L(t)

t
yσ = 0, (13)

where L varies slowly in some way (see Remark 5); likewise this setting corresponds
somehow with the above mentioned critical double root case. The applications are
expected not only in oscillation theory, but also in asymptotic theory. Indeed, the
setting which is considered in below given Theorem 5 (see also Remark 5-(ii), (vi)),
where we deal with asymptotic formulae, includes Eq. (13) as a special case.

5 Asymptotic Formulae

Consider the equation
(r(t)yΔ)Δ = p(t)yσ, (14)

where p, 1/r ∈ Crd([a,∞)T, (0,∞)). This equation is nonoscillatory (see e.g. [1])
and any its nontrivial solution is eventuallymonotone (see [21]). Thus the set of even-
tually positive solutions of (14) consists of eventually positive decreasing solutions
and eventually positive increasing solutions. Both these classes are nonempty [21].
Next we prove a new result which can cover the missing case in [21, Theorem 4],
see also Remark 5-(ii) below.

Theorem 5 Let τ (t) = ∫ t
a 1/s Δs and Ψ (t) = tτ (t)p(t)/r(t). Assume that μ(t) =

o(tτ (t)) as t → ∞,

∃q ∈ C1
rd such that q(t) ∼ tp(t),

qΔ(t)

q(t)
tτ (t) → γ as t → ∞, (15)

and

lim
t→∞(tτ (t))2

p(t)

r(t)
= 0. (16)
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(a) Let
∫ ∞
a 1/r(s)Δs = ∞ and γ < −1. Then any eventually positive decreasing

solution y of (14) satisfies tτ (t)yΔ(t)/y(t) → 0, r(t)yΔ(t) → 0 as t → ∞, and
one has:

(a1) If
∫ ∞
a Ψ (s)Δs = ∞, then

y(t) = exp

{∫ t

a
(1 + o(1))

Ψ (s)

γ + 1
Δs

}
(17)

and y(t) → 0 as t → ∞.
(a2) If

∫ ∞
a Ψ (s)Δs < ∞, then

y(t) = �y exp

{
−

∫ ∞

t
(1 + o(1))

Ψ (s)

γ + 1
Δs

}
(18)

and y(t) → �y ∈ (0,∞) as t → ∞.

(b) Let
∫ ∞
a 1/r(s)Δs < ∞ and γ > −1. Then any eventually positive increasing

solution y of (14) satisfies tτ (t)yΔ(t)/y(t) → 0, r(t)yΔ(t) → ∞ as t → ∞, and
one has:

(b1) If
∫ ∞
a Ψ (s)Δs = ∞, then (17) holds and y(t) → ∞ as t → ∞.

(b2) If
∫ ∞
a Ψ (s)Δs = ∞, then (18) holds and y(t) → �y ∈ (0,∞) as t → ∞.

Proof Let y be a solution of (14). Set u(s) = y(t), s = τ (t), where τ can be, at this
moment, a general strictly increasing function in C1

rd(T) with T̃ = τ (T) unbounded
from above. Then, similarly as in the proof of Theorem 1, u satisfies the equation

(̃r(s)uΔ̃)Δ̃ = p̃(s)uσ̃, (19)

where r̃ = (rτΔ) ◦ τ−1 and p̃ = (p/τΔ) ◦ τ−1. Applying the substitution method in
delta integrals [5, Theorem 1.98], we have, with S = τ (T ) and ã = τ (a),

∫ S

ã

1

r̃(s)
Δ̃s =

∫ τ (T )

τ (a)

(
1

rτΔ
◦ τ−1

)
(s) Δ̃s =

∫ T

a

τΔ(t)

r(t)τΔ(t)
Δt =

∫ T

a

1

r(t)
Δt.

Hence, in particular,
∫ ∞
ã 1/̃r(s) Δ̃s converges if and only if

∫ ∞
a 1/r(s)Δs converges.

Further, with s = τ (t), using the chain rule [5, Theorem 1.93] and the formula for
delta derivative of the inverse [5, Theorem 1.97], we obtain

s(q ◦ τ−1)Δ̃(s)

(q ◦ τ−1)(s)
= s(qΔ ◦ τ−1)(s)(τ−1)Δ̃(s)

(q ◦ τ−1)(s)

= s(qΔ ◦ τ−1)(s)

(q ◦ τ−1)(s)(τΔ ◦ τ−1)(s)
= τ (t)qΔ(t)

τΔ(t)q(t)
.

(20)
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Set τ (t) = ∫ t
a 1/s Δs. Then limt→∞ τ (t) = ∞ by [22, Lemma 2.1] and τΔ(t) = 1/t .

Hence, in view of (15) and (20),

s(q ◦ τ−1)Δ̃(s)

(q ◦ τ−1)(s)
= tτ (t)

qΔ(t)

q(t)
→ γ (21)

as t → ∞ (i.e., as s → ∞). By (15), we also have

p̃(s) =
( p

τΔ
◦ τ−1

)
(s) = τ−1(s)p(τ−1(s)) ∼ (q ◦ τ−1)(s) (22)

as s → ∞. Relations (21) and (22) mean that

p̃ ∈ RV
T̃
(γ), (23)

where RV
T̃
(γ) denotes the class of regularly varying functions of index γ on the

time scale T̃, see, e.g., [21] and also Remark 5-(i). Further,

s2 p̃(s)

r̃(s)
= s2

( p

τΔrτΔ

)
◦ τ−1(s) =

(
τ (t)

τΔ(t)

)2 p(t)

r(t)
= (tτ (t))2

p(t)

r(t)
.

Hence, in view of (16),

lim
s→∞

s2 p̃(s)

r̃(s)
= 0. (24)

Finally,

μ̃(s)

s
= σ̃(s) − s

s
= σ̃(τ (t)) − τ (t)

τ (t)
= τσ(t) − τ (t)

τ (t)
= μ(t)τΔ(t)

τ (t)
= μ(t)

tτ (t)
→ 0

(25)
as t → ∞ (i.e., as s → ∞). Conditions (23)–(25) guarantee that the assumptions of
[21, Theorem 4] are fulfilled for Eq. (19), and thus we can apply that result in the
next steps.

Consider now case (a), thus we assume that γ < −1 and
∫ ∞
a 1/r(s)Δs = ∞.

Take an eventually positive decreasing solution y of (14). Since u ◦ τ = y and yΔ =
(uΔ̃ ◦ τ )τΔ, u is eventually positive decreasing solution of (19). By [21, Theorem 4-

(i)], u ∈ NSV
T̃
, i.e., u is normalized slowly varying on T̃, i.e., suΔ̃(s)/u(s) → 0 as

s → ∞. Consequently, y ◦ τ−1 ∈ NSV
T̃
. Therefore, with using the ideas similar to

those in (20),

tτ (t)
yΔ(t)

y(t)
= s(y ◦ τ−1)Δ̃(s)

(y ◦ τ−1)(s)
→ 0

as s → ∞. Further, with S = τ (T ) and ã = τ (a), applying the substitution method
in delta integrals, we obtain
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∫ S

ã

s p̃(s)

r̃(s)
Δ̃s =

∫ τ (T )

τ (a)

s
( p

τΔrτΔ

)
◦ τ−1(s) Δ̃s

=
∫ T

a

τ (t)p(t)

(τΔ(t))2r(t)
τΔ(t)Δt =

∫ T

a

τ (t)p(t)

τΔ(t)r(t)
Δt =

∫ T

a
Ψ (t)Δt.

(26)
In particular,

∫ ∞
ã s p̃(s)/̃r(s) Δ̃s converges if and only if

∫ ∞
a Ψ (t)Δt converges.

Assume that
∫ ∞
a Ψ (t)Δt = ∞. Then

∫ ∞
ã s p̃(s)/̃r(s) Δ̃s = ∞, and, by [21, Theo-

rem 4-(i)],

u(s) = exp

{∫ s

ã
(1 + o(1))

η p̃(η)

(γ + 1)̃r(η)
Δ̃η

}
(27)

and u(s) → 0 as s → ∞. From y(t) = u(s), (26), and (27), we get (17). If∫ ∞
a Ψ (t)Δt < ∞, then

∫ ∞
ã s p̃(s)/̃r(s) Δ̃s < ∞, and, by [21, Theorem 4-(i)],

u(s) = �u exp

{
−

∫ ∞

s
(1 + o(1))

η p̃(η)

(γ + 1)̃r(η)
Δ̃η

}
(28)

as s → ∞ with �u := lims→∞ u(s) ∈ (0,∞). Similarly as before, using now (26)
and (28), we get (18). Moreover, �y = limt→∞ y(t) = limt→∞ u(τ (t)) = lims→∞
u(s) = �u .

(b) This part can be proved similarly as part (a); we apply [21, Theorem 4-(ii)] to
transformed equation (19). �

Remark 5 (i) A closer examination of the proof shows that condition (15) can (equiv-
alently) be replaced by τ−1 · (p ◦ τ−1) ∈ RV

T̃
(γ). Here,RVT(ϑ) denotes the class

of regularly varying functions of index ϑ on time scale T. An rd-continuous positive
function f belongs toRVT(ϑ) if and only if there is g ∈ (C1

rd(T), (0,∞)) such that
f (t) ∼ g(t) and tgΔ(t)/g(t) → ϑ as t → ∞, see [21].
(ii) Let us consider Eq. (14) and assume that p ∈ RVT(δ). Notice that [21, The-

orem 4] (which was applied in the previous proof to the transformed equation)
requires δ �= −1. A natural problem is therefore to consider the critical case δ = −1.
This setting is somehow delicate and the method of the proof of [21, Theorem 4]
does not work. However, the previous theorem enables us to treat this case, as
the following example shows. Let μ(t) = o(t) as t → ∞, p(t) = L(t)/t , where
L(t) = (ln t)−2(ln(ln t))−ω with ω > 0, and r(t) = t . If τ (t) is as in the theo-
rem, then τ (t) ∼ ln t as t → ∞, see the next item (iii). We have p ∈ RVT(−1),∫ ∞
a 1/r(s)Δs = ∞, and

(tτ (t))2
p(t)

r(t)
∼ (t ln t)2

p(t)

r(t)
= 1

(ln(ln t))ω
→ 0

as t → ∞. Further, as s → ∞,

τ−1(s)p(τ−1(s)) = 1

(ln τ−1(s))2(ln(ln τ−1(s)))ω
∼ 1

s2 lnω s
∈ RV

T̃
(−2).
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In view of the previous item (i), condition (15) is fulfilled with γ = −2 < −1. Thus
Theorem 5-(a) can be applied and we get that any eventually positive decreasing
solution y of (14) satisfies t ln t yΔ(t)/y(t) → 0, r(t)yΔ(t) → 0 as t → ∞, and
obeys one of the formulae (17) or (18), according to whether

∫ ∞
a Ψ (s)Δs = ∞

or
∫ ∞
a Ψ (s)Δs < ∞, respectively, where, because of τ (t) ∼ ln t as t → ∞, the

function Ψ can be taken as

Ψ (t) = 1

t ln t (ln ln t)ω
.

(iii) The condition μ(t) = o(tτ (t)) as t → ∞ in Theorem 5, where τ (t) =∫ t
a 1/s Δs, allows us to cover any time scale with a bounded graininess, for example,

R, Z, hZ, or the harmonic numbers H := {∑k−1
j=1 1/j : k ∈ N}, but also some time

scales with an unbounded graininess such as Nα := {nα : n ∈ N} with α > 1 (here
we have μ(t) = αt (α−1)/α + O(t−1/α)) or the quantum calculus case qN0 := {qn :
n ∈ N0} with q > 1 (here we have μ(t) = (q − 1)t). If we strengthen the condition
μ(t) = o(tτ (t)) to the condition μ(t) = o(t) as t → ∞ (which is satisfied, e.g., for
R, Z, hZ, H, Nα), then τ (t) ∼ ln t as t → ∞. Indeed, by the time scale L’Hospital
rule and the Lagrange mean value theorem, we have

lim
t→∞

ln t

τ (t)
= lim

t→∞
(ln t)Δ

1/t
= lim

t→∞
t

ξ(t)
,

where t ≤ ξ(t) ≤ σ(t). Further,

1 = t

t
≤ ξ(t)

t
≤ σ(t)

t
= t + μ(t)

t
= 1 + μ(t)

t
.

Since μ(t) = o(t), we get limt→∞ t/ξ(t) = 1 and so limt→∞ ln t/τ (t) = 1 Conse-
quently, the formulae in Theorem 5 can be rewritten as follows: Instead of τ (t) in
Ψ (t), (15), and (16), we can write directly ln t . Finally note that if T = qN0 , then
limt→∞ ln t/τ (t) = limt→∞[(ln q)/t]/[(q − 1)/t] = ln q/(q − 1), and so τ (t) ∼
(q − 1) ln t/ ln q as t → ∞.

(iv) Consider the transformation involving τ (t) = ∫ t
a 1/s Δs, as in the proof of

Theorem 5. Then q-difference equations (that is, equations defined on T = qN0 )
are actually transformed intodifference equations since τ (t) = ∫ t

1 1/sΔs = ∑
s∈[1,t)T

(1/s)(q − 1)s = ∑
s∈[1,t)T(q − 1) = ∑k−1

j=0(q − 1) = (q − 1)k, where t = qk . Fur-
ther, difference equations are by the same form of the substitution transformed into
dynamic equations on the harmonic numbers. Relations between difference and q-
difference equations are utilized in [20, Theorems 7.1–7.4], where asymptotic prop-
erties of solutions to q-difference equations under the critical setting are studied.

(v) In the proof of Theorem 5 we have used the transformation involving mapping
τ in the special form τ (t) = ∫ t

a 1/s Δs. This suggests an idea to consider a transfor-
mation in a general form which could lead to a generalization of the existing results
and a refinement of the concept of regular variation on time scales.
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(vi) We believe that a combination of suitable transformations (see also the last
paragraph in Sect. 4) alongwith existing resultswill enable us to examine asymptotics
of other equations in critical cases which are close, for instance, to Euler type or
Riemann–Weber type equations (see (12)), such as the equation yΔΔ + p(t)yσ = 0,
withμ(t) = o(t), where t2 p(t) → 1/4 and (1/4 − t2 p(t)) ln2 t → 0 as t → ∞, and
|1/4 − t2 p(t)| belongs to a suitable subclass of slowly varying functions on T.
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22. Řehák, P., Yamaoka, N.: Oscillation constants for second-order nonlinear dynamic equations
of Euler type on time scales. J. Differ. Equ. Appl. 23, 1884–1900 (2017)

23. Sugie, J., Kita, K.: Oscillation criteria for second order nonlinear differential equations of Euler
type. J. Math. Anal. Appl. 253, 414–439 (2001)

24. Swanson, C.A.: Comparison and Oscillation Theory of Linear Differential Equations. Aca-
demic, New York (1968)

25. Voepel, T.: Discrete variable transformations on symplectic systems and even order difference
operators. J. Math. Anal. Appl. 220, 146–163 (1998)

26. Yamaoka, N.: Oscillation criteria for second-order nonlinear difference equations of Euler type.
Adv. Differ. Equ. 218 (2012), 14 pp



Stability and Instability Regions
for a Three Term Difference Equation

Petr Tomášek

Abstract The paper discusses stability and instability properties of difference
equation y(n + 1) + ay(n − � + 1) + by(n − �) = 0 with real parameters a, b.
Beside known results about its asymptotic stability conditions a deeper analysis
of instability properties is introduced. An instability degree of difference equation’s
solution is introduced in analogy with theory of differential equations. Instability
regions of a fixed degree are introduced and described in the paper. It is shown that
dislocation of instability regions of various degrees obeys some rules and qualita-
tively depends on parity of difference equation’s order.

Keywords Stability · Instability degree · Linear difference equation

1 Introduction

We are going to consider a three term linear difference equation

y(n + 1) + ay(n − � + 1) + by(n − �) = 0, n = 0, 1, 2, . . . , (1)

where a, b ∈ R and � ∈ N. Our aim is to analyze asymptotic stability and instability
conditions for the equation with respect to parameters a, b and �. We recall that a
linear difference equation with constant parameters is asymptotically stable if any
of its solution tends to zero while n tends to infinity. This property is ensured if and
only if all zeros λ1,λ2, . . . ,λ�+1 of the equation’s characteristic polynomial
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P(λ) = λ�+1 + aλ + b (2)

lie inside the unit disk in a complex plane.
While the stability conditions are widely analyzed, the instability counterpart

analysis remains submarginal. Since we are going to make a more detailed insight
to instability properties of (1), we introduce a degree of instability of difference
equation (1) in analogy with theory of delay differential equations (see [9, 11]). The
following definition is formulated for (1), but it can be analogously considered also
for another difference equations.

Definition 1 A number of polynomial (2) roots λk counted with their multiplicities,
which satisfy |λk | > 1, is called instability degree of Eq. (1).

The degree of instability of (1) splits the parameter’s plain (a, b) to disjoint domains.
The subject of investigation in this paper is a description and some properties of the
instability regions of (1).

2 Stability and Instability Regions

We start with a notion of stability region:

Definition 2 Let � ∈ N. The set S� of all pairs (a, b) ∈ R
2 for which (1) is asymp-

totically stable is called asymptotic stability region.

Remark 1 A fundamental necessary restriction for asymptotic stability region loca-
tion is the following: Let (1) be asymptotically stable. Then |b| < 1. The assertion is
obvious with respect to the fact that |b| is a modulus of product of all the roots of (2).
If (1) is asymptotically stable, then all roots of (2) have modulus lower then 1 and
hence for modulus of their product it holds |b| < 1. From a graphical point of view
it means that S� must be dislocated within the stripe −1 < b < 1 in (a, b) plane.

Remark 2 We can also mention a sufficient condition of asymptotic stability, which
constructs the so-called Cohn domain of asymptotic stability, which is in the case of
(1) in a form |a| + |b| < 1. This condition defines an opened square in (a, b) plane
with circumradius one and with vertices situated on axes a and b symmetrically.

In a connection with a description of the region S�, we can recall necessary and
sufficient conditions for (1) to be asymptotically stable. In [5] such conditions had
been introduced, but as it was later shown, they were incorrect. It was pointed out
in [14] that there was some ambiguity in a proof in [4] for a more general case of
trinomial difference equation, but similar one depreciates the result in [5]. Correct
conditionswere later obtained and can be found in various forms in [2, 3, 12, 13]. The
last mentioned recent paper also introduces a generalization of difference equation
stability notion called r−stability. We present the asymptotic stability conditions for
(1) in a form which can be obtained as a conclusion of result introduced in [1].
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Lemma 1 Let a, b ∈ R and � ∈ N. If � is odd then (1) is asymptotically stable if
and only if |a| < 1 + b and either

b − 1 < |a| ≤ 1 − b

or

|a| > |1 − b|, � <
arccos −a2+b2−1

2|a|
arccos −a2−b2+1

2|ab|
.

If � is even then (1) is asymptotically stable if and only if |b| < 1 + a and either

a − 1 < |b| ≤ 1 − a

or

|b| > |1 − a|, � <
arccos −a2+b2−1

2|a|
arccos −a2−b2+1

2|ab|
.

Definition 3 Let �, k ∈ N. The set I�,k of all pairs (a, b) ∈ R
2 for which (1) has

degree of instability k is called region of the kth degree of instability.

For a detailed description of S� and I�k , k = 1, 2, . . . � + 1 we employ the bound-
ary locus technique. We consider λ = eωi , ω ∈ R as a root of polynomial (2), i.e.

e(�+1)ωi + aeωi + b = 0.

Applying the Euler’s rule and considering real and imaginary parts separately we
get

cos((� + 1)ω) + a cos(ω) + b = 0, (3)

sin((� + 1)ω) + a sin(ω) = 0, (4)

respectively. It is enough to consider ω ≥ 0 since the left-hand sides of the above
equations are even and odd, respectively. In the sequel we determine representation
of curves in (a, b) plane of such pairs of parameter (a, b) for which P(λ∗) = 0.
There are only three possible cases to consider with respect to value of ω:

Case 1. For ω = 0 we have a straight line b = −a − 1.
Case 2. Forω = mπ,m ∈ NEq. (4) is fulfilled trivially and (3) gives straight lines

b = a − 1 for � odd,

b = a + 1 for � even.

Case 3. For ω �= rπ, r ∈ N0. Equations (4) and (3) give
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Fig. 1 Stability and instability regions for � = 1 (left) and � = 2 (right)

a = − sin((� + 1)ω)

sin(ω)
(5)

b = sin((� + 1)ω) cot(ω) − cos((� + 1)ω) = sin(�ω)

sin(ω)
. (6)

Consideringω ∈ (0,π) the above introduced pair of a, b gives parametric expression
of a curve C where some root of P(λ) stands on the boundary of the unit circle. The
straight lines from cases 1 and 2 together with the curve C represent the boundary
between stability region and regions of various instability degrees.

It is enough to consider ω ∈ (0,π) to express the boundary curve, since for ω �=
rπ, r ∈ N0 the points of the same curve are obtained. Analyzing the limits of (a, b)
for ω → 0+ and ω → π− we obtain the boundary curve C endpoints A and B,
respectively.

A = lim
ω→0+

(a, b) = (−� − 1, �)

and

B = lim
ω→π−

(a, b) = (� + 1, �) for � odd,

B = lim
ω→π−

(a, b) = (−� − 1,−�) for � even.

In the following figures the stability and instability regions are introduced. They
are separated by a bold curve C and bold straight lines corresponding to cases 1 and
2. The asymptotic stability region S� is highlighted by grey color (Figs. 1 and 2).

To have a better insight into the regions dislocation we introduce some of their
properties.

Lemma 2 The axis b is a part of the asymptotic stability region S� for b ∈ (−1, 1)
and of instability region of the highest degree I�,�+1 for b /∈ [−1, 1].
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Fig. 2 Stability and instability regions for � = 3 (left) and � = 4 (right)

Proof In the case of a = 0 the characteristic polynomial P(λ) of (1) has the form

P(λ) = λ�+1 + b

which all � + 1 roots have modulus |b|1/(�+1). �

A similar situation occurs for the axis a:

Lemma 3 The axis a is a part of the asymptotic stability region S� for a ∈ (−1, 1)
and of instability region of the second highest degree I�,� for a /∈ [−1, 1].
Proof In the case of b = 0 the characteristic polynomial P(λ) of (1) has the form

P(λ) = λ�+1 + aλ,

which has one root λ = 0 and all the other � roots have modulus |a|1/�. �

Now we move our attention to another property, which can be observed from the
above figures. The bold straight lines represent the pairs (a, b) for which a real root
of modulus one occurs in (2). Thence there is a change just for 1 degree of instability
between the neighboring regions on the segments of these lines, where there is no
intersection with another curve of boundary. Similarly, on the curve segments of C
free of any intersections points with another part of region boundary a switch for
two degrees of instability is expected between the neighboring regions since two
complex conjugate roots with unit modulus are present. There is sketched a situation
for general odd and even � at Figs. 3 and 4. It can be also observed that curve C is
dislocated within two stripes of width

√
2 which long axes coincide with quadrants

symmetry axes. In another words C ∈ T , where T = {(a, b) ∈ R
2 : (−a − 1 ≤ b ≤

−a + 1) ∨ (a − 1 ≤ b ≤ a + 1)}. This observation can be formulated and proved
as follows:
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Theorem 1 Let C be curve in plane (a, b) defined by (5), (6), where ω ∈ (0,π),
� ∈ N. Then C ⊂ T , where T = {(a, b) ∈ R

2, |b| ≤ |a| + 1, |a| ≤ |b| + 1}.
Proof From (6) we get |b| = |a cos(ω) + cos((� + 1)ω)| ≤ |a cos(ω)| + | cos((� +
1)ω)| which gives |b| ≤ |a| + 1.

To show |a| ≤ |b| + 1 we consider (5) which implies |a| =
∣
∣
∣
sin((�+1)ω)

sin(ω)

∣
∣
∣ =

|b cos(ω) + cos(�ω)| ≤ |b cos(ω)| + | cos(�ω)| ≤ |b| + 1. �

Corollary 1 Let U = {(a, b) ∈ R
2, |b| > |a| + 1}. Then U ⊂ I�,�+1.
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Proof The assertion follows from Lemma2 and Theorem1 with respect to disloca-
tion of instability regions boundaries. �

Corollary 2 Let V = {(a, b) ∈ R
2, |a| > |b| + 1}. Then V ⊂ I�,�.

Proof The assertion follows from Lemma3 and Theorem1 with respect to disloca-
tion of instability regions boundaries. �

From the above assertions it follows that for instability regions up to instability
degree � − 1 it holds I�,k ⊂ T , k = 1, 2, . . . , � − 1. Naturally, the same holds for
the stability region: S� ⊂ T . A general instability degree regions portrait can be
assembled in the (a, b) plane with respect to the previous considerations.

Instability regions can be determined by their boundary, which consists of the
curve C segments and eventually segments of straight lines b = −a − 1, b = −a + 1
and b = a − 1. From the parametric Eq. (5), (6) of the curve C it follows that crossing
the curve C in the point (a, b) in the direction (a, b) (faraway from the origin of the
plane) the instability degree rises for two in the points where C does not intersect
itself. In such points the curve C has just two simple complex conjugate roots. The
fact that the conjugate pair of the roots crosses the unit disk boundary outwards
follows immediately from the parametric expression of the curve in (a, b). Indeed,
consider roots of the characteristic polynomial P(λ) on the circle with a general
radius ρ, i.e. λ = ρ exp(iω). Then using the same steps as in the case of the curve C
description we introduce curve C⊂, which is connecting pairs (a, b) where roots of
P(λ) with modulus ρ are presented. Parametric expression of C⊂ is then

a = −ρ� sin((� + 1)ω)

sin(ω)

b = ρ�+1 sin(�ω)

sin(ω)
.

where ω ∈ (0,π). Considering fixed parameters ω and � a positive perturbation of
modulus ρ in any pair (a, b) ∈ C moves this point away from the origin in a direction
of (�a, (� + 1)b) vector.

For description of instability regions we split the curve C to 2� curve seg-
ments Ci given by (5), (6) with ω ∈ Ji = [(i − 1) π

2� , i
π
2� ], i = 1, 2, . . . , 2�. Next

we denote K = (0, 1), L = (1, 0), M = (0,−1), N = (−1, 0) points in (a, b) plane
(see Fig. 1). These points are boundary points of Ci , i = 1, 2, . . . , 2� curve segments.
Notice that they are the only points where C can intersect itself. The sequence of these
points along C by increasing ω ∈ [0,π] is A, K , L , M , [: N , K , L , M :]�/2−1, B for
� even and A, [: K , L , M, N :](�−1)/2 , K , B for � odd, where subsequence between
symbols [: :]s repeats s times.

Let us consider C as a function b = f (a) in a suitable neighbourhood of points
K , L , M, N . Local analysis of this function enables us to determine which segments
Ci bound the considered instability regions. Particularly the slopes of consequential
segments Ci , Ci+1 connected in these points give the sequence of boundaries we cross
going along the axis of appropriate quadrant away from the origin. We illustrate the
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analysis in the point K . In this point there are connected neighbour segment pairs
(C4k+1, C4k+2), k = 0, 1, 2, . . . , k f , where k f = (� − 1)/2 for � odd and k f = �/2 −
1 for � even. For these segment pairs the corresponding points K representations on
C are in ω = ωk := (4k+1)π

2� , k = 0, 1, . . . , k f , respectively. From (5), (6) we get

f ′(a(ω)) = � cos(�ω) sin(ω) − sin(�ω) cos(ω)

sin((� + 1)ω) − (� + 1) cos((� + 1)ω)
. (7)

Particularly for ω = ωk we obtain the values representing the slopes of C in the point
K as f ′(a(ωk)) = − cos(ωk)/(1 + � sin2(ωk)), k = 0, 1, 2, . . . , k f . Now consid-
ering continuous function ϑ(u) = − cos(u)/(1 + � sin2(u)), u ∈ (0,π), we have
ϑ′(u) = (1 + � cos2(u) + �) sin(u)/(� cos2(u) − 1 − �)2 > 0 for u ∈ (0,π). Since
ϑ(u) is increasing in u ∈ (0,π), the studied sequence of the slopes is increasing too.
On that account moving along the axis of the first quadrant from the origin we cross
the segments C4k+2, k = 0, 1, 2, . . . , k f in sequence. We recall that each crossing
corresponds to the instability degree shift by 2. This gives (in restriction to the first
quadrant) that I�,2k+2 is bounded by C4k+2 and C4k+6, k = 0, 1, 2, . . . , k f − 1. In the
case of odd � the last segment C4k f +6 connects K with B and therefore the region
I�,�−1 is bounded by C2�, C2�−4 and straight line segment BL . On the other hand, the
increasing slope sequence in K gives in the second quadrant case conclusion that
moving along the axis of the quadrant away from the origin we cross the segments
C4k+1, k = k f , k f − 1, . . . , 2, 1, 0 in sequence. Summarizing the previous analysis
and considering analogous steps in other points L , M, N enables us to formulate the
survey of stability and instability regions given by their boundary.

Theorem 2 Consider Eq. (1), where a, b ∈ R and � is odd integer. Then the stability
region S� boundary and instability regions boundaries are given by the sets of curves

S� {C2; LM; MN ; C2�−1}
I�,1 {MN ; C4}, {LM; C2�−3}

I�,p, even
p = 2, 4, . . . , � − 3

{C2p−2; C2p+2}, {C2�−2p+3; C2�−2p−1}

I�,m , odd
m = 3, 5, . . . , � − 2

{C�−2m+6; C�−2m+2}, {C�+2m−5; C�+2m−1}

I�,�−1 {C1; C5; AN }, {C2�; C2�−4; BL}
I�,�

{b = −a − 1, a ∈ (−∞,−1]; C2�−2; b = a − 1, a ∈ (−∞, 0]}
{b = −a − 1, a ∈ [0,∞); C3; b = a − 1, a ∈ [1,∞)}

I�,�+1
{ b = −a − 1, a ∈ (−∞,−� − 1]; C1;
C2�; b = a − 1, a ∈ [� + 1,∞)}

Notice that the stability and instability regions dislocation is symmetric with respect
to the axis b for � odd.

Theorem 3 Consider Eq. (1), where a, b ∈ R and � is even integer. Then the stability
region S� boundary and instability regions boundaries are given by the sets of curves



Stability and Instability Regions for a Three Term Difference Equation 363

S� {C2; C2�−1; MN ; NK }
I�,1 {MN ; C4}, {NK ; C2�−3}

I�,p, even
p = 2, 4, . . . , � − 2

{C2p−2; C2p+2}, {C2�−2p+3; C2�−2p−1}

I�,m , odd
m = 3, 5, . . . , � − 3

{C2m−2; C2m+2}, {C2�−2m+3; C2�−2m−1}

I�,�−1 {C1; C5; AN }, {C2�; C2�−4; N B}
I�,�

{a = −|b| − 1},
{b = −a − 1, a ∈ [0,∞); C3; C2�−2; b = a + 1, a ∈ [0,∞)}

I�,�+1
{b = −a − 1, a ∈ (−∞,−� − 1]; C1; b = a + 1, a ∈ [0,∞)}
{b = −a − 1, a ∈ [0,∞); C2�; b = a + 1, a ∈ (−∞,−� − 1]}

Notice that the stability and instability regions dislocation is symmetric with respect
to the axis a for � even.

3 Final Remarks

As it was remarked in the introduction, instability degree regions are not investigated
in the literature as wide as the stability regions are, especially in the case of difference
equations. As it was shown above, the dislocation of I�,k regions obey some rules.

Notice that with respect to the structure of linear difference equations solution
there exists a periodic solution of (1) for any point [a, b] from the curve C and
from relevant straight line boundaries of instability regions, where a P(λ) root with
modulus one occurs. Deeper analysis considering this phenomena can be found in [6,
7], where a more general difference system was analyzed from the periodic solution
existence point of view.

The introduced considerations have also an impact to the theory of polynomials:
a dislocation of pairs (a, b) for which the polynomial (2) has a fixed number of
roots inside the unit disk in complex plane, is introduced. There are several kinds
of algebraic criteria to determine number of polynomial roots in specified area of
complex plane. The description of such criteria including their proofs can be found
in [8] or [10]. Most common are questions about location of all characteristic poly-
nomial roots with respect to the left half-plane and unit circle in study of stability of
differential equations and difference equations, respectively. But these criteria also
enable us to determine a number of roots inside the specified area and outside of
it. On that account we can numerically determine the instability degree of studied
equation for the given parameters. Then we can develop an instability regions por-
trait in a computational way. But the above discussion presents another approach: it
gives some rules of stability and instability regions dislocation of Eq. (1) in analytical
way using boundary locus technique and supplementary considerations. The author
believes that research of instability regions dislocation properties can be interesting
and fruitful also in another cases of difference equations.
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