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Abstract. For more than a decade, data driven development has attracted
attention as one of the most powerful means to improve effectiveness and ensure
value delivery to customers. In online companies, controlled experimentation is
the primary technique to measure how customers respond to variants of
deployed software. In B2B companies, an interest for data driven development
is rapidly emerging and experiments are run on selected instances of the system
or as comparisons of previously computed data to ensure quality, improve
configurations and explore new value propositions. Although the adoption of
data driven development is challenging in general, it is especially so for
embedded systems companies and for companies developing on-premise soft-
ware solutions. Due to complex systems with hardware dependencies, safety-
critical functionality and strict regulations, these companies have longer
development cycles, less frequent deployments and limited access to data. In
this paper, and based on multi-case study research, we explore the specific
challenges that embedded systems companies and companies developing on-
premise solutions experience when adopting data driven development practices.
The contribution of the paper is two-fold. First, we provide empirical evidence
in which we identify the key challenges that embedded systems and on-premise
software solutions companies experience as they evolve through the process of
adopting data driven development practices. Second, we define the key focus
areas that these companies need to address for evolving their data driven
development adoption process.

Keywords: Data driven development � Online software � Embedded systems �
On-premise solutions � Adoption process � Challenges

1 Introduction

Over the past years, software-intensive companies in a variety of domains, with online
companies leading the way, have started adopting data driven development practices to
continuously assess customer value and monitor feature usage [1–3]. Using the
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definition provided by [4], data driven development is the ability of a company to
acquire, process, and leverage data in order to create efficiencies, iterate and develop
new products, and navigate the competitive landscape. In recent studies, data driven
development practices are proven useful for improving product performance, for
optimizing system parameters and for evaluating new product concepts [5–8]. As a
result, companies that are adept at acquiring, processing and leveraging customer and
product data become more profitable as continuous assessment of customer value can
have a profound impact on annual revenue [8]. As an additional benefit, data can help
question, challenge, complement and confirm existing assumptions in the organization.
In this way, collection and use of data is becoming an effective mechanism for
replacing opinions-based decision-making with data-driven decision-making about
customer value, system performance and overall product quality [2]. While the
opportunities provided by data are already well-established in online companies, they
are becoming increasingly recognized also in companies developing on-premise
solutions and embedded systems. With products such as cars, trucks, phones, cameras,
household appliances etc. being increasingly software-intensive and connected to the
Internet, these companies are starting to explore the opportunities that online compa-
nies have benefitted from for more than a decade [9]. However, although there are
examples of data driven development practices being used in embedded systems and
on-premise companies, the adoption process of these practices is challenging. Typi-
cally, and due to complex systems with hardware dependencies, safety-critical func-
tionality and strict regulations, these companies have longer development cycles, less
frequent deployments and limited access to customer and product data.

In this paper, and based on multi-case study research, we explore the specific
challenges that embedded systems companies and companies developing on-premise
solutions experience when adopting data driven development practices. To achieve
this, we first review contemporary literature on data driven development in online
companies where these practices are fully adopted and successfully used, and we
identify the typical stages these companies evolve through when adopting these
practices. Second, and with the adoption stages from the online companies as a basis,
we study a total of nine companies in the embedded systems and in the on-premise
software domain with the intention to understand the specific challenges these com-
panies experience when adopting the similar practices as the online companies.

The contribution of the paper is two-fold. First, we provide empirical evidence in
which we identify the key challenges that embedded systems and on-premise software
solutions companies experience as they evolve through the process of adopting data
driven development practices. Second, we define the key focus areas that these com-
panies need to address for further evolve their data driven development practices.

The remainder of the paper is organized as follows. In Sect. 2, we review con-
temporary literature on data driven development in online companies and we identify
the typical stages that online companies evolve through when adopting data driven
development. In Sect. 3, we describe the research method and the case companies. In
Sect. 4, we present our empirical findings. In Sect. 5, we identify the key challenges
that embedded systems and on-premise solutions companies experience when adopting
data driven development and we define the key focus areas that these companies need
to address to further evolve these practices. In Sect. 6, we conclude the paper.
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2 Background

In this section, we review contemporary literature on the adoption of data driven
development in online companies. We define online companies as companies providing
web services and that use controlled experiments to determine which variant of a
product, design or interface that performs the best. In recent studies, companies such as
e.g. Facebook, Google, Booking, Amazon, LinkedIn and Skyscanner are often referred
to in relation to successful use of controlled experimentation [6, 10].

2.1 Data-Driven Development

For decades, one of the primary challenges in software development has been how to
shorten feedback cycles to customers [11, 12]. As outlined in previous research [13],
the first step towards shorter feedback cycles is the adoption of agile development.
These methods emphasize short iterations of increments rather than the long cycles as
known from traditional development. More recently, technologies such as continuous
integration [14] and continuous deployment [15] have enabled companies to further
shorten feedback cycles. These technologies allow for frequent test and deployment of
software and in combination with connectivity that enables diagnostic, performance
and operations data to be collected, companies can significantly shorten the time it
takes to learn from and respond to customers.

In online companies, data driven development is a well-established approach to
software development [3, 8, 11, 16]. In these companies, data is the foundation for any
decision regarding redesign or improvement of a feature, for prioritization of features
from the backlog and for optimization of certain metrics. With techniques such as A/B
testing and automated practices for data collection and analysis, customers are con-
tinuously part of experiments to help optimize the system and queries are processed
frequently to provide software developers and managers with rapid feedback [5]. As
recognized in our previous research [17], companies that adopt data driven develop-
ment typically do this by starting to identify what key factors to optimize for. This is
achieved by modeling the expected value of a feature in order to get a few metrics in
place to then collect data that will help improve these. In online companies, common
metrics are e.g. ‘number of users’, ‘frequency of use’, ‘response time’, ‘number of
successful upsells’. In addition to identifying metrics, teams also need to identify the
relative priority of these factors. This is important as some factors may improve while
others decline when running an experiment. Data driven development reflects a shift
from traditional development where requirements inform development [18], towards a
situation in which continuous collection of data inform development throughout the
lifecycle of the system [2, 5, 19]. Moreover, and as experienced in online companies,
data-driven development constitutes an effective means to challenge existing
assumptions held by people in the organization. Often, inaccurate assumptions result in
poor decision-making, an inaccurate understanding of customer value and slow feed-
back cycles. As a consequence, companies end up investing development efforts in
features that are not used by customers and optimizing for metrics that are no longer
representative for what generates business value.
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2.2 Experimentation Practices

As a critical technique in data driven development, online controlled experimentation,
also known as A/B testing, allows continuous validation of value with customers [16].
Online controlled experiments constitute a practice of comparing two versions of
functionality to determine which one performs better in relation to predefined criteria
such as e.g. conversion rate, click rate or time to perform a certain task. In online
companies, controlled experiments are the norm with companies such as e.g. Amazon,
eBay, Facebook, Google and Microsoft running hundreds and even thousands of
parallel experiments to evaluate and improve their services at any point in time. To
achieve this, companies need an infrastructure to collect and store data from deployed
products and that makes data available for analysis. There are numerous experimen-
tation tools and platforms available on the market [6, 20]. However, the challenges of
building the data infrastructure are typically not concerned with the basic technologies
but rather with aspects related to customer relations, legal constraints, cost of data
collection and storage. It should be noted that experimentation involves many different
techniques. For example, experimentation could refer to iterations with prototypes in
the startup domain, canary flying of software features, gradual rollout and dark laun-
ches [11]. With frequent experimentation, teams can adopt an increasingly iterative
development approach in which features are sliced into smaller parts that can be
developed in less than a sprint and for which the team collects data to guide the next
steps of development. As recognized in [2], this allows teams to rapidly determine
whether a feature adds value or not. In our previous research, and based on studying a
large number of online experiments at Microsoft, we introduced the Experiment
Lifecycle in which we outline the three main stages of every Online Controlled
Experiment [11].

During recent years, online controlled experimentation has received increasing
interest and there exist a number of studies describing the many benefits with this
practice [8, 11, 16, 20, 21]. These studies outline the roles involved (e.g. data analysts,
data scientists, product managers, software developers etc.), the task at hand (e.g.
development of roadmaps, design and analysis of experiments, development of prod-
ucts, deployment of products etc.) and the technical infrastructure that is the platform for
the experiments (e.g. the application programming interfaces, experiment databases,
analytic tools, instrumentation, integration and deployment systems etc.). In particular,
challenges in relation to the definition of an ‘Overall Evaluation Criterion’ have been
carefully explored [16] as well as models that describe the experiment lifecycle in online
companies [2, 8], the data collection techniques that are used [22], and the infrastructure
that is required for running a successful online controlled experiment [16, 23].

2.3 Team – System – Business Metrics

As a prerequisite for an experiment, teams need to define an ‘Overall Evaluation
Criterion’ (OEC) [11, 16]. The OEC is a structured set of metrics consisting of success,
guardrail and data quality metrics that are used to define performance goals and desired
outcomes of an experiment. For teams, an OEC can consist of improving conversion
rate on a website, increase throughput or improve a specific feature. At a system or
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product level, the OECs cover system and product performance and metrics are used to
track the overall product portfolio. At the highest level, business metrics are defined to
track overall business goals. While metrics at the team level are leading indicators that
teams can influence on a daily basis, business metrics are lagging indicators that are
hard to influence in the short term but instead metrics that change over a longer period
of time. In previous research [11], and based on our insights from working with four
companies in the online domain, we introduced a framework for how to scale exper-
imentation and in which the definition of OECs at the team, at the system and at the
business level are critical elements. The goal is to have efforts at the team level
positively influence business metrics [17]. If so, companies can effectively scale
experimentation, advance their data driven development practices and successfully use
data as the basis for decision-making throughout the organization.

2.4 Data Driven Development Adoption Process

Based on the learnings from our literature review, as well as from on our own expe-
riences when studying companies in the online domain, we have identified five stages
that we see online companies evolve through when adopting data driven development
(Fig. 1).

The first stage online companies enter when adopting data driven development is to
have development teams identify what factors to optimize for. This is achieved by
modeling the expected value of a new or existing feature and works as the basic stage in
order to get a few metrics in place to then collect data to help improve these. These
factors are used to guide experimentation and to track the performance of subsequent
releases of the feature. In the second stage, companies develop an infrastructure to
collect and store data from deployed products and that makes data available for
analysis. The third stage is concerned with increasing the effectiveness of development
teams by adopting an iterative development approach. In this approach, features are
sliced into smaller parts that can be developed in less than a sprint and for which the
team collects data to guide the next steps of development. In the fourth stage, com-
panies seek to further accelerate the feedback loop. To achieve this, they develop the
shortest possible cycle between development of a feature and deployment in the field.
In online companies, the feedback loop ranges from hours to minutes and even seconds

Fig. 1. Data driven development adoption process: the five stages we see online companies
evolve through when adopting data driven development. The model is derived from previous
literature as well as from our own experiences when studying online companies.
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and as a result, these companies are able to use data to effectively direct their devel-
opment efforts. As the final stage, and as the mechanism to ensure alignment between
team, system and business level metrics, companies develop a hierarchical value model
where feature level metrics that are modeled as part of the first stage of the process are
connected and aligned with high-level business key performance indicators (KPIs).

3 Research Method

The goal of this study is to explore the challenges that embedded systems companies
and companies developing on-premise solutions experience when adopting data driven
development. In our study, embedded systems companies are companies that develop
larger systems and complete devices including hardware and mechanical parts and in
which software is one part [24]. On-premise software is software that is installed and
runs on the premises of the organization using the software, rather than at a remote
facility such as the cloud [25]. Our study builds on multi-case study research in
companies from these two different domains as well as on our previous learnings from
the online domain. Case study research focuses on providing a deeper understanding of
a particular context and it emphasizes the importance of peoples’ experiences [26]. In
our study, and as a first step, we reviewed contemporary literature on the adoption of
data driven development practices in online companies. In addition, we built on our
own experience from working with companies in the online domain and as reported in
[1–3, 8, 11, 13, 16, 17, 22, 23]. Based on this, we engaged with nine companies in the
embedded systems and on-premise domain to understand the challenges these com-
panies experience when adopting the similar process. The case companies (Table 1)
were at different maturity levels in the adoption process of data driven development. At
the time of our study, the practices in company E, H and I reflected the initial stages of
the process, company C, D, F, G and A were approaching or at the middle stages and
company B was aiming for a hierarchical value model. During our study, we engaged
in workshop sessions at each company in which we facilitated, as well as documented,
their experiences with the different stages in the adoption process. At each company we
had developers, product managers, technical specialists, software architects, system
engineers, agile coaches and data scientists present. Each workshop session involved
between 6–10 people and lasted for 3-5 h. In companies where data driven practices
were immature, we had larger groups of 15–20 people as the workshops served the
additional purpose of introducing the organization to the concept. Our study involved
nine companies (Table 1).

In the continuation of the paper, we provide a summary of the experiences from the
case companies in order to establish an understanding for the specific challenges these
companies experience when adopting data driven development. For validity of results
[24], and to address construct validity, we started each workshop with sharing our
definition of the key concepts. This established a common understanding of the topic
and we could discuss alternative interpretations already before we ran into potential
misunderstandings. With respect to external validity, our contributions provide rich
insight in different company domains and we identify implications for research and for
practice.
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4 Findings

Below, we summarize the key findings from our study. When reporting on our findings,
we use the five stages of adopting data driven development that we identified in our
literature review.

Stage 1: Modeling of Feature Value
To introduce the embedded systems and on-premise software companies to the first
stage of adopting data driven development, we initiated a series of workshop sessions
in which we met with developers and product managers in order to model the value of a
selected feature. As part of the workshops, the teams selected a feature, identified key
value factors, prioritized these factors and their relative importance. In the end, a few
groups managed to develop a value function to quantitatively express what they
optimize for. While the majority of the companies selected existing features to work
with we also had companies that used the workshops to model new features that were
not yet developed and for which value was not yet proven. In company B, one of the
teams succeeded in developing a complete value function for one of their mobile
applications. They expressed it as: 0.1*feedback time + 0.2*success rate + 0.2*num-
ber of users + 0.2 successful drops – 0.3 cost of ownership where each value factor
was given a relative weight and where the formula indicates whether you look to
increase or decrease the value of each factor.

Stage 2: Build Data Collection and Analysis Infrastructure
In the second stage, the companies realized the need for a data collection and analysis
infrastructure. As experienced in these companies, the initial focus should be on
keeping things simple by collecting data only for the selected feature and only from
friendly customers as this allows easier access to data. As the companies had infras-
tructures for data collection in place already, this stage was mostly concerned with

Table 1. The case companies and the domain(s) they operate in.

Case Description Embedded
systems

On-
premise

A Provider of systems and equipment for network
operators

x x

B Developer of navigational information and
optimization solutions

x x

C Developer of network video surveillance solutions x x
D Developer of food packaging and processing systems x
E Provider of systems and solutions for military defense

and civil security
x

F Developer of automotive technology x
G Engineering and electronics company x
H Manufacturer of vehicles x
I Manufacturer of trucks, buses and construction

equipment
x
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complementing these with metrics that would allow for measuring value according to
the new value function. As a common experience, this stage revealed lack of effective
analysis tools and often the approach was manual solutions and/or existing web-based
solutions.

Stage 3: Adopt Iterative Development Process
As most of the case companies have a hardware and mechatronics background, the
adoption of iterative development required a significant change in mind-set. For the
companies, the identification of parts of their organizations where these new ways-of-
working were feasible was an important step and typically, they selected already agile
teams within their software organization. With these teams, we developed hypotheses
that could be tested during each sprint and we ran validation workshops to evaluate
experiments. Most companies were able to identify 1–4 hypotheses to test during the
next 2–3 sprints and with the goal to either (1) increase the number of hypotheses to be
tested within their current sprints, or to (2) shorten their current sprints to increase the
total number of hypotheses tested.

Stage 4: Accelerate the Feedback Loop
All companies have a tradition in traditional development and they have adopted agile
development. To further accelerate the feedback loop, they have started adopting
continuous integration and continuous deployment. However, until these practices are
fully in place, it is difficult to further accelerate the feedback loop. In all companies,
huge efforts were put in place to drive CI and CD initiatives as well as to minimize
customer-specific branches of a product and instead strive for a single product branch
with configuration opportunities for different customers. In this way, feedback loops
were shortened and the companies could benefit from frequent releases.

Stage 5: Build a Hierarchical Value Model
The last stage is to build a hierarchical value model to ensure that team metrics and
business metrics align. While online companies have a complete hierarchy of metrics at
team – system – business level, the establishment of such a hierarchy proved chal-
lenging in the embedded and on-premise companies. While a well-defined set of
metrics, such as e.g. customer satisfaction, revenue, sales, customer retention, net
promoter score etc., existed at the business level, these did not necessarily translate into
executable metrics for teams to optimize for. In the case companies, we noted a
willingness to establish a hierarchical value model and we started aligning metrics in a
couple of the companies. However, as the previous four stages have to be in place in
order to successfully create a value model for the entire business, we did not achieve
this within the time span of this study.

5 Key Challenges When Adopting Data Driven Development

The intention with our study was to explore the specific challenges that embedded and
on-premise software companies experience when adopting data driven development.
Below, we identify the key challenges that these companies experience as they evolve
through the process of adopting data driven development.

522 H. Holmström Olsson and J. Bosch



Stage 1: Modeling of Feature Value
Based on our experiences, the first stage comes with at least four challenges:

Difficulties in agreeing on value factors and the relative priority of these: The work-
shops revealed that it is very challenging for a team to agree on the relevant factors and
the relative priority of these. This stage surfaced deeply held beliefs about the system
and its customers that were far from agreed upon among teams. And as the typical
development cycles in the companies were long, and with few opportunities for cus-
tomer feedback, the assumptions that evolve were rarely questioned. This made
improvement efforts difficult as there was no shared understanding on what metrics to
optimize for.
Painful quantification of value: Especially product managers were reluctant to explain
their reasoning behind prioritizing a certain feature and to quantify the expected value
of this feature. Instead, value was described in qualitative terms which made prioriti-
zations easier to defend as quantitative metrics did not exist.
Lack of end-to-end understanding of value: Even if a team agreed on the relevant
factors and their relative priority, the relationship between the value of the feature and
the business impact proved hard to define.
Illusion of alignment: By abstracting topics of contention to a level of vagueness that
everyone could agree on, teams in all companies created a false sense of unity. We
interpreted this as a way to avoid tension as to get precise might upset the existing
illusion of alignment.

Stage 2: Build Data Collection and Analysis Infrastructure
In the second stage, the case companies experienced an increasing organizational
resistance against the adoption of data driven development. Often, people used excuses
centered around the customer:

“Don’t go data driven because customers don’t want to”: Non-software people raised
the concern that customers don’t want to share data and that adopting data driven
development would be to go against the interests of these customers.
“Don’t go data driven because it is risky”: Security, safety and reliability issues were
brought forward as reasons to not adopt data driven development.
“Don’t go data driven because it is expensive and effort-consuming”: A common
belief was that to iteratively develop a smaller slice of a feature is difficult with the
standard argument being: “You can’t deploy something half done…”, and with many
people uncertain about the value of an MVF (‘minimal viable feature’).
“Don’t go data driven because you can’t have all customers do this”: In the companies
with a strong background in traditional development, there was a tendency to think that
all customers had to be involved at the same time. This mind-set revealed lack of
experience with starting small scale and with only a selected set of friendly customers.

Stage 3: Adopt Iterative Development Process
In the third stage, the case companies faced a number of challenges in relation to the
adoption of a more iterative development approach:
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Stuck in waterfall development: All case companies struggled with adopting shorter
development cycles and more frequent deployment of software. Although both the
embedded systems and the on-premise software companies had agile practices in place
in parts of their organizations, people failed in realizing that iterative development
requires a change of mind-set in relation to communication, coordination and control of
teams.
One feature versus several small MVFs: The case companies have a strong engineering
background and people who pride themselves based on the completeness of a feature.
This made it difficult to break a feature into smaller increments and think in terms of a
‘minimal viable feature’ (MVF) with only slices being developed at a time.
Surfacing hidden misalignment: The case companies experienced situations in which
questions were raised on how to develop and test hypotheses. During this stage, people
who thought they agreed on something realized that this was not the case. Also, what
sounded as an easy hypothesis to test often turned out to cause the teams major
difficulties in actually realizing within the scope of a sprint.
Retrospective reinterpretation of data: The companies experienced situations in which
people, whenever data conflicted with their beliefs, sought explanations that would
make their beliefs still true. This was evident both in development teams and among
product managers and reflected low trustworthiness in data.

Stage 4: Accelerate the Feedback Loop
To accelerate the feedback loop in companies that are used to long development cycles
involves a number of challenges:

Shortening of QA cycles: It became evident that in order to align with the shortened
time between the end of a development sprint and deployment at customer site, it was
critical to shorten feedback cycles for quality assurance (QA) This was experienced as
very difficult in all case companies.
Changing practices for QA: The companies realized that the QA teams need to change
ways-of-working. Especially, test automation practices were identified as a key practice
QA needed to apply. For this to happen, there needs to be the willingness to deploy to
customer, test post-deployment and roll back if any issues.
Data-driven versus Requirements-driven: In most companies, situations in which data
driven practices will co-exist with situations in which regulations and standards
specify requirements. Therefore, the capability to select the most suitable approach is
important and this challenge surfaced when aspiring to accelerate the feedback loop.

Stage 5: Build a Hierarchical Value Model
Although the companies that we studied didn’t reach the stage of building a hierar-
chical value model, they reached far enough to have people reflect on why it is critical
for data driven development. In these discussions, we noted the following challenges:
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Involvement of all company functions: To build a hierarchical value model involves all
company functions. While people close to development might be more enthusiastic to
data driven development this is not necessarily the case in other parts of the
organization.
Alignment of metrics: To agree on low and high-level metrics is difficult as it forces the
company to start aligning metrics and to establish relationships between these.
Model maintenance and evolution: As experienced in our work with online companies,
metrics need to continuously evolve to not inscribe an inaccurate understanding of
value. We foresee this as a relevant challenge also in the embedded and on-premise
companies.
Anecdotal prioritization of resources: Senior leaders have to abandon anecdotal pri-
oritization of resources and instead use data to prioritize customer requests. This is
important at all stages, but even more so in relation to the creation of a hierarchical
value model as this model is intended replace assumptions and encourage data driven
decision-making.

5.1 Key Focus Areas

In the above sections, we presented the key challenges that the case companies
experience when adopting data driven development. When reflecting on these chal-
lenges, we identify three key focus areas that we believe these companies need to
address to further evolve their data driven development practices (Table 2).

Table 2. Key focus areas that the case companies need to address to further evolve their data
driven development practices.

Key focus areas Description

Organizational
resistance

Due to a tradition in hardware, mechanics and electronics, these
companies experience significant organizational resistance.
Although this might be true for any change initiative, it is especially
so when adopting software-based practices that have the power to
radically question existing assumptions while at the same time
fundamentally change the basis for decision-making in an
organization with a non-software background and tradition

Data quality and
trustworthiness

Data quality is challenging as it involves collection, processing,
sharing, storing and management of large and distributed data sets.
As a result of the high complexity involved, trustworthiness is low
and people tend to rather lean back on existing assumptions than
trust the accuracy and quality of facts revealed in the data

Development cycle
time

To shorten development cycle time is problematic. Despite
modularized architectures and advice on how to combine and
evolve cycle times for mechanics, hardware and software, the
concept of iterative development and incremental development of
features remains an issue
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6 Conclusions

In this paper, and based on multi-case study research, we explore the specific chal-
lenges that embedded systems companies and companies developing on-premise
solutions experience when adopting data driven development. When reflecting on these
challenges, we see that there are three key focus areas that these companies need to
address to further evolve their data driven development practices. First, due to a tra-
dition in hardware, mechanics and electronics, these companies experience significant
organizational resistance. Second, data quality and trustworthiness are challenging as
it involves collection, processing, sharing, storing and management, as well as trust, in
data. Finally, to shorten development cycle time is problematic in systems with highly
complex architectures and dependencies. In future research, we aim to further explore
the challenges the case companies encounter as these provide valuable input for the
open research challenges in relation to organizational resistance, data quality and
trustworthiness and development cycle time.
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