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Preface

The present book includes extended and revised versions of a set of selected papers
from the 14th International Conference on Web Information Systems and Technologies
(WEBIST 2018), held in Seville, Spain, during September 18–20, 2018.

WEBIST 2018 received 68 paper submissions from 24 countries, of which 18% are
included in this book. The papers were selected by the event chairs and their selection
was based on several criteria that included the classifications and comments provided
by the Program Committee members, the session chairs’ assessment, and the program
chairs’ global view of all papers included in the technical program. The authors of
selected papers were then invited to submit a revised and extended version of their
papers having at least 30% new material.

The purpose of WEBIST 2018 was to bring together researchers, engineers, and
practitioners interested in the technological advances and business applications of
Web-based information systems. The conference had five main tracks, covering dif-
ferent aspects of Web Information Systems, namely Internet Technology; Mobile and
NLP Information Systems; Service Based Information Systems, Platforms and
Eco-Systems; Web Intelligence; and Web Interfaces.

The papers selected to be included in this book contribute to the understanding of
relevant trends of current research on Web Information Systems and Technologies,
including:

– Data Protection and Authentication
– Personalization, Recommendations, and Evaluation
– User Interfaces
– Semantic Modeling
– Voice Services
– Reliability
– Web Services and Microservices

We would like to thank all the authors for their contributions and also the reviewers
who helped to ensure the quality of this publication.

September 2018 María José Escalona
Francisco Domínguez Mayo

Tim A. Majchrzak
Valérie Monfort
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Client-Side Cornucopia: Comparing
the Built-In Application Architecture

Models in the Web Browser

Antero Taivalsaari1, Tommi Mikkonen2, Cesare Pautasso3, and Kari Systä4(B)

1 Nokia Bell Labs, Tampere, Finland
antero.taivalsaari@nokia.com

2 University of Helsinki, Helsinki, Finland
tommi.mikkonen@helsinki.fi

3 University of Lugano, Lugano, Switzerland
cesare.pautasso@usi.ch

4 Tampere University, Tampere, Finland
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Abstract. The programming capabilities of the Web can be viewed as
an afterthought, designed originally by non-programmers for relatively
simple scripting tasks. This has resulted in cornucopia of partially over-
lapping options for building applications. Depending on one’s viewpoint,
a generic standards-compatible web browser supports three, four or five
built-in application rendering and programming models. In this paper,
we give an overview and comparison of these built-in client-side web
application architectures in light of the established software engineering
principles. We also reflect on our earlier work in this area, and provide
an expanded discussion of the current situation. In conclusion, while the
dominance of the base HTML/CSS/JS technologies cannot be ignored,
we expect Web Components and WebGL to gain more popularity as the
world moves towards increasingly complex web applications, including
systems supporting virtual and augmented reality.

Keywords: Web programming · Single page web applications · Web
Components · Web application architectures · Rendering engines · Web
rendering · Web browser

1 Introduction

The World Wide Web has become such an integral part of our lives that it is often
forgotten that the Web has existed only about thirty years. The original design
sketches related to the World Wide Web date back to the late 1980s. The first
web browser prototype for the NeXT computer was completed by Tim Berners-
Lee in December 1990. The first version of the Mosaic web browser was made
available publicly in February 1993, and the first commercially successful browser
– Netscape Navigator – was released in late 1994. Widespread commercial use
of the Web took off in the late 1990s.
c© Springer Nature Switzerland AG 2019
M. J. Escalona et al. (Eds.): WEBIST 2018, LNBIP 372, pp. 1–24, 2019.
https://doi.org/10.1007/978-3-030-35330-8_1
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In the end of the 1990s and in the early 2000s, the web browser became
the most commonly used computer program, sparking a revolution that has
transformed not only commerce but communication, social life and politics as
well. In desktop computers, nearly all the important tasks are now performed
using the web browser. Even mobile applications today can be viewed merely as
“mirrors into the cloud”. While native mobile apps may still offer UI frameworks
and widgets that are (at least for now) better suited to the limited screen size
and input modalities of the devices, valuable content has moved gradually away
from mobile devices to cloud-based services, thus reducing the original role of
the mobile apps considerably.

Interestingly, the programming capabilities of the Web have largely been
an afterthought – designed originally by non-programmers for relatively simple
scripting tasks. Due to different needs and motivations, there are many ways to
make things on the Web – many more than people generally realize. Further-
more, over the years these features have evolved in a rather haphazard fashion.
Consequently, there are various ways to build applications on the Web – even
without considering any extensions or thousands of add-on libraries. Depending
on one’s viewpoint, the web browser natively supports three, four or five different
built-in application rendering and development models. Thousands of libraries
and frameworks have then been implemented on top of these built-in models.
Furthermore, in addition to application architectures that partition applications
more coarsely into server and client side components, it is increasingly possible
to fine-tune the application logic by moving code flexibly between the client and
the server, as originally noted in [15].

Even though a lot of the application logic in web applications may run on the
server, the rendering capabilities of the web browser are crucial in creating the
presentation layer of the applications. In this paper, we provide a comparison
of the built-in client-side web application architectures, i.e., the programming
capabilities that the web browsers provide out-of-the-box before any additional
libraries are loaded. This is a topic that has received surprisingly little atten-
tion in the literature. While there are countless articles on specific web devel-
opment technologies, and thousands of libraries have been developed on top
of the browser, there are few if any papers comparing the built-in user inter-
face development models offered by the browser itself. The choice between these
alternative development models has a significant impact on the overall architec-
ture and structure of the resulting web applications. The choices are made more
difficult by the fact that the web browser offers a number of overlapping features
to accomplish even basic tasks, reflecting the historical, organic evolution of the
web browser as an application platform.

This paper is motivated by the recent trend toward simpler, more basic
approaches in web development. According to a study carried out a few years ago,
the vast majority (up to 86%) of web developers felt that the Web and JavaScript
ecosystems have become far too complex (http://stateofjs.com/2016). There is
a movement to go back to the roots of web application development by build-
ing directly upon what the web browser can provide without the added layers

http://stateofjs.com/2016
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introduced by various libraries and frameworks. The “zero framework manifesto”
crystallizes this desire for simplicity [3]. However, as will be shown in this paper,
even the “vanilla” browser offers a cornucopia of choices when it comes to appli-
cation development. The paper is based on our earlier articles [27,29], and it has
been extended from those to provide a more comprehensive view to web devel-
opment in general as well as deeper technical discussion on the implications.

The structure of this paper is as follows. In Sect. 2, we provide an overview
on the evolution of the web browser as an application platform. In Sect. 3, we
dive into the built-in user interface development and rendering models offered
by modern web browsers: (1) DOM, (2) Canvas, (3) WebGL, (4) SVG, and (5)
Web Components. In Sect. 4, we provide a comparison and presumed use cases
of the presented technologies, and in Sect. 5, we list some broader considerations
and observations. In Sect. 6, we revisit our earlier predictions made in [27,29],
followed by avenues for future work in Sect. 7. Finally, Sect. 8 concludes the paper
with some final remarks.

2 Evolution of the Web Browser as an Application
Platform

The history of computing and the software industry is characterized by disrup-
tive periods and paradigm shifts that have typically occurred every 10–15 years.
Back in the 1960s and 1970s, mainframe computers gave way to minicomputers.
In the early 1980s personal computers sparked a revolution, making computers
affordable to ordinary people, and ultimately killing a number of very success-
ful minicomputer manufacturers such as Digital Equipment Corporation as a
side effect. In the 1990s, the emergence of the World Wide Web transformed
personal computers from standalone computing “islands” to network-connected
web terminals. In the early 2000s, mobile phones were opened up for third party
application development as well. Today, the dominant computing environment
clearly is the Web, with native apps complementing it in various ways especially
in the mobile domain [17,18].

Over time, the World Wide Web has evolved from its humble origins as a
document sharing system to a massively popular hypermedia application and
content distribution environment – in short, the most powerful information dis-
semination environment in the history of humankind. This evolution has not
taken place in a fortnight; it has not followed a carefully designed master plan
either. Although the World Wide Web Consortium (W3C) has seemingly been
in charge of the evolution of the Web, in practice the evolution has been driven
largely by dominant web browser vendors: Mozilla, Microsoft, Apple, Google and
(to a lesser degree) Opera. Over the years, these companies have had divergent,
often misaligned business interests. While browser compatibility has improved
dramatically in recent years, the browser landscape is still truly a mosaic or
cornucopia of features, reflecting organic evolution – or a tug of war if you will
– between different commercial vendors over time.
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Before delving into more technical topics, let us briefly revisit the evolution
of the web browser as a software platform [1,24,26].

Classic Web. In the early life of the Web, web pages were truly pages, i.e., page-
structured documents that contained primarily text with interspersed images,
without animation or any interactive content. Navigation between pages was
based on simple hyperlinks, and a new web page was loaded from the web server
each time the user clicked on a link. There was no need for asynchronous network
communication between the browser and the web server. For reading used input
some pages were presented as forms, with simple textual fields and the possibility
to use basic widgets such as buttons and combo (selection) boxes. These types
of “classic web” pages were characteristic of the early life of the Web in the early
1990s.

Hybrid Web. In the second phase, web pages became increasingly interactive.
Web pages started containing animated graphics and plug-in components that
allowed richer, more interactive content to be displayed. This phase coincided
with the commercial takeoff of the Web during the dot-com boom of the late
1990s when companies realized that they could create commercially valuable
web sites by displaying advertisements or by selling merchandise and services
over the Web. Plug-in components such as Flash, RealPlayer, Quicktime and
Shockwave were introduced to make it possible to construct web pages with
visually enticing, interactive multimedia, allowing advanced animations, movie
clips and audio tracks to be inserted in web pages.

With the introduction of DHTML – the combination of HTML, Cascading
Style Sheets (CSS), the JavaScript language [6], and the Document Object Model
(DOM) – it became possible to create interactive web pages with built-in support
for more advanced graphics and animation. The JavaScript language, introduced
in Netscape Navigator version 2.0 B almost as an afterthought in December 1995,
made it possible to build animated interactive content by scripting directly the
web browser.

In this phase, the Web started moving in directions that were unforeseen
by its original designer, with web sites behaving more like multimedia presen-
tations rather than static pages. Content mashups and web site cross-linking
became popular and communication protocols between the browser and the
server became increasingly advanced. Navigation was no longer based solely on
hyperlinks. For instance, Flash apps supported drag-and-drop and direct click-
ing/events on various types of objects, whereas originally no support for such
features existed in browsers.

The Web as an Application Platform. In the early 2000s, the concept of
Software as a Service (SaaS) emerged. Salesforce.com pioneered the use of the
Web as a CRM application platform in the early 2000s, demonstrating and val-
idating the use of the Web and the web browser as a viable target platform for
business applications. At that point, people realized that the ability to offer soft-
ware applications seamlessly over the Web and then perform instant worldwide
software updates could offer unsurpassed business benefits.
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As a result of these observed benefits, people started to build web sites that
behave much like desktop applications, for example, by allowing web pages to be
updated partially, rather than requiring the entire page to be refreshed. Such sys-
tems often eschewed link-based navigation and utilized direct manipulation tech-
niques (e.g., drag and drop features) borrowed from desktop-style applications
instead. Interest in the use of the browser as an application platform was rein-
forced by the introduction of Ajax (Asynchronous JavaScript and XML) [8]. The
key idea in Ajax was to use asynchronous network communication between the
client and the server to decouple user interface updates from network requests.
This made it possible to build web sites that do not necessarily block when
interacting with the server and thus behave much like desktop applications, for
example, by allowing web pages to be updated asynchronously one user interface
element at a time, rather than requiring the entire page to be updated each and
every time something changed. Although Ajax was primarily a specific technique
rather than a complete development model or platform, it fueled further interest
in building “Web 2.0” applications that could run in a standard web browser.
This also increased the demand for a full-fledged programming language that
could be used directly from inside the web browser instead of relying on any
external plug-in components.

After the introduction of Ajax and the concept of Single Page Applications
(SPAs) [12], the number of web development frameworks on top of the web
browser has exploded. Today, there are over 1,400 officially listed JavaScript
libraries (see http://www.javascripting.com/).

Server-Side JavaScript. The use of client-side web development technologies
has spread also to other domains. For instance, after the introduction of the V8
high-performance JavaScript engine (https://developers.google.com/v8/), the
use of the JavaScript language has quickly spread into server-side development
as well. As a result, Node.js (https://nodejs.org/) has become a vast ecosystem
of its own; according to a popular saying, there is an “NPM module for nearly
everything”. In fact, the NPM (Node Package Manager) ecosystem has been
growing even faster in recent years than the client-side JavaScript ecosystem.
According to npmjs.com, there are more than 800,000 NPM packages at the
time of this writing.

As already mentioned earlier, in this paper we shall focus only on client-side
technologies and only on those technologies that have been included natively in
standards-compatible web browsers. We feel that this is an area that is surpris-
ingly poorly covered by existing research.

Non-standard Development Models and Architectures. For the sake of
completeness, it should be mentioned that over the years web browsers have
supported various additional client-side rendering and development models. For
instance, Java applets were an early attempt to include Java language and Java
virtual machine (JVM) support directly in a web browser. However, because of
the immaturity of the technology (e.g., inadequate performance of early JVMs)
and Microsoft’s vigilant resistance, applets never became an officially supported
browser feature. For years, Microsoft had their alternative technologies, such as

http://www.javascripting.com/
https://developers.google.com/v8/
https://nodejs.org/
http://npmjs.com
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ActiveX, available (only) in Microsoft Internet Explorer. For a while, the use of
various browser plug-in components offering application execution capabilities –
such as Adobe Flash or Shockwave – was extremely popular.

In the late 2000s, so called Rich Internet Application (RIA) platforms such as
Adobe AIR or Microsoft Silverlight were very much in vogue. RIA systems were
an attempt to reintroduce alternative programming languages and libraries in the
context of the Web in the form of browser plug-in components that each provided
a complete platform runtime. For a comprehensive overview of RIA systems,
refer to Castelyn’s survey [4]. However, just as it was predicted in [24], the RIA
phenomenon turned out to be rather short-lived. The same seems to be true also
of various attempts to support native code execution directly from within the
web browser. For instance, Google’s Native Client offers a sandbox for running
compiled C and C++ code in the browser, but it has not become very popular.
Mozilla’s classic NPAPI (Netscape Plugin Application Programming Interface) –
introduced originally by Netscape in 1995 – has effectively been removed from all
the major browsers; for instance, Google Chrome stopped supporting it already
in 2015. Although there are some interesting ongoing efforts in this area – such as
the W3C WebAssembly effort (http://webassembly.org/), it is now increasingly
difficult to extend the programming capabilities of the web browser without
modifying the source code of the browser itself (and thus creating non-standard,
custom browsers).

3 Client-Side Web Rendering Architectures –
An Underview

As summarized above, the history of theWebhas undergone a number of evolution-
ary phases, reflecting the document-oriented – as opposed to application-oriented –
origins of the Web. Nearly all the application development capabilities of the Web
have been an afterthought, and have emerged as a result of divergent technical
needs and business interests instead of careful planning and coordination.

As a result of the browser evolution that has occurred in the past two decades,
today’s web browsers support a mishmash of complementary, partially overlap-
ping rendering and development models. These include the dominant “holy trin-
ity” of HTML, CSS and JavaScript, and its underlying Document Object Model
(DOM) rendering architecture. They also include the Canvas 2D Context API
as well as WebGL. Additionally, there are important technologies such as Scal-
able Vector Graphics (SVG) and Web Components that complement the basic
DOM architecture.

The choice between the rendering architectures can have significant impli-
cations on the structure of client-side web applications. Effectively, all of the
technologies mentioned above introduce their own distinct programming models
and approaches that the developers are expected to use. Furthermore, all of them
have varying levels of framework, library and tool support available to simplify
the actual application development work on top of the underlying development

http://webassembly.org/
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model. The DOM-based approach is by far the most popular and most deeply
ingrained, but the other technologies deserve a fair glimpse as well.

Below we will dive more deeply into each technology. We will start with
the DOM, Canvas and WebGL models, because these three technologies can be
regarded more distinctly as three separate technologies. We will then dive into
SVG and Web Components, which introduce their own programming models
but which are closely coupled with the underlying DOM architecture at the
implementation level.

3.1 DOM/DHTML

In web parlance, the Document Object Model (DOM) is a platform-neutral API
that allows programs and scripts to dynamically access and update the content,
structure and style of web documents. Document Object Model in the foundation
for Dynamic HTML – the combination of HTML, Cascading Style Sheets (CSS)
and JavaScript – that allows web documents to be created and manipulated using
a combination of declarative and imperative development styles. Logically, the
DOM can be viewed as an attribute tree that represents the contents of the web
page that is currently displayed by the web browser. Programmatic interfaces
are provided for manipulating the contents of the DOM tree from HTML, CSS
and JavaScript.

In the web browser, the DOM serves as the foundation for a retained (auto-
matically managed) graphics architecture. In such a system, the application devel-
oper has no direct, immediate control over rendering. Rather, all the drawing is
performed indirectly by manipulating the DOM tree by adding, removing and
modifying its nodes; the browser will then decide how to optimally lay out and
render the display after each change.

Over the years, the capabilities of the DOM have evolved significantly. The
evolution of the DOM has been described in a number of sources, including
Flanagan’s JavaScript “bible” [6]. In this paper we will not go into details, but
it is useful to provide a summary since this evolution partially explains why the
browser offers such a cornucopia of overlapping functionality.

– DOM Level 1 specification – published in 1998 – defines the core HTML (and
XML) document models. It specifies the basic functionality for document
navigation.

– DOM Level 2 specification – published in 2000 – defines the stylesheet object
model, and provides methods for manipulating the style information attached
to a document. It also enables traversals on the document and provides sup-
port for XML namespaces. Furthermore, it defines the event model for web
documents, including the event listener and event flow, capturing, bubbling,
and cancellation functionality.

– DOM Level 3 specification – released as a number of separate documents
in 2001–2004 – defines document loading and saving capabilities, as well as
provides document validation support. In addition, it also addresses document
views and formatting, and specifies the keyboard events and event groups, and
how to handle them.
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– DOM Level 4 specification refers to a “living document” that is kept up to
date with the latest decisions of the WHATWG/DOM working group1.

DOM attributes can be manipulated from HTML, CSS, JavaScript, and to
some extent also XML code. As a result, a number of entirely different develop-
ment styles are possible, ranging from purely imperative usage to a combination
of declarative styles using HTML and CSS. For instance, it is possible to cre-
ate impressive 2D/3D animations using the CSS animation capabilities without
writing a single line of imperative JavaScript code.

Below is a “classic” DHTML example that defines a text paragraph and an
input button in HTML. The input button definition includes an onclick event
handler function that – when clicked – hides the text paragraph by changing its
visibility style attribute to ‘hidden’.

1 < !DOCTYPE html>
2 <html><body>
3 <p id=” text ”>This i s a p i e c e o f t ex t .</p>
4

5 <input type=”button” value=”Hide text ”
6 on c l i c k=”document . getElementById ( ’ text ’ ) . s t y l e . v i s i b i l i t y =’

hidden ’ ”>
7

8 </body></html>

In practice, very few developers use the raw, low-level DOM interfaces
directly nowadays. The DOM and DHTML serve as the foundation for an
extremely rich library and tool ecosystem that has emerged on top of the base
technologies. The manipulation of DOM attributes is usually performed using
higher-level convenience functions provided by popular JavaScript/CSS libraries
and frameworks.

3.2 Canvas

The Canvas (officially known as the Canvas 2D Context API ) is an HTML5 fea-
ture that enables dynamic, scriptable rendering of two-dimensional (2D) shapes
and bitmap images (https://www.w3.org/TR/2dcontext/). It is a low level,
imperative API that does not provide any built-in scene graph or advanced event
handling capabilities. It that regard, Canvas offers much lower level graphics sup-
port than the DOM or SVG APIs that will automatically manage and (re)render
complex graphics elements.

Canvas objects are drawn in immediate mode. This means that once a shape
such as a rectangle is drawn using Canvas API calls, the rectangle is immediately
forgotten by the system. If the position of the rectangle needs to be changed, the
entire scene needs to be repainted, including any objects that might have been
invalidated (covered) by the rectangle. In the equivalent DOM or SVG case, one
could simply change the position attributes of the rectangle, and the browser
1 https://dom.spec.whatwg.org/.

https://www.w3.org/TR/2dcontext/
https://dom.spec.whatwg.org/
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would then automatically determine how to optimally re-render all the affected
objects.

The code snippet below provides a minimal example of Canvas API usage. In
this example, we first instantiate a 2D canvas graphics context of size 100× 100
after declaring the corresponding HTML element. We then imperatively draw a
full circle with a 40 pixel radius in the middle of the canvas using the Canvas
2D Context JavaScript API.

1 < !DOCTYPE html>
2 <html><body>
3

4 <canvas id=”myCanvas” width=”100” he ight=”100”>
5 <s c r i p t>
6 var c = document . getElementById ( ”myCanvas” ) ;
7 var ctx = c . getContext ( ”2d” ) ;
8 ctx . beginPath ( ) ;
9 ctx . arc (50 ,50 ,40 ,0 ,2∗Math . PI ) ;

10 ctx . s t r oke ( ) ;
11 </ s c r i p t>
12

13 </body></html>

Note that in these simple examples we are mixing HTML and JavaScript
code. In real-world examples, it would be a good practice to keep declarative
HTML code and imperative JavaScript code in separate files. We will discuss
programming style implications later in Sect. 4.

The event handling capabilities of the Canvas API are minimal. A
limited form of event handling is supported by the Canvas API with
hit regions (https://developer.mozilla.org/en-US/docs/Web/API/Canvas API/
Tutorial/Hit regions and accessibility).

Conceptually, Canvas is a low level API upon which a higher-level rendering
engine might be built. Although canvas elements are created in the browser as
subelements in the DOM, it is entirely possible to create just one large canvas
element, and then perform all the application rendering and event handling inside
that element. There are JavaScript libraries that add event handling and scene
graph capabilities to the canvas element. For instance, with Paper.js (http://
paperjs.org/) or Fabric.js (http://fabricjs.com/) libraries, it is possible to paint
a canvas in layers, and then recreate specific layers, instead of having to repaint
the entire scene manually each time. Thus, the Canvas API can be used as a
full-fledged application rendering model of its own.

The Canvas element was initially introduced by Apple in 2004 for use inside
their own Mac OS X WebKit component in order to support applications such
as Dashboard widgets in the Safari browser. In 2005, the Canvas element was
adopted in version 1.8 of Gecko browsers and Opera in 2006. The Canvas API
was later standardized by the Web Hypertext Application Technology Working
Group (WHATWG).

https://developer.mozilla.org/en-US/docs/Web/API/Canvas_API/Tutorial/Hit_regions_and_accessibility
https://developer.mozilla.org/en-US/docs/Web/API/Canvas_API/Tutorial/Hit_regions_and_accessibility
http://paperjs.org/
http://paperjs.org/
http://fabricjs.com/
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The adoption of the Canvas API was originally hindered by Apple’s intellec-
tual property claims over this API. From technical viewpoint, adoption was also
slowed down by the fact that the Canvas API expressiveness is significantly more
limited than the well-established, mature immediate-mode graphics APIs that
were available in mainstream operating systems already a decade or two ear-
lier. Microsoft’s DirectX API – originally introduced in Windows 95 – is a good
example of a substantially more comprehensive API. Nowadays the Canvas API
is supported by all the main web browsers; in spite of its technical limitations,
the Canvas API has a thriving library ecosystem as well.

3.3 WebGL

WebGL (http://www.khronos.org/webgl/) is a cross-platform web standard for
hardware accelerated 3D graphics API developed by Khronos Group, Mozilla,
and a consortium of other companies including Apple, Google and Opera. The
main feature that WebGL brings to the Web is the ability to display 3D graphics
natively in the web browser without any plug-in components. WebGL is based
on OpenGL ES 2.0 (http://www.khronos.org/opengles), and it leverages the
OpenGL shading language GLSL. A comprehensive JavaScript API is provided
to open up OpenGL programming capabilities to JavaScript programmers.

In a nutshell, WebGL provides a JavaScript API for rendering interactive,
immediate-mode 3D (and 2D) graphics within any compatible web browser with-
out the use of plug-in components. WebGL is integrated into major web browsers,
enabling Graphics Processing Unit (GPU) accelerated usage of physics and image
processing and effects in web applications. WebGL applications consist of con-
trol code written in JavaScript and shader code that is typically executed on a
GPU.

WebGL is widely supported in modern desktop browsers. Today, even all
the major mobile browsers (excluding Opera Mini) support WebGL by default.
However, actual usability of WebGL functions is dependent on various factors
such as the GPU supporting it. Even in many desktop computers WebGL appli-
cations may run poorly unless the computer has a graphics card that provides
sufficient capabilities to process OpenGL functions efficiently.

Just like the Canvas API discussed above, the WebGL API is a rather low-
level API that does not automatically manage rendering or support high-level
events. From the application developer’s viewpoint, the WebGL API is in fact
too cumbersome to use directly without utility libraries. For instance, setting
up typical view transformation shaders (e.g., for view frustum), loading scene
graphs and 3D objects in the popular industry formats can be very tedious and
requires writing a lot of source code.

Given the verbosity of shader definitions, we do not provide any code samples
here. However, there are excellent WebGL examples on the Web. For instance,
the following link contains a great example of an animated, rotating, textured
cube with lighting effects: http://www.sw-engineering-candies.com/snippets/
webgl/hello-world/.

http://www.khronos.org/webgl/
http://www.khronos.org/opengles
http://www.sw-engineering-candies.com/snippets/webgl/hello-world/
http://www.sw-engineering-candies.com/snippets/webgl/hello-world/
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Because of the complexity and the low level nature of the raw WebGL APIs,
many JavaScript convenience libraries have been built or ported onto WebGL
in order to facilitate development. Examples of such libraries include A-Frame,
BabylonJS, three.js, O3D, OSG.JS, CopperLicht and GLGE.

3.4 SVG

Scalable Vector Graphics (SVG) is an XML-based vector image format for two-
dimensional graphics with support for interactivity, affine transformations and
animation. The SVG Specification [30] is an open standard published by the
World Wide Web Consortium (W3C) originally in 2001. Although bitmap images
were supported since the early days of the Web (the <IMG> tag was introduced
in the Mosaic browser in 1992), vector graphics support came much later via
SVG.

The code snippet below provides a simple example of an SVG object defini-
tion that renders an automatically scaling W3C logo to the screen2.

1 <div id=”w3clogo”>
2 <svg xmlns=’http ://www.w3 . org /2000/ svg ’ viewBox=”0 0 131 76

”>
3 <path d=”M36, 5 l12 ,41 l12 −41h33v4l −13 ,21 c30 ,10 ,2 ,69 −21 ,28 l7

−2c15 ,27 ,33 ,−22 ,3 ,−19v−4l12 −20h−15l −17 ,59h−1l −13−42l
−12 ,42h−1l −20−67h9l12 ,41 l8 −28l −4−13h9” f i l l =’#005A9C’/>

4 <path d=”M94,53 c15 ,32 , 30 , 14 , 35 , 7 l−1−7c−16 ,26−32 ,3−34 ,0
M122 ,16 c−10−21−34,0−21,30c−5−30 16 ,−38 23 ,−21 l5 −10l−2−9
”/>

5 </ svg>
6 </ div>

While SVG was originally just a vector image format, SVG support has been
integrated closely with the web browser to provide comprehensive means for
creating interactive, resolution-independent content for the Web. Just like with
the HTML DOM, SVG images can be manipulated using DOM APIs via HTML,
CSS and JavaScript code. This makes it possible to create shapes such as lines,
Bezier/elliptical curves, polygons, paths and text and images that be resized,
rescaled and rotated programmatically using a set of built-in affine transforma-
tion and matrix functions.

The code sample below serves as an example of interactive SVG that defines
a circle object that is capable of changing its size in response to mouse input.

1 < !DOCTYPE svg PUBLIC ”−//W3C//DTD SVG 1.1//EN”
2 ” h t tp : //www.w3 . org /Graphics /SVG/1.1/DTD/svg11 . dtd”>
3

4 <svg width=”6cm” he ight=”5cm” viewBox=”0 0 600 500” xmlns=”
ht tp : //www.w3 . org /2000/ svg” ve r s i on=” 1 .1 ”>

5

6 < !−− Change the rad iu s with each c l i c k −−>
2 https://dev.w3.org/SVG/tools/svgweb/samples/svg-files/w3c.svg.

https://dev.w3.org/SVG/tools/svgweb/samples/svg-files/w3c.svg
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7 <s c r i p t type=” app l i c a t i o n / ecmascr ipt ”>
8 f unc t i on c i r c l e c l i c k ( evt ) {
9 var c i r c l e = evt . t a r g e t ;

10 var currentRadius = c i r c l e . g e tAt t r ibute ( ” r ” ) ;
11 i f ( currentRadius == 100) {
12 c i r c l e . s e tAt t r i bu t e ( ” r ” , currentRadius ∗2) ;
13 } e l s e {
14 c i r c l e . s e tAt t r i bu t e ( ” r ” , currentRadius ∗0 . 5 ) ;
15 }
16 }
17 </ s c r i p t>
18

19 < !−− Def ine c i r c l e with on c l i c k event handler −−>
20 <c i r c l e on c l i c k=” c i r c l e c l i c k ( evt ) ” cx=”300” cy=”225” r=”

100” f i l l =” blue ”/>
21 </ svg>

As illustrated in the example, the SVG scene graph enables event handlers to
be associated with objects, so a circle object may respond to an onClick event
or other events. To get the same functionality with Canvas, one would have to
implement the code to manually match the coordinates of the mouse click with
the coordinates of the drawn circle in order to determine whether it was clicked.

Just like with the HTML DOM, SVG support in the web browser is based
on a retained (managed) graphics architecture. Inside the browser, each SVG
shape is represented as an object in a scene graph that is rendered to the display
automatically by the web browser. When the attributes of an SVG object are
changed, the browser will calculate the most optimal way to re-render the scene,
including the other objects that may have been impacted by the change.

In the earlier days of the Web, SVG was the only mechanism to implement a
scalable, “morphic” graphics system, which is why the SVG DOM API was used
as the foundation for graphics implementation, e.g., in the original Lively Kernel
web programming system that provided a self-supporting development environ-
ment inside the browser [11,26]. The following link provides a reference to a more
comprehensive, “Lively-like” example of an SVG-based application that includes
interactive capabilities (image rescaling and rotation based on mouse events) as
well: https://dev.w3.org/SVG/tools/svgweb/samples/svg-files/photos.svg/.

In general, it is important to summarize that in the context of the Web, SVG
is much more than just an image format. Together with event handling capabili-
ties, affine transformations, gradient support, clipping, masking and composition
features, SVG can be used as the basis for a full-fledged, standalone graphical
application architecture or windowing system.

3.5 Web Components

Web Components (https://www.w3.org/TR/#tr Web Components) are a set of
features added to the HTML and DOM specifications to enable the creation of
reusable widgets or components in web documents and applications. The inten-
tion behind web components is to bring component-based software engineering

https://dev.w3.org/SVG/tools/svgweb/samples/svg-files/photos.svg/
https://www.w3.org/TR/#tr_Web_Components
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principles to the World Wide Web, including the interoperability of higher-level
HTML elements, encapsulation, information hiding and the general ability to
create reusable, higher-level UI components that can be added flexibly to web
applications.

An important motivation for web components is the fundamentally brittle
nature of the Document Object Model. The brittleness comes from the global
nature of elements in the DOM created by HTML, CSS and JavaScript code.
For example, when you use a new HTML id or class in your web application or
page, there is no easy way to find out if it will conflict with an existing name used
by the page already earlier. Subtle bugs creep up, style selectors can suddenly
go out of control, and performance can suffer, especially when attempting to
combine code written by multiple authors [16]. Over the years various tools
and libraries have been invented circumvent the issues, but the fundamental
brittleness issues remain. The other important motivation is the fixed nature of
the standard set of HTML elements. Web components make it possible to extend
the basic set of components and support dynamically downloadable components
across different web pages or applications.

Web components are built on top of a concept known as the Shadow DOM. In
technical terms, the Shadow DOM introduces the concept of parallel “shadow”
subtrees in the Document Object Model. These subtrees can be viewed concep-
tually as “icebergs” that expose only their tip while the implementation details
remain invisible (and inaccessible) under the surface. Unlike regular branches in
the DOM tree, shadow trees provide support for scoped styles and DOM encap-
sulation, thus obeying the well-known separation of concerns and modularity
principles that encourage strong decoupling between public interfaces and imple-
mentation details [19]. Utilizing the Shadow DOM, the programmer can bundle
CSS with HTML markup, hide implementation details, and create self-contained
reusable components in vanilla JavaScript without exposing the implementa-
tion details or having to follow awkward naming conventions to ensure unique
naming.

At the technical level, a shadow DOM tree is just normal DOM tree with two
differences: (1) how it is created and used, and (2) how it behaves in relation
to the rest of the web page. Normally, the programmer creates DOM nodes and
appends those nodes as children of another element. With shadow DOM, the
programmer creates a scoped DOM tree that is attached to the element but that
is separate from its actual children. The element it is attached to is its shadow
host. Anything that the programmer adds to the shadow tree becomes local to
the hosting element, including <style>. This is how shadow DOM achieves CSS
style scoping.



14 A. Taivalsaari et al.

The following listing presents a minimal web component example that creates
a text editor that automatically resizes itself as text is entered in the text area:

1 < !DOCTYPE html>
2 <html><head>
3 < l i n k r e l=” import ” h r e f=” bas ic−autos i z e−t ex ta r ea . html” >
4 </head><body>
5 <p>Automatica l ly r e s i z i n g text input component:</p>
6 <bas ic−autos i z e−t ex ta r ea>Edit me !
7 </ bas ic−autos i z e−t ex ta r ea>
8 </body></html>

Note that up until recently, many browsers did not support web components
yet. Therefore, they had to be emulated in the form of polyfill libraries that
implement the missing functionality (http://webcomponents.org/polyfills/). As
of this writing, native support for the Shadow DOM is available all major web
browsers except Microsoft Explorer and Microsoft Edge. For latest status, refer
to http://caniuse.com/#feat=shadowdom/.

4 Comparison and Primary Use Cases

The technologies described in the previous section are rather different, with
divergent design goals and varying and partially overlapping functionality. As a
result, it is not easy to perform an objective comparison, or provide measure-
ments on, e.g., development efficiency or ease of use. In general, ease of devel-
opment or use in the context of the Web is highly subjective and dependent on
one’s background, e.g., whether the developer is a classically trained software
engineer or a web developer who has never written software for target platforms
other than the Web.

In this section we first provide a comparison that begins with an overview
table that gives a summary of the basic differences between the presented tech-
nologies. Second, we discuss the primary use cases for the different technologies.
Broader technical and architectural implications will be discussed separately in
Sect. 5.

4.1 Technology Comparison: An Overview

An overview and a summary of the different approaches is presented in Table 1.
The table covers topics such as the overall development paradigm (imperative vs.
declarative), rendering architecture (retained/managed vs. immediate), informa-
tion hiding support, primary intended usage domain and current popularity. We
also provide impressions on more subjective factors such as technology maturity,
abstraction level and ease of code reuse. Finally, the table summarizes whether
each technology provides support for defining animations in a declarative fash-
ion (as opposed to having to write lengthy JavaScript timer scripts to drive
animations), as well as whether the technology is supported by mobile browsers.

http://webcomponents.org/polyfills/
http://caniuse.com/#feat=shadowdom/
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4.2 Primary Use Cases

While the presented five technologies are all fully functional and Turing com-
plete in the sense that they can be used for writing any imaginable application
within the context of the sandbox offered by the web browser, these technolo-
gies are originally intended for different purposes and use cases. To begin with,

Table 1. Comparison of built-in client-side rendering technologies [29].

DOM/DHTMLCanvas WebGL SVG Web
components

Development
paradigm

Declarative
and
imperative

Imperative Imperative Declarative
and
imperative

Declarative
and
imperative

Rendering
architecture

Retained Immediate
(explicit
repainting
required)

Immediate
(explicit
repainting
required)

Retained Retained

Information
hiding

No Not applicable
(no namespace
support)

Not
applicable

No (except
when creating
multiple SVG
images)

Yes (Shadow
DOM
encapsulation
and scoped
styles)

Primary
usage
domain

Documents
and forms

2D graphics
(e.g., in
games)

3D/2D
graphics
especially in
games and
VR/AR

2D image
rendering

Web
applications
and graphical
user interfaces

Popularity Ubiquitous Popular in
specific use
cases

Limited Popular in
specific use
cases

Growing

Technology
maturity

Mature Mature Mature Mature Emerging
(standardiza-
tion
underway)

Abstraction
level

Medium Very low Low Medium High

Ease of code
reuse

Low to
medium

Low Medium
(shaders)

Low to high
(high as an
image format)

High

Declarative
animation
support

Yes No No Yes Yes

Mobile
browser
support

Yes Yes Yes Yes Not in
Microsoft
browsers
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each of the technologies introduces their own distinct programming style(s).
This is especially true of the Canvas and WebGL technologies that are much
lower level, imperative APIs that require significantly more manual labor, e.g.,
in the placement of graphics and in driving the rendering process. In contrast,
DOM/DHTML, SVG and Web Component programming is performed at a
higher level and require much less imperative control and attention over ren-
dering. That said, DOM/DHTML and SVG programming can be performed in
a number of very different ways depending on whether the developer prefers a
declarative development style (relying only on HTML and CSS) or imperative
development style (developing primarily in JavaScript).

The following bullets provide a basic characterization on the primary baseline
use cases for each technology.

– DOM/DHTML. HTML was originally developed as a declarative markup
language for creating static documents and forms. Over the years, the use
of DOM/DHTML has expanded to almost every imaginable use case. Today,
DOM-based development approach dominates the web development land-
scape. This approach is declarative in nature, so the browser largely decides
about rendering; this simplifies the development of web sites that look like
documents, but can complicate the creation of sites that should behave like
desktop applications or require control of the display at pixel level.

– Canvas. The Canvas API was introduced at a time when there was no other
way to render lines, circles, rectangles or other low-level graphics imperatively
inside the browser. For a number of reasons that were highlighted earlier,
the Canvas API is significantly less capable that it ideally should be. Cur-
rently, the Canvas API is utilized primarily by game developers. It is also
used occasionally inside regular web pages to include custom graphical con-
tent, although the majority of such use cases can often be completed more
conveniently in SVG.

– WebGL. From technical viewpoint, WebGL is basically a thin JavaScript
wrapper over native OpenGL interfaces for providing a programmatic API
inside the web browser to achieve hardware-accelerated (GPU) rendering.
As a result, the use cases of WebGL are a direct derivative of the OpenGL
use cases, including (especially) game development, computer-aided design
(CAD), scientific visualization, flight simulation, virtual reality, or any other
case in which advanced 3D (or 2D) graphics rendering capabilities are needed.
WebGL is an imperative, low-level API that places a lot of requirements on
developer skills. Until recent years, the use of WebGL was still marginal, but
it has steadily gained importance as the need to render VR/AR content in
the web browser increases.

– SVG. In the context of the web browser, SVG has a dual role. First and
foremost, SVG is a vector image format for rendering scalable graphics content
on web pages. However, SVG can also be used as a rich, generic graphics
context to drive scene graph based applications with support for complex
event handling, affine transformations (rotation, zooming, scaling, shearing),
gradients, clipping, masking and object composition. Given that the basic
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DOM has evolved over the years to support these capabilities, in practice
SVG is used mainly as an image format. Thus, the importance of the broader
application development use cases for SVG is nowadays small.

– Web Components. Web components are the “dark horse” in web develop-
ment – they are still little known to most developers, and it is difficult to
place betting odds on their eventual success. Web components reintroduce
well-known (but hitherto missing) software engineering principles and prac-
tices into the web browser, including modularity and the ability to create
higher-level, general-purpose UI components that can be flexibly added to
web applications. Web components cater to nearly any imaginable use case
but they are especially well-suited to the development of full-fledged web
applications that require an extensible set of GUI widgets.

5 Broader Considerations

According to MacLennan’s classic software engineering principles [13], some of
the most fundamental principles in software development are simplicity and con-
sistency : There should be a minimum number of concepts with simple rules for
their combination; things that are similar should also look similar, and different
things should look different. Unfortunately, the web browser violates these and
several other key principles in a number of ways, as evidenced by the above
observations.

Overlapping Capabilities. Ideally, in a software development environment
there should be only one, clearly the best and most obvious way to accom-
plish each task. However, in web development – even in a generic web browser
without add-on components or libraries – there are several overlapping ways to
accomplish even the most basic rendering tasks. It is not easy to provide rec-
ommendations on specific technologies to use, except for those tasks in which
immediate-mode graphics is required (in which case either the Canvas or WebGL
API will have to be utilized). In most cases, developers will end up using the
basic DOM/DHTML approach, complemented with various libraries.

Mismatching Development Styles. When composing web applications even
using the basic DOM/DHTML approach, the developers commonly face a mix-
ture of declarative and imperative programming styles. They may also have to
use a combination of retained and immediate-mode graphics especially when
aiming at applications that are usable across different screen sizes – following
responsive web design [14]. In general, imperative versus declarative and unman-
aged versus managed graphics rendering provide different facilities and require
different considerations, and the implementation mechanisms can be completely
different. In fact, such adaptation could have been yet another dimension to
compare.

Incompatible and Incoherent Abstractions. The abstractions and pro-
gramming patterns supported by Canvas and WebGL APIs are very different
from DOM/DHTML and SVG programming. Web components introduce yet
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another abstraction layer that has been patched on top of the DOM/DHTML.
In general, the features supported by the browser reflect organic evolution of
features over the years rather than any carefully master-planned architectural
design. For instance, patterns and styles required for Canvas and WebGL pro-
gramming are very different from DOM or SVG; Web Component (Shadow
DOM) programming requires yet another programming style. When these pro-
gramming patterns are combined – as often happens when using code from other
parties – confusing situations may emerge.

Given the organic evolution of the web ecosystem, it is nevertheless fairly
safe to predict that we will not go back to a less diverse web ecosystem or have a
chance to radically simplify the feature set of the web browser. It is impossible to
put the genie back to the bottle. For example, recent versions of the JavaScript
language – from ECMAScript6 to ECMAScript9 – have introduced a lot of new
language functionality (promises, generators and decorators, to list a few), thus
ensuring that library rewriting and evolution will be swift in the coming years,
creating further diversity and potential confusion for application developers.

Fashion-Driven Development. Over the past years there has been a notable
trend in the library area towards fashion-driven development. By this we refer
to the developers’ tendency to surf on the wave of newest and most dominant
“alpha” development frameworks. For instance, the once hugely popular Proto-
type.js and JQuery.js libraries were largely replaced by Knockout.js and Back-
bone.js in 2012. Back in 2014, Angular.js was by far the most dominant alpha
framework, while in 2016–2017 it was the React.js + Redux.js ecosystem that
seemed to be capturing the majority of developer attention, with Vue.js then
foreseen as the most likely next dominant framework. As witnessed by the some-
what unfortunate evolution of the Angular ecosystem over the years, the alpha
frameworks have a tendency to evolve very quickly once they get developers’
attention, leading into compatibility issues. To make the matters worse, once
the next fashionable alpha framework emerges and hordes of developers start
jumping ship onto the new one, it becomes questionable to what extent one can
build long-lasting business-critical applications and services, e.g., for the medical
industry in which products must commonly have a minimum lifetime of twenty
years. With the present pace of upgrades, the browser and the web server as the
runtime environment would be almost completely replaced by patches, upgrades,
and updates; similarly, most of the libraries would be replaced several times by
newer, more fashionable ones.

Opportunistic Design and “cargo cult” Programming. In web develop-
ment there has historically been a strong tradition of mashup-based develop-
ment : searching, selecting, pickling, mashing up and glueing together disparate
libraries and pieces of software [9]. Often such development has the characteris-
tics of cargo cult programming : ritually including code and program structures
that serve no real purpose or that the programmer has chosen to include because
hundreds of other developers have done so – without really understanding why.
The popularity of opportunistic design has exploded because of the success of
Node.js (https://nodejs.org/) and its Node Package Manager (NPM) ecosystem

https://nodejs.org/
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(https://www.npmjs.com/) – nowadays, there are over 800,000 reusable NPM
modules available for nearly all imaginable tasks. While this approach can save a
lot of work and open up interesting opportunities for large-scale code reuse [21],
this approach does not foster development of reliable, long-lasting applications,
because even the smallest changes in the constituent components – each of which
evolves separately and independently – can break applications [22].

Violation of Established Software Engineering Principles. Although
many web developers may not realize this, the web browser violates many estab-
lished software engineering principles, including the lack of information hiding,
lack of manifest interfaces, lack of orthogonality, and lack of (aforementioned)
simplicity and consistency [13]. These observations were reported already over
ten years ago [16], but little has happened to fix the issues, apart from libraries
that aim at introducing their own way of engineering web applications. The
absence of solid engineering principles is easy to understand given that the
web browser was originally designed to be a document distribution environment
rather than a “real” application execution environment. However, the current
popularity of the Web as the software platform makes it very unfortunate that
these important principles have been ignored. Currently the web components
are the best – and perhaps also the only – chance to reintroduce some of these
important principles to the heart of the Web.

In the broader picture, the deficiencies of the web browser as a software plat-
form are being tackled with an abundance of libraries. As of this writing, there
are more than 1,400 officially listed JavaScript libraries in javascripting.com,
with new ones being introduced on a weekly if not daily basis. Although many
of the libraries are domain-specific, a lot of them are aimed squarely at solv-
ing the architectural limitations of the web browser, e.g., to provide a consis-
tent set of manifest interfaces to perform various programming tasks. Over the
years, JavaScript libraries have evolved from mere convenience function libraries
to full-fledged Model-View-Controller (MVC) frameworks providing extensive
UI component sets, application state management, network communication and
database interfaces, and so on. In general, these will not necessarily help in tack-
ling the above characteristics but may rather add a new layer of complexity on
top of them.

6 Revisiting Our Earlier Predictions and Considerations

As mentioned in the beginning, this paper is an expanded, revisited version of
papers that were published earlier [27,29]. In this section, we will revisit our
earlier predictions and considerations in the light of more recent technologies
and approaches to web applications.

The Emergence of Virtual DOM Technologies. Out of the technologies
discussed in [27,29], DOM/DHTML has maintained its dominant role as the
baseline technology as we predicted. The majority of libraries and applica-
tions that have been developed over the years are built on top of the standard

https://www.npmjs.com/
http://javascripting.com
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DOM/DHTML approach. What we did not foresee, however, was the introduc-
tion of techniques that effectively replicate and virtualize the behavior of the
Document Object Model in order to gain additional programmatic control over
rendering. These new approaches can be viewed as a derivative of the Shadow
DOM model introduced by Web Components, except that in these approaches
the DOM is externalized and replicated outside the built-in Document Object
Model, thus allowing libraries and applications to work around some of the
limitations and built-in assumptions that the web browser imposes on appli-
cation development. Simply put, Virtual DOM trees (see https://bitsofco.de/
understanding-the-virtual-dom/) are copies of the original DOM; these copies
can be manipulated and updated independently of the browser-level DOM APIs,
thus bypassing any immediate impact on the browser’s rendering process. Once
all the updates have been made in the virtual DOM, the changes need to pushed
back (copied) to the original DOM in an optimized way. The Virtual DOM
approach can considerably improve rendering performance as well as enhance
the overall smoothness of web user interfaces in comparison to traditional DOM
manipulation in which applications have very limited control over rendering.

Emerging Support for Virtual and Augmented Reality. In our previous
work, we foresaw increased popularity of WebGL that enables browser-based,
installation-free, high-performance applications for viewing VR/AR content.
These features will inevitably gain more popularity, as the world moves towards
richer media experiences, and the standard DOM/DHTML model is unable to
support the necessary features. To this end, further rendering and visualization
techniques that build on WebGL have been proposed. These include WebVR
(https://webvr.info/) and WebXR Device API (https://immersive-web.github.
io/webxr/), which take the Web towards virtual and augmented reality rendering
with new APIs. In addition, we predicted that WebGL would also be increas-
ingly important for game developers; however, the elimination of the “last safe
bastion” of traditional binary applications (as indicated in our earlier paper) –
allowing the creation of portable high-performance applications in the context
of the web browser – has not yet taken place. Similarly, we pointed out that
the Web would benefit from a high-performance, low-level 2D graphics API that
would provide a more comprehensive feature set and direct drawing capabilities
without any historical development baggage of the Canvas API. However, at the
time of this writing, there is no such standardization effort in sight.

Web Components. Regarding web components, it is still too early to declare
victory or failure. Since web components offer a more disciplined approach to
DOM/DHTML programming, reintroduce established software engineering prin-
ciples, and generally alleviate the “spaghetti code” issues that have resurfaced
with the Web [25], we would certainly like to see them succeed. In reality, the
main obstacle to the wider adoption of web components are the predominant
JavaScript libraries that also provide additional abstraction layers on top of the
underlying DOM and basic browser features. Hence, the future of web compo-
nents is fundamentally affected by the evolution of JavaScript library landscape
and associated features.

https://bitsofco.de/understanding-the-virtual-dom/
https://bitsofco.de/understanding-the-virtual-dom/
https://webvr.info/
https://immersive-web.github.io/webxr/
https://immersive-web.github.io/webxr/
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JavaScript Library Landscape. Earlier in this paper, we noted that
JavaScript library evolution has followed a fashion-driven approach in which
a few frameworks have dominated the landscape for a few years, only to be
superseded by new dominant frameworks some years later. Interestingly, this
trend seems to have waned in the past two years. While the flood of new, lesser
known front-end and backend frameworks has continued as strongly as ever (as
witnessed in http://www.javascripting.com/ or in the constantly increasing num-
ber of NPM packages), the popularity of top three dominant front-end libraries
has not changed much in the past two years.

When writing the first manuscripts of our earlier papers in late 2016/early
2017 [27,29], the top five frontend frameworks were Vue.js, React, Angular,
Angular 1, and Inferno (https://risingstars.js.org/2016/en/). As of this writing
(January 2019), Vue.js, React, and Angular are still the top three, followed by
Hyperapp and Omi (https://risingstars.js.org/2018/en/#section-framework).
At the same time, jQuery is still used rather extensively (https://w3techs.com/
technologies/details/js-jquery/all/all), implying that some web frameworks can
also have an extended lifespan. However, the introduction and enamoration with
new, fashionable frameworks is by no means over. For instance, Weex (https://
weex.incubator.apache.org/) has recently gained popularity rapidly in the mobile
domain.

7 Future Work

In this paper we have scratched only the surface of architectural issues related
to web applications, as we intentionally narrowed down our analysis into one
specific area: the built-in application rendering technologies in a modern web
browser. The web ecosystem provides a cornucopia of choices in many other
areas. Consequently, there are several avenues for future research and directions
to expand this work towards different dimensions of the Web as an application
platform.

We are currently encouraging ourselves and our students to perform similar
studies, e.g., on the cornucopia of communication mechanisms and methods used
in web applications, including Ajax [8], Comet [5], Server-Sent Events [10], Web-
Sockets [20], WebRTC [2]), and to some extent also Web/Shared Workers [31].
In addition, persistent storage in the context of the web browser is an interesting
topic, although the design space in that context is far more limited.

Cornucopia associated with front-end Web frameworks is an even more
diverse area to study than the technologies inside the browser itself. So far,
we have briefly studied only the most popular mainstream frameworks, but a
more in-depth look would definitely be an interesting direction for future work,
in particular since the many libraries provide facilities that are similar to those
of the technologies inside the browser.

Finally, server-side web development is yet another rich area for future work.
As already mentioned, over the past few years, an extremely prolific ecosys-
tem has emerged around Node.js, and there are a lot of additional open source

http://www.javascripting.com/
https://risingstars.js.org/2016/en/
https://risingstars.js.org/2018/en/#section-framework
https://w3techs.com/technologies/details/js-jquery/all/all
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technologies for nearly every imaginable aspect of server-side development. For
instance, data acquisition and analytics solutions such as Apache Kafka, Storm
and Spark have become very popular. From architectural standpoint, the recent
trend towards isomorphic JavaScript is also extremely relevant. In web devel-
opment, an isomorphic application is one whose code can run unmodified both
in the server and the client [23]. Such capabilities are relevant, e.g., in realizing
liquid software that allows applications to seamlessly migrate across multiple
devices [7,28].

8 Conclusions

Over the past twenty-five years or so, the World Wide Web has evolved from
a document sharing system to a full-fledged programming environment. This
evolution has taken place organically, and new technologies have been constantly
introduced to help developers create compelling web systems.

As a consequence, web development today presents a cornucopia of choices on
all fronts. Both on the client side and the server side, there exist a large number
of competing, overlapping technologies, and new libraries and tools become avail-
able almost on a daily basis. The rapid pace of innovation has put the developers
in a complex position in which there are numerous ways to build applications on
the Web – many more than most people realize, and also arguably more than
are really needed.

In this paper, we have investigated one of the perhaps most overlooked areas
in web development: the client-side web rendering architectures that have been
built into the generic web browser. We compared five built-in rendering and
application development models, followed by some predictions, discussion and
avenues for future research.

As Alan Kay once aptly put it, “simple things should be simple, and complex
things should be possible”. In web development today, pretty much everything
is possible, but really not at all in the simplest possible way. While the World
Wide Web is one of the most important innovations for humankind, for web
application developers things are still likely to get even more complicated until
they get any simpler.
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Abstract. Functional, structural and operational testing are three
broad categories of software testing methods driven by the product func-
tionalities, the way it is implemented, and the way it is expected to
be used, respectively. A large body of the software testing literature is
devoted to evaluate and compare test techniques in these categories.
Although it appears reasonable to devise hybrid methods to merge their
different strengths - because different techniques may complement each
other by targeting different types of faults and/or using different arti-
facts - we still miss clear guidelines on how to best combine them.

We discuss differences and limitations of two popular testing
approaches, namely coverage-driven and operational-profile testing,
belonging to structural and operational testing, respectively. We show
why and how test coverage and operational profile can cross-fertilize each
other, improving the effectiveness of structural testing or, conversely, the
product reliability achievable by operational testing.

Keywords: Software testing · Reliability · Structural testing ·
Operational testing

1 Introduction

Testing is an essential part of the software development and maintenance pro-
cesses. It consists of the dynamic assessment of software behavior on a finite
sample of executions. To make testing systematic and to measure progress while
tests are executed, some strategy is necessary. It will help testers to keep costs
within reasonable bounds and to identify those test cases deemed the most
effective.

Broadly speaking, systematic testing strategies are driven by three major
aspects of the software under test (SUT): (i) what it is expected to do, (ii) how
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Fig. 1. Test strategies and their potential relations.

it is implemented, and (iii) how it will be used. Such three aspects correspond to
three major categories of software testing techniques, namely functional, struc-
tural and operational testing (Fig. 1).

Each category relies on different assumptions and artifacts, and a broad vari-
ety of techniques and tools for each one has been proposed.

Since the early years of software testing discipline, researchers have conducted
analytical and empirical studies to evaluate and compare the effectiveness of the
different test techniques, in search for the most cost-effective approach.

From such studies we have learned that testing techniques may suffer from
saturation effects and from various other limitations, and that there exist no one
technique which best suits all circumstances. Different test techniques target
different types of faults and thus may complement each other. For this reason,
it is reasonable to invest resources by properly combining different techniques,
rather than employing all the testing budget in only one selected strategy.

However, there are not many proposals for hybrid techniques merging the
respective strengths of functional, structural and operational testing (examples
are [7,8,10]), and no widely accepted guidelines on how different methods could
be combined into one effective strategy are available. Further research is needed
to understand how such strategies could be combined, depending on the testing
purpose and the available artifacts.

As a step forward in this direction, we discuss the differences and respective
limitations of two popular testing approaches: techniques driven by code coverage
information, and techniques driven by the operational profile. Traditionally these
two test approaches are adopted to address different purposes: coverage-driven
testing aims at finding as many faults as possible, whereas operational-profile
driven testing aims at improving software reliability. So, apparently, they seem
to belong to two worlds apart, and in fact there is little overlap between research
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progresses. However, we have found that on the one side coverage criteria can be
made more effective if not all entities are considered equal, but software usage in
operation is referred to assign them different weights. On the other side, software
reliability testing can be made more effective as well if coverage information is
considered alongside the operational profile in selecting the test cases.

Our reported results provide only an incomplete vision of several other poten-
tial “hybridizations”. For instance, we have not considered yet the usage of
functional strategies where software specifications or models are available. In
presenting how coverage criteria and reliability improvement can benefit each
other our contribution is one step towards unleashing the potential of many
more useful combination of techniques.

The chapter is structured as follows. Section 2 describes the main concepts
of test coverage and related measures in debug testing. Section 3 presents the
rationale behind software reliability testing techniques. Section 4 discusses the
relationship between coverage and reliability, and how these can benefit each
other. Section 5 describes related work on combining white-box and operational
testing. Section 6 concludes the chapter.

2 On Test Coverage Measures

Software testing can pursue different goals. Along the development process, test-
ing may aim at detecting as many faults as possible so that these can be removed
before the software goes in production. For this reason, this type of testing is
referred to in the literature as debug testing [15].

Measures of effectiveness of debug testing techniques are related with its
faults finding capability. For example, a test technique would be evaluated more
effective than another if it detects the first fault by executing a lower number of
test cases, or otherwise if by executing an equal number of test cases the former
finds a higher number of faults than the latter.

Along such line of reasoning, measuring the coverage of which and how many
program elements are exercised during test execution is seen by many as an
appealing proxy for assessing fault finding effectiveness. The intuition is that if
a fault resides in a part of code that is never tested, such fault would never be
activated and hence would survive testing, probably remaining undetected until
the final user will eventually trigger it. In his seminal and highly-referenced
book on “Software Testing Techniques” [3], Beizer defined leaving parts of code
untested as “stupid, shortsighted and irresponsible”.

Depending on which elements of code are targeted, in the years a broad vari-
ety of test coverage criteria have been proposed [16,47]. All of them basically
share the following scheme: an element of the program source code is identified
as the type of entity to be covered. This element can be as basic as every state-
ment or every branch of the program control flow, or become more sophisticated,
such as for example every association between the definition of a variable and all
its potential usages, for every variable in the program (all definition-use associa-
tions [16]). Then the source code of the SUT is parsed and instrumented, so that
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the coverage of the targeted elements can be monitored during testing. While
test proceeds, a quantitative assessment of the thoroughness of testing is pro-
vided by the ratio between the number of entities that have been already covered
and the cardinality of the whole set of entities, expressed by the percentage:

Test coverage =
# of covered entities
# of available entities

· 100(%). (1)

The underlying idea of coverage criteria is that until there remain entities
that have not been exercised, the testing cannot be deemed complete, and more
test cases have to be executed that can increase the above ratio. Therefore,
coverage measures provide both a practical stopping rule (when a satisfying
coverage is achieved), and a guide for the selection of additional test cases (i.e.,
those covering yet uncovered entities).

There exist no proven direct relation, for any of the existing criteria, that
when complete test coverage is achieved, then the SUT can be guaranteed to
be defect-free. Since testing is essentially a sampling from a practically infinite
set of executions [4], it is obvious to everyone that no finite test campaign can
ensure correctness. Indeed, the most famous quotation about software testing is
probably Dijkstra’s aphorism that software testing can only show the presence of
bugs, but never their absence [13]. In search for more effective testing strategies,
the realistic goal is not to remove all faults, but rather to maximize the likelihood
of revealing potential failures.

Coverage criteria can be considered as belonging to partition testing strate-
gies that divide the input domain into equivalence classes (even though they
generally create overlapping subdomains and not true partitions), and ensure to
pick representative test cases (at least one) from each class. Theoretical analy-
ses of partition testing strategies [44] have early shown that their effectiveness
depends on how and where the failure-causing inputs are located, which is of
course beyond testers’ control and knowledge. The root of the problem is what
Roper called the “missing link”: we still cannot (will we ever be able to?) estab-
lish a logical or practical “link between the adequacy criteria and attributes of
the program under test such as its reliability or number of faults” [37]. Thus,
the only way to establish whether a relation exists between coverage of some
entity type and fault finding effectiveness is through empirical studies, and in
fact a series of such studies has been and continues to be undertaken by several
researchers, e.g., [23,43], but no definitive answers are available yet.

More properly, we must understand that what coverage measures provide us
is an assessment of a test suite thoroughness. At the same time, some researchers
have raised concerns against misusing coverage as the main goal of testing [18,27].
In such light, additional test cases that donot contribute to increase coveragewould
be considered “redundant” and not useful, however such test cases could indeed be
able to catch still undetected faults. We should also never forget the cost in terms of
time consumed in monitoring coverage, which makes white-box testing impractical
on large scales [21].
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In conclusion, coverage criteria provide a very useful and practical means
towards systematic thorough testing. However, “100% coverage should always be
the result of good testing but it makes few sense as a goal in itself ”[36].

3 On Software Reliability

Testing to find as many faults as possible may seem a good strategy. However,
in real-world production we have to face stringent time and budget constraints,
which make Herzig note that “There’s never enough time to do all the testing
you want” [20]. Henceforth, this strategy could not be the best choice.

The point is that debug testing targets all faults indiscriminately, without
considering the important difference between a fault (the cause) and a failure (its
manifestation), nor the likelihood and potential impacts of the failure originating
from a given fault. Indeed, not all faults are created equal. An early seminal
study by Adams [1] showed, for example, that the 30% of the faults found in the
systems he studied (at the time in IBM production) would each show itself less
then once every 5,000 years of operational use. Clearly any testing effort spent
to find these “tiny” faults would not be well employed.

This brings us to the fundamental concept of software reliability, which is
“the probability of failure-free operation for a specified period of time in a spec-
ified environment” [24]. When the SUT is not safety-critical, testing to improve
software reliability may be a more convenient aim than debug testing: in other
words, we acknowledge that we would never be able to find all faults, and aim
at focusing our efforts towards those ones whose removal mostly contributes to
increase reliability.

Pioneered in the 70’s by Musa [30], software reliability testing is based on the
notion of the operational profile [31,40], which provides a quantitative charac-
terization of how a system will be used in the field. In operational profile-based
testing (OP testing in the following), the SUT is thus tested by trying to repro-
duce how its final users will exercise it, so that the failures are detected with the
same likelihood they would be experimented by those users in operation.

The operational profile is normally built by associating the points in the
input domain D with values representing the probability to be invoked in opera-
tion. Making such association is a difficult task; the best case is when historical
data are available, otherwise this can be done by domain experts. Usually, D is
divided into M subdomains D1, . . . , Dm, so that the inputs within a partition
are estimated as having the same probability of occurrence in operation. The
operational profile is then defined by a probability distribution over the parti-
tions Di: a value pi denotes the probability that in operation an input is selected
from Di, with

∑M
i=1 pi = 1. The software reliability, R, can then be defined [15]

as:
R = 1 −

∑

t∈F

pt (2)

where F is the (unknown) set of failure-causing inputs and pt is the expected
probability of occurrence in operation of input t.
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OP testing has been shown to be an effective strategy, both in theory [15]
and in practice, e.g., [14,42]. With this strategy, when the test is stopped (for
instance because of imperative schedule constraints) and the software released,
testers are ensured that the most-frequently invoked operations have received
the greatest attention, so that the delivered reliability is at the maximum level
achievable under the given test resources [26].

However, OP testing faces difficult challenges that may hinder its broad take-
up: first, an operational profile may not be readily available and its derivation
can be costly and complex [22]; second, as more frequent failures are detected
and removed, the application of OP testing may progressively lose efficacy.

The latter problem is known as the saturation effect [22]. Actually, it is not
a prerogative of OP testing, but could affect any test technique. To counter-
act saturation, research has shown that it is convenient to always consider a
combination of different testing strategies, which target different types of faults
and can together achieve higher effectiveness than the individual application
of the most effective technique [25]. Considering specifically reliability improve-
ment, the authors of [11] suggest that the combination of techniques should aim
at exposing failures with high occurrence probability, but also as many failure
regions as possible.1

4 How Are Coverage and Reliability Related?

4.1 Ways of Combining Coverage Measures and Operational Profile

In the previous sections we have overviewed two widely used testing strategies,
which employ different techniques and pursue different goals. Indeed, coverage
testing and OP testing have formed two separate threads of the software testing
literature, with little overlaps (see Sect. 5).

In recent work, we have addressed the question whether and how coverage
and OP testing techniques could mutually benefit each other towards the goal
of increasing software testing effectiveness for reliability improvement. Indeed,
we have achieved encouraging results in either directions.

On the one hand, we have found that coverage testing can be made more
cost-effective if not all entities are indiscriminately targeted, but a subset of
entities is selected based on their relevance for the final user. In other terms, we
have somehow embedded a notion of operational profile within the definition of
coverage measures. This research has been presented in [29], and is summarized
in Sect. 4.2.

On the other hand, we have found that using coverage information can help
prevent the saturation effect of OP testing and achieve higher effectiveness in
reliability improvement. In other terms, to further improve reliability beyond a
certain point, within a selected input subdomain the testing should target those
entities that are the most rarely covered. This research has been presented in [5],
and is summarized in Sect. 4.3.

1 A failure region is the set of failure points eliminated by a program change [15].
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4.2 Mimicking Operational Profile by Means of Coverage Count
Spectrum

The leading idea of OP testing is exercising the SUT in similar way to how their
final users would do. OP testing is inherently a black-box technique, since it
disregards the SUT internal structure. Conversely, in coverage testing, a tester
tries to exercise the SUT thoroughly without leaving parts untested, no matter
of whether and how final users will exercise them. One attractive feature of
coverage testing is the availability of a simple and intuitive stopping rule, which
is provided, as said, by the coverage measure. On its side, OP testing lacks such
a straightforward adequacy criterion.

In traditional coverage testing, while testing proceeds each entity is marked
as covered or not covered, i.e., from monitoring code coverage testers derive
the so-called hit spectrum. In general, a program spectrum [19] characterizes
a program’s behavior by recording the set of entities that are exercised as it
executes. The hit spectrum, in particular, records if an entity is covered (“hit”)
or not. When used in operation, the different program entities will be covered
with different frequencies. Some entities will never be exercised, others will be
accessed only few times, and others will be covered very frequently. The hit
spectrum does not give any information about this varied usage of program
entities, beyond revealing that some entities have never been exercised and hence
are probably “out-of-scope”. Conversely, the count spectrum records how many
times an entity is exercised: by referring during coverage testing to the count
spectrum rather than to the normally used hit spectrum, we keep track of the
frequency with which each entity is covered.

As an example, Table 1 displays the branch-hit and branch-count spectra of
two test cases TC1 and TC2 exercised during a test campaign. Both TC1 and
TC2 cover the same set of branches, thus their hit spectra are identical. If we
look at their count spectra, we can notice that TC1 and TC2 exercise the SUT
quite differently.

Table 1. An example of branch-hit and branch-count spectra.

Branch ID Branch-hit spectrum Branch-count spectrum

TC1 TC2 TC1 TC2

b1 1 1 5 23

b2 0 0 0 0

b3 1 1 1 1

b4 0 0 0 0

b5 1 1 85 394

b6 1 1 9 42

b7 0 0 0 0

b8 1 1 28 129

b9 0 0 0 0
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Hence, the count spectrum could be used to obtain an approximate represen-
tation of how the final users behaviour impacts on the SUT code. Such intuition
inspired us the idea of “operational coverage”: using the count spectrum, it mea-
sures code coverage taking into account whether and how the entities are relevant
with respect to a user’s operational profile.

In principle, the notion can be applied to any existing coverage criterion. In
previous work [28,29], we studied operational coverage for three types of entities,
namely statements, branches and functions.

To measure operational coverage, we developed the following method. First,
program entities are classified into different importance groups based on the
count spectrum. Consider, for instance, three importance groups, denominated
high, medium, and low. To cluster entities into these three groups, the list of
entities is ordered according to their usage frequency; the first 1/3 entities are
assigned to the high frequency group; the second 1/3 entities to the medium
frequency group; and the last 1/3 entities to the low frequency group. Of course,
different grouping schemes could be adopted.

Then, different weights are assigned to the importance groups to reflect the
operational profile. We gave the highest weight to entities in the high group, and
the lowest weight to the low group. Entities that are never covered are assign a
zero weight (they are out-of-scope).

Finally, the operational coverage is computed as the weighted arithmetic
mean of the rate of covered entities according to the Equation:

Operational coverage =

3∑

i=1

wi · xi

3∑

i=1

wi

· 100(%) (3)

where: xi is the rate of covered entities from group i; wi is the weight assigned
to group i. Note that reducing the above formula to only one group we re-obtain
the formula of traditional coverage as per Eq. 1.

Operational coverage can be used both as an adequacy criterion and as a
selection criterion. In the former case, we use operational coverage for deciding
when to stop testing: intuitively, the coverage measure that we achieve during
testing gives a weighted estimation of how many of the entities that are more
relevant for the final users have been covered. The weights allow testers to take
into account if the not yet covered entities may have a large impact on the deliv-
ered reliability. For the same reason, using operational coverage in test selection
provides a criterion to prioritize the next test cases to be executed.

In [29], we performed some empirical studies to assess operational coverage
and the results confirmed the above intuition. Precisely, operational coverage is
better correlated than traditional coverage with the probability that the next
test case will not fail while performing OP testing. Regarding test case selection,
operational coverage on average outperforms traditional coverage in terms of
test suite size and fault detection capability.
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4.3 Boosting Reliability Improvement by Targeting the Lowest
Covered Entities

As described in Sect. 3, in OP testing the test cases are selected from the opera-
tional profile, aiming at finding the failure-causing inputs that have the highest
likelihood of being invoked in operation. However, as we already observed, due
to the saturation effect [22], after some testing campaign in which the most fre-
quent faults have been revealed and removed, continuing to perform OP testing
will progressively lose its efficacy.

Saturation is a well-known problem, and advanced approaches have been pro-
posed to counteract it. For example, Cotroneo and coauthors [11] have recently
developed the RELAI technique that uses an adaptive scheme for redefining
the operational profile, dynamically learning from the test outcomes. Indeed, to
continue improving reliability, at a certain point it becomes necessary to find a
proper strategy to move farther from the most frequently exercised operations
and start “digging” in less frequent zones of the input domain.

In line with [25] that suggests to combine different testing approaches, we
explored whether considering code coverage as an additional information to
the operational profile helps achieving higher reliability. The intuition is that
coverage-driven selection can point to parts of the program that have not been
exercised by the operational profile driven test cases and that may contain faults.
However, even so, we would like to take into account the user’s profile, because
the aim remains to improve reliability.

Along such line of reasoning, we have recently developed a hybrid approach
that relies on both operational profile and coverage information, the latter specif-
ically considering the above introduced count spectrum [5]. The approach, called
covrel, works in iterations: each iteration dynamically uses the test outcomes
from previous iteration to re-arrange the operational profile. This adaptation
is based on an inference method called Importance Sampling (IS) method [6],
which was previously used in the already cited work [11].

Each iteration consists of two steps. First, a partition of the input domain
into subdomains Di is dynamically redefined. In line with traditional OP test-
ing (see Sect. 3), this step allows to assign probability values to inputs. More
precisely, at each iteration the output of the first step is the number of test
cases to execute from within each partition (for more details we refer the reader
to [5]). In the second step, among all the inputs within a partition (i.e., having a
same occurrence probability), covrel selects those that exercise the least covered
entities according to the count spectrum. This is the novel aspect of covrel, in
comparison with the more usual approach of selecting such test cases in random
way. Of course, to do so covrel assumes that the SUT is instrumented and test
traces are tracked, as in any white-box testing strategy.

Note that similarly to operational coverage (Sect. 4.2), the covrel strategy
derives the count spectrum and classifies the entities into three different impor-
tance groups: high, medium, and low. However, differently from operational cov-
erage, in covrel we are interested in covering the most “hidden” entities. There-
fore, we assign the weights for the importance groups prioritizing the low group.
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Then, for each partition, we select the test cases with the highest ranks. The
two steps are repeated until the available budget of test cases exhausts.

In [5] we have evaluated covrel against traditional OP testing with controlled
experiments. The results showed that covrel can outperform OP testing and
achieve faster a given reliability value. The performance of covrel is better con-
sidering high values of reliability, confirming the intuition that the extra costs
it requires for coverage measurement do pay when a high value of reliability is
required.

5 Related Work

While a huge literature exists about the topics of coverage testing and OP test-
ing considered individually, here we are concerned with the interplay between
the two worlds. As anticipated in Sect. 4.1, there have been only few overlaps
between the two research communities. These overlaps have interested mostly
the investigation of the effectiveness of coverage testing in terms of reliability
improvement instead of fault finding, as, e.g., in [12,17] and the usage of coverage
information for refining software reliability growth models, as surveyed in [2].

Related approaches of interest are those exploring some direct or indirect
knowledge derived from the program code (i.e., white-box information) or from
the development process in order to either improve or assess reliability.

Smidts et al. consider operational testing as a means to corroborate (rather
than to assess) an already assessed reliability, by complementing evidences
gained in previous phases of the development process (e.g., by white-box testing)
[39]. This is a problem particularly felt in ultra-reliable systems, where no fail-
ures are observed during testing, making operational testing not able, by itself,
to give confidence about reliability.

Neil et al. propose to use Bayesian networks (BN) as a means to combine evi-
dences: in their example, many pieces of information coming from development-
time activities, including code coverage and operational profile, are used together
with test results as evidence to assess reliability [32]. A Bayesian approach is also
proposed by Singh et al., who use reliability prediction obtained from UML models
as the prior belief for reliability assessment in system operational testing [38].

In a PhD proposal by Omri [33], white-box information is used in combination
with the operational profile, again with the aim of estimating reliability; the
author applies symbolic execution combined with stratified sampling to derive
the most favorable partitions for minimizing the variance of the estimate. We
too have conjectured the usage of white-box information such as coverage as a
means to modify the belief about the partitions’ failure proneness, with the aim
of driving the profile-based test generation process [34,35].

All these approaches try to augment the profile-based testing with other
pieces of information so as to expose more reliability-impacting failing inputs.
None, however, directly embeds code coverage information into the test selection
or generation process like covrel [5].
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Our operational coverage and covrel approaches rely on the coverage count
spectrum. The idea of using program spectra to help software validation tasks
is not new: program spectra have been used, among others, for fault localiza-
tion [45] and regression testing [46]. To the best of our knowledge, however, we
are the first to compute coverage measures based on program count spectra, for
the purpose of reflecting the importance of program entities.

One more feature of our approaches is adaptivity. Many authors have
exploited adaptivity for improving testing. A noticeable example is the well-
known family of Adaptive Random Testing (ART) techniques by Chen et al.
[8], in which the intuition is to improve random testing by using test results
online in order to evenly distribute test cases across the input domain. ART is
aimed at debug testing; as such, it does not explicitly target reliability improve-
ment and/or assessment like OP testing. Adaptive testing, proposed by Cai
et al., uses the operational profile for reliability assessment and foresees adapta-
tion (via controlled Markov chains) in the assignment of test cases to partitions
[7]. Both these approaches use neither coverage nor any other development-time
information to boost reliability.

To implement adaptivity, we used Importance Sampling, a statistical sam-
pling method to approximate the true distribution of a variable of interest [6].
We used it to approximate the unknown distribution of the number of test cases
for each partition to maximize delivered reliability. While Importance Sampling
is successfully used in many fields, its usage for testing is limited to few papers:
Sridharan and Namin used it to prioritize mutation operators in mutation testing
[41]; we ourselves used it for test techniques selection [9].

6 Conclusions

A large part of software testing literature evaluates the effectiveness of testing
techniques based on the faults found, irrespectively of the potential likelihood
and impact of such faults. In this way, among several test techniques the one that
finds the highest number of faults would be considered the most effective, but
this might not correspond to reality. If the faults found are never experienced in
practice, the test technique would not be very effective.

In this work, considering that test effectiveness should be evaluated based
on the delivered reliability [15], we have discussed some results from combining
two usually separated test strategies: white-box coverage criteria and black-box
operational testing. The former exploits knowledge of program internals, the
latter of program usage.

We have overviewed two approaches that mix the two strategies following
two different intuitions. In operational coverage, we have augmented coverage
testing criteria with a notion of user’s relevance. The intuition is that if an entity
is rarely or never used in operation, coverage of this entity should contribute to
coverage measure with lower weight. On the contrary, entities that, based on
operational profile, are frequently covered, should be given higher weights. In
covrel, we have augmented OP testing with coverage information, targetting
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the selection of test cases within a domain partition towards those entities that
remain hidden, i.e. yielding a lower coverage count. The intuition here is that
monitoring coverage along OP testing may help increasing faster the reliability.

The approaches we have developed are just a first attempt to implement what
seems a very attractive perspective: by combining information from coverage and
operational profile we can achieve a stronger testing technique that yields both
a practical stopping rule and mitigates the inherent saturation problem.

Having opened a novel research thread, we are also aware that a myriad of
other potential techniques could be devised, only limited by creativity. For exam-
ple, we have considered coverage of only three more common entities, statement,
branch and function. Other entities could have been considered. Moreover, as
we hinted in the introduction, we could consider a model of software behaviour
and different combinations also involving functional testing strategies.
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Abstract. For the most part, the first instances of microservice architectures have
been deployed for the benefit of the so-called Internet-scale companies in contexts
where availability is a critical concern. Their success in this context, along with
their promise to be more agile than competing solutions in adapting to chang-
ing needs, soon attracted the interest of very diverse classes of business domains
characterized by different priorities with respect to non-functional requirements.
Microservices embraced this challenge, showing a unique ability to allow for a
plethora of solutions, enabling developers to reach the trade-off between consis-
tency and availability that better suits their needs. From a design point of view this
translates into a vast solution space. While this can be perceived as an opportunity
to enjoy greater freedom with respect to other architectural styles it also means
that finding the best solution for the problem at hand can be complex and it is
easier to incur in errors that can put a whole project at risk. In this paper we review
some possible solutions to address common problems that arise when adopting
microservices and we present strategies to address consistency and availability;
we also discuss the impact these strategies have on the design space.

Keywords: Microservices architecture · Service-Oriented · Architecture ·
Software architecture

1 Introduction

All architecture is design but not all design is architecture. Architecture represents the
significant design decisions that shape a system, where significant is measured by cost
of change (Grady Booch as cited in [1]).

This citation ties together software architecture and design decisions. Implicitly
it also ties together software architectures and non-functional requirements since it is
obvious to anyone who has been involved in software development that the decisions for
which the cost of change is higher are the ones made to address this class of requirements
(think about improving the scalability of a system that has not been designed from the
start to allow for that). In this respect we can say that non-functional requirements are the
main drivers behind the design choices that shape a software architecture [2]. Howdesign
decisions and non-functional requirements play together in microservice architectures
is the main topic of this paper.
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Microservices architecture (or, simply, microservices) represent an architectural
style.

Architectural styles are about constraints [3], whichmeans that when an architectural
style is adopted the design decision space is constrained.

Service-Oriented Architecture (SOA) represent an architectural style as well, a more
generic one with respect to microservices in which the latter impose more stringent
constraints on loose coupling, remarking that each service can be developed, deployed,
and scaled independently, which is somehow related to the “products not projects”
characteristic from the often cited list composed by Lewis and Fowler [4].

Other kinds of SOA exist, of course, one that is often compared to microservices is
what in this paper is referred to as Enterprise SOA (E-SOA). The word enterprise here
suggests we are addressing architectures designed to support non trivial non-functional
qualities, since most enterprise software has to cope with consistency, availability, data
integrity, robustness, security and so forth (notice that in this paper availability will often
be used as an umbrella term encompassing related qualities such as performance and
scalability, the same applies to consistency that encompasses also the likes of integrity
and durability).

Most E-SOA solutions adopt some kind of support to ease many of the recurring
problems that arise when building critical distributed systems so it is no wonder that
many of these solutions are built on top of large platforms like JEE and .NET and
adopt infrastructure software systems and middleware services, an example being the
ubiquitous Enterprise Service Bus (ESB). Some of these solutions go as far as loading
the ESB with too many concerns, even moving part of the business logic in it, a practice
that created a bad reputation for a software component that, in some shape, is still needed
in modern microservice architectures (this will be discussed more in depth later in this
paper).

Using these combinations of platforms and infrastructure services implies that a set
of architectural choices are already embodied in the environment hosting the application
logic.

This approach is unusual formicroservices-based solutions that leverage the large dif-
fusion of enterprise-grade open source software proposing frameworks for various pro-
gramming languages, data management systems (relational databases, graph databases,
document databases, message brokers, …) and infrastructure services and integrates
them in various ways. As a result this opens up an array of choices when composing a
microservices solution.

The CAP theorem [5] states that in a partitionable system it is not possible to
achieve full consistency and maximum availability. Consistency and availability are
in fact the most exemplary contrasting non-functional requirements that large, multi-
user, distributed applications struggle with. In practical terms there is a price to pay in
consistency to achieve better availability (for example by embracing relaxed consistency
models like eventual consistency) and there is a price to pay in availability to achieve
better consistency (just think about the contention caused by locking).

We can think about the trade-off between consistency and availability as a slider that
moves between best consistency, no availability and best availability, no consistency. A
peculiar characteristic of microservice is the ability to allow the slider to be moved in
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one direction or the other on a service-by-service or even request-by-request basis. This
is something that is also possible with different approaches but at the expense of basic
internal qualities such as simplicity, understandability and maintainability.

This paper presents a brief list of recipes that can be used in a microservices archi-
tecture to find the best balance between these two forces but also analyzes these recipes
with respect to the impact they have on the design space. The dimensions of this
space we are more interested in, in the context of this paper, are: governance, develop-
ment, language (polyglot programming), data management (polyglot persistence) and
platform/infrastructure. A detailed discussion of these dimensions is presented in Sect. 5.

We could argue that the array of choices allowed by microservices should not be
intended as freedom that is here for the developers to take because of their personal
preferences (a narration often supported in IT social media), rather as an opportunity
to compose the right mix able to face the non-functional requirements needed by the
application under development.

Which brings us back to the citation opening this section: architectural errors are the
most costly ones, a project building on wrong architectural assumptions is hardly going
to become a success story. Developers embracing microservices should be well aware
of how their choices impact the non-functional qualities of their application and not be
fascinated by IT social media articles.

This paper is structured as follows: in Sect. 2 a simple, yet paradigmatic and ubiqui-
tous problemofmicroservices-based systems is introduced and a list of possible solutions
to address the problem is presented. Section 3 contains an analysis of these solutions
with respect to availability and consistency and a set of recipes to improve their ability
to better address these concerns. Section 4 discusses relevant dimensions of the design
space for microservices and how the aforementioned solutions impact them. Section 5
concludes the paper.

2 The Chain of Calls

Many aspects of a microservices architecture are impacted by non-functional require-
ments, however this paper focuses on a very simple issue that has the merit of being easy
to understand, frequent to encounter and still triggering several of the pain points asso-
ciated with many relevant design decisions. For each of these points, the best practices
facing them will be presented along with a discussion on how these practices impact
software qualities and design space.

This issue is here called the chain of calls. That name does not imply an actual
cascade of invocations but refers to dealing with a request coming from a client that
cannot be fully served by a single (micro)service in the system. From a conceptual point
of view that means that service A needs a capability exposed by service B which, at its
turn needs a capability exposed C and so on.

While this could very well happen with other architectural styles, the frequency of
chains of calls is greatly magnified with microservices for the simple fact that they are
micro, i.e. more focused on specific aspects of the domain so it is more likely that a
single request needs the cooperation of multiple services to be served.
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This is summarized by the following image, popularly known as the Microservices
Death Star, a microservice dependency graph for Netflix’s microservices as of 2012
(Fig. 1).

Fig. 1. The Microservices Death Star.

In E-SOA solutions most of the requests coming from clients are fully served by a
single service and, for the rare cases in which a cooperation between multiple services
is needed, most best practices suggest alternative ways of dealing with them (based on
asynchronous messaging) instead of using a chain of calls (and we will see that these
solutions work just as well for Microservices).

The section that follows presents some possible design alternatives that can be
adopted. In the subsequent sections, following the rationale exposed in the introduc-
tion, these solutions are analyzed with respect to two different viewpoints: availability
and consistency. A set of recipes to improve these solution’s ability to better address
these concerns is presented as well.

Running Example: When possible, a reference to the following elementary example
will be used in this paper: an e-commerce application receives a request to retrieve infor-
mation about a product including its description, price andwhether it is available in stock
(we can assume that a webpage for that product has to be presented to a user). Among the
various microservices presented in the system are the productsmicroservice (dealing
with the domain of products: their description, their price, …) and the inventory
microservice (dealing with stock management).

2.1 Chain of Calls: Design Alternatives

As previously discussed, the chain of calls describes a set of cascading logical depen-
dencies between microservices. This does not necessarily turn into an actual sequence
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of direct invocations. In fact, several strategies can be adopted to implement a chain of
calls.

Here we distinguish between two main approaches: one in which actual invoca-
tions are performed and one in which the interactions between dependent services are
decoupled (usually by using an asynchronous messaging infrastructure).

When actual invocations are performed we can further distinguish between
choreography-based solutions and orchestration-based solutions.

Consider the example introduced in the previous section. In a choreography-based
scenario, the external request is routed (usually by an API Gateway) to a microservice,
possiblyproducts since it has access tomost of the information that has to be returned,
then products invokes inventory to retrieve stock availability information, packs
all the data in a response and returns it to the external client (via the gateway).

This simple scenario can be expanded at will: service A calls service B that calls
service C that, depending on some logic decides to either call service D or service E and
so forth. This is a choreography: it defines a coordination process between peers in the
form of (observable) message exchanges. Each peer is responsible for generating the
correct messages depending on the current state of the process.

Orchestration-based solutions, instead, make use of an additional component: an
orchestrator that acts as a communication hub managing the interactions between
services.

Digression 1, in the Appendix contains a discussion on configurable orchestrators.
In our example the external request is routed to the orchestrator that callsproducts

to retrieve the product-related information, then calls inventory to retrieve the stock-
related information for that product, packs all the data in a response and returns it to the
external client.

Let us now see what options are available when using messaging-based solutions.
A very naive approach is to use asynchronous messages, possibly via a message

brokering infrastructure, to decouple requests and responses from both a spatial (and
possibly also a temporal) perspective: direct invocations are transformed in the emission
of command messages from the caller and the emission of corresponding response mes-
sages from the callee. Service providers consume command messages while consumers
consume response messages.

A peer-to-peer or an orchestrator-based approach can be adopted in this case as well,
with the obvious additional indirection caused by the messaging infrastructure.

These solutions, however, are just removing the physical coupling while fully main-
taining the logical one: the use of command messages in our example turns out to be not
much different with respect to the naive approach previously discussed: when prod-
ucts receives a request it creates a command message asking for stock availability,
inventory listen di this message are creates a reply message that is then consumed
by products.

Digression 2, in the Appendix contains a discussion on messaging and coupling.
More articulated solutions based on asynchronous messaging exist, while they have

been around for many years now it is with the advent of domain-driven design (DDD)
[8] that they found a conceptual framing. In DDD bounded contexts are used to separate
the conceptual areas of an application domain; bounded contexts are then usually refined
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into the main components of the resulting application architecture, since DDD suggests
that systems should be organized in a way that reflects the conceptual structure of the
domain.

One of the possible ways to enable integration between these components is that of
using asynchronousmessaging in the form of events and commands, specifically domain
events signal relevant occurrence in a domain whereas command messages are requests
targeted to a domain.

Bounded contexts are not refined into microservices (although it is easy to read
someone affirming the opposite, which is obviously wrong because of a granularity
mismatch) but this integration mechanism naturally fits microservice architectures.

Let us consider our example again: each time a stock availability value changes in
the inventory database, a domain event is published; products can, by listening
to these events, keep a local copy of the availability information that is synchronized
with that of inventory. With this approach the external request can be fully served
by products and the chain of calls is actually avoided. This is not always possible, for
examplewhen serviceAneeds a specific business function from serviceB, careful design
of microservices and related bounded contexts should however limit this eventuality.
This is a well-known approach in the E-SOA community and is gaining adoption in the
microservices community as well.

To summarize, here are the available options to implement a chain of calls:

• CC1. Perform direct invocation

– CC1.1. Use a choreography-based approach
– CC1.2. Use an orchestration-based approach

• CC2. Use messaging

– CC2.1. Use a choreography-based or an orchestration-based approach
– CC2.2. Use a DDD-inspired solution and actually avoid chaining microservices

3 Chain of Calls: Analysis with Respect to Availability
and Consistency

Wenow analyze the impact of the solutions presented in the previous sectionwith respect
to availability and consistency.

From an intuitive point of view the aim of this section is to show how the quality
slider moves when adopting a specific solution.

We also present known strategies that are usually adopted to improve the lim-
ited quality that naive implementations can express with respect to consistency and
availability.

Our analysis starts with CC1 (we collapse CC1.1 and CC1.2 here since we discuss
overlapping concerns).
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In CC1 direct invocations (synchronous calls) betweenmicroservices are performed.
From an availability point of view the impact of this solution is easily recognizable: the
external request can be served only if all the services involved in the chain are available
(for simplicity here we assume that no fallback policies are available): if the average
chain size is N and the average availability of each service is A, the overall availability
of the system cannot be more than NA, being N minor than 1 this obviously means that
the system is less available than its services. For example: if the average availability for
the services is 99.999% (also known as five-nines, a measure usually perceived as very
good for a real-world system) and the average chain length is 5, the resulting availability
will be 99.995%. That means an increase in downtime from 5min 15 s per year to 26min
17 s per year (which, for some classes of applications, could be unacceptable).

This very preliminary aspect, however, is largely overshadowed by a considerably
more serious one: what happens in the presence of failures/delays.

It is well known that in an IP-based network a crashed process is indistinguishable
from a slow one [6], in this context this means that when a response is not received
after sending a request to a service that is part of a chain, there is no way to know if a
response will eventually arrive or if the called service has crashed. To avoid for requests
to be pending indefinitely, the usual approach is to assume a failure after a timeout. The
duration of a timeout is usually determined with an heuristic taking into account the
trade-off between the risk of considering crashed a service that is actually running (and
maybe just experiencing a transient issue) or that of delaying for a long time a request
that has no hope to be fulfilled (with obvious negative consequences on availability). The
presence of a chain of calls exacerbates the problem of setting a reasonable time out since
the slowness of a service impacts all the services that precede it in the chain, so perfectly
healthy services can be assumed as crashed only because they are stuck waiting for their
dependencies to produce a reply. The current best practice for microservice architectures
(which usually employ some kind of virtualized infrastructure), stemming from the
empirical observation thatmost invocation issues are due to transient problems (topology
reconfigurations, virtual machine migrations, containers’ virtual network modifications,
garbage collection, etc.), is to set relatively short timeouts and perform retries.

Notice that retries are acceptable only when a system is designed to handle them,
that usually means that services that are subject to retries should be idempotent: multiple
invocations of the same request must lead to the same result; this can be achieved by
designing requests to respect this semantic (do not allow requests like “decrement bank
account by 10” but only requests like “set bank account to 1234”, but then the service
is exposed to unordered delivery issues) or by using some de-duplication mechanisms
for incoming requests. The practice of setting relatively short timeouts and perform
retries usually goes hand in hand with another practice that says that a service should
be terminated as soon as it starts showing signs of erratic/slow behavior and replaced by
existing replicas or newly created instances, an option that has been made possible by
modern virtualized infrastructures and containers-based solutions in which the cost (and
the time) of creating new service instances is minimized. To implement this approach, a
health monitoring infrastructure has to be put in place, the infrastructure should gather
health information from the services and interact with the network and the virtualization
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infrastructure to deal with the rerouting of messages to other services and failed services
re-instantiation.

Since most invocation errors are due to transient issues, a simple retry usually solves
the problem. There is, however, a minor but not insignificant number of cases in which
the timeout is due to a service that is slowing down but still has not been identified by
the health monitoring infrastructure and thus terminated. It is very well possible that the
service is in a recoverable state and that the slowdown is due to transient overloading,
swapping, garbage collection or similar issues. In those cases, however, retries are equiv-
alent to punching a boxer trying to get back to his feet: the amount of requests arises,
the service tries to fulfill them and slows further down, because of that the clients enter a
timeout-retry loop until the service eventually fails under the overwhelming load. This
could easily start a cascading failure effect that propagates to most (otherwise perfectly
healthy) services in the system.

Basic mitigations include the use an exponential backoff algorithm to continually
increase the delay between retries until the maximum limit is reached and back-pressure
measures: when a service is on the verge of being overloaded it starts rejecting requests
and sends failure responses signaling that the failure is not due to an error but to overload
(however this requires cooperation from the calling services that have to delay their
request even further or direct them to other replicas).

Circuit breaker [7] is a pattern vastly employed to improve stability and resiliency
in microservice architectures in the presence of direct service-to-service invocation.

A circuit breaker acts as a proxy for operations that might fail. The proxy should
monitor the number of recent failures that have occurred, and use this information to
decide whether to allow the operation to proceed, or return a failure immediately.

The behavior of the proxy can be easily described as a state machine that can be
closed, open or half-open. Details can be found in the aforementioned reference.

Another problem that can arise when dealing with multiple microservices calling
each other is related to resources management. Shared resources (such as connection
pool, memory, and CPU) when allocated to troubling connections (that suffers from
long response times or are engaged in a retry loop) risk to starve other concurrent
workloads. Bulkhead [7] is a pattern that suggests to partition service instances into
different groups, based on consumer load and availability requirements (so, for example,
a specific connection pool is used when communicating with a specific service, instead
of using a single shared connection pool).

All these mitigations are usually mixed and require that all services in the system
adopt the same policies with respect to them (imagine what could result if some services
perform retries while others do not, only some adopt circuit breakers and so forth) so
this has a huge impact in terms of governance.

Since it is not reasonable that all microservices deal independently with these recur-
ring issues (otherwise most of the code will be filled with timeouts and retries instead of
focusing on business logic) the usual solution is to move all the mentioned mitigations
outside of the main code. This can happen with an in-process or with an out-of-process
approach.
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With the in-process approach a library is used to deal with service-to-service com-
munications. A notable example is Netflix’s Hystrix1 that mixes the circuit breaker and
the bulkhead pattern (and, indirectly, retries) but there are many others (e.g. Twitter’s
Finagle2). Of course a project could decide to implement its own library.

With the out-of-process approach an external, but colocated, proxy is used. The
sidecar pattern [8] uses this approach, the sidecar usually also takes care of logging,
monitoring and configuration issues which is pretty natural when we realize that all the
requests are routed through this component.

The disciplined, consistent use of the sidecar pattern is at the roots of what is called
a service mesh which is defined as a dedicated infrastructure layer for handling service-
to-service communication [9]. A service mesh usually needs a lightweight virtualization
infrastructure (i.e. containers) and a virtualization orchestrator (like Kubernetes3) to be
deployed. This obviously results in stringent constraints associated to infrastructural
choices.

Whether a system really needs all of these mitigation strategies mostly depends on
the quality of service requirements that are imposed. It is important, however, to stress
that software engineers should always have full command on the trade-offs between
availability, constraints relaxation, and complexity of the systems. This means they
should be aware of which solutions can be adopted and understand their impact on the
overall architecture (which includes several limitations to the design space).

We now analyze how consistency is addressed when the chain of calls turns into
a sequence of direct invocations. In this case, in general, when the involved services
modify data, we are dealing with a distributed transaction. The usual solution to address
consistency in distributed transactions is the adoption of mechanism based on the two-
phase commit protocol. However, as the data management needs of Web 2.0 companies
shifted the focus from SQL and ACID to NoSQL and BASE [13], the microservices
community ismore interested in trade-offs inwhich a price is paid in terms of consistency
in order to achieve better availability. Two-phase commit is thus reserved to a very limited
number of critical requests (if any) whereas most of the requests are served with relaxed
consistency. Notice that two-phase commit is also very rarely adopted in E-SOA too,
where messaging-based solution are usually preferred.

In order to guarantee some degree of consistency, microservices-based solutions, for
the most part, adopted ad hoc solutions. These are colloquially known as feral concur-
rency control [15], that is application-level mechanisms for maintaining data integrity.
At least this has been the case since recently, before finally realize that what has been
done for twenty years now with E-SOA,WS-BEL and BPMNwas often a viable option:
explicitly identify choreographies/orchestrations and adopt long running compensating
transactions (LTRs, which have now being re-popularized under the Distributed SAGA
name in the microservices community, which is slightly inappropriate since in the orig-
inal proposal [16] a SAGA has specific characteristics associated to interleaving). The
basic idea is to define amechanism to reach a relaxed form of atomicity by compensating
the already executed steps of a transaction when the transaction itself fails.

1 https://github.com/Netflix/Hystrix.
2 https://twitter.github.io/finagle/.
3 https://kubernetes.io/.

https://github.com/Netflix/Hystrix
https://twitter.github.io/finagle/
https://kubernetes.io/
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A long running transaction can make use of a coordinator (orchestration approach,
which would be a natural mapping for CC1.1) or use a choreography approach (like
in CC1.2). This second option, however, can result in some very complex issues that
have to be dealt with: the state of the transaction is now a distributed state, in case of
failures we must ensure its consistency (something that can be achieved using a robust
distributed logging infrastructure). That also means we have problems with visibility
and monitoring. This complexity usually leads to the adoption of orchestration-based
solutions when consistency is a concern. In order not to compromise the reliability and
availability of the system, the orchestrator, usually called the coordinator in this context,
should not be a single point of failure and should be highly available (which adds to the
overall complexity of the system).

See Digression 3 in the appendix for a discussion on configurable orchestrators and
compensating transactions.

To summarize: the CC1 solutions needs quite a lot of effort to address high avail-
ability, mainly in the form of mitigation strategies associated to the issues related to the
fail fast/retry policies. When this is done, microservice architectures have shown to be
able to achieve very high levels of availability when adopting this kind of solutions (this
is, for example, the case of Netflix).

On the consistency side, things are more blurred: strong consistency is expensive
and is reserved for a limited number of critical requests; a relaxed form of atomicity is
achievable by using long-running transactions (but with costs that are usually too high
to justify when adopting CC1.1).

We now put CC2 under our microscope: these are solution based on asynchronous
messages. The analysis of CC2.1 is quite straightforward: this is a solution of limited
applicability since it does not improve significantly over its synchronous choreography
or orchestration-based counterparts but it does add significant complexity, more so in the
choreography case, which really makes the orchestration-based approach the only viable
solution. In this setup the orchestrator becomes an asynchronous message coordinator
and, besides the obvious considerations related to this fact, the analysis presented for
CC1.2, from both a consistency and an availability perspectives, holds here too.

Much more interesting is the case of CC2.2. To better focus the problems raised by
this solution let us get back to the e-commerce example: the adoption ofCC2.2 in this case
corresponds to implementing the inventory microservice in such a way that, when
an availability update is persisted in its local database, a domain event is contextually
produced. The products microservice listens for these events and updates its own
copy of the stock availability accordingly.

With no further measures, this results in a system with no consistency guarantees
of any kind: if the inventory microservice crashes after updating the database but
before producing the domain event, the copy in products will not be reconciled.

Notice that this may very well be fully acceptable. A one-in-a-million error related
to stock availability for a B2C e-commerce site can be just fine. But the same could not
apply to a B2B site used by hospitals to acquire life-saving medicines.

Strong consistency, in this scenario, requires that whenever a domain event related
to the modification of some information is generated, the persisting of this modification
in the originating microservice has to be part of a distributed transaction in which the
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persisting of the local copies in all interested microservices participate. In general that
turns into a distributed transaction (the domain of two-phase commit), which would
impact availability (specifically performances and scalability) so severely to restrict
strong consistency to a very limited subset of selected operations. The highest level of
consistency for general operations in this scenario, in fact, is usually eventual consistency
which means that is assumed that, if no new updates are made to a given data item,
eventually all accesses to that item will return the last updated value [14].

While opting for a relaxed form of consistency can be perceived as just adding a
little more complexity, things can be more convoluted than that: to guarantee eventual
consistency the database update and the generation of the domain event in the inven-
tory microservice have to be atomic. There are a few solutions to achieve this, the
easier one is to let the local database and the message queue participate in a multi-party
atomic transaction (which is not necessarily a distributed one because they can both be
local to the node hosting the inventory microservice). This, however, requires that
the message broker supports atomic transactions, and the same applies to the database.

Enterprise-proof solutions to manage asynchronous messaging with transactional
support have been around for a long time, they usually take the form of products present-
ing themselves as message queues or message brokers. But a new class of messaging
management solutions is on the rise, an evolution that is similar TO the affirming of
NoSQL and BASE in the persistence management domain. An example of the new class
of messaging platforms is Apache Kafka [10], while other similar solutions are available
we will mainly refer to Kafka as a paradigmatic instance of this new class. Kafka is pre-
sented as a distributed streaming solution, what makes this different from usual message
queuing systems is persistence: events that are produced before a consumer is registered
can still be retrieved. The main design goal in Kafka is clearly scalability but its wide
adoption and its ease of use (along with its low cost, being an Open Source software
solution) is extending its application domain to areas characterized by a large amount
of events to process but also by stringent consistency requirements (like financial appli-
cations). Stringent consistency, however, usually implies integrity and atomicity and,
while Kafka does support transactions, these transactions can be used to guarantee an
exactly once delivery semantic but neither integrity nor atomicity (recovery logs are
written asynchronously and particular failure patterns can lead to data loss).

Similar considerations can be extended tomost NoSQL databases: ACID transaction
are usually not supported whichmeans that most combinations of messaging/persistence
solutions adopted in microservices does not allow multi-party atomic transactions.

Ad hoc solutions to guarantee atomicity without multi-party atomic transactions
do exist but are complex, brittle, need message deduplication support from listeners
and, of course, still need some kind of transactional support from the database and/or
the message broker. They are essentially an instance of feral concurrency control: for
example the database can be used to record the produced domain events in the same
transaction in which the update is performed (allowing the implementation of a form
of checkpointing) or, conversely, the message queue can be used to store updates and
let the service itself update the local database by consuming the same change events it
produced (notice however that these are no more domain events, since domain events
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refer to something that has already taken place in the domain, which breaks some of the
basic semantic assumptions in DDD).

From an availability point of view CC2.2 can be seen as an improvement over
CC1 solutions under most real-world circumstances: to refer to our example if read
requests are more frequent that write requests (i.e. users access product pages more
often than they finalize purchases) most request can be served by only interesting the
product microservice at the expenses of an event being generated by inventory
(and processed by product) at purchase time. Asynchronous messages also promote
decoupling between microservices easing the implementation of tailor-made scalability
policies.

To summarize: CC2.2 is possibly the best option to meet stringent availability con-
straints (at the expense of an added complexity due to the managing of an asynchronous
messaging infrastructure) but addressing consistency can be a problem: strong consis-
tency can be an option only when serving a minority of the received requests and even
eventual consistency adds relevant complexity and poses a relevant number of constraints
with respect to the choice of messaging and persistence management infrastructure.

An interesting point that deserves to be emphasized is that an application built on
microservices does not need to choose one of the CC solutions we presented but can
mix them together and decide to adopt different consistency models depending on the
specific task at hand, for example an e-commerce application can use a best effort
approach for stock availability (e.g. CC2.2 with no consistency guarantee) until the user
decides to finalize a transaction in which case strong consistency is used (e.g. CC1.1
with transactional guarantees) to verify the actual availability of the products.

It is also interesting to note that, as previously discussed, not all requests can be served
with relaxed consistency, even in contexts with a large amount of potential clients (and
thus with strong availability concerns). This is the case for domains like stock trading,
gambling, micropayments and so forth. A very active stream of research focuses on this
challenge, for example improving the availability of databases combining the ACID and
the BASE models with modular concurrency control, like the SALT proposal [11].

4 Design Space Dimensions and Solutions Impact

In this section we detail some of the axis related to the design decision space that
characterize the adoption of amicroservices architecture and analyzewhich is the impact
they have on the solutions presented in the previous sections. Of course there are other
dimensions that could be discussed but are not presented in this paper, the collection we
propose is mainly based on characteristics that are usually depicted as characterizing for
microservices.

Governance is about policies. Policies are pervasive and can touch almost every
aspect of software development and operations. E-SOA projects are usually charac-
terized by a strong governance in which several aspects of the services (from both a
design-time and a run-time point of view) are asserted and enforced. A bad manage-
ment of governance, focusing only on collecting the larger possible set of policies, can
actively inhibit change. Unfortunately far too many large E-SOA projects suffered from
this problem. Microservices bring the promise of decentralized governance: centralized
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governance is perceived as an overhead that should be avoided by supporting service-
specific governance and intra-service contracts (which can be promoted by using patterns
like tolerant reader and consumer-driven contracts).

Development: microservices and agile programming have always been tightly coupled.
The main reason behind that traces to the fact that to minimize the coupling between
microservices they are usually developed as separate products. That translates to separate
development projects and it is not unusual to have tenths if not hundreds ofmicroservices
in a single system. That calls for development methods with minimal overhead and agile
programming is undeniably the best option.

In this respect, when we discuss development freedom we do not intend the freedom
to choose between agile or structured approaches but the freedom to adopt different
practices within an agile context. Most notably these practices could change between
the projects of different microservices within the same application.

In this respect, then, the development category here is just a subset of governance. But
since it receives significant interests from the microservices community it is presented
separately.

Language: polyglot programming [6] has always been a strong selling point for
microservice architectures. Since each microservice is a separate product, it can be
developed with the language perceived as the most fitting to solve the specific problems
that microservice has to address. This could easily result in an application developed
with an array of different languages.

Data Management: just like polyglot programming, polyglot persistence [7] too has
always been linked with microservices. A basic characteristics in SOA is that services
should be autonomous and thus should take care of their own data. This is reflected
in microservices at the conceptual level, where each microservice defines its own data
model, but also at the implementation level, where it has the opportunity to select the
most appropriate data storage solution.

Platform/Infrastructure: JEE and .NET provide well-defined ecosystems composed by
libraries, frameworks and infrastructure services. Microservices can choose à la carte.
An array of options is available, which is also possible thanks to the wide diffusion of
enterprise-grade open source software.

It is easy to realize that most of the solutions (and mitigations) proposed in the
previous sections have a large impact on these design dimensions. What follow is a brief
analysis on what this impact is on a dimension by dimension basis.

Decentralized governance is affected by the adoption of policies to be applied to all
(or most of the) microservices. This is for example the case of the fail fast/retry practice
presented when analyzing CC1.1. We already discussed that it is not reasonable to think
that different microservices use different strategies in this respect. When adopting the
in-process solution this also immediately affects language: when libraries are used the
languages to develop themicroservices can only be the ones the libraries support. Human
factors affect the choice of languages too: it is not unusual for a microservices-based
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application to be composed by tens of different microservices. Each microservice has
its own development project with its development team. With disjoint teams this could
imply a number of developers that only the likes of Amazon and Google can afford.
In most circumstances development teams are not disjoint: it is usual for a developer
to be part of the teams allocated to four or five microservices. Having microservices
written in different languages limit the ability to allocate available developers since it is
not realistic to ask developers to wear the Java hat in the morning when they work on
microserviceA andwear the Python hat in the afternoonwhen allocated to service B. The
same applies to different software development practices like pair programming, code
reviews, coding styles and so forth. In this sense the human factor is what, in practice,
dooms most dreams of decentralized governance.

Datamanagement canbe impactedwhen consistency requirements need somekindof
transactional support, de facto excludingmostNoSQLdatabases.However, as previously
discussed, a single microservices application can adopt different consistency levels, thus
different data management solutions can indeed be mixed but great care has to be taken
to correctly identify whether a microservice is involved or not in requests with stringent
consistency requirements.

As for platform/infrastructure, considerations similar to the ones expressed in respect
to language can be proposed: it is not reasonable to think that eachmicroservice reinvents
the wheel and that infrastructure services are always written from scratch. The decision
to embrace a specific event-based framework rather than a specific message broker,
however, is not usually made (or at least it should not, to avoid the risk of having to
re-think that decision later) simply because of a preference in the programming model
or languages supported but first and foremost because of the guarantees that this solution
provides in terms of non-functional dimensions.

The adoption of a messaging middleware to support asynchronous message-based
solutions also impacts language: while database access drivers are usually available for
a plethora of languages, messaging solutions are often restricted to a few languages (or
even one).

Another impact of infrastructural decisions is due to the out-of-process mitigation
strategies exposed in Sect. 3, from the large impact due to the adoption of a service mesh
to the minor, but diffused impact of monitoring and logging solutions.

To summarize our analysis we could say that the design space for microservice
architectures is indeed a large one. However, as soon as we start introducing strate-
gies to improve availability and/or consistency, this space shrinks. This outcome is not
unexpected since we know that non-functional requirements are the main driver behind
software architectures.

The last part of this section deals with another aspect related to design space dimen-
sions: the social one. In the social network era it should be no surprise that software
developers tend to form an opinion on technological matters by reading IT social media.

But today’s IT social media is flooded with narrations of microservices being the
one solution that can bring freedom in software development when developing criti-
cal distributed applications, shadowing many of the complex issues that these systems
unavoidably embody.
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The scientific community is severely lagging behind in this evolution, while it is true
that most of the basic mechanisms in what are proposed as modern solutions to these
issues have been well known for dozens of years, it is also true that mixing the same
ingredients in different doses and with different seasonings can result in a completely
different experience. This results in insufficient support to practitioners who are left with
no authoritative references when gathering information meant to inform architectural
decisions.

Many of the solutions presented in this paper are complex. All this complexity should
be no surprise to anyone with a strong background on distributed systems. The real issue
is the number of developers with no, or very limited, distributed systems background
who joined the microservices bandwagon, fascinated by a narration of freedom and
complexity-free solutions. They design their systems without really understanding all
the intricacies of a distributed system and they do not realize about the problems until
they are in production. Finally, they understandwhy the very definition of an architectural
error is an error that is costly to fix.

5 Conclusions

Microservice architectures can be built on top of very diverse foundations: different
languages, different data management solutions, different interaction patterns and so
forth. From a software developer point of view this results in a large decision space,
allowing the design of applications able to meet a large spectrum of non-functional
requirements (summarized in this paper with consistency and availability). A peculiar
characteristic of microservices is the ability to adjust the availability/consistency slider
on a service-by-service or even request-by-request basis, something that is possible also
with different approaches but paying a price in terms of internal software qualities.
Unexpectedly, as soon as we start to improve availability and/or consistency our design
space dimensions are more and more constrained. Moreover, complexity creeps in, from
both a software design and a system maintenance point of view.

All modern software development methods underline the importance of a risk-driven
approach [12]: critical decisions should be taken as soon as possible during the develop-
ment process in order to avoid the need to reconsider them later, which is not just costly
but is something that can lead the whole project to a failure.

Developers adopting microservices should be very aware of that: the idea of starting
with “something that works” and later “add on top availability and/or consistency” is
always wrong.With microservices it is even worse. In practical terms this means that the
first thing to do in a microservices-based software project is to clarify the needs in terms
of non-functional requirements, decide the strategies to adopt to meet the requirements,
understand how the design space changes on the basis of this adoption and pick a solution
that is compatible with this design space.

At the end of the day non-functional requirements shape a software architecture. It
has been like that for the whole history of software engineering, it is not going to change
with microservices.

Acknowledgements. The work presented in this paper was partially supported by the MIUR
PRIN 2015 GAUSS Project.
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Appendix

Digression 1: The orchestrator is a microservice, which translates in yet another devel-
opment project to maintain. Even with the minimal overhead imposed by agile meth-
ods the explosion of the number of projects can be troublesome. For this reason (and
to improve time-to-market) several approaches based on configurable microservices
orchestrators are starting to appear, in some sense we are witnessing the (dreaded)
orchestrationmiddleware fromE-SOAmaking its appearance in disguise in themicroser-
vices world. Examples include Netflix’s Conductor4 (which uses a proprietary DSL) and
Zeebe5 (which uses BPMN).

Digression 2: the indirection caused by a messaging infrastructure in often mistaken by
logical decoupling. It is true that with these solutions you could, for example, run each
component in isolation and that changes in a component providing a function through
messaging to another does not imply a change to the latter (which is an usual definition
of dependency) but still a malfunction is going to happen so a form of coupling is
present. This is because messaging based solution imply a form of hidden interfaces
in which a logical dependency still holds between components but interfaces cannot
be used as contracts to certify them. This could be summarized in the observation that
message-based solutions are more flexible but the price to pay for that is maintenance.

Digression 3: enhancing existing configurable orchestrators with long-running trans-
action support seems like a reasonable option. This would essentially result in BPEL
for microservices. To the best of the author’s knowledge no product able to do that is
currently available (albeit Zeebe seems a good candidate), it will be interesting to see
what the future holds in this respect.
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Abstract. Hyper-personalization intends to maximize the opportuni-
ties a marketer has to tailor content that fits each and every customer’s
wants and needs. Naturally, gathering and analyzing more data is the
key to those opportunities. This is were the “Conversation Web” comes
in, which in the near future is expected to transform to so much more
than just conversational interfaces (chat-bots). In a truly Conversation
Web, websites and users implicitly “discuss” in the form of clicks, mouse
scrolls and movements, as well as page views and product purchases.
Websites use this information for decoding user interests and profile and
provide customized one-to-one services. In this work we proposed an inte-
grated architecture for the conversational Web; consequently we propose
a novel hybrid approach for recommendations using offline and online
analysis, as well as we propose a novel personalized search strategy that
takes into account the strict time performance limitations applied in e-
commerce. We evaluate the proposed methods on three different datasets
and we show that our personalized search approach provides consider-
ably improvements in search results while being suitable for near real-
time search in commercial environments. Regarding personalized rec-
ommendations, the proposed approach outperforms current state-of-art
methods in small-medium datasets and improves performance in large
datasets when combined with other methods.

Keywords: Personalization · Recommendation · Search ·
Elasticsearch · Conversational web · e-Commerce · RFM · Recurrent
neural networks

1 Introduction

Over the last twenty years, e-Commerce has grown at an unprecedented rate all
over the world and e-commerce applications have become a constantly increasing
segment of the retail industry. The future of e-commerce belongs to brands who
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create unique experiences that capture attention and keep customers coming
back. To achieve this, companies use personalization for providing uniquely cus-
tomized experiences, as talking to customers in a customized way is much more
efficient than using general, uniform mass messages. Personalization techniques
became increasingly popular in recent years and are considered key elements in
a variety of areas, not only in e-commerce, but in movies, music, news, research
articles, search queries and social tags as well. Personalization is broadly used
for improving customer satisfaction, sales conversion and marketing results. A
website that is not personalized usually shows exactly the same content to each
visitor, irrespective of the visitors’ profile, interests, preferences or behavior. As
a result, only a small percentage of visitors receive an optimal user experience
with this type of site. On the other hand, with personalized websites, visitors get
different messages as there is no webpage duplication, and each visitor segment
experiences different content that exactly fits their interest and needs. Person-
alization targeted to segments of users requires specific steps in order to launch
an effective strategy, such as to identify audience, understand visitors, plan and
create different experience for each audience.

Computing power and the use of big data has increased exponentially over
the last few years, and improvements in AI-powered systems have made real-
time personalized services possible. Towards this end, “hyper-personalization”
takes personalized marketing a step further by leveraging artificial intelligence
(AI) and real-time data to deliver more relevant content, product, and service
information to each user on a one-to-one basis. Hyper-personalization is more
involved, more complex, and more effective than personalization. It goes beyond
customer data to rethinking customer interaction on a one-to-one basis, where
we treat each and every customer uniquely and design a customized experience
for each one. The key element for hyper-personalization is interacting one-to-one
with individuals, not the customer segments they fall in. To anticipate an individ-
ual’s desires at any point in time, however, requires having deep customer insight,
which comes from analyzing granular and big data. Hyper-personalization iden-
tifies subtle nuances and details that profiling doesn’t catch, in order to provide
highly targeted and personalized products, services, promotions and content. To
make this happen, it requires the ability to merge customer interactions with
demographic and historical data to paint a clear, contextual picture. This leads
to the next era of digital marketing; emails that change content based on where
a customer is and when the email is opened. Context-aware messages and seg-
ments that are build for more relevant communications with customers, pushing
only those messages they should like to receive. Except of added value, there are
numerous reasons why hyper-personalization has not yet been adopted by the
majority of websites, as it requires significant processing power, technical and
academic expertise, as well as propose use of actionable data.

The “Conversational web” or conversational interfaces, also known as chat-
bots, is a hybrid user interface (UI) that interacts with users combining chat,
voice or any other natural language interface with graphical UI elements like
buttons, images, menus, videos, etc. It has recently started to be used in the
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context chat-bots or virtual assistants, as well as in the context of web services.
On the other hand, conversational web services (CWS) refer to web services
that communicate multiple times with a client to complete a single task. Con-
versational interfaces have emerged as a tool for businesses to efficiently provide
consumers with relevant information, in a cost effective manner, as they provide
ease of access to relevant, contextual information.

Next, we redefine the term Conversational Web in the context of hyper-
personalization [38]. Conversational Web refers to dynamic, multiple and asyn-
chronous interactions (implicit conversations) between users and websites.
These conversations allow both sides to understand each other and commu-
nicate efficiently. We argue that only in a truly conversational system hyper-
personalization is possible, as interacting one-to-one with individuals, requires
listening the needs and wills of each and every individual. This is only pos-
sible within a conversational web where websites and users continuously “dis-
cuss” (interact). The discussion takes place in the form of clicks, mouse move-
ment, scrolling, purchases, back or forward movements and time of each page on
behalf of customers. On the other hand, websites “hear” customers “talking” and
respond in the form of relevant messaging and offers that best address customer
needs. Users in turn react to these responses and a new cycle of communication
begins.

Hyper-personalization requires processing an over abundant of data for each
individual, thus big data analysis is necessary. On the one hand, real time (online)
analysis is required for dynamic adapting to each customer’s needs, on the other
hand offline analysis is necessary as most algorithms are both time and resource
consuming tasks, thus hybrid approaches, combining both online and offline anal-
ysis are most appropriate in the new era of hyper-personalized web. In any case,
although personalization is becoming more than necessary for several web compa-
nies, it is rather challenging to effectively apply it, especially in small and medium
sized organizations. That is why, while it’s always been a focus of e-commerce
strategizing, the promise of a personalized online shopping experience, including
personalized recommendations and search, remains largely unfulfilled at a com-
mercial level, as even today it is still unclear whether personalization is consistently
used in e-commerce sites, especially when looking beyond e-commerce giants such
as Amazon, Ebay and Alibaba, as more than half of online marketers are not sure
how to implement online personalization [22].

User experience (UX) is another crucial factor for the success of every e-
commerce store. UX is connected with usability which refers to how usable and
easy to use a website is. Friendly UX cannot be successfully achieved without
effectively practising personalization on the search results through actionable
data collected from a Conversational Web. Personalized search has been the
focus of research communities for many years and many approaches have been
proposed in academic studies. Numerous machine learning techniques have been
suggested, such as deep neural networks, SVMs and decision trees, as well as
a variety of statistical methods, from descriptive statistics to tf-idf, and other
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linguistic tools like ontologies. Nevertheless, the common ground of all these
studies is that despite some of them achieve improved search results, they do
not take into account time limitations that require near real-time execution or
scalability issues that are a prerequisite for applications in commercially running
web systems.

In this paper, we extend our previous work in providing recommendations at
a conversational web [38], by extending the application of the conversational web
from recommendations to personalization in general, proposing another field of
application, namely personalized search. We present an integrated architecture
for conversational websites and we claim that hyper-personalization is only pos-
sible in a conversational web that adapts to various user profiles feeding them
with varying context. Conversational technologies can be applied to all kinds of
websites, from the smallest to the biggest ones, thus there cannot be a unique
fit-to-all solution, but numerous complementary personalization algorithms and
techniques. We exhibit our modular architecture through two different hyper-
personalized applications. In the context of the first application we present
PRCW (Product Recommendations for Conversation Web), a novel hybrid app-
roach combing both offline and online recommendations using RFMG (Recency-
Frequency-Monetary-Gender), an extension of the popular RFM method [10].
Through PRCW partial matching recommendations are combined with deep
neural networks that provide improved results. In the context of the second
application we present a personalization strategy that takes into account past
user actions, product data, as well as the relations among queries, products and
customers. We aim in improving search in real e-commerce environments, while
at the same time ensuring that queries are executed in a timely fashion, as delays
are considered a conversion killer in e-commerce environments. In both cases we
evaluate the proposed methods on publicly available datasets, as well as in a
working e-commerce site.

The remainder of this paper is organized as follows: Sect. 2 introduces related
work on personalization as well as recommender and search systems. Section 3
presents in detail our framework for the Conversational Web. Section 4 introduces
two novel and modular approaches for personalization, the first is discussed in
Sect. 4.1 where a new approach for personalized recommendations is presented
and the second one in Sect. 4.2 where our methodology for personalized search
results in e-commerce is discussed. Both our approaches are evaluated in Sect. 5.
Section 6 discusses the challenges and prominent open research issues and finally
concludes the paper.

2 Related Work

The process of creating customized experiences for visitors to a website is the
main function of web personalization. Personalization encompass several inter-
disciplinary techniques, with recommender systems being one of the most pop-
ular ones. Recommender systems are divided into online and offline systems.
Offline recommendation systems [24] either content-based [29] or collaborative
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filtering based [34], they both have weaknesses. Offline line recommenders require
significant training time; data updates usually require retraining the whole model
and cannot take into account frequent changes in interests and profile of users.

An emerging approach in offline recommendation systems is session-based
recommendation, which although was until recently a relatively unappreciated
problem, in the last few years it has attracted increased interest [18]. This is
because the behavior of users shows session-based traits, or users often have
only one session. Recommendation systems widely use factor models [24] or
neighborhood methods [34]. Factor models are hard to apply in session-based
recommendation due to the absence of user profiles, while neighbourhood models,
such as item to item similarity, ignore the information of the past clicks.

On the other, hand online recommender methods [41] need less processing
power and do not require training, but they are less accurate than offline meth-
ods. As a result hybrid approaches [7] have been proposed that combine the
advantages of online and offline recommendation methods. Preference elicita-
tion is also a popular personalization technique. In the context of preference
elicitation, questionnaires, reviewing pre-selected items, dynamic learning [32],
entropy optimization [33] and latent factor models [19] have been employed.
Nevertheless, preference elicitation is not always efficient and it is recommended
only in specific problems [44]. Interactive systems are another popular group of
methods relative to our case. In interactive systems users play an active role,
they are usually based on reviews [8], constrains [14], and questionnaires [26]. A
common method used in interactive systems, is when users are asked to review
a predefined selection of items, in order to cope with the cold-start problem.
These requirements may frustrate users.

Deep learning models, such as recurrent neural networks, have shown remark-
able results [30] as they allow sequential data modeling fitting exactly to session-
based date. Embedding deep learning techniques into recommender systems is
gaining traction due to its state-of-the-art performance and high-quality rec-
ommendations that provide a better understanding of user’s demands, item’s
characteristics, historical interactions and relationships between them than tra-
ditional methods do [43]. Especially recursive neural networks (RNNs) [16] model
variable-length sequential data that scale to much longer sequences than other
neural networks. A recurrent neural network can be thought of as multiple copies
of the same network, each passing a message to a successor. In the last few years,
there has been incredible success applying RNNs to a variety of problems: speech
recognition, language modeling, translation, image captioning and session-based
recommendations. To deal with the exploding and vanishing gradient problems
that can be encountered when training traditional RNNs, long short-term mem-
ory (LSTM) units were developed, as well as GRU (Gated Recurrent Unit), a
variation on the LSTM.

Another interesting field that attracts increased attention during the last
years is personalized search which refers to search experiences that are tailored
specifically to an individual’s interests by incorporating information about the
individual beyond specific query provided. Several item relevance signals such as
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users’ general interests, their most recent browsing behavior, and current sales
trends, lead to improved rankings of search results [20]. Recent behavior is also a
strong indicator; Bennett et al. in [3] assessed that not only short-term behavior
contributes the majority of gains in an extended search session, but also long-
term behavior provides substantial benefits, especially at the start of a search
session and that each of them can be used in isolation or in combination to
optimally contribute to gains in relevance through search personalization.

On a different approach, Teevan et al. [37] investigated user intent, with
the help of authors that examined its variability using both explicit relevance
judgments and large-scale log analysis of user behavior patterns. Speretta and
Gauch [35] explored the use of less-invasive means of gathering user information
for personalized search, they built user profiles based on activity at the search
site itself. According to their study, user profiles were created by classifying
the information into concepts from the Open Directory Project concept hierar-
chy and then used to re-rank the search results by calculating the conceptual
similarity between each document and the user’s interests. Click-through data
were used by Thorsten [21] for automatically optimizing the retrieval quality of
search engines in combination with Support Vector Machine (SVM). Thorsten
presented a method for learning retrieval functions that can effectively adapt the
retrieval function of a meta-search engine to a particular group of users. Alter-
natives for incorporating feedback into the ranking process was also proposed
[1], comparing user feedback with other common web search features showed
that incorporating user behavior data can significantly improve ordering of top
results in real web search setting.

Text mining techniques have also been proposed for personalized search. The
use of LDA [5] models was proposed by Yu and Mohan [42] for discovering
hidden user intents of a query, and then rank the user intents by making trade-
offs between their relevance and information novelty. Based on Yu and Mohan’s
conclusions, the LDA model discovers meaningful user intents and the LDA-
based approach provides significantly higher user satisfaction than other popular
approaches.

Learning to Rank (LTR) [6] is a class of techniques that apply supervised
machine learning to solve ranking problems. LTR solves a ranking problem on
a list of items. The aim of LTR is to come up with optimal ordering of those
items. As such, LTR doesn’t care much about the exact score that each item
gets, but cares more about the relative ordering among all the items. Several
LTR algorithms, such as SVMRank, RankLib, RankNet, [6], XGboost [9] and
BM25F [31], have been used for improving search engine results [28]. In any
case, for a LTR algorithm to work, it is required building a judgment list which
is a tedious and resourceful process. Moreover, extensive training and evaluation
is required that need substantial computation power, thus frequent or sudden
changes in data and/or user behavior may lead to decreased performance.

Using multiple learning algorithms (ensemble methods) to obtain better pre-
dictive performance have also been proposed. Wu, Yan and Si [23] proposed
a stacking ensemble model that used different types of features, (i.e. statistic
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features, query-item features and session features) consisting of different mod-
els, such as logistic regression, gradient boosted decision trees, rank SVM and
a deep match model. In a similar approach, Lie et al. [25] presented a cascade
model in a large-scale operational e-commerce search application. Their app-
roach modelled multiple factors of user experience and computational cost and
addressed multiple types of user behavior in e-commerce search that provided a
good trade-off between search effectiveness and search efficiency within opera-
tional environments in regular e-commerce environment.

Any web user would agree that there are few things more frustrating than a
slow website, as performance plays a major role in customer satisfaction. A faster
website means a better visitor experience, on the contrary a slow website will
lead to a poor user experience. Providing improved speed was one of the reasons
Elasticsearch [17] was built. Elasticsearch is a search engine based on the Lucene
library [27]. It provides an open-source, distributed, multitenant-capable full-text
search engine that can be used to search all kinds of documents. Elasticsearch is
distributed, which means that indices can be divided into shards and each shard
can have zero or more replicas. Each node hosts one or more shards, and acts as
a coordinator to delegate operations to the correct shard(s).

According to our discussion in this Section, a lot of progress has been made in
personalization systems, as well as in recommendation and search systems; nev-
ertheless, in the case of recommendation applications, there is no integrated solu-
tion that can semantically understand user’s intentions and dynamically evolve
based on them, while in the case of personalized search there is still a great
need for integrated solutions that are affordable in terms of human resources
and processing requirements. These solutions should on the one hand deliver
personalized search results that improve UX and on the other hand be flexible
enough to quickly adapt to new trends and sporadic changes in user behavior,
as well as be scalable and resource efficient in terms of processing power and
memory consumption.

3 A Framework for the Conversational Web

At a first glance, from a user’s point a view, there is little difference between
a hyper-personalized website employing conversational web technologies and a
conventional website. However, as one uses more and more a conversational
website, somehow things get so much easier to use, everything seems simple and
intuitive both in terms of UX elements and product search. On the contrary,
from the system’s point of view, creating a truly conversational website involves
a rather complex multi-step procedure, as we will discuss in this Section.

3.1 A Use-Case Scenario

Next we present a use case scenario of how the conversational web can augment
the personalized experience of a customer Zoe, who wants to buy the new brand
X1 night face cream. Zoe visits her favorite e-commerce site and performs a
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search using the site’s search form. She clicks the third result, although the first
two results are about two very popular night face creams of brand X2, Zoe is
only interested in brand X1. At this point the implicit conversation between the
customer and the user has already begun. The website “listens” that a returning
customer landed using direct access (direct traffic), searching for brand X1 night
cream, and has a strong preference to brand X1, rather than brand X2, so
it responds with recommendations about other night creams, as well as other
products of brand X1 that are commonly bought together with night creams. In
addition, the site recognizes that this is a returning user, so it displays a “welcome
back” greeting together with a reminder about a coupon that is expiring in the
next few days. Next, Zoe adds the product to her basket and then hovers for
some time over a shampoo for oily hair, but finally clicks on a brand X1 serum
she noticed in a banner of the main page. These actions alone comprise four
discrete messages: as the user has stated that she is actually (a) very interested
in the brand X1 night cream (with intent to buy), (b) she is also interested in
general for brand X1 and (c) more specifically in serums, and (d) she may need
a shampoo for oily hair.

The website once again “listens” and responds with even more personalized
search results and customized recommendations as it quickly learns the interests
of the user, for example it recommends cheaper shampoos for oily hair as the
ones displayed before are considered premium products and are probably too
expensive. In case Zoe clicks on a cheaper shampoo the website will probably
classify Zoe as a customer interested in mid-level products (at least until she
starts showing interest for premium products). This is a continuous and ever-
lasting process; the website not only adapts to better serve Zoe’s interest but
also learns from her behavior and the behavior of other users, aggregating this
collective wisdom into actionable insights for improving the overall e-commerce
UX of the site.

3.2 A Framework for the Conversational Web

In this Section we propose the overall architecture for creating a conversational
website that consists of discrete modules, the behavior analysis module; the
user experience analysis module; big data warehousing and the personalization
module. Figure 1 depicts the proposed architecture as well as the data exchange
means between subsystems [38].

Dynamic analyses of user behavior is performed by the Behavior analysis
module. Data from various interdisciplinary analytical sources along with click
heatmaps, scroll maps and mouse gestures are used to train models that can
identify different patterns and user segments. Classification and support vec-
tor machines have provided improved performance for similar tasks in the past
[36], while recently deep learning models such as recurrent neural networks have
shown promising results. Semantic analysis is also required, as topic modelling
and latent dirichlet allocation are useful for analyzing user’s interests.

Having multiple dimensions of data, such as user experience data are neces-
sary to understand user perspective and effectively adapt to their needs. User
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Fig. 1. System architecture in a conversational website.

experience is a multifactor parameter, as website structure, marketing, trust,
interactive and information elements, colors and ease of use, all effect a person’s
perception about a website. All these factors are hard to be defined as they con-
tain strongly subjective elements, key performance indicators, such as bounce
rate, average time on site, conversion rate, and depth of search can provide
accurate metrics for calculating user experience.

Big data warehousing is necessary for a conversational system. Due to the
nature of “conversations”, which are unstructured, continuous, lengthy and het-
erogeneous, data warehousing should be able to cope with big volume and high
velocity data, as well as heterogeneous information, including product data, user
click history, mouse movements, scroll data, e-commerce data including buys,
add to cart, and favorites, visual elements and statistics about their use. On the
one hand, intelligent models are required for hyper-personalization that can only
be trained in offline mode and on the other hand, real-time analysis is necessary
for delivering personalized services and user interfaces.

Finally, the main component of the proposed framework is the personalization
module which is responsible for adapting content to a particular user according
to his or her personal preferences, needs and capabilities. The personalization
module dynamically integrates information data and user actions recorded from
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past user experiences and behavior and provides user-tailored recommendations,
website user interfaces and content. Volume, velocity, and variety are key fac-
tors for effectively providing personalized experiences, thus this module must
integrated hybrid solutions combining both offline and online methods.

4 Personalization via Recommendations and Search
in Conversational Web

4.1 Personalized Recommendations

The Conversational Web encompass a wide variety of applications and require-
ments, thus there is not a universally acceptable solution that fits in every cir-
cumstance and efficiently solves any problem in product recommendation. As
a result, different approaches have to be adopted that depend on the dataset
attributes and the target e-commerce site, such as volume that is mainly depend-
ing on the traffic of the e-shop and the number of orders and available products.
For this reason we propose PRCW (Product Recommendations for the Conver-
sational Web), a hybrid approach for product recommendations in e-commerce
sites that combines offline RFMG (Recency-Frequency-Monetary-Gender) anal-
ysis and online partial matching while we also apply a deep neural model.

A successful recommendation has two prerequisites: (1) be relevant (accord-
ing to user interests) and (2) be provided on time. As discussed in Sect. 1, hybrid
approaches are necessary in Conversational Web, as they can provide real-time
recommendations as well as support intense data processing in offline-mode.
Towards this goal, we introduce a new hybrid approach using offline and online
processing that combines a clustering algorithm with a rule-based method. Clus-
tering is applied to perform consumer segmentation based on consuming behav-
ior, using RFMG, a modified version of RFM modeling that combines recency,
frequency and monetary with gender, whereas the proposed rule based approach
combines partial matching for dealing with the problem of limited user history.

Three are the main processes (Fig. 2) included in the offline phase: (a) data
preprocessing, (b) clustering via RFMG analysis and (c) post-processing anal-
ysis. First, transforming raw data into an understandable format is necessary,
then data cleaning and transformation should take place for smoothing noisy
data and resolving the inconsistencies and missing values in the data. Reduction
of the number of values via discretization is also necessary, as well as outlier
detection for discovering extreme deviations.

In the retail world usually 80% of a business comes from 20% of the cus-
tomers, as loyal customers are the ones that produce most of the revenue. Based
on that observation, RFM (recency, frequency, monetary) [4] analysis is used
to determine quantitatively which customers are the best ones by examining
how recently a customer has purchased (recency), how often they purchase (fre-
quency), and how much the customer spends (monetary). RFM is widely used
for customer segmentation and has received particular attention in retail and
professional services industries [13]. One approach to RFM is to assign a score
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Fig. 2. Offline phase of PRCW.

for each dimension on a scale from 0 to 1. A formula could be used to calcu-
late the three scores for each customer, for example, recency is the number of
days that have passed since the customer last purchased (or viewed, clicked) a
product, frequency is the number of purchases (or views/clicks) by the customer
in the last d days and monetary is the summary of the value for all purchases
(views/clicks) by the customer. In our work we also add the Gender attribute
as it is highly related to e-commerce behavior (0/1 for males/females). After
calculating the recency, frequency, monetary and gender values, normalization
is applied.

Next, clustering is exercised on the RFMG values through k-means. This
leads to customer segments of similar users where customized information can
be provided to them. Within-cluster sums of squares (WCSS) [40] can be used
for determining the optimal number of clusters. Next for each consumer segment,
a list of top-N most preferred (clicked/bought) items is fetched for every cluster.

Prediction by partial matching (PPM) [15] is an adaptive statistical data
compression technique based on context modeling and prediction. PPM models
use a set of previous symbols in the uncompressed symbol stream to predict
the next symbol in the stream. PPM algorithms can also be used to cluster data
into predicted groupings in cluster analysis. Figure 3 depicts our proposed online
phase of our approach. The number of previous symbols, n, determines the order
of the PPM model which is denoted as PPM(n). Unbounded variants where the
context has no length limitations also exist and are denoted as PPM∗. If no
prediction can be made based on all n context symbols a prediction is attempted
with n − 1 symbols. This process is repeated until a match is found or no more
symbols remain in context. At that point a fixed prediction is made. Assuming
that qt is the state at time t, an R-order model is defined as in Eq. 1 [15], where
in our problem each state is a product view. When a user views the product qt,
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partial matching is applied in order to discover the pattern <qt−1, qt> using data
from all the users. Then the top-N products are calculated using the frequencies
of the products matched. Naturally, when the order of the model R increases
precision is increased but recall on the other hand is decreased.

P [qt|qt−1, ..., q1] = P [qt|tt−1, ..., qt−R] (1)

Fig. 3. Online phase of PRCW.

Due to the nature of the partial matching algorithm, datasets with lim-
ited data, originating from medium to small e-commerce site have an increased
probability for non-matching patterns. Thus we use two variants of the partial
matching procedure. The first one is called “PM by intervals” and looks for
the pattern <qt−1, ..., qt> within the history, with the restriction that the time
interval between the product views qt−1 and q{t} is less than a time period T .
In this case, the top-N list is computed using the products that were viewed
within the time period T and after the product view qt. The second one is called
“PM by session” and looks for the pattern <qt−1, ..., qt> within the history,
with the restriction that the product views qt−1 and qt occur within the same
session. In this case the top-N list is computed using the products that were
viewed within the same session and after the product view qt. For example,
assume that a user u views the products <p9, p1> and our history consist of 5
Sessions (Session1–Session5) as in Table 1. The top-N recommendation list using
our PPM algorithm is presented in Table 2.
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4.2 Personalized Search in Conversational Web

Another crucial application for providing a pleasant customer experience is person-
alized search that gains popularity as the demand for more relevant information is
increased. Our approach for personalized search takes into consideration three sets
of features, elicited from: (1) products, (2) users and (3) queries. The architectural
diagram of our approach is depicted in Fig. 4. All data are integrated in json files,
imported in Elasticsearch. For each product i, we calculate popularityi as in Eq. 2,
where buysi, clicksi, viewsi are the number of buys, clicks and views for product i
and |buys|, |clicks|, |views| are the total number of buys, clicks and views respec-
tively. Popularity score is usually affected more by buys, then by clicks and finally
by product views, thus the use of wb, wc and wv.

popularityi = wb
buysi
|buys| + wc

clicksi
|clicks| + wv

viewsi
|views| (2)

The views, clicks and buys of each user for each product are important fac-
tors that encompass hints for the user-product relation. Time is also taken into
account, as recent interactions naturally are more important than historic ones.
So, in case user history is available, the user-product relevance is calculated by
Eq. 3, where buysd,u,i, clicksd,u,i, viewsd,u,i are the number of buys, clicks and
views of user u for product i at day d, x is the difference in days between day d
and day of search, and |buysu|, |clicksu|, |viewsu| are the total number of buys,
clicks and views of user i respectively.

relevanceu,i = wb

∑(
buysd,u,i ∗

(
1 + 1

1−e−x

))

|buysu|
+wc

∑ (
clicksd,u,i∗

(
1+ 1

1−e−x

))

|clicksu| + wv

∑ (
viewsd,u,i∗

(
1+ 1

1−e−x

))

|viewsu|

(3)

Query-product relevance is also taken into account, meaning the similarity
between the query tokens q and the product textual description d (usually the
product name) tokens as described by the Elasticsearch score function:

qScore(q, d) = qNorm(q) ∗ coord(q, d)
∗∑ (

tf(t in d) ∗ idf(t)2 ∗ norm(t, d)
)
(t in q) (4)

In Eq. 5 qNorm is a measure for comparing queries when using a combination
of query types, coord is a measurement of matching on multiple search terms,
where a higher value of this measurement will increase the overall score, tf is a
measure of the number of occurrences of a t in d, idf is a measurement of how
frequently the search terms occur across a set of documents, and norm measures
smaller field matches and gives these more weigh [16].

Finally, by integrating all the above mentioned signals, ranking depends on
the weighted sums of product popularity, user past behavior, query-product sim-
ilarity and the collaborative filtering recommendation, according to Eq. 5.

recommendationScoreq,u,i = wp ∗ popularityi + wr ∗ relevanceu,i
+wq ∗ qScore(q, d) (5)
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Table 1. Example of different products views in 5 sessions.

Sessions

Session1: <p3> <p5> <p1> <p2>

Session2: <p4> <p9> <p1> <p3>

Session3: <p6> <p4 > <p9> <p4>

Session4: <p4> <p1> <p2> <p6>

Session5: <p9> < p2> <p1> <p4>

Table 2. Example of top-N recommendation list using the different PM algorithms.

Method Recall@1Next Recall@AllNext Precision R

PM R = 1 i2 40% i3 20% i4 20%

PM R = 2 i3 20% – –

PM by intervals i3 20% i4 30% –

PM by session i2 40% i3 20% i4 20%

Fig. 4. The proposed architecture for personalized search.
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5 Experimental Results

In this Section we evaluate the approaches described in Sects. 4.1 and 4.2 using
two publicly available datasets, as well as a private dataset coming from an active
e-commerce site.

5.1 Evaluation of the Recommendation Method

Our evaluation of the proposed hybrid recommendation method was performed
on two different datasets. The first dataset originated from Pharm24.gr, a small-
medium (in terms of traffic) retailer in Greece that provided a click stream
containing data from a period of 9 months. Data from the first 7 months were
used as the training set, whereas data from the last 2 months were used as the
test set. Items with less than 5 views were filtered out from the training set, as
well as sessions with less than two item views. Sessions with less than one item
view were also removed from the test set, as well as item views that do not exist
in the training set. After preprocessing, the training set contained 53,071 sessions
of 875,366 events and 9,733 items, whereas the test set contains 86 sessions of
585 events and 244 items.

The second dataset is the RecSys dataset that was provided for the RecSys
Challenge 2015 [2]. This dataset contains click-streams of a big e-commerce site,
organized in sessions. The training set contains all but the last 10 days of the
dataset, whereas the test set contains the sessions of the last 10 days. After
the same preprocessing phase, the training set contains 7,802,137 sessions of
30,958,148 events and 37,331 items, while the test set contains 71,060 sessions of
217,014 events and 10,829 items. The evaluation was performed by providing the
events of each session of the test set one by one and making recommendations
applying the proposed algorithm to the training set.

Evaluation Metrics. To fully evaluate the effectiveness of our model we use
precision and recall [12], two commonly used metrics in the field of recommender
systems. Suppose that U is the set of users that are examined, R(u) is the set
of items recommended to user u, V (u) is the set of items viewed by user u after
the recommendation and V (u, 1) is the first product that user u viewed after
the recommendation. PrecisionR (Eq. 6) is defined as the percentage of recom-
mended items viewed by the user over the number of recommended products
and PrecisionV (Eq. 7) as the percentage of recommended items viewed by the
user.

PrecisionR =
∑

u|R(u) ∩ V (u)|
∑

u|R(u)| (6)

PrecisionV =
∑

u|R(u) ∩ V (u)|
∑

u|V (u)| (7)
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Recall is the percentage of users that viewed recommended items at next
timestamps [12]. Three variants of recall were used: Recall@1Next (Eq. 8), the
strictest one, takes into account only the first next view after recommendation,
Recall@AllNext (Eq. 9), also considers all next views after recommendation, and
Recall@Positive (Eq. 10), considers only the cases where the recommendation
list has at least one item.

Recall@1Next =
∑

u|R(u) ∩ V (u, 1)|
|U | (8)

Recall@AllNext =
∑

u|R(u) ∩ V (u)|
|U | (9)

Recall@Positive =
∑

u|R(u) ∩ V (u)|
∑

u|R(u) �= 0| (10)

Recommendation Results. Next, we present the results achieved by the
PRCW , the RNN and the combination of them using the Pharm24.gr and the
RecSys dataset. Results are presented in Tables 3 and 4 accordingly [38]. For
deep model evaluation we used a GRU-based RNN model [18] for session-based
recommendations, while for partial matching we used the second order model.
The input of the network was the actual state of the session represented by a
1 − of − N encoding, where N is the number of items (a vector with 1 to the
active items and 0 elsewhere), and the output was the likelihood for each item to
be part of the next session. Session-parallel mini-batches and mini-batch based
output sampling were used for the output.

Table 3. Results of the Pharm24 dataset using the hybrid approach for product rec-
ommendation.

Method Recall@1Next Recall@AllNext Prec.R Prec.V Pos.Recall

PRCW 0.2880 0.5247 0.0518 0.1414 0.5247

RNN 0.1993 0.3101 0.0348 0.0936 0.3101

PRCW+ RNN 0.3901 0.6065 0.0734 0.1737 0.6065

Table 4. Results of the RecSys dataset using the hybrid approach for product recom-
mendation.

Method Recall@1Next Recall@AllNext Prec.R Prec.V Pos.Recall

PRCW 0.0868 0.1711 0.0273 0.0229 0.1711

RNN 0.8120 0.8886 0.0998 0.6380 0.8886

PRCW+RNN 0.8366 0.9037 0.1139 0.7069 0.9037
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According to results presented in Tables 3 and 4, the RNN model could not
achieve good enough results in a smaller and sparse dataset, while the proposed
approach not only demanded considerable less RAM and CPU recourses, but also
performed better, as PRCW achieved better results than RRN for the Pharm24
dataset, both in terms of Recall and Precision. On the other hand, the RNN
has better performance in the RecSys dataset which contains more data both in
terms of quantity and density. Nevertheless, the combination of both methods
(PRCW+RNN) achieves improved performance in both datasets.

When looking into the results of Tables 3 and 4, one can better witness the
differences between the algorithms and datasets. Bigger datasets have improved
chances to get better recommendations, due to the larger amount of informa-
tion that contain, and achieve worse results at the PrecisionR metric, as there
are too many products in the dataset. On the other hand, smaller datasets
have shorter sessions and achieve worse results at the PrecisionV metric. Deep
learning can perform exceptionally well, as long as there are enough data and
processing power to feed the neural network. Nevertheless, the proposed method
PRCW works better on smaller datasets. In any case combining both PRCW
and RNN delivers the best results in both datasets, which leads us to the con-
clusion that both methods deliver useful results that should be combined for
optimal performance.

5.2 Evaluation of the Personalized Search Solution

The proposed personalized search approach is evaluated against a dataset
provided by Diginetica1 for the “CIKM Cup 2016 Track 2: Personalized E-
Commerce Search Challenge”, which contains information for more than 500,000
sessions, 1,000,000 clicks, 900,000 searches, 18,000 products and 1,000 categories
(Table 5). The data are divided into two groups: (1) “query-less” data, that is
search engine result pages in response to the user click on some product cate-
gory; and (2) “query-full” interactions of search engine result pages returned in

Table 5. Dataset from CIKM Cup 2016 Track 2: Personalized E-Commerce Search
Challenge.

Description Number Description Number

Sessions 573,935 Searches 923,127

Clicks 1,127,764 Query-full queries 53,427

Buys 18,025 Query-less queries 849,700

Products 184,047 Registered users 232,817

Categories 1,217 Anonymous users 333,097

Views 1,235,380

1 http://diginetica.com/.

http://diginetica.com/
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response to a query. Further information regarding the dataset and its charac-
teristics is online available [11].

nDCG measures ranking quality and is often used to measure effectiveness
of web search engine algorithms or related applications [39]. In our case nDCG
is calculated by employing the ranking of products provided by Diginetica for
each query, and then averaged over all test queries. There are three grades for
relevance: 0 means irrelevant, that represents products with no clicks, 1 stands
for somewhat relevant and corresponds to the products which were clicked by
the user and 2 is relevant meaning products that were clicked and purchased by
the user. In Eq. 11, p stands for the positions up to which we calculate nDCG,
rating(i) is the score for position i and |REL| is the best score for p. Since we
evaluate both types of queries, query-full and query-less, we followed the same
evaluation procedure as CIKM: the final nDCG value is a weighted sum of the
query-full nDCGqf and query-less nDCGql as: nDCG = 0.2 ∗ nDCGqf + 0.8 ∗
nDCGql.

nDCGp =
p∑

i=1

rating(i)
log2(i+1)

/
|REL|∑

i=1

rating(i)
log2(i+1) (11)

The evaluation results are available in Table 6. First, we randomly ranked
the results, calculated the nDCG values and used them as our baseline. Conse-
quently we experimented only with the collaborative filtering algorithm to test
different values of the weighting factors for interaction a. In [24] the optimal
value for a was 40, so we tested for a = 15, 30 and 40. According to our exper-
iments, a = 40 achieved the best results for the query-less case, while the best
result for query-less came with a = 30, thus it makes sense to use different a val-
ues depending on the query type. Thereafter we tested different values for the
weighting factors wr, wp, wq and ws (Table 6), according to our experiments,
values wr = 1, wp = 1.5, wq = 1.5 and ws = 0 gave the best results improving
nDCG up to +42.42% when compared with the baseline. In all our experiments

Table 6. Evaluation results.

Description nDCG Impr. nDCGql Impr. nDCGqf Impr.

Baseline 0.242 – 0.220 - 0.334 –

wp = 0, wq = 0, ws = 1, a = 15 0.325 34.0% 0.313 42.5% 0.372 11.5

wp = 0, wq = 0, ws = 1, a = 30 0.325 34.0% 0.313 42.6% 0.372 11.6%

wp = 0, wq = 0, ws = 1, a = 40 0.325 34.0% 0.372 69.5% 0.313 −6.1%

wr = 1.5, wp = 3, wq = 3 0.343 41.6% 0.336 52.7% 0.375 12.3%

wr = 3, wp = 1.5, wq = 1.5 0.343 41.6% 0.336 52.8% 0.388 16.3%

wr = 1, wp = 1.5, wq = 1.5 0.344 41.9% 0.335 52.3% 0.382 14.5%

wr = 1.5, wp = 1, wq = 1 0.346 41.6% 0.335 52.6% 0.388 16.3%

wr = 1, wp = 1, wq = 1, ws = 0 0.345 42.4% 0.337 53.41% 0.379 13.5%

wr = 1, wp = 1.5, wq = 1.5 0.344 41.9% 0.337 53.2% 0.375 12.3%
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for calculating the popularityi we used the weights wb = 5, wc = 3 and wv = 1,
as naturally buys are more important that clicks which are more important than
views.

6 Conclusion

Delivering individualized experiences is at the heart of converting a business’s
generic audience into loyal customers. Hyper-personalization helps organizations
realize granularity of customer data to gain a deeper customer connection and
build a loyal customer base. In order to do so, the application of qualitative tools
and frameworks is needed, in order to collect meaningful omnichannel data in
real-time. Hyper-personalization is possible only in a truly Conversation Web.
The Conversation Web is far more than just chatbots and conversational web
services, it is a new type on Web where implicit and explicit conversation between
websites and users are continuous.

In this paper we presented a generic framework for the conversational web
that can provide hyper-personalized services, such as product recommendation,
personalized search, UI/UX personalization, as well as individual messages and
promos per customer. We presented two methods for hyper-personalization, one
for product recommendations and one for search. Finally, we evaluated these
methods on different datasets.

Future work includes working on better integrating the various personaliza-
tion methods in a way that they can interact and learn from each other. Deeper
integration of our hybrid approach with RNNs is also worth investigating in the
near future. Moreover, privacy concerns that arise from collecting such a large
amount of customer data is an open issue. Finally, we plan to work on improving
the integration of both our methods with Elasticsearch.

Acknowledgements. This work was partially funded by an IKY scholarship funded
by the “Strengthening of Post-Academic Researchers” Act from the resources of the OP
“Human Resources Development, Education and Lifelong Learning” with Priority Axes
6, 8, 9 and co-funded by the European Social Fund ECB and the Greek government.
The authors would like to thank George Katsikopoulos for his valuable help with the
personalized search experiments and Kostas Nikolaros for his useful feedback regarding
user search behavior.

References

1. Agichtein, E., Brill, E., Dumais, S.: Improving web search ranking by incorporat-
ing user behavior information. In: Proceedings of the 29th Annual International
ACM SIGIR Conference on Research and Development in Information Retrieval,
SIGIR 2006, pp. 19–26. ACM, New York, NY, USA (2006). https://doi.org/10.
1145/1148170.1148177

2. Ben-Shimon, D., Tsikinovsky, A., Friedmann, M., Shapira, B., Rokach, L., Hoerle,
J.: RecSys challenge 2015 and the YOOCHOOSE dataset. In: Proceedings of the
9th ACM Conference on Recommender Systems, RecSys 2015, pp. 357–358. ACM,
New York, NY, USA (2015). https://doi.org/10.1145/2792838.2798723

https://doi.org/10.1145/1148170.1148177
https://doi.org/10.1145/1148170.1148177
https://doi.org/10.1145/2792838.2798723


Personalization and the Conversational Web 75

3. Bennett, P.N., et al.: Modeling the impact of short- and long-term behavior on
search personalization. In: Proceedings of the 35th International ACM SIGIR
Conference on Research and Development in Information Retrieval, SIGIR 2012.
pp. 185–194. ACM, New York, NY, USA (2012). https://doi.org/10.1145/2348283.
2348312

4. Birant, D.: Data mining using RFM analysis. In: Knowledge-Oriented Applications
in Data Mining, chap. 6. Funatsu, Kimito, Rijeka (2011). https://doi.org/10.5772/
13683

5. Blei, D.M., Ng, A.Y., Jordan, M.I.: Latent dirichlet allocation. J. Mach. Learn.
Res. 3, 993–1022 (2003). http://dl.acm.org/citation.cfm?id=944919.944937

6. Burges, C., et al.: Learning to rank using gradient descent. In: Proceedings of the
22nd International Conference on Machine Learning, ICML 2005, pp. 89–96. ACM,
New York, NY, USA (2005). https://doi.org/10.1145/1102351.1102363

7. Burke, R.: Hybrid recommender systems: survey and experiments. User Mod-
eling User-Adap. Inter. 12(4), 331–370 (2002). https://doi.org/10.1023/A:
1021240730564

8. Chen, L., Pu, P.: Critiquing-based recommenders: survey and emerging trends.
User Modeling User-Adap. Inter. 22(1), 125–150 (2012). https://doi.org/10.1007/
s11257-011-9108-6

9. Chen, T., Guestrin, C.: XGBoost: a scalable tree boosting system. In: Proceedings
of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and
Data Mining, KDD 2016, pp. 785–794. ACM, New York, NY, USA (2016). https://
doi.org/10.1145/2939672.2939785

10. Chen, Y.L., Kuo, M.H., Wu, S.Y., Tang, K.: Discovering recency, frequency, and
monetary (RFM) sequential patterns from customers’ purchasing data. Electron.
Commer. Res. Appl. 8(5), 241–251 (2009). https://doi.org/10.1016/j.elerap.2009.
03.002. Special Issue: Marketing and Electronic Commerce

11. CIKM Cup organizing committee: Cikm cup 2016 track 2: Personalized e-commerce
search challenge (2016). https://competitions.codalab.org/competitions/11161#
learnthedetails-data2. Accessed 15 Jan 2019

12. Davis, J., Goadrich, M.: The relationship between precision-recall and ROC curves.
In: Proceedings of the 23rd International Conference on Machine Learning, ICML
2006, pp. 233–240. ACM, New York, NY, USA (2006).https://doi.org/10.1145/
1143844.1143874

13. Fader, P.S., Hardie, B.G., Lee, K.L.: RFM and CLV: using iso-value curves for
customer base analysis. J. Mark. Res. 42(4), 415–430 (2005). https://doi.org/10.
1509/jmkr.2005.42.4.415

14. Felfernig, A., Friedrich, G., Jannach, D., Zanker, M.: Developing constraint-based
recommenders. In: Ricci, F., Rokach, L., Shapira, B., Kantor, P.B. (eds.) Recom-
mender Systems Handbook, pp. 187–215. Springer, Boston, MA (2011). https://
doi.org/10.1007/978-0-387-85820-3 6

15. Gellert, A., Florea, A.: Web prefetching through efficient prediction by par-
tial matching. World Wide Web 19(5), 921–932 (2016). https://doi.org/10.1007/
s11280-015-0367-8

16. Goodfellow, I., Bengio, Y., Courville, A.: Deep Learning. MIT Press, Cambridge
(2016)

17. Gormley, C., Tong, Z.: Elasticsearch: The Definitive Guide, 1st edn. O’Reilly Media
Inc., Sebastopol (2015)

18. Hidasi, B., Karatzoglou, A., Baltrunas, L., Tikk, D.: Session-based recommenda-
tions with recurrent neural networks. CoRR abs/1511.06939 (2015). http://arxiv.
org/abs/1511.06939

https://doi.org/10.1145/2348283.2348312
https://doi.org/10.1145/2348283.2348312
https://doi.org/10.5772/13683
https://doi.org/10.5772/13683
http://dl.acm.org/citation.cfm?id=944919.944937
https://doi.org/10.1145/1102351.1102363
https://doi.org/10.1023/A:1021240730564
https://doi.org/10.1023/A:1021240730564
https://doi.org/10.1007/s11257-011-9108-6
https://doi.org/10.1007/s11257-011-9108-6
https://doi.org/10.1145/2939672.2939785
https://doi.org/10.1145/2939672.2939785
https://doi.org/10.1016/j.elerap.2009.03.002
https://doi.org/10.1016/j.elerap.2009.03.002
https://competitions.codalab.org/competitions/11161#learn the details-data2
https://competitions.codalab.org/competitions/11161#learn the details-data2
https://doi.org/10.1145/1143844.1143874
https://doi.org/10.1145/1143844.1143874
https://doi.org/10.1509/jmkr.2005.42.4.415
https://doi.org/10.1509/jmkr.2005.42.4.415
https://doi.org/10.1007/978-0-387-85820-3_6
https://doi.org/10.1007/978-0-387-85820-3_6
https://doi.org/10.1007/s11280-015-0367-8
https://doi.org/10.1007/s11280-015-0367-8
http://arxiv.org/abs/1511.06939
http://arxiv.org/abs/1511.06939


76 K. N. Vavliakis et al.

19. Huang, S.L.: Designing utility-based recommender systems for e-commerce: evalu-
ation of preference-elicitation methods. Electron. Commer. Rec. Appl. 10(4), 398–
407 (2011). https://doi.org/10.1016/j.elerap.2010.11.003

20. Jannach, D., Ludewig, M.: Investigating personalized search in e-commerce. In:
FLAIRS Conference, pp. 645–650. AAAI Press (2017)

21. Joachims, T.: Optimizing search engines using clickthrough data. In: Proceedings
of the Eighth ACM SIGKDD International Conference on Knowledge Discovery
and Data Mining, KDD 2002, pp. 133–142. ACM, New York, NY, USA (2002).
https://doi.org/10.1145/775047.775067

22. Saleh, K.: Online shopping personalization - statistics and trends (2018). https://
www.invespcro.com/blog/online-shopping-personalization/. Accessed 15 Jan 2019

23. Kong, D.: Personalized feature based re-ranking method for ecommerce search at
cikm cup 2016. Technical report, CIKM Cup (2016)

24. Koren, Y., Bell, R., Volinsky, C.: Matrix factorization techniques for recommender
systems. Computer 42(8), 30–37 (2009). https://doi.org/10.1109/MC.2009.263

25. Liu, S., Xiao, F., Ou, W., Si, L.: Cascade ranking for operational e-commerce
search. In: Proceedings of the 23rd ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining, KDD 2017, pp. 1557–1565. ACM, New
York, NY, USA (2017). https://doi.org/10.1145/3097983.3098011

26. Mahmood, T., Ricci, F.: Improving recommender systems with adaptive conversa-
tional strategies. In: Proceedings of the 20th ACM Conference on Hypertext and
Hypermedia, HT 2009, pp. 73–82. ACM, New York, NY, USA (2009). https://doi.
acm.org/10.1145/1557914.1557930

27. McCandless, M., Hatcher, E., Gospodnetic, O.: Lucene in Action, Second Edition:
Covers Apache Lucene 3.0. Manning Publications Co., Greenwich (2010)

28. Palotti, J.: Learning to rank for personalized e-commerce search at CIKM cup
2016. Technical report CIKM Cup (2016)

29. Pazzani, M.J., Billsus, D.: Content-based recommendation systems. In:
Brusilovsky, P., Kobsa, A., Nejdl, W. (eds.) The Adaptive Web. LNCS, vol.
4321, pp. 325–341. Springer, Heidelberg (2007). https://doi.org/10.1007/978-3-
540-72079-9 10

30. Quadrana, M., Karatzoglou, A., Hidasi, B., Cremonesi, P.: Personalizing session-
based recommendations with hierarchical recurrent neural networks. In: Proceed-
ings of the Eleventh ACM Conference on Recommender Systems, RecSys 2017,
Como, Italy, 27–31 August 2017, pp. 130–137 (2017). https://doi.acm.org/10.1145/
3109859.3109896

31. Robertson, S., Zaragoza, H.: The probabilistic relevance framework: BM25 and
beyond. Found. Trends Inf. Retr. 3(4), 333–389 (2009). https://doi.org/10.1561/
1500000019

32. Rubens, N., Kaplan, D., Sugiyama, M.: Active learning in recommender systems.
In: Ricci, F., Rokach, L., Shapira, B., Kantor, P. (eds.) Recommender Systems
Handbook, pp. 735–767. Springer, Boston (2011). https://doi.org/10.1007/978-0-
387-85820-3 23

33. Salimans, T., Paquet, U., Graepel, T.: Collaborative learning of preference rank-
ings. In: Proceedings of the Sixth ACM Conference on Recommender Systems,
RecSys 2012, pp. 261–264. ACM, New York, NY, USA (2012). https://doi.acm.
org/10.1145/2365952.2366009

34. Sarwar, B., Karypis, G., Konstan, J., Riedl, J.: Item-based collaborative filtering
recommendation algorithms. In: Proceedings of the 10th International Conference
on World Wide Web, WWW 2001, pp. 285–295. ACM, New York, NY, USA (2001).
https://doi.org/10.1145/371920.372071

https://doi.org/10.1016/j.elerap.2010.11.003
https://doi.org/10.1145/775047.775067
https://www.invespcro.com/blog/online-shopping-personalization/
https://www.invespcro.com/blog/online-shopping-personalization/
https://doi.org/10.1109/MC.2009.263
https://doi.org/10.1145/3097983.3098011
https://doi.acm.org/10.1145/1557914.1557930
https://doi.acm.org/10.1145/1557914.1557930
https://doi.org/10.1007/978-3-540-72079-9_10
https://doi.org/10.1007/978-3-540-72079-9_10
https://doi.acm.org/10.1145/3109859.3109896
https://doi.acm.org/10.1145/3109859.3109896
https://doi.org/10.1561/1500000019
https://doi.org/10.1561/1500000019
https://doi.org/10.1007/978-0-387-85820-3_23
https://doi.org/10.1007/978-0-387-85820-3_23
https://doi.acm.org/10.1145/2365952.2366009
https://doi.acm.org/10.1145/2365952.2366009
https://doi.org/10.1145/371920.372071


Personalization and the Conversational Web 77

35. Speretta, M., Gauch, S.: Personalized search based on user search histories. In: The
2005 IEEE/WIC/ACM International Conference on Web Intelligence (WI 2005),
pp. 622–628, September 2005. https://doi.org/10.1109/WI.2005.114

36. Sun, A., Lim, E.P., Ng, W.K.: Web classification using support vector machine.
In: Proceedings of the 4th International Workshop on Web Information and Data
Management, WIDM 2002, pp. 96–99. ACM, New York, NY, USA (2002). https://
doi.acm.org/10.1145/584931.584952

37. Teevan, J., Dumais, S.T., Liebling, D.J.: To personalize or not to personalize: Mod-
eling queries with variation in user intent. In: Proceedings of the 31st Annual Inter-
national ACM SIGIR Conference on Research and Development in Information
Retrieval, SIGIR 2008, pp. 163–170. ACM, New York, NY, USA (2008). https://
doi.org/10.1145/1390334.1390364

38. Vavliakis, K.N., Kotouza, M.T., Symeonidis, A.L., Mitkas, P.A.: Recommen-
dation systems in a conversational web. In: Proceedings of the 14th Interna-
tional Conference on Web Information Systems and Technologies, WEBIST 2018,
Seville, Spain, 18–20 September 2018, pp. 68–77 (2018). https://doi.org/10.5220/
0006935300680077

39. Wang, Y., Wang, L., Li, Y., He, D., Liu, T.Y., Chen, W.: A theoretical analysis of
NDCG type ranking measures. CoRR abs/1304.6480 (2013)

40. Witten, D.M., Tibshirani, R.: A framework for feature selection in clustering. J.
Am. Stat. Assoc. 105(490), 713–726 (2010)

41. Ying, Y., Feinberg, F., Wedel, M.: Leveraging missing ratings to improve
online recommendation systems. J. Mark. Res. 43(3), 355–365 (2006).
http://www.jstor.org/stable/30162410

42. Yu, J., Mohan, S., Putthividhya, D.P., Wong, W.K.: Latent Dirichlet allocation
based diversified retrieval for e-commerce search. In: Proceedings of the 7th ACM
International Conference on Web Search and Data Mining, WSDM 2014, pp. 463–
472. ACM, New York, NY, USA (2014). https://doi.org/10.1145/2556195.2556215

43. Zhang, S., Yao, L., Sun, A.: Deep learning based recommender system: a survey
and new perspectives. CoRR abs/1707.07435 (2017)

44. Zhao, X., Zhang, W., Wang, J.: Interactive collaborative filtering. In: Proceedings
of the 22nd ACM International Conference on Information & Knowledge Manage-
ment, CIKM 2013, pp. 1411–1420. ACM, New York, NY, USA (2013). https://doi.
acm.org/10.1145/2505515.2505690

https://doi.org/10.1109/WI.2005.114
https://doi.acm.org/10.1145/584931.584952
https://doi.acm.org/10.1145/584931.584952
https://doi.org/10.1145/1390334.1390364
https://doi.org/10.1145/1390334.1390364
https://doi.org/10.5220/0006935300680077
https://doi.org/10.5220/0006935300680077
http://www.jstor.org/stable/30162410
https://doi.org/10.1145/2556195.2556215
https://doi.acm.org/10.1145/2505515.2505690
https://doi.acm.org/10.1145/2505515.2505690


A Declarative Data Protection Approach:
From Human-Readable Policies

to Automatic Enforcement

Francesco Di Cerbo1(B), Alessio Lunardelli2, Ilaria Matteucci2,
Fabio Martinelli2, and Paolo Mori2

1 SAP Security Research, Sophia Antipolis, France
francesco.di.cerbo@sap.com

2 IIT-CNR, Pisa, Italy
{alessio.lunardelli,ilaria.matteucci,fabio.martinelli,

paolo.mori}@iit.cnr.it

Abstract. In recent years, almost any object we use in our lives is con-
nected and able to generate, collect and share data and information.
This leads to the need of having, on the one hand, legal regulations, such
as the new General Data Protection Regulation, able to guarantee that
privacy of humans is preserved within the sharing process, and on the
other hand, automatic mechanisms to guarantee that such regulations,
in addition to user privacy preferences, are applied. The goal of this work
is to propose an approach to manage data protection policy, from their
specification in a controlled natural language to their translation into an
automatically enforceable policy language, UPOL, for access and usage
control of personal information, aiming at transparent and accountable
data usage. UPOL extends and combines previous research results, U-
XACML and PPL, and it is part of a more general proposal to regulate
multi-party data sharing operations. A use case is proposed, considering
challenges brought by the new EU’s GDPR.

Keywords: Personal data protection · GDPR · Privacy · Security

1 Introduction

The increased adoption of cloud solutions to store and share data among entities,
companies and objects leads to the necessity of having a clear legal regulation for
personal data protection, in place in a transnational environment to regulate the
current practice for data exchanges among data producers, consumers and cloud
providers. This awareness has driven the advent of the new European General
Data Privacy Regulation (GDPR Regulation (EU) 2016/679) [8], entered in force
in May 2018. This regulation has a deep impact on the legal framework and the
requirements for data processing of European citizens because it is applicable to
all entities, all over the world, aiming at processing personal data belonging to
citizens of an European country.
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To be compliant with this regulation, all such entities need to perform a deep
revision of their data management processes and, consequently, of the software
deputed to manage them in order to be compliant with the new prescriptions.
In particular, we focus on a number of key requirements of GDPR formalised
in Articles 5 - Principles relating to processing of personal data - and 25 - Data
protection by design and by default - dealing with “lawfulness, fairness and
transparency”, “purpose limitation” and “data minimisation”.

The principle of “lawfulness, fairness and transparency” deals with require-
ments on how data must be processed from the owner of the personal data
prospective. The “purpose limitation” principle aims at linking the request of
data processing with the purpose of use of them that has to be explicitly accepted
by the data subject (explicit consent) with a contract prepared under the fairness
and transparency principles. “Data minimisation” imposes to data controllers,
such as, companies collecting personal data of customers, to reduce the amount
of collected data to the strict minimal necessary to carry out the requested ser-
vice, also reducing “the extent of processing, the period of their storage and their
accessibility”.

To guarantee these requirements, in this paper we propose a Data Protection
approach able to regulate both access and usage of data with an eye to the
GDPR regulation, i.e., to fulfill the data minimisation requirement in its part
referring to computation purpose verification, data retention and data access.
Access and usage of data are regulated by the definition of rules. In our approach,
we consider to have a unique document that collects both legal requirements and
user rules about access and usage control of a piece of data, i.e., we refer to the
concept of Data Sharing Agreement (DSA) associated to the target data. It is an
agreement among contracting parties regulating how they share data. A DSA
represents a flexible mean to assure privacy, in terms of GDPR directive, of
data exchanged on the Cloud. Here, we refer to the work in [11], in which the
authors introduced a Controlled Natural Language for DSA aiming at lowering
the barrier to adoption of DSA, and, at the same time, ensuring mapping to a
chosen enforceable language.

Our activity identified two solutions, whose combination would allow a data
controller to achieve a transparent usage of personal data. They are PPL [7,15]
and U-XACML [10]. The novelty of our proposal consists of an approach (policy
language and reference architecture) that unifies both benefits and allows to
achieve new results, namely:

R1. to meet GDPR’s transparency requirement by fully controlling informa-
tion processing operations. This is achieved through the full support of
the Usage Control model proposed by Park and Sandhu [13,16], achieved
through our contribution as simple extension to a well-known access control
standard, XACML [12].

R2. the control and tracking of processing purpose(s), for the operations
requesting an access to the protected pieces of information, both at the
moment of the access request and during their consumption. This aims at
meeting GDPR’s purpose limitation.
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R3. the support for GDPR’s data minimisation, considering for example data
retention conditions.

R4. to ease compliance audit of a solution integrating our approach, also consid-
ering the different stakeholders’ background involved in the audit process:
lawyers, software architects, public bodies but also citizens (data subjects).

The concepts presented here appeared in an earlier form in [6], however this
work extends them by:

– recalling the notion of Data Sharing Agreements as way to express and group
all security and data protection constraints expressed at high abstraction level
(human language) by different parties to regulate data sharing operations.

– recalling the CNL4DSA high level controlled natural language introduced in
[11], functional to the expression of Data Sharing Agreements.

– introducing a novel architectural component, named DSA Mapper, in charge
of automatically translating the security and data protection constraints
expressed in CNL4DSA to enforceable UPOL policies.

– combining all previously mentioned extensions to present an extended archi-
tecture and a complete data flow for regulated data sharing operations, cov-
ering data provisioning and consumption operations.

– achieving a new result, a simplification for conducting audit given by the
simplified understandability and transparency of the extended approach.

The paper is structured as follows: next section describes the motivation of
this work that is mainly part of a EU FP7 project named Coco Cloud about
the sharing of sensitive data through the Cloud, and how parts of this effort
are continued in project C3ISP. Section 3 briefly recalls the existing access and
usage control policy languages while Sect. 4 presents the new one, named UPOL
able to integrate and enhance in a unique language the expressiveness of both
languages. Section 5 presents a use case for an UPOL policy and finally Sect. 6
draws the conclusion of the paper and discusses about ongoing and future work.

2 Usage Control in Coco Cloud and C3ISP

The Confidential and Compliant Cloud (Coco Cloud) EU FP7 funded project
[4] proposes a data centric approach to enhance data security on the cloud. In
particular, the project is aimed at enabling its users to regulate the usage of
the data they share on the cloud, in order to increase their trust in, and conse-
quently their adoption of, cloud services. In the Coco Cloud scenario, multiple
subjects are involved in the data sharing, including companies, public bodies,
and citizens. Consequently, the data sharing must be automatically regulated
by digital contracts, called Data Sharing Agreements (DSA) [2], defined by the
sharing parties, which must be paired with the data when they are shared on
the Cloud and must be enforced every time such data are accessed and used
by the Cloud users [3]. A peculiar goal of the Coco Cloud project is to embed
in the DSA also a further set of constraints to allow a legally compliant data
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sharing in the cloud. Hence, the project places an early emphasis on understand-
ing and incorporating legal and regulatory requirements into the data sharing
agreements. The European data protection legal framework has been one of the
key legal focuses of our work.

To this aim, the first step consists in an automatic translation of both legal
and sharing parties constraints in a policy format that can be directly enforced.
In fact, DSA are automatically mapped into Usage Control Policies expressed
through the UPOL language. The Usage Control model [13] is adopted because
the factors that are taken into account to define constraints in the DSA are
mutable, i.e., they can change over time. As a matter of fact, one of the main
improvements introduced by the Usage Control model with respect to traditional
access control ones is the management of those user and resource attributes
which change their values over time, thus requiring the continuous evaluation of
the usage control policy to promptly react to changes. In particular, attribute
values could change in such a way that an access which was previously authorized
according to the previous attribute values and is now in progress should instead
be forbidden because of the new values of such attributes. Hence, the usage
control policy is continuously evaluated during the data access time, and the
access can be interrupted when the policy is not satisfied any more. For instance,
the physical position of a person is one of these mutable attributes because,
obviously, it changes when the person moves from one place to another. A DSA
could state that a critical document produced by a company can be read only by
the employees of such company when they are located within a given area (e.g.,
the building of a company). Hence, an employee could open the document on her
mobile phone when she is located within the company building but, as soon as she
exits the building, the usage control policy is violated and the countermeasure
defined in the policy is taken. For instance the policy could require to close such
document saving the unsaved changes in a temporary document copy).

Moreover, the Usage Control model also allows policy makers to express
that some actions, called obligations, must be executed as a consequence of the
execution of other actions or when certain events occur. For instance, the DSA
of a piece of data could include an obligation which requires that the related file
is deleted after a given date. This concept has clear application in expressing
a personal data retention period, according to the GDPR. Another example of
obligation recalling the previous DSA is the one that, when the user leaves her
country, deletes the document from her mobile device.

The usage control model allows to define very expressive data sharing agree-
ments which satisfies the requirements of many application scenarios. For exam-
ple, we applied it to e-government, corporate and healthcare [2] solutions. More-
over, part of the described approach is used in C3ISP1, an EU-funded H2020
project focussing on cyber security and in particular on the sharing of particu-
larly critical pieces of information, that are necessary for organising an effective
defense against online attacks but that may also be used, if in wrong hands,
to conduct malicious activities. This is the case of information describing cyber

1 Homepage: https://c3isp.eu/.

https://c3isp.eu/


82 F. Di Cerbo et al.

attacks trace logs: other defenders may tune up their countermeasures in order
to identify the latest attacks (malware received per email, specially crafted web
requests targeting a software’s vulnerability etc.) but on the other hand, an
attacker may get to know where and how a target system is vulnerable and may
be successfully breached. Specific extensions are being studied and they will be
discussed in the future.

This paper describes UPOL, the language we defined to express the enforce-
able version of the usage control policies representing the DSAs exploited in the
Coco Cloud and C3ISP European projects. We also describe how we automati-
cally obtain UPOL policies starting from DSAs in which the rules are expressed
in a Controlled Natural Language [11]. Such language has been introduced to
help the user to express in a natural language style yet controlled way not only
her own constraints on data but also legal regulations [9] on them.

3 Background

In this section, we recall some background notions about languages used for
expressing policies at both high level through a controlled natural language and
low level trough XACML-based languages.

3.1 Controlled Natural Language

The core of Controlled Natural Language named CNL4DSA [11] (CNL4DSA)
is the notion of fragment, a tuple f = 〈s, a, o〉 where s is the subject, a is the
action, o is the object. The fragment expresses that “the subject s performs
the action a on the object o”, e.g., “the doctor reads the medical report”. It
is possible to express authorisations, obligations, and prohibitions by adding
the can/must/cannot constructs to the basic fragment. Fragments are evaluated
within a specific context. In CNL4DSA, a context is a predicate c that usually
characterises factors such as users’ roles, data categories, time, and geographical
location. Contexts are predicates that evaluate either to true or false. To describe
complex policies, contexts must be combined. Hence, we use the Boolean con-
nectors and, or, and not for describing a composite context C which is defined
inductively as follows (Eq. 1):

C := c | C and C | C or C | not c (1)

The syntax of a composite authorisation fragment, FA, is as follows:

FA := nil | can f | FA;FA | if C then FA | after f then FA| (FA) (2)

with the following meaning:

– nil can do nothing.
– can f is the atomic authorisation fragment that expresses that f is allowed,

where f = 〈s, a, o〉. Its informal meaning is the subject s can perform the
action a on the object o.
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– FA;FA is a list of composite authorisation fragments.
– if C then FA expresses the logical implication between a context C and a

composite authorisation fragment: if C holds, then FA is permitted.
– after f then FA is a temporal sequence of fragments. Informally, after f has

happened, then the composite authorisation fragment FA is permitted.

The list of authorisations represents all the composite authorisation fragments
that define the access rights on the data.

Also, CNL4DSA has a specific syntax expressing composite obligation and
prohibition fragments. Similar to the authorisations, the obligation fragment
indicates that the subject s must perform the action a on the object o, while, for
the prohibition, the subject s cannot perform the action a on the object o.

of a composite obligation fragment, FO, is inductively defined as follows:

FO := nil | must f | FO;FO | if C then FO | after f then FO| (FO) (3)

The intuition is the same as for FA, except for must f that represents the atomic
obligation: the subject s must perform the action a on the object o. The atomic
obligation must f expresses that f is required.

Finally, the syntax of a composite prohibition fragment, FP , is as follows:

FP := nil | cannot f | FP ;FP | if C then FP | after f then FP | (FP ) (4)

The atomic prohibition is represented by cannot f : the subject s cannot perform
the action a on the object o. The atomic prohibition cannot f expresses that f
is not permitted.

3.2 Enforceable Policy Languages

We identified the Usage Control model as the theoretical underpinnings for our
objective but we observed a number of limitations in the current approaches.
Essentially, we looked at a number of declarative solutions (i.e. controllable
through a configuration policy) and we concentrated on three technologies that
have available implementations:

– XACML: the eXtensible Access Control Markup Language [12] is a standard
produced by the OASIS Consortium which defines an XML based language
for expressing Attribute Based Access Control policies and a reference archi-
tecture for the enforcement of such policies. Several open source, academic
and commercial implementations of the XACML standard are currently avail-
able on the market. The main limitation is that it only covers access control
models and not usage control. XACML only partially fulfill R1, R2, and R3.

– U-XACML: the UCON XACML [10] is an extension of the XACML stan-
dard aimed at supporting usage control functionalities, most notably the
continuous policy evaluation during the access to the requested resources.
U-XACML extends both the XACML language, in order to introduce proper
constructs to express which XACML conditions must be satisfied at access
request time and which must be satisfied for the whole duration of the access,
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and the reference architecture, in order to introduce further components
devoted to the continuous policy evaluation and to the management of usage
sessions. U-XACML fulfills R1, partially R2 but not R3.

– PPL: as well extends XACML with the possibility to verify resource pro-
cessing purposes against a policy plus it caters the automatic execution of
obligations defined by a resource owner. It can be used to implement R3
especially with respect to data retention, R2 but not completely R1.

In order to achieve the fulfillment of requirements R1, R2, R3 starting
from the previously listed technologies, we defined a new concept, UPOL. In
other words, we extended the XACML standard by combining the advantages
brought in by two other extensions, U-XACML and PPL.We also extended all
previous approaches in order to fulfill R4, by designing a process for transforming
a human-readable set of directives into an actionable policy; this allows an easier
understandability of UPOL policies by non-technical stakeholders, considering
for example legal experts and citizens.

From the combination of the mentioned technologies, UPOL achieves new
capabilities as detailed in Sect. 4. It is the language we used to express DSAs
terms and conditions in a machine-enforceable manner. UPOL policies therefore
regulate the usage of the data they are paired with: following the sticky policy
model [14], each policy (that regulates the access to a resource) get attached to
a resource to form a bundle, normally protected by means of strong encryption.
This imposes that data can be processed only by means of special mechanisms
able to decrypt the bundle and to allow its access in accordance to the associ-
ated policy. Any attempt to consume arbitrarily a resource once it is protected
by such bundle, is destined to fail. The UPOL language is based on the Usage
Control model, which extends traditional access control model by dealing with
attributes related to the subjects and of the objects which change their values
over time. The Usage Control model allows to define policies which are con-
tinuously evaluated during the execution of an access, in order to revoke such
ongoing access when the corresponding policy is not valid any longer. In partic-
ular, the usage control policies define authorization and condition rules which
must be satisfied before and/or during the usage of such data ( pre-/ongoing-
authorizations and pre-/ongoing-conditions), along with obligations (similarly,
pre-/ongoing-obligations). UPOL comprises all such categories, extending the
XACML capabilities with two new contributions the asynchronous and syn-
chronous obligations, normally implemented by a trusted third party. The asyn-
chronous obligations are usage control obligations which have to be fulfilled when
an event occurs. Events may used to model reactions to mutable attributes as
in Park and Sandhu model but, extending it, they may not be connected to
an access request, as such as when the retention period for a piece of data
expires (as requested for GDPR’s data minimization). The synchronous obli-
gations are again usage control obligations. For instance banners that appears
while one watches a streaming video, or logging of the exact consumption time
of a resource, for accountability purposes. Such kind of obligations may also be
considered as session obligations and can be used in order to pinpoint when an
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user starts and terminates to use a resource as well as when the user’s access
right to the resource is revoked.

In UPOL, the violation of pre-authorization or pre-condition rules prevents
the access to the protected data. Instead, when pre-authorization and pre-
condition rules are satisfied, the access to the data is allowed, and the ongoing-
authorization and ongoing-condition rules are enforced continuously while the
access is in progress. In this case, the violation of ongoing rules causes the inter-
ruption of the usage of the data. Session obligations may be associated to passed
or failed checks, in order to model a desired behavior.

3.3 U-XACML

The U-XACML language is an extension of the XACML language which includes
additional constructs to express Usage Control features. XACML is a standard
developed by the OASIS consortium for expressing and managing access con-
trol policies in a distributed environment [12]. Briefly, the XACML standard
defines a policy meta-model, syntax, semantics, and the related enforcement
architecture. The top-level element of a policy is <PolicySet>, which includes
a set of <Policy> elements (or other distinct <PolicySet>), each of which, in
turn, includes a <Target>, which denotes the target of the policy, and a set
of <Rule> elements which represent the authorization rules. A rule is defined
by three main components: the <Target>, the <Condition>, and the effect of
the rule which can be either Permit or Deny. The <Target> denotes the tar-
get of the rule, i.e., to which authorization requests the rule can be applied.
The <Condition> elements are predicates evaluating the attributes. A rule
can include the <ObligationExpressions> element, which, in turn, includes a
set of <ObligationExpression> elements. Each <ObligationExpression> element
includes the ID of the obligation and which effect will trigger its execution. A
rule is applicable to an access request if the target of the access request matches
the target of the rule and if all the conditions included in the rule are satisfied. If
a rule is applicable to an access request, the effect declared for the rule concurs
to determine whether the access request is permitted or denied, and the related
obligation must be executed. As a matter of fact, the effects of all the applicable
rule are combined to produce the effect to be actually enforced according to the
combining algorithm specified at the beginning of the policy. For instance, the
PERMIT OVERRIDE combining algorithm causes the policy to be evaluated
to permit if at least one applicable rule has been assigned permit as effect.

XACML allows to express traditional attribute based access control policies
dealing with immutable attributes and it does not have specific constructs to
deal with mutable attributes and to express the continuity of policy enforce-
ment. In particular, adopting a standard XACML system, the policy is evalu-
ated at request time only, and no further policy evaluation are executed while
the access is in progress. Consequently, once an access has been granted, if the
attributes values change in such a way that the policy is not satisfied any more,
no countermeasures are taken, and the ongoing access is not affected.
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The U-XACML language extends XACML with usage control constructs as
follows. To express the continuity of policy enforcement, the U-XACML language
introduces in the <Condition> element a clause, called DecisionTime, which
defines when the evaluation of this condition must be executed. The admitted
values are pre and on denoting, respectively, pre-decisions and on-decisions. In
this way, the conditions whose decision time is set to pre are the same as usual
XACML conditions, since they are evaluated at access request time only. On
the other hand, the conditions whose decision time is set to on must be con-
tinuously evaluated while the access is in progress. These conditions typically
involve mutable attributes, because their values change over time thus requiring
the re-evaluation of the condition. We recall that in U-XACML, XACML con-
ditions are exploited to represent both UCON authorizations and conditions.
In the same way, U-XACML extends the <ObligationExpression> element with
the DecisionTime clause to define when the obligation must be executed. In
this case too, the admitted values for the DecisionTime clause are: pre (pre-
obligations, i.e., usual XACML obligations) and on (on-obligations), and post
(post-obligations).

To deal with mutable attributes, U-XACML introduces a new element,
<AttrUpdates>, which represents the attribute updates in the policy. This
element includes a number of <AttrUpdate> elements to specify each update
action. Each <AttrUpdate> element also specifies when the update must be
performed through the clause UpdateTime which can have one of the follow-
ing values: pre (pre-update), on (on-update), and post (post-update). U-XACML
language, please refer to [5].

3.4 PPL

PPL (Primelife but also Privacy Policy Language) is another XACML extension
that allows to express policies for personal data processing, also including specific
credential capabilities. PPL directives refers to access and usage control security
properties. In particular it was designed for modelling personal data exchanges
between data subjects and data controller, according to definitions provided
by the European Data Protection Directive 95/46/EC, very similar to those
stated in GDPR. PPL adopts the “sticky policy” approach: a piece of data
gets associated, for example in a bundle, to its policy and they form a unit,
an atomic entity. Such approach is applied to regulate the exchange between
a data subject and controller: once personal data handling terms (the “terms
of use”) have been agreed between the two actors, such terms become a PPL
policy that gets associated to the personal data given to the data controller. By
definition, this policy cannot be detached from the data and regulates each usage
of the piece of information. One notable aspect is the expression of usage control
obligations. Normally in XACML, an obligation must be fulfilled by the actor
that issues an access request. In PPL, they are defined as “a promise made by a
data controller to a data subject in relation to the handling of his/her personal
data. The data controller is expected to fulfill the promise by executing and/or
preventing a specific action after a particular event, e.g., time, and optionally
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under certain conditions” [1]. PPL obligations may also apply to data processors,
i.e., entities authorized by data controller to carry out computations on the data,
under the responsibility of the data controller.

PPL obligations are expressed as in the following Eq. 5:

Obligation = Do Action when Trigger (5)

where
Trigger = Event ∧ Condition (6)

Obligations modeled in this way may or may not be dependent on access
requests and therefore, they differ from access control obligations. They can be
used to express a data retention period, e.g., data must be deleted by the data
controller after 30 days from their submission. As shown in [7], triggers may also
depend on contextual conditions like geographic location.

4 Our Data Protection Approach

Our data protection approach can be described as follows:

– specification of data protection requirements using a controlled natural lan-
guage, with CNL4DSA

– transformation of CNL4DSA directives in UPOL enforceable control policy
– association of the control policy to a piece of information
– enforcement of the policy by a dedicated UPOL-enabled mechanism

As part of our contribution, we propose a reference software architecture for the
materialization of our approach. The present section describes our architecture.

Once a data subject and controller agree on usage terms, they can express
them using CNL4DSA, for example by means of an authoring tool, such as,
the one briefly described in [9]. CNL4DSA terms can also be defined with a
negotiation-less model: the CNL4DSA terms may represent the requirements of
a subject and a controller can only decide to accept them to process the per-
sonal data, or the terms with which a controller can process a subject’s data.
The enforcement of CNL4DSA directives (i.e., the DSA) relies on their trans-
formation in a UPOL policy. Such transformation, for its complexity, is most
effective if performed automatically: to this extent, we foresaw a mapping func-
tion implemented by a specific software component, the DSA Mapper, and this
main functionality is described in Sect. 4.1. As already mentioned, the UPOL lan-
guage originates from XAMCL but adding statefulness to its interaction model.
To cater for that, a number of contributions are proposed, in terms of refer-
ence architecture and language syntax, explained respectively in Sect. 4.2 and
by means of an example in Sect. 5.

As a first step, we describe the mapping function we implement to auto-
matically transform rules expressed in CNL4DSA (that is, a simple controlled
natural language) to the UPOL language. Then, we describe the UPOL reference
architecture and a comparison with the existing UCON ABC.
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4.1 Mapping Function

As mentioned, the mapping function allows to convert DSA statements into
UPOL directives. The software component in charge of its implementation, the
DSA Mapper, takes as input am .xml file representing a set of DSA rules and
translates them in the UPOL language. The outcome of this tool is an enforceable
policy, that will be evaluated at each request to process the associated piece of
information.

An initial formulation for a mapping function has been presented in [11]. In
the current and newest version, presented in the following, we have updated and
simplified the process. In order to describe the mapping function, it is useful
to recall that CNL4DSA has been developed considering the design of XACML
constructs, thus it is possible to identify in each CNL4DSA statement the main
XACML elements:

– A subject element is the entity requesting the access. A subject has one or
more attributes.

– The resource element is a data, service or system component. A resource has
one or more attributes.

– An action element defines the type of access requested on the resource.
Actions have one or more attributes.

– An environment element can optionally provide additional information.

The mapping function implemented by the DSA Mapper is the results of two
sub-functions: the mapping function that considers all the rules in a DSA as
policies of a policy set, as it is defined in the standard XACML, and translate it
in UPOL language, and the BuildUPOL function that is able to build an actual
enforceable UPOL policy starting from the single policies output of the mapper
function.

The mapping function takes each basic fragment 〈s, a, o〉, where s identifies the
subject, a the action, and o the object (mainly the data which the DSA is referred
to), and puts each of this element into a UPOL policy by using the appropri-
ate tag, i.e., 〈subject〉 . . . 〈\subject〉, 〈action〉 . . . 〈\action〉, and 〈resources〉 . . .
〈\resources〉, respectively. These represent the elements of the UPOL target
(〈Target〉). All the contextual conditions expressed in CNL4DSA are mapped
into the tag 〈Condition〉. It is worth noting that even the attributes related to
both subject and resources are mapped into the tag 〈Condition〉, in such a way
to put all the contextual conditions under the same tag. This choice was made
because the executable policy structure reflects the one of the CNL4DSA state-
ment in which the conditions on subject, object, and environment are specified
all together into the context.

The BuildUPOL function takes in input the output of the mapping function,
i.e., the UPOL specification of each rule composing the DSA, to build a valid
UPOL policy. The BuildUPOL functionality is in charge of building the UPOL
policy skeleton, that represents the constant part of the UPOL policy. It is made
of:
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– the header of the policy comprehensive of:
• the namespace,
• the XML schema (version 3)
• name of the schema (XACML 3)
• name of the schema according to which the UPOL has to be validated
• the policy ID
• the combining algorithm (fist-applicable)
• version of the policy

– Three specific tags:
• 〈description〉, e.g., 〈xacml : Description〉 UPOL Policy 〈/xacml :

Description〉.
• 〈DSAID〉, e.g., 〈upol : DSA id〉 DSA-d75b9cbf-5893-4779-baf9 〈/upol :
DSA id〉.

• 〈Target〉, that is empty because each rule has its own target specification
with also the conditions (see below), e.g., 〈xacml : Target/〉.

– Default deny rule
– All the rules derived from the DSA. Note that rules are inserted into the

UPOL policy. According to the choice of applying the “first-applicable” com-
bining algorithm, the order in which rules are inserted into the UPOL policy
can follow a strategy. For example business reasons, regulations, personal
preferences.

4.2 UPOL Architecture

The UPOL reference architecture is depicted in Fig. 1. The figure shows how
the UPOL architecture interacts with a business software that involves the pro-
cessing of personal information, to offer its data protection functionalities. This
business software has at two main stakeholders of interest:

– a Data Owner that submits her/his personal data together with a DSA in
the controlled natural language CNL4DSA

– a Requestor that uses the functionalities of the business software and needs
to process a piece of information from the Data Owner.

The business software is only represented in its essential parts for the interaction
with the UPOL architecture:

– a Storage for storing personal information
– a component that is at the same time part of the business software and the

UPOL architecture, the PEP (later described).

UPOL originates from the XACML standard thus it inherits the XACML
main components for its reference architecture, however extending their func-
tionalities:

PEP. Policy Enforcement Point is part of a software system that intercepts any
requests to perform security relevant actions, thus triggering the autho-
rization decision process and enforces the results. In our UPOL design, it
is also in charge of retrieving the sticky policy bundle from the business
software storage (or data base) and to submit it to the PAP for reading
the contained policy.
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CH. Context Handler coordinates the communication and information
exchange among the components of the enforcement engine in order to
execute the policy evaluation process triggered by the PEP. In order to
deal with UPOL policies, this component has been enabled to manage
also the policy re-evaluation process which, instead, is triggered by a PIP
and involves also the SM component.

PDP. Policy Decision Point evaluates authorization requests according to the
applicable UPOL policies.

PAP. Policy Administration Point is in charge of retrieving applicable policies
for PDP evaluation. It is an important component especially when adopt-
ing the sticky policy approach, as it allows to read the policy included
in a bundle to permit its evaluation against the PEP request. It does so
by complementing the request, issued by the PEP, extracting the UPOL
policy from the bundle, and sending it to the CH.

PIP. Policy Information Point(s) retrieves all the necessary attributes of any
actor (subject, action, resource, environment) for enabling policy evalua-
tion. In order to evaluate UPOL policies, PIPs have been enabled also to
detect when the values of the attributes change for the purpose of calling
the CH to trigger the policy re-evaluation process.

The UPOL architecture also requires specific components, that are:

SM. Session Manager is responsible for tracking the usage sessions: a ses-
sion is established once an authorization request is permitted and the
associated operation is started. The session captures information about
the operation by storing all relevant meta-data. It allows the execution
of the continuous authorization phase, because it determines which ses-
sions need a re-evaluation of authorization policies as a consequence of
an attribute mutation, thus enabling the PDP to operate continuously.

OE. Obligation Engine is responsible for keeping track of obligation triggers
and executing the associated action(s).

MAP. The DSA Mapper is responsible for the transformation of a DSA
expressed in CNL4DSA format into a UPOL policy that is then asso-
ciated to a piece of information in the sticky policy bundle, and stored
in the business software storage according to its logic. Such bundle is
subsequently handled by the PAP when the piece of information is to
be used in order to extract such UPOL policy.

In our UPOL architecture, CH also implements an information exchange
between OE and SM, to enable the mentioned session obligations to be trig-
gered. The UPOL architecture is instrumental to the implementation of its new
obligations; they go beyond the capabilities of XACML/U-XACML and PPL.

Table 1 details the different types of obligations supported by our archi-
tecture: those defined by XACML/U-XACML, PPL and obviously, the newly
defined UPOL obligations.

The first row describes U-XACML obligations: they derive directly from the
standard XACML obligations and they are associated to an access request. They
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Fig. 1. The UPOL Reference Architecture, including the Mapper component to trans-
form CNL4DSA documents in UPOL policies. Information can be provisioned by the
Data Owner to the business software that uses the Mapper to obtain a sticky policy
bundle to be persisted. When a Requestor asks for a resource, the PEP issues a request
to the framework, in cooperation with the PAP that extracts the UPOL policy from
that resource bundle.

Table 1. Obligations part of an UPOL policy, as presented in [6].

Obligation type Reference event Obligation
action type

Obligation
enforcement

U-XACML pre- or post-
obligations

At the moment of
the request

Punctual
actions

PEP

PPL obligations Dependent or
independent from
access request

Punctual
actions

Trusted third party
(through UPOL
Mechanism)

UPOL session
obligations

At the beginning,
end or during data
consumption

Punctual or
continuous
actions

Trusted third party
(through UPOL
Mechanism) or
PEP

normally prescribe actions executed pre- or or post- an access request (“punctual
actions” in the table) and for this reason, they are normally referred as pre- or
post-obligations.

Second row is about PPL obligations. Differently from U-XACML, PPL obli-
gations are not (necessarily) associated to an access request (see Formula 5).
Their definition relies on triggers (see Formula 6) that may encompass a variety
of situations. Expiration of a retention period but also proximity to a specific
geographic location [7] are just initial examples of possible triggers. By defini-
tion, the enforcement of PPL obligations must take place reliably and certainly.
Considering this requirement, PPL states that a trusted third party, different
from Data Subject and Data Controller and trusted by both actors, is in charge
of automatic obligation enforcement.
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Lastly, the third row is about UPOL obligations. They can be defined
using the notion of session: UPOL defines three new event types StartAccess,
EndAccess and RevokeAccess that are part of UPOL triggers. Therefore, UPOL
obligations consider the different stages of a usage session work-flow to prescribe
the execution of specific actions. For example, a UPOL obligation can start at the
beginning of a data consumption operation and terminate at its end. We recall
that a (UPOL) session as managed by the Session Manager is created when an
access request is approved and the requestor (or an agent) notifies the begin-
ning of a resource consumption thus generating a session event StartAccess.
EndAccess obligations are triggered when the requestor interrupts a resource
consumption operation. RevokeAccess on the contrary occurs when a policy
violation is detected and a session is interrupted by initiative of the UPOL
mechanism (i.e., by initiative of the PDP).

As just presented, UPOL obligations differentiate from other obligations as
they can be used to execute continuous actions; they result effective for example
in streaming scenarios: showing banners during a video streaming, or to influence
Big Data streaming analytics computation. One last consideration about the
enforcement actor. XACML/U-XACML obligations are normally enforced at
the requestor’s end, by the PEP. PPL obligations, instead, are enforced by a
third party (for example, a cloud provider) trusted by data subject and data
controller. UPOL obligations are triggered by the Obligation Engine run by a
trusted third party but they may be also executed by the PEP, according to the
associated actions.

4.3 Comparison with the UCONABC Model

The UCON model defined by Park and Sandhu in [13] presents a number of
innovative features which enhances it with respect to traditional access control
models, namely:

1. the factors taken into account to carry out the decision process, besides tra-
ditional authorizations (A), include also obligations (B) and conditions (C).

2. the continuity of the decision: the policy can state that the access control
decision have to be made when the access request is received (like in tradi-
tional access control, pre), and/or have to be performed continuously during
object consumption (typical trait of UCON, ongoing).

3. mutability of attributes: are subject or object attributes changing following to
a decision? and when? This originates: immutable, pre − update, ongoing −
update or post − update models respectively for models where no attribute
changes are foreseen, updates takes place before, during or after an access
takes place.

We claim that the UPOL language proposed in this paper is capable of
implementing the typical features of the Usage Control model previously listed,
by leveraging:
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1. the native XACML constructs.
2. the constructs brought in by U-XAMCL.
3. the specific extensions offered by U-XACML combined with PPL: pre and

ongoing conditions can originate specific events to trigger the newly defined
UPOL obligations (synchronous and asynchronous).

Moreover, if used in conjunction with the sticky policy approach, UPOL
spans its scope beyond access and usage control, as UPOL obligations can be
triggered also without the reception of an access request. Such functionality is
particularly helpful in cases like GDPR’s data minimisation requirement, where
a piece of data may reside on the Data Controller cloud only for a limited amount
of time. Provided that a trusted third party runs a UPOL-aware enforcement
mechanism to control the UPOL-regulated data on the cloud, such requirement
may be fulfilled.

5 Use Case

Let us consider a simple e-commerce scenario involving three main actors: a
company, ACME, that plays the role of the data controller, as it is defined in
the GDRP, a customer of ACME, referred as Customer, that is the data subject,
and a third-party, a Marketing service, that is able to produce profiles of cus-
tomers and suggest marketing campaigns to ACME. The use case is depicted in
Fig. 2. The customer submits a set of personal data, such as, address, credit card
details, etc., needed by ACME to process her/his order. The treatment of such
personal data is regulated by a DSA expressed in CNL4DSA, stating precisely
data controller’s rights and obligations as well as the customer’s policies on her
data. Data submission and consent recording take place through a specific ser-
vice, called “Usage Control Service” (the proposed contribution, implementing
the UPOL reference architecture) in the figure, that:

– associates to the personal data, using the sticky policy model, a UPOL policy,
output of the DSA Mapper, that states in enforceable format the access and
usage terms defined in the Data Sharing Agreement;

– enforces the UPOL policy upon incoming personal data access requests;
– monitors usage of personal data, through interactions with the ACME infor-

mation systems, enforcing continuous authorizations as well as usage control
obligations.

When the third party uses the ACME information systems, they interact with
the enforcement system, creating requests to access the protected resources.
Information systems cater for a number of attributes that allow their requests
to be evaluated by the enforcement system, as well as providing indications about
the beginning and the end of information processing operations. The interaction
protocol between systems and enforcement also allows the interruption of an
operation, in case of changes in the evaluation conditions.
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Fig. 2. An e-commerce use case, extended from [6].

It is out of the scope of the current work to include a detailed analysis of the
interaction protocol and of the architecture of the enforcement system. Focus-
ing instead on the policy expression, it can be modeled as a (sticky) UPOL
Policy where a Rule with Target : subject role = marketing-third-party, contrac-
tor = ACME may access the data. The UPOL representation of (part of) such
policy can be found at Listing 1.1. Two conditions (pre and ongoing) control
the geographic location of the subject, provided by the information systems,
before and during the access in order to protect against data export clauses,
GDPR Article 49 (the UPOL policy in Listing 1.1 actually shows only the ongo-
ing condition, since the other is identical except for the value of DecisionT ime
that would be pre instead of ongoing). In CNL4DSA, these two conditions are
expressed through a CNL4DSA context hasLocation in case of pre condition
and hasContinuosLocation in case the context condition needs to be checked
ongoing. We can model the notification obligation by means of session obliga-
tions, triggered by StartAccess, EndAccess and RevokeAccess. In this way,
the beginning and the end of sessions can be recorded for future use. Last but
not least, each access of the third-party will trigger an email notification to the
data subject, in order to fully meet the transparent processing requirements. In
CNL4DSA, this rule is expressed as an obligation composed fragment in which
the simple fragment has as subject system and as action notifyByEmail. It
might be worth noting that other accesses performed by the data controller (as
the trigger of this obligation is on the fulfillment of the Rule that applies only
on requestors with role=marketing-third-party) will not trigger such notifica-
tion. Data minimization (with respect to retention directives) is also enforced by
means of a specific obligation to delete the data associated to the policy after 3
months from the moment when the personal data is received.
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Listing 1.1. UPOL Use Case.

1 <!−− DETAILS OMITTED −−>
2 <Rule RuleId=”Permission:Marketing−Third−Party” Effect=”Permit”>
3 <!−− XACML Target: ABAC check for attribute ’marketing−third−party’

↪→ of requestor

4 in the authentication system, i .e. role == ’marketing−third−party’
↪→ −−>

5 <Target>

6 <AnyOf>
7 <AllOf>

8 <MatchMatchId=”urn:oasis:names:tc:xacml:1.0:function:string−equal”>
9 <AttributeValue DataType=”http://www.w3.org/2001/XMLSchema#

↪→ string”>

10 marketing−third−party

11 </AttributeValue>

12 <AttributeDesignator
13 AttributeId=”urn:oasis:names:tc:xacml:2.0 :subject:role ”
14 Category=”urn:oasis:names:tc:xacml:1.0:subject−category:access−

↪→ subject”

15 DataType=”http://www.w3.org/2001/XMLSchema#string”

16 MustBePresent=”false” />
17 </Match>
18 </AllOf>

19 </AnyOf>

20 </Target>
21

22 <!−− Continuous Authorization: requestor must be in EU to process the
↪→ information −−>

23 <upol:Condition DecisionTime=”ongoing”>
24 <!−− Standard condition definition (with DecisionTime=”pre”) is identical

↪→ and thus omitted −−>

25 <xacml:Apply FunctionId=”urn:oasis:names:tc:xacml:1.0:function:string−
↪→ equal”>

26 <xacml:Apply FunctionId=”urn:oasis:names:tc:xacml:1.0:function:string−
27 one−and−only”>

28 <xacml:AttributeDesignator
29 AttributeId=”urn:oasis:names:tc:xacml:1.0:subject:subject−

↪→ location”

30 Category=”urn:oasis:names:tc:xacml:1.0:subject−category:

31 access−subject”
32 DataType=”http://www.w3.org/2001/XMLSchema#string”

33 MustBePresent=”true”>
34 </xacml:AttributeDesignator>
35 </xacml:Apply>

36 <xacml:AttributeValue DataType=”http://www.w3.org/2001/
↪→ XMLSchema#string”>

37 EU</xacml:AttributeValue>

38 </xacml:Apply>
39 </upol:Condition>

40 <ob:ObligationsSet xmlns:ob=”http://www.primelife.eu/ppl/obligation”>

41 <ob:Obligation>

42 <ob:TriggersSet>

43 <!−− UPOL Session Obligations: trigger on each session event if
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44 evaluation result is ”Permit”−−>
45 <upol:TriggerRuleEvaluated FulfillOn=”StartAccess” Effect=”Permit

↪→ ” />
46 <upol:TriggerRuleEvaluated FulfillOn=”EndAccess” Effect=”Permit” /

↪→ >

47 <upol:TriggerRuleEvaluated FulfillOn=”RevokeAccess” Effect=”Permit”
↪→ />

48 </ob:TriggersSet>

49

50 <!−− Action : notify data subject to record an access for future
↪→ reference −−>

51 <ob:ActionNotifyDataSubject>

52 <ob:Media>Mail</ob:Media>

53 <ob:Address>customer.email@email.provider</ob:Address>
54 </ob:ActionNotifyDataSubject>

55 </ob:Obligation>
56 <!−− Obligation: delete after 3 months from information received −−>

57 <ob:Obligation>

58 <ob:TriggersSet>

59 <TriggerAtTime>
60 <!−− the trigger is set in 3 months time−−>
61 <MaxDelay>

62 <Duration>P0Y3M0DT0H0M0S</Duration>
63 </MaxDelay>

64 </TriggerAtTime>

65 </ob:TriggersSet>
66 <ob:DenyAllAndDeleteNow/>

67 </ob:Obligation>
68 </ob:ObligationsSet>
69 </Rule>

70 <!−− DETAILS OMITTED −−>

6 Conclusion

The attention given by online service operators to data protection, especially for
personal information, is constantly growing. Such trend can be explained also
by some recent changes in the legal framework that bring new requirements for
achieving full compliance. For example, the EU General Data Privacy Regulation
require significant changes in the way entities collect and process personal data of
EU citizens, anywhere in the world, but similar requirements are also requested
for operating in markets like Australia, China and Russia.

In this work we presented our proposal to address such new requirements.
It consists of an approach to data protection that uses data protection policies
to achieve such compliance, using as technical means, a combination of access
and usage control measures. Our approach foresees to facilitate the produc-
tion and human understandability of the data protection policies, by allowing
stakeholders to express them using a controlled natural language, subsequently
transformed into a new and automatically enforceable policy. To this extent, we
developed a new policy language, UPOL, as part of our commitments in the EU
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FP7 Coco Cloud project. Its main aim is to obtain a unique language that is
powerful enough to express legal, security, and privacy constraints in automati-
cally enforceable policies, focussed on the sharing and management of (personal
or otherwise sensitive) data over the Cloud. Now, our development continues
in the EU H2020 C3ISP project, extending data protection also to Big Data
analytics scenario, especially considering cyber security information sharing.

Our initial results count the implementation of a UPOL mechanism, capable
of enforcing automatically obligations as trusted element by data subjects, pro-
cessors and controllers. We managed to define UPOL policies that go towards
the fulfillment of some data controller obligations as stated by the GDPR. We
are currently working towards structuring and extending more our language, in
order to support more data protection use cases, looking at personal data but
also at more in general, confidential information especially in the cyber security
domain.

Acknowledgements. This work was partly supported by EC-funded projects Coco
Cloud [grant no. 610853] and by C3ISP [grant no. 700294].
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policies based on XACML. In: Fischer-Hübner, S., Katsikas, S., Quirchmayr, G.
(eds.) TrustBus 2012. LNCS, vol. 7449, pp. 79–92. Springer, Heidelberg (2012).
https://doi.org/10.1007/978-3-642-32287-7 7

11. Matteucci, I., Petrocchi, M., Sbodio, M.L.: Cnl4dsa: a controlled natural language
for data sharing agreements. In: Proceedings of the 2010 ACM Symposium on
Applied Computing SAC 2010, pp. 616–620. ACM, New York (2010). https://doi.
org/10.1145/1774088.1774218. http://doi.acm.org/10.1145/1774088.1774218

12. OASIS: eXtensible Access Control Markup Language (XACML) Version 3.0 (2010)
13. Park, J., Sandhu, R.: The UCON ABC usage control model. ACM Trans. Inf. Syst.

Secur. (TISSEC) 7(1), 128–174 (2004)
14. Pearson, S., Casassa Mont, M.: Sticky policies: an approach for managing privacy

across multiple parties. Computer 44(9), 60–68 (2011)
15. Trabelsi, S., Njeh, A., Bussard, L., Neven, G.: PPl engine: a symmetric architec-

ture for privacy policy handling. In: W3C Workshop on Privacy and Data Usage
Control, vol. 4 (2010)

16. Zhang, X., Parisi-Presicce, F., Sandhu, R., Park, J.: Formal model and policy
specification of usage control. ACM Trans. Inf. Syst. Secur. 8(4), 351–387 (2005).
https://doi.org/10.1145/1108906.1108908. http://doi.acm.org/10.1145/1108906.1
108908

http://ercim-news.ercim.eu/en106/special/data-sharing-agreements-how-to-glue-definition-analysis-and-mapping-together
http://ercim-news.ercim.eu/en106/special/data-sharing-agreements-how-to-glue-definition-analysis-and-mapping-together
https://doi.org/10.1007/978-3-642-32287-7_7
https://doi.org/10.1145/1774088.1774218
https://doi.org/10.1145/1774088.1774218
http://doi.acm.org/10.1145/1774088.1774218
https://doi.org/10.1145/1108906.1108908
http://doi.acm.org/10.1145/1108906.1108908
http://doi.acm.org/10.1145/1108906.1108908


IUPTIS: Fingerprinting Profile Webpages
in a Dynamic and Practical DPI Context

Mariano Di Martino1(B) , Pieter Robyns1 , Peter Quax2 ,
and Wim Lamotte1

1 Hasselt University/tUL - Expertise Center for Digital Media, Hasselt, Belgium
{mariano.dimartino,pieter.robyns,wim.lamotte}@uhasselt.be

2 Hasselt University/tUL/Flanders Make - Expertise Center for Digital Media,
Hasselt, Belgium

peter.quax@uhasselt.be

Abstract. In this paper, we propose an extended overview of a novel
webpage fingerprinting technique ‘IUPTIS’ that allows an adversary to
identify webpage profiles in an encrypted HTTPS traffic trace. Our
approach works by identifying sequences of image resources, uniquely
attributed to each webpage. Assumptions of previous state-of-the-art
methods are reduced by developing an approach that does not depend
on the browser utilized. Additionally, it outperforms previous methods
by allowing webpages to be dynamic in content and permitting a lim-
ited number of browser and CDN-cached resources. These easy-to-use
properties make it viable to apply our method in DPI frameworks where
performance is crucial. With practical experiments on social media plat-
forms such as Pinterest and DeviantArt, we show that IUPTIS is an
accurate and robust technique to fingerprint profile webpages in a real-
istic scenario. To conclude, we propose several defenses that are able to
mitigate IUPTIS in privacy-enhanced tools such as Tor.

Keywords: Webpage fingerprinting · Social networks · Privacy ·
Traffic analysis

1 Introduction

Identifying Internet users is often the core business of large social media net-
works, advertising agencies and internet service providers (ISPs). Collecting this
personal information is useful to construct user profiles in order to provide mass
targeted advertisements. However, in the last 5 years, the businesses in ques-
tion have come under scrutiny by the public, due to the way they handle the
extracted information of their users. As a response, the research community has
developed frameworks and tools to limit the leakages of such personal infor-
mation in the form of ad-blockers [23] and hardened browsers [36]. It is clear
that such businesses are constantly looking for novel techniques that are able to
bypass these limitations, thus keeping the impact on their core business model to
c© Springer Nature Switzerland AG 2019
M. J. Escalona et al. (Eds.): WEBIST 2018, LNBIP 372, pp. 99–124, 2019.
https://doi.org/10.1007/978-3-030-35330-8_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35330-8_6&domain=pdf
http://orcid.org/0000-0002-2848-5252
http://orcid.org/0000-0003-3306-8637
http://orcid.org/0000-0003-4811-0578
http://orcid.org/0000-0003-1888-6383
https://doi.org/10.1007/978-3-030-35330-8_6


100 M. Di Martino et al.

a bare minimum. With a similar goal, we have cyber investigation departments
and commercialized intrusion detection systems, that have expressed concerns
with the steady rise of encryption on the Internet [18]. Tracking down criminal
Internet actors such as malware authors or child predators was previously possi-
ble by utilizing Deep Packet Inspection (DPI) software to monitor and analyze
network traffic. Nowadays, developing traffic classification algorithms to iden-
tify users or systems is is a considerable burden on DPI tools due to the large
amount of encrypted network traffic on the Internet. In general, network foren-
sics is a demanding field that requires new techniques to be able to cope with
the widespread use of encrypted protocols.

In the late 90s, pioneers have shown that encrypted tunnels such as SSL
can leak information that is critical for the construction of fingerprinting tech-
niques, such as packet sizes and timing [8,40]. However, attacks based on these
techniques were not feasible on a large scale. In late 2000, social networks have
grown in popularity which quickly led to a collection of personal information
given by the end users themselves. Due to the recent strict regulations, (such as
the GDPR [17]) that have been put in place, the method of extracting personal
information has shifted back towards more covert approaches, such as finger-
printing, where the explicit input from the end user is not necessary and detec-
tion is nearly impossible [35]. The concepts applied in fingerprinting techniques
have also given rise to companies and government organizations that combine
the analysis of public and intercepted data [2,19,37]. Regardless whether or not
these analyses are legal, they are actively being used for predicting social media
influence [28], personalized advertisements, assessing financial and health condi-
tions [14] and forensic science [15]. However, additional encryption frameworks
or tools such as Tor exist and can be (partially) utilized to protect the end user
against these exposures. Despite their valuable capabilities, the performance of
for instance, Tor networks, are suboptimal due to the bandwidth-hungry defenses
and the long route that the data has to travel, to reach its destination. Therefore,
when compared to users that use HTTPS only, the Tor network or other proto-
cols that enhance privacy are adopted by a significantly lower number of users.
This reminds us to focus ourselves on protocols and frameworks that are widely
deployed and thus utilized by the average Internet user. Moreover, several studies
have explored website fingerprinting (WFP) over various encrypted layers and
tunnels [20,21,29,33,34] and several countermeasures have been developed that
defend the end user against such attacks [4,13,34]. Juarez et al. [24] have shown
that modern WFP attacks often have unpractical assumptions about the adver-
sary or end user and therefore, limits the practicality of such attacks in a realistic
environment. Hence in this paper, we propose an extended version of a HTTPS
webpage fingerprinting technique called IUPTIS1 that infers the webpage of an
individual profile by finding a sequence of images in an encrypted network traf-
fic trace, unique to each profile. Our method improves upon the practicality of
previous work by introducing parameters that can be fine-tuned according to
the adversary model and the targeted webplatform. Browser caching, dynamic

1 IUPTIS stands for ‘Identifying User Profiles Through Image Sequences’.
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webpages and the generation of a single fingerprint per profile for all browsers
and versions is incorporated in these parameters and thus can be balanced with
the precision and sensitivity of our technique. We specifically focus on a practi-
cal attack in a realistic scenario for traffic communicated over HTTPS, without
additional encryption tunnels such as Tor. To quantify the value of our attack, we
have conducted an experiment on three popular online platforms while accom-
plishing favorable results.

We summarize the key elements of our original WFP attack [12]:

– A novel HTTPS webpage fingerprinting attack that infers profile webpages
of an online platform by searching for a unique sequence of images that are
associated to that online profile, in a network traffic trace.

– Our attack introduces a technique that integrates the ability for the end
user to enable browser caching and utilizes different browsers by establishing
parameters that can be fine-tuned according to the intended model of the end
user and online platform. Additionally, it also takes care of Content Distribu-
tion Networks (CDN) inserted between the targeted platform and attacker.
This directly relaxes numerous of the assumptions in previous state-of-the-art
methods [24].

– We can perform our attack in an open world scenario without fingerprinting
a selection of unmonitored webpages as was realized in previous work [20,29,
33,40].

– We show that, unlike previous work has claimed [33,40], dynamic webpages
that undergo frequent changes such as social profile pages can be fingerprinted
with promising results.

– In the context of the adversary model, three experiments on popular online
platforms are performed to demonstrate the effectiveness of our method.
Experiments on online platforms with similar properties were not yet explored
in previous state-of-the-art techniques.

– To reduce the impact on the privacy of the end users, defenses have been pro-
posed that are able to mitigate an IUPTIS attack in a realistic environment.

– The source code and dataset of the experiment, is provided to the research
community.

In this paper, we first discuss the related work that has led to the development
of our WFP attack. In Sect. 3, we introduce our intended adversary model in
which we can successfully perform our IUPTIS attack and compare its abilities
with several state-of-the-art techniques. In the next section, we provide in-depth
details of the inner workings of our WFP method. To quantify the practicality
of our technique, we show 3 experiments on popular online platforms (Pinterest,
DeviantArt and Hotels.com) and discuss our findings in Sect. 4. To conclude our
paper in Sects. 5 and 6, we examine existing countermeasures that are able to
mitigate our attack in a Tor network and discuss future work that might enhance
the overall performance.
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2 Related Work

Early work have shown that it is feasible to fingerprint webpages over HTTPS
by taking the size of web objects into account [8,40]. Nonetheless, some of the
assumptions provided in these works, such as one TCP connection per web
object, are not valid anymore in current modern browsers [34]. The introduction
of classifiers to infer webpages over the SSL protocol [27] has lead to the con-
struction of Hidden Markov models to utilize the link structure of a website in
combination with supplementary features such as the sizes and order of HTTPS
web objects to deduce the browsing path of the end user [6,31]. Furthermore,
the ability to fingerprint webpages over encrypted tunnels such as SSH and Tor
has been researched extensively [21,29,33,34].

Recent work and currently a state-of-the-art technique to fingerprint HTTPS
webpages (originally developed for Tor hidden services) is k-fingerprinting [20].
Their work extends a previous approach [26] and is also suitable over HTTPS.
The classification of webpages is implemented using random forests and their
experiment produces a TPR of 87% with a world size of 7000 unmonitored
HTTPS webpages and 55 monitored HTTPS webpages by using the order-
ing, timing and size of TCP packets without the need to identify the actual
web objects. Nevertheless, defenses against WFP attacks have been designed to
reduce or completely nullify the precision and sensitivity of these experiments.
Different padding methods have been evaluated to avoid the possibility of select-
ing packet size as a main feature [13]. Specifically designed for HTTPS, HTTPOS
is a defense in the form of a client-side proxy which implements several coun-
termeasures to make it difficult for an adversary to use features such as timing,
flow and size [30]. Their defense uses the HTTP Range header to request parts
of the HTTP content multiple times instead of requesting the entire content at
once. Furthermore, it injects junk data to the content in order to cover up the
real traffic data. A countermeasure named Camouflage [34] is a method to con-
fuse WFP attacks by randomly requesting existing dummy webpages during the
request of a legit webpage coordinated by the end user. Such mitigation has the
advantage of explicitly generating false positives and is generally easy to incorpo-
rate in existing client-side proxies. Other defenses are much more deceptive such
as “Traffic Morphing” [45], in that they provide a theoretical approach to trans-
form the distribution of packets of a traffic trace to another distribution in such
manner that it resembles a different webpage. More recently, a defense called
CS-BuFLO and an improved version has been devised [4,5,13]. This defense
transforms a stream of original TCP packets to a continuous flow of fixed size
packets to reduce the variance in timing and size of the original packets. Akin
to the aforementioned defense, ’Walkie-Talkie’ is a similar approach [42] where
they greatly improve upon bandwidth and practicality by devising a method
that sends packets in short bursts and is currently regarded as a state-of-the-art
defense. More recently, instead of manually selecting features to design WFP
attacks, deep learning algorithms have been utilized to develop a process that
allows an adversary to automatically select features [38]. To conclude this section,
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we refer to an extensive and critical evaluation of the various WFP attacks and
their countermeasures [24].

3 IUPTIS: Identifying User Profiles Through Image
Sequences

3.1 Adversary Model

In the interest of a practical and reliable WFP attack, we would like to lay out
some assumptions that are made:

– The adversary has a network traffic trace from the end user during the period
in which they navigated to the webpage profile. Such traffic trace can be
extracted with any passive MiTM, almost always incorporated in DPI frame-
works.

– The recorded communication between the targeted online platform and the
end user is handled by the HTTP/1.1 protocol encapsulated in TLS records.
In other words, the end user is visiting the profile webpage over the HTTPS
protocol.

– Each individual profile page may be accessed by an individual URL where
distinctive and unique images are the main source of information on the web-
page of that profile. A profile is associated with a person (e.g. social network
pages) or unique entity (e.g. hotel pages). The images on each webpage profile
have to be large enough (>8 Kb) and usually larger than other resources (for
instance, stylesheets) on the same webpage, to achieve acceptable results.

– The headers of the TCP and IP layer of the traffic trace are not encrypted
and thus may be analyzed by the adversary. Background traffic (noise) from
other websites or protocols is therefore trivial to filter out, since they will not
match the IP or domain name of the targeted server.

Adversaries that adhere to these assumptions come in many forms. Social Wi-Fi
providers and government agencies may essentially hold a passive MitM posi-
tion and can therefore apply these techniques. Moreover, the introduction of
WiFi4EU [43] will boost the number of accessible Wi-Fi access points and in
turn, increase the attack surface to perform MitM attacks. In a similar fashion,
social networks such as Facebook may provide VPN tools like Onavo [35] that
still have access to HTTPS payloads with the ability to correlate the data with
their own collection of online profiles.

3.2 Fingerprinting Images

Profile pages often contain several images that are uploaded by the owner of the
page. These images are often the largest part of the page content and are most
likely unique over the whole platform. The uniqueness of these images is very
convenient to select as a feature for WFP attacks. When visiting such a profile
page in a browser over HTTPS, the images will be downloaded in several TCP
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connections. As we are using HTTP over TLS, the actual content of the images
is encrypted and thus not visible. However, the HTTP request and response sizes
are not encrypted and can therefore be calculated easily [8,29]. Extracting the
absolute raw size of each image contained in a HTTP response is not trivial due
to the addition of HTTP headers, which are often dynamic in length. HTTP
headers are the largest overhead in size that we have to eliminate in order to
get the absolute size of each image. However, it is possible to deterministically
model the appearance of these headers in each request and response. For each
image contained in a HTTP response, we formulate the following equation that
defines the total size of such HTTP response:

Outx = wout + pout + iout (1)

Here, wout is the length of all HTTP headers (including the corresponding values)
that are dependent on the webserver that issues the response to the browser.
For instance, the header “Accept-Language” or “Server” is always added by the
webserver (online platform) independent of the image that is requested or the
browser that is used. Considering that we are targeting a specific webserver and
leave out the presence of a Content Distribution Network (CDN) in the middle,
the value of wout can be calculated easily.

pout is the length of all HTTP headers (including the corresponding values)
that depend on the image requested. For instance, the “Content-Type” and
“Content-Length” header can be different for each image requested from a given
webserver and is independent of the browser that is used.

iout is the length of the complete HTTP response body. In our case, this
only contains the raw data of the image requested. In a similar fashion, we also
formulate an equation that defines the total size of HTTP request of a web object
image:

Inx = pin + bin (2)

Similar to the response, the variable pin is the total length of all HTTP headers
that are dependent of each requested image. Examples are the GET path in the
first request line and the “Referrer” header.

bin is the length of all HTTP headers (including the corresponding values)
that are dependent on the browser that issues the request. For instance, the
“DNT” or “User-Agent” header may be different for each browser.

Since we would like to fingerprint webpage profiles based on the images that
they contain, we have to determine the total size for each image. Then, based
on the calculated values, we use the collection of all the images contained in a
profile page to construct a fingerprint for the whole profile webpage.

We will extract the fingerprint of an image from the corresponding HTTP
request and response sizes as follows:

Imgy = (Inx,Outx) (3)
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To construct our fingerprint database for this preprocessing stage, we develop
a fingerprint for each profile webpage x with n images where the approach is
similar to the ordered sequence method [29]:

Profilez = 〈(Img0, Img1, . . . , Imgn−1, Imgn)〉 (4)

Unlike previous work [29], the order in which the images are added have no
impact on the experimental results of our method.

A practical consideration that arises is the fact that the variable bin is
unknown and is most likely to be different for various browsers. It is there-
fore necessary to either figure out the browser that the end user is utilizing in
order to estimate the variable [7,22] or to set the variable bin to a fixed size. The
latter option will result in a trade-off with a lower precision of the WFP attack
as we will show in Sect. 4. Likewise, wout may be hard to predict due to the
variation of this variable within the same browser. More specifically, the usage
of a CDN may introduce HTTP headers with irregular sizes, usually dependent
on whether or not the requested image has been cached by the CDN. A possi-
ble solution for this concern is provided in Sect. 3.6 where we employ a single
dimensional clustering method called ‘Jenks optimization method’.

3.3 Constructing a Request/Response List

After our fingerprinting stage is finished, we have to build an ordered list of sizes
that correspond to the HTTP requests and responses in our intercepted traffic
trace, which we call a Request/response list (RRL).

A request/response list of length n is an ordered list that contains the times-
tamp of each HTTP request (Tn), the size of each HTTP request and HTTP
response (request/response pair) associated with a web object image:

RRL = 〈(R0, R1, . . . , Rn−1, Rn)〉 (5)
Rn = 〈(Tn,Reqn,Respn)〉 (6)

When the end user navigates to a profile webpage, several TCP connections
to the webserver will download the resources located on that particular web-
page. These resources consist of images, stylesheets, source files, etc. . . . Due to
the encryption provided by HTTPS, an adversary cannot trivially identify the
responses that contain images. Therefore, similar to the ordered sequence app-
roach [29], we use the fair assumption that images are usually larger in size than
other resources and filter out all other resources that are below a fixed thresh-
old. Such threshold will effectively reduce the amount of noise associated with
other resources. The value of this threshold is usually set to the fingerprinted
image with the smallest size (Respx). Other images (which we will also observe
as noise) such as icons or banners are usually much smaller in size than the
fingerprinted images and are often downloaded at the beginning or end of the
HTML page. Interference of such noise with our method is therefore minimal.
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3.4 Building a Profile Prediction List

At this stage, we have collected the necessary fingerprints and have constructed
a RRL based on the intercepted traffic trace.

Subsequently, for each request/response pair (R) from our RRL, we evaluate
whether this pair matches one or more Imgy fingerprints from any Profilez,
where z denotes any fingerprinted profile and y denotes all image fingerprints
from Profilez. The matching is performed i.f.f. the following equations hold:

Imgy = (Inw,Outw) (7)
Inw − πreq < Reqx < Inw + πreq (8)

Outw − πresp < Respx < Outw + πresp (9)

In the equation above, we perform the matching if the request and response
sizes lie within an interval defined by 2 newly introduced parameters, πreq and
πresp. Both parameters are defined as the statistical variance for respectively
the request and response size and should be chosen with the intended platform
and browser in mind. If the specific browser that is employed is known, bin can
be calculated to be very accurate and thus requires a low πreq. Similarly, πresp

depends on the accuracy of bout. In the experiments discussed in Sect. 4, we
show that a large πreq and πresp are still sufficiently robust enough to achieve
favorable results.

If the equations above (Eqs. 8 and 9) hold, the matching is then performed
by passing the corresponding Reqx and Respx to construct a Pn

g which is finally
appended to the Profile Prediction List (PPL):

Pn
g = 〈profileName, εreq, εresp〉 (10)

εreq = Reqx − Inw (11)
εresp = Respx − Outw (12)

Subscript g denotes the index in the second dimension and superscript n denotes
the index in the first dimension of the PPL. All elements in the PPL are chrono-
logically ordered based on the timestamp of the matched request/response pair.
The PPL is constructed as a 2D array with variable size in the second dimension.
The first dimension defines each matched R element (ordered by the timestamp)
and the second dimension defines all the newly constructed Pn

g :

PPL[0] = 〈P 0
0 , P 0

1 , P 0
2 , . . . 〉 (13)

PPL[1] = 〈P 1
0 , P 1

1 , P 1
2 , . . . 〉 (14)

PPL[. . . ] = 〈P ...
0 , P ...

1 , P ...
2 , . . . 〉 (15)

PPL[q] = 〈P q
0 , P q

1 , P q
2 , . . . 〉 (16)

In other words, for each intercepted request/response pair Rn (with a total of
q pairs), we assign all image fingerprints (associated to a profile) that might
belong to that pair and construct a Pn

g for each of them as shown in Fig. 1.
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3.5 Finding a Valid Profile Sequence

After the creation of our PPL, we attempt to identify an uninterrupted sequence
with length Φ in the PPL starting at any X such that PPL[X], PPL[X + 1],
PPL[X+. . . ], PPL[X+Φ] in the sequence have respectively a PX , PX+1, PX+...,
PX+Φ such that they all have the same profileName:

PX ∈ PPL[X] (17)
PX+1 ∈ PPL[X + 1] (18)

PX+... ∈ PPL[X + . . . ] (19)
PX+Φ ∈ PPL[X + Φ] (20)

profileName ∈ (PX ∩ PX+1 ∩ PX+... ∩ PX+Φ) (21)

In other words, we have found a valid profile sequence if Φ request/response
pairs in a row are all matched to at least one fingerprinted image of the same
profile. We say that PX , PX+1, PX+... and PX+Φ form a valid sequence for that
particular profileName. Multiple profile sequences may obviously exist. The
introduction of the parameter Φ defines a balance between browser caching and
resulting precision and sensitivity. When choosing this value, it’s useful to look at
the number of images that are exposed on each individual webpage. A large value
for Φ will have a more accurate prediction but might reduce the effectiveness
of the attack. For instance, if a profile webpage only has 2 images, then a Φ
below 3 is necessary to identify that particular webpage. More importantly, the
parameter is also utilized to reduce the impact of browser cached images. For
instance, if the end user is visiting the webpage of a Profilez which has 10 images
where 5 of those are already cached by the browser, we can still set Φ to a value
below 6 in order to successfully find a valid sequence.

3.6 Evaluating a Profile Sequence

For a small collection of image fingerprints, the resulting profile sequences are
already a valuable prediction. However, this is insufficient if multiple sequences
for the same time range exist or when the variance between the fingerprinted
images is too small. Therefore, we have to exclude profile sequences that have
very different values for εreq and εresp. The exclusion is accomplished by calcu-
lating the standard deviation σreq and σresp over respectively all εreq and εresp
in that particular sequence. The mean over all εreq and εresp for a sequence can
be large if respectively bin and wout are inaccurate or unknown even though
it should not influence our result and for this reason, the standard deviation
is utilized. Afterwards, we evaluate whether the standard deviations are below
a threshold Hreq and Hresp. I.f.f. both deviations are above the thresholds, we
can assume that the error differences in that sequence are too large and thus
exclude that sequence. All other sequences are said to be ‘complete’. A complete
sequence will establish a prediction saying that the end user has navigated to the
profile corresponding to the sequence. For instance, assume we have Φ profiles
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in our valid sequence – P1, P2 , P..., PΦ−1 and PΦ, we can then calculate the
following parameters:

μreq =

Φ∑

i=1

εreq(Pi)

Φ (22)

μresp =

Φ∑

i=1

εresp(Pi)

Φ (23)

σreq =

√√√√√
Φ∑

i=1

(εreq(Pi) − μreq)2

Φ (24)

σresp =

√√√√√
Φ∑

i=1

(εresp(Pi) − μresp)2

Φ (25)

Jenks Optimization Method. Determining the standard deviations and then
comparing it to a predefined threshold is relatively robust considering that bin
and wout remains constant over all images of the same profile. Although, the
presence of a CDN will essentially break that assumption by appending addi-
tional proprietary HTTP headers such as ‘X-Cache’ or ‘X-Amz-Cf-Id’, in case
the requested image was cached by a CDN server. In the interest of distinguish-
ing cached images2 from uncached images or at least reduce the effect on the
standard deviations, we employ the Jenks optimization method. This optimiza-
tion method (also known as ‘Goodness of Variance Fit ’) clusters an 1D array
of numbers into several classes with minimal average deviation from each class
mean. For our IUPTIS attack, all εresp of each Pn

g (Eq. 10) in a valid sequence will
be clustered into 2 classes (CDN-cached and uncached images). The integration
of this method happens immediately after finding a valid sequence. Following
the clustering, we compute σreq and σresp for each class, which makes a total
of 4 standard deviations. However, if one of the calculated classes only contain
1 element, we will have to assume that the single element is a false positive
and therefore, fallback to the original method of computing the standard devi-
ations for the whole sequence. Having multiple CDN of the same provider is
not an issue, due to the responses not changing in size. When validating our
experiments, we did not encounter an instance where multiple CDN of different
providers were utilized on the same webpage. If it nevertheless does occur, the
number of classes for the optimization method can be increased to compensate
for this.

2 Note the difference between browser-cached and CDN-cached images. We are talking
about the latter here.
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3.7 Recap

Our IUPTIS method is composed of the following steps [12]:

1. Intercept a network traffic trace from the end user.
2. Establish the collection of fingerprints by extracting the fingerprints of each

targeted profile (Sect. 3.2).
3. Build an ordered Request/Response list (RRL) from the raw traffic trace as

discussed (Sect. 3.3).
4. Construct a Profile Prediction List (PPL) by matching the elements from the

RRL to one or multiple image fingerprints (Imgx).
5. Find a sequence of Φ elements in the PPL that all contain at least one image

from the same Profiley (Sect. 3.5).
6. Evaluate the formed sequence by our IUPTIS algorithm which decides

whether or not the sequence is classified as a valid profile prediction (Sect.
3.6).

Each attack is executed with the following tuneable parameters:

– bin: The expected size of data (HTTP headers and corresponding values) in
a request that is dependent on the webbrowser. If this value is unknown, an
average value can be set albeit with a large πreq and πresp to compensate for
different browsers. It is for instance possible to extract this value by identi-
fying the browser through the extraction of the User-Agent header from an
unencrypted HTTP request.

– useJenks: Utilized if a CDN is employed on the targeted online platform.
– Φ: Minimum matching sequence or streak of images. This value can be freely

set, although a long sequence results into an accurate prediction, but with a
low accuracy for webpages that have cached images.

– πreq, πresp: Request and response variance that allows matching to an image
fingerprint. Calculate πreq by taking the difference between Inx and Iny where
x defines the largest possible request size of any fingerprinted image and y
defines the smallest possible request size of any fingerprinted image. Some
manual fine-tuning is necessary for πresp if a CDN is utilized. Creating a test
case with several random profile fingerprints and then iteratively increasing
πresp with a constant size is recommended until the preferred results are
achieved.

– Hreq, Hresp: The threshold of the maximum standard deviation for respec-
tively, the requests and responses. Both parameters are fixed for each online
platform. Similar to πresp, both parameters require manual fine-tuning by
iteratively increasing the value.

The ideal combination of parameters depends on the adversary model, such as
whether he wants to allow browser caching or a high precision in trade for a
lower sensitivity. Possible combinations are provided in Sect. 4. In Fig. 1, we
show an example of the IUPTIS method consisting of the first 5 steps. Starting
from the bottom, the actual images are downloaded by the browser, resulting
into a request and response, each with a specific size. Subsequently, the PPL is
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constructed by matching the request and responses to one or more profiles from
our fingerprinting database. Then, we find an uninterrupted sequence of at least
length Φ, which is ‘Profile C’ in our case. Finally, the sequence is evaluated to
be fit for a valid profile prediction.

PPL

RRL [Req,resp] [120,12510] [122,41578] [120,32669] [121,38112]

- Profile D
- Profile E

- Profile B
- Profile C

- Profile C
- Profile D

- Profile A
- Profile C
- Profile F

Profile SequenceProfile Sequence - Profile D
- Profile E

- Profile B
- Profile C

- Profile C
- Profile D

- Profile A
- Profile C
- Profile F

Valid sequence for Profile C

Start time End time

Actual image

Evaluate sequence for Profile C

Fig. 1. Toy example with a visual 5-step overview of the IUPTIS method. Assume Φ is 3
and our fingerprint database consists of Profile A to Profile G. Originally demonstrated
by Di Martino et al. [12].

3.8 Comparison to State-of-the-Art Techniques

In our original paper, we were the first to propose a WFP attack based on a
sequence of images. Recent work from Brissaud et al. [3] have explored a similar
concept applied on Google Images. Here they attempt to identify keywords in a
Google search query based on applying kernel density estimations to a sequence
of returned images. However, they did not consider the practical limitations of
such attack as their method requires tampering of parameters in the browser to
disable HTTP/2 and furthermore, they only target their attack to one browser
with caching disabled.

Our attack also differs from state-of-the-art techniques like k-fingerprinting
(k-FP) [20] and the Miller method [31], in the idea that we specifically target
a subset of online platforms, and decouple browser caching and dynamic web-
pages by introducing several parameters that can be fine-tuned according to
the demands of an adversary. In comparison to machine learning (ML) attacks
[20,33,34] where we have to collect several traces from page loads, our finger-
printing stage only requires one page load for each profile. Numerous strong
assumptions made in state-of-the-art methods are relaxed or completely removed
in our IUPTIS attack [24]. For instance, the ability to perform our attack on
different browsers and devices, without the need to collect session traces from
each one individually, is an approach that is rarely proposed. Moreover as we
will demonstrate in the experiments, our attack does not assume that we know
the end and the beginning of a page load in a given trace, which is shown to
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be difficult to deduce [11,24]. Although due to such valuable properties, our
attack is only applicable over TLS and thus it does not support anonymization
services such as Tor. On the other hand, disadvantages of our attack can be
found when applying mitigations. Due to the rather deterministic nature of our
algorithm, existing defenses can be very effective to mitigate our attack as dis-
cussed in Sect. 5. Current state-of-the-art techniques are more resistant against
defenses such as padding and have even defeated more advanced defenses such
as HTTPOS, CS-BufLo or Tamaraw [5,6,20,25]. Although, as presented in the
taxonomy “I Know Why You Went To Clinic” [31], most of these WFP meth-
ods need to fingerprint unmonitored webpages to make it feasible in an open
world scenario [9,24] and almost all WFP attacks require browser caching to be
turned off, which is less feasible nowadays. Furthermore, the flexibility of our
attack parameters requires manual preliminary work which involves analyzing
the HTTP request/responses and then tune these parameters in pursuance of an
effective attack. In addition, we address the base rate fallacy [24,41] by carefully
formulating our assumptions and adversary model and focussing on precision
instead of sensitivity. Subsequently, the IUPTIS technique does not explicitly
measure similarities between fingerprinted profiles and thus eliminates the neces-
sity to create a separate collection of unmonitored webpages. As a result, our
attack has the valuable property that whenever we increase the world size, only
the precision will be affected and the sensitivity will remain relatively the same.

4 Experimental Validation

In this section, we perform our IUPTIS attack on the social platforms
‘DeviantArt’ and ‘Pinterest’ and the travel booking platform ‘Hotels.com’. Our
experiment is simulated by randomly selecting one of the following browsers
(for each test): Firefox 56.0.2 (Linux), Google Chrome 62.0 (Linux) and Google
Chrome 61.0 (Android). Nevertheless, in the context of our attack, there are no
notable differences between different browsers except from the change in request
size.

Each run in the experiments will result into a sensitivity (True Positive Rate),
precision (Positive Predictive Value) and F1 score. We define these measurements
as follows:

TPR =
TP

TP + FN
and PPV =

TP
TP + FP

(26)

F1 =
2

( 1
TPR + 1

PPV )
(27)

There are several accepted ways of defining what a true positive (TP), false
positive (FP), false negative (FN) are. In the results of our own experiments3,
we utilize the following measurements:

3 Previous work regarding fingerprinting often have slightly different ways of defining
positives and negatives.
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– True positive (TP): Correctly predict that the traffic belongs to fingerprint
A in a specific timeframe.

– False positive (FP): Incorrectly predict the traffic to be from fingerprint A
for a specific timeframe, while it is actually from fingerprint B.

– False negative (FN): Predict nothing while the intercepted traffic actually
belongs to fingerprint B.

The platforms ‘DeviantArt’ and ‘Hotels.com’ discussed below were vulnerable
to an IUPTIS attack at the time of writing the original paper [12], but are
currently using HTTP/2 and thus are not affected anymore. We keep these
experiments intact to show the conceptual method of an IUPTIS attack, which
is still useful for many platforms today. Nevertheless, the platform ‘Pinterest’ is
a new experiment and thus, vulnerable to an IUPTIS attack.

4.1 Pinterest

Pinterest is a social photo gallery with 175 million active users [1]. Users can
search for images by providing keyword queries. We compile a list of 535 random
Pinterest queries of popular categories4. To construct our traffic trace, we utilize
the same approach as the DeviantArt experiment. However, instead of targetting
the user profiles of Pinterest, we extend the concept of a profile to a query.
Therefore, we try to predict the queries that a user has searched for, on Pinterest.
Additionally, we removed queries that were very similar to other queries such as
plural forms (for instance, ‘car’ vs ‘cars’). The location of the dataset and source
code of this experiment can be found in Sect. 6.

When comparing the results of Pinterest and DeviantArt, it is clear that
the sensitivity in the Pinterest experiment is inferior. This behaviour can be
attributed to the fact that Pinterest domain name that downloads the images,
also downloads other resources in the same TCP connection. For instance,
Javascript files. The additional resources are too large to ignore and the timing
of these resources depends on the performance of that specific TCP connection.
As a result, this will often break our image sequence.

Nevertheless, favorable results are still achieved with a sequence of 4 images
and Hresp = 1.0, which indicates that a lower Hresp often has a slight advantage
in this experiment. Moreover, the Jenks optimization method doesn’t have much
of a positive effect on small sequences due to the fact that only one HTTP header
(Cache-tag) is being added depending on the status of the requested image. In a
DPI context, where precision is more important due to the infinite many queries
that are not contained in our dataset, we argue that the configuration with Φ=5,
Hresp = 0.6 is optimal to deploy (Table 1).

To show how browser-cached images affect our result, we have conducted
an experiment where 50% of the images on the query were already visited and
thus cached by the browser. Clearly, sensitivity is decreasing rapidly when the

4 Categories: Movie, Sport, Travel, Music, Games, Clothing, Science, Food and Busi-
ness.
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Table 1. Experiment on Pinterest with parameters (πresp = 600, useJenks = no,
bin=Y, Hresp = 0.6) and a worldsize of 500 queries. bin is set to any value, thus,
browser is unknown. Sensitivity, precision and F1 score are presented as percentages.

Sequence (Φ) Other parameters Sensitivity Precision F1 score

3 Hresp = 0.3 98 83 89

3 / 99 71 82

3 Hresp = 2.0 99 42 58

4 / 97 92 94

4 Hresp = 0.3 91 95 93

5 Hresp = 2.0 95 98 96

5 / 95 99 97

5 useJenks = yes 96 88 91

6 useJenks = yes 93 96 94

6 / 91 99 94

7 useJenks = yes 88 99 93

7 useJenks = yes, Hresp = 1.6 90 98 93

7 Hresp = 1.6 86 99 92

minimum sequence is increasing. On average, there is a decrease in sensitivity of
approximately 7% over each sequence and an average decrease of 4% compared to
the experiment where caching is disabled. This is a vast improvement over state-
of-the-art methods, where caching is often not incorporated in their methods
and thus performs poorly when queries or webpages are revisited. The precision
in our experiment is not affected and is even better in cases where false positives
are being avoided with a very small sequence (Φ = 3) (Table 2).

Table 2. Experiment on Pinterest with parameters (πresp = 600, useJenks = no,
bin=Y, Hresp = 0.6, cache = 50) and a worldsize of 500 queries. bin is set to any value,
thus, browser is unknown. Parameter ‘cache=X’ indicates that we pre-cache (browser
based) the first X % of all the images located on the profile webpage. Sensitivity,
precision and F1 score are presented as percentages.

Sequence (Φ) Other parameters Sensitivity Precision F1 score

3 / 97 77 85

4 / 91 93 92

5 / 85 99 91

6 / 78 99 87

7 / 70 99 82

4.2 DeviantArt

DeviantArt is an online art community that consists of 36 million users where
artists can upload and view a substantial number of artworks. We randomly
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compile a list of 2150 DeviantArt profile webpages5 that have at least 5 uploaded
images. Our traffic trace is constructed by spawning each profile webpage sep-
arately after each other until all images are loaded with a minimum delay of 3
seconds before closing the previous page and opening the next webpage. Lazy
loading is a concept that is applied on DeviantArt which means that only the
images in the current viewport will be downloaded and thus visible in the traf-
fic trace. With this generated traffic trace containing 2150 profiles, we run our
IUPTIS attack and obtain the results in Table 3. The first test has set the param-
eter bin which indicates that the adversary knows which browser the end user is
using. Including this additional parameter has a considerable positive effect on
the precision of the attack with an increase of 11% (ceteris paribus). It is also
evident that a large sequence will increase the precision and decrease the sensi-
tivity. We can attribute this due to the statistical probability that it is less likely
for a profile to have the same size of several images in a row as another profile.
Browser-cached images do influence the sensitivity since the request for those
images will not lead to the image contained in a HTTP response. It is therefore
possible that the number of images that are left on a particular profile do not
meet the requirements to evolve into a valid sequence. Although, the precision is
clearly not affected since browser-cached images do not generate any additional
false positives due to the fact that those browser-cached images are often being
requested at the start or end of the series of fingerprinted images.

Table 3. Original experiment from Di Martino et al. [12] on DeviantArt with param-
eters (πreq = 300, πresp = 40, useJenks = no, bin = 252, Hresp = 3.6 and Hreq =
0.4) and a worldsize of 2150 profiles. Parameter ‘cache = X’ indicates that we pre-
cache (browser based) the first X % of all the images located on the profile webpage.
Sensitivity, precision and F1 score are presented as percentages.

Sequence (Φ) Other parameters Sensitivity Precision F1 score

2 πresp=10, bin = X 99 98 99

2 πresp=10, bin = X, cache = 40 94 98 96

2 / 99 88 93

3 / 98 93 95

4 useJenks = yes 97 97 97

5 useJenks = yes 96 99 98

5 useJenks = yes, cache = 40 87 99 92

4.3 Hotels.com

Hotels.com is an online travel booking platform with an average of 50 million
visitors per month and currently has around 260 000 bookable properties.

We compile our profile list by randomly selecting 900 hotel profile web-
pages6. Our traffic trace is constructed by spawning each hotel webpage and then
5 ‘https://www.deviantart.com/[USER NAME]/gallery’.
6 https://hotels.com/ho[NUMBER]/?[GET PARAMS].
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opening 75% of all the images located on the webpage. Images are not loaded
automatically and thus requires the end user to click on the image in the interest
of downloading the full resolution image. We argue that the average end user
does not open all images when browsing through the webpage.

In Table 4, we show the sensitivity, precision and F1 score based on the exper-
iment run by altering parameter Hresp, the sequence length and whether or not
we use the Jenks method. With the exception of ‘Without Jenks(Hresp = 3.5)’, a
consistent F1 score between 80–98% is achieved. For a sequence (Φ) of 8 images,
‘With Jenks (Hresp = 6.0,Φ = 8)’ yields a F1 score of 98%. Overall, sensitivity is
relatively constant in almost all tests and only decreases slightly when a longer
sequence is necessary as shown in Figs. 2 and 3. On the contrary, the precision
starts low and increases to a very convenient 99% in some cases. However, a
low sequence length is preferred to incorporate the ability for the end user to
use browser caching in trade for a lower precision. Fortunately, performing the
attack without Jenks and Hresp = 8.5 already attains a sensitivity and precision
of respectively 99 and 92% for a sequence of 6 images. Furthermore, applying
the Jenks method to model the CDN cache behavior does show major improve-
ments in sensitivity over different Hresp values (ceteris paribus) with only a
nominal decrease in precision. For instance, ‘Without Jenks (Hresp = 3.5)’ has
inferior sensitivity (below 55%) compared to the other tests due to the fact that
some images are cached by the CDN server which makes the resulting responses
very different in size. On the contrary, in the DeviantArt experiment, the CDNs
employed did not had a significant impact on the response size. Ultimately, we
argue that ’Without Jenks (Hresp = 8.5)’ is ideal in this scenario due to the very
advantageous precision (85% to 100%) and relatively high sensitivity (82% to
99%) over all possible sequence lengths. In conclusion, we determine that the
combination of parameters to perform the attack will greatly depend on the
adversary and end user model.

A timeframe of 14 days was created between generating the image fingerprints
and performing our experiment to show the longevity of our fingerprints. Within
this timeframe, several profiles of our targeted platforms had added and deleted
several images. The results of our experiment demonstrates that the impact with
such modifications is neglectable. Furthermore, we have conducted our tests on
different hours and days in a week to get a decent statistical overview of all the
requests. This is crucial due to the fact that a CDN is heavily dependent on the
time of day which influences the responses and in turn our results.

4.4 Overview Notes

In all experiments, it is notable that the sensitivity and precision on a small
sequence (Φ) is very volatile. As we increase our sequence, the sensitivity will
decrease and the precision will increase, ultimately turning into more robust
results. Focussing on precision will also allow us to use larger datasets since only
that metric will decrease. The sensitivity will not be affected on larger datasets
because we do not measure similarities between different fingerprints. Further-
more, if images are cached by the browser, the influence on the results will depend
on the length of the sequence. The effect is neglectable on smaller sequences, but
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Table 4. Original experiment from Di Martino et al. [12] on Hotels.com with a world-
size of 900 hotel profiles and fixed parameters (bin = 250, πresp = 100, πreq = 450
and Hreq = 0.2). Sensitivity, Precision and F1 score are presented as percentages. The
underlined percentages represent the highest F1 score for that particular sequence Φ.

Parameters Sensitivity Precision F1 score

Without Jenks (Hresp = 3.5, Φ = 5) 55 86 67

Without Jenks (Hresp = 3.5, Φ = 6) 27 97 43

Without Jenks (Hresp = 3.5, Φ = 7) 9 99 16

Without Jenks (Hresp = 3.5, Φ = 8) 3 99 6

Without Jenks (Hresp = 3.5, Φ = 9) 1 100 2

Without Jenks (Hresp = 8.5, Φ = 5) 99 85 92

Without Jenks (Hresp = 8.5, Φ = 6) 99 92 96

Without Jenks (Hresp = 8.5, Φ = 7) 91 95 83

Without Jenks (Hresp = 8.5, Φ = 8) 90 99 94

Without Jenks (Hresp = 8.5, Φ = 9) 82 100 90

With Jenks (Hresp = 3.5, Φ = 5) 91 77 83

With Jenks (Hresp = 3.5, Φ = 6) 91 91 91

With Jenks (Hresp = 3.5, Φ = 7) 99 92 96

With Jenks (Hresp = 3.5, Φ = 8) 83 99 90

With Jenks (Hresp = 3.5, Φ = 9) 73 100 85

With Jenks (Hresp = 6.0, Φ = 5) 97 71 82

With Jenks (Hresp = 6.0, Φ = 6) 99 80 88

With Jenks (Hresp = 6.0, Φ = 7) 99 85 89

With Jenks (Hresp = 6.0, Φ = 8) 99 98 98

With Jenks (Hresp = 6.0, Φ = 9) 82 99 89

will be substantial on higher sequences. More importantly, we are the first to
show acceptable precision and sensitivity on browser-cached webpages.

Also note that our experiments are performed with limited assumptions, com-
pared to previous state-of-the-art techniques. Some uncommon elements such as
downloading other resources besides images in the same TCP connection or
randomly added HTTP headers to responses, will affect the results on larger
sequences. Moreover, the Jenks optimization method does only improve slightly
on higher sequences with CDN-cached images.

To show the reproducibility of our results, we have released the source code
and dataset for the new Pinterest experiment.

5 Defenses

Our results have shown that it is practically viable to perform an IUPTIS attack
in a realistic scenario. Even though, DPI tools have a significant advantage with
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Fig. 2. Original figure from Martino et al. [12]. Hotels.com experiment consisting of
various tests from Table 4 with different parameters, plotting the precision on the length
of a valid sequence

Fig. 3. Original figure from Di Martino et al. [12]. Hotels.com experiment consisting
of various tests from Table 4 with different parameters, plotting the sensitivity on the
length of a valid sequence.

our approach, we consider that the privacy of the end users can be severely
affected when applying this method. Therefore, we analyze and discuss several
defenses that might be able to mitigate IUPTIS. To limit ourselves to a practi-
cal context, we only consider defenses that are implemented or have ever been
discussed to be implemented in the Tor Onion browser.

5.1 Padding

A basic defense that we consider is ‘linear padding’. By applying this defense, we
make sure that the length of every HTTP request and response is divisible by a
specific number of bytes. Padding is still common on some older web platforms as
it is applied to block ciphers (for instance, CBC) used in HTTP over TLS. Even
if the adversary knows that padding is applied, HTTP requests and responses
will look larger than they actually are, resulting into a large standard deviation
σ. In this case, we cannot use a Hreq and Hresp lower than padding/2 because
our σ will likely overshoot both boundaries. So in order to compensate for this,
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Table 5. Linear padding applied to the IUPTIS attack performed on DeviantArt with
the following parameters: (πreq = 300, πresp = 40, useJenks = no, bin = X, Hresp = 3.6
and Hreq = 0.4). Sensitivity, precision and F1 score are shown as percentages. Padding
is in bytes.

Sequence (Φ) Padding Sensitivity Precision F1 score

3 0 98 93 95

4 0 97 97 97

3 32 96 63 76

4 32 93 90 91

3 128 92 1 65

4 128 89 2 64

we increased both parameter Hreq and Hresp to 16 and 64 for respectively 32
byte blocks and 128 byte blocks of padding applied.

With that in mind, we ran all tests on existing configurations from our orig-
inal DeviantArt experiment (Sect. 4.2), with linear padding applied: The results
are still acceptable for a small amount of padding, but the precision suffers sub-
stantially when applying padding to blocks of 128 bytes. Nevertheless, it is clear
that a linear padding of 128 bytes (or more) is effective in generating many false
positives. The sensitivity is obviously not affected which means that the adver-
sary can still narrow down the number of possible webpages that the victim has
visited if we would utilize a closed world scenario. It is also important to note
that we modified our parameters of the attack with the prior knowledge that
padding will be applied. This assumption is fair if the padding is part of the
protocol standard. Although, if variable padding (without the fixed block size)
is applied to the HTTP data itself, an adversary might have difficulties guess-
ing which parameters he should use in order to successfully perform the attack
(Table 5).

We conclude that padding does not completely mitigate our attack, but it
certainly makes the preliminary work of the adversary much more cumbersome.
Furthermore, such mitigation is often criticized for their performance inten-
sive nature due to the extra bandwidth that is necessary [6,25]. Other padding
schemes proposed by Dyer et al. [13] like Mice-Elephant or Exponential padding
have a similar effect, depending of the number of bytes added.

5.2 Camouflage

Camouflage is a client-side defense (originally developed for Tor networks) that
requests a random webpage whenever the victim is trying to visit the actual
wanted webpage [34]. Requesting such unrelated webpage will actually add the
concept of ’noise’ to the traffic trace. Applied to our attack, this would mean that
we request a random profile page Y when the victim requests a profile page X.
Both profiles will be loaded simultaneously by opening multiple TCP connections
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Table 6. Camouflage defense applied to the IUPTIS attack performed on DeviantArt
with the following parameters: Hresp = 3.6, Hreq = 0.5, useJenks = no, πreq = 450 ,
πresp = 100 and bin is not set (unknown browser). Sensitivity, Precision and F1 score
are shown as percentages.

Sequence (Φ) Number of dummies Sensitivity Precision F1 score

2 0 99 88 93

2 1 98 51 73

2 2 82 39 53

5 0 96 99 97

5 1 85 56 68

5 2 68 47 55

to the target server. Since our attack expects a sequence of HTTP responses that
belong to the same profile, the camouflage method will interleave the responses
and requests which makes it statistically much harder to find a valid sequence.
As a result, the number of false positives will increase and will possibly point to
the randomly requested webpage. We have performed tests where where apply
the Camouflage technique to our attack (Table 6): As expected, Camouflage
introduces many false positives due to the extra requests and responses. If we
compare the results to the experiment without defenses applied (Sect. 4.2), we
notice that the sensitivity has decreased substantially. This is the result of the
interleaved HTTP requests and responses which makes a correct sequence less
likely to occur. The same explanation can be given for the fact that the precision
with 2 dummy requests is higher for a sequence of 5 compared to a sequence
of 2 (ceteris paribus). Whether or not Camouflage mitigates the IUPTIS attack
depends on the context in which the attack is performed. Does the adversary
wants to know exactly which profile the victim visited or is he satisfied with
several possible predictions? Generally, we can say that an adversary already
has enough sensitive information to abuse when several predictions are given to
him. It will also depend on whether or not the fingerprints that the adversary
has, is a subset of the possible dummy requests. As a result, we conclude that
Camouflage does not sufficiently protect the end user against an IUPTIS attack.

5.3 HTTP/2

HTTP/2 is the successor of the HTTP/1.1 protocol, standarized in 2015 and
supported by 91% of the browsers in use today [39]. However, only 33% of all
websites on the internet support HTTP/2. The major differences that affect web-
page fingerprinting is the use of multiplexing over one TCP connection for each
requested resource from the same domain, instead of a sequential approach for
each connection. Since each request and response are not necessarily following
up on each other, calculating the size of a HTTP request/response is not possible
in HTTP/2, with the IUPTIS technique proposed in this paper. Fingerprinting
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techniques or traffic classification algorithms in general, often have difficulties
in coping with this protocol [16,32]. Therefore, we conclude that HTTP/2 is
indeed a solution to mitigate IUPTIS without the disadvantages discussed in
the defenses above. In addition, applying this as a possible fingerprinting defense
might not only be successful against many proposed fingerprinting techniques,
it will also greatly improve upon bandwidth and performance in most scenar-
ios [44].

5.4 Overview

Existing modern WFP defenses are highly effective against an IUPTIS attack.
Primarily because mitigations such as CS-BufLo [4] and Walkie-Talkie [42] com-
pletely remove the ability for the adversary to deduce the exact size of a web
object image, thus rendering our attack ineffective. Unfortunately, these defenses
often have a considerably large burden on bandwidth and performance which is
nevertheless one of the reasons why such defenses are not implemented in pri-
vacy enhancing tools. Additionally, many end users do not have the knowledge
nor the ability to apply such defenses. We can argue that it is the responsibility
of the online platform to protect the end users from any fingerprinting attack.
Recent work has shown the demand for such a server-side countermeasure called
ALPaCA [10]. Despite their promising results on a Tor network, it is not suitable
for webpages serving over HTTPS. However, recent work has also demonstrated
that a proper server-side implementation of HTTP/2 does make it troublesome
for an adversary to infer the exact image sizes [32]. Even though this would
defeat our current attack, it does not completely mitigate the risk for future
WFP attacks that might enhance our method to discover new techniques that
use a sequence of images as their main feature. To conclude, we think it is critical
to educate the end user about the available tools that exist to protect themselves
against fingerprinting attacks such as IUPTIS, on a wide scale.

6 Conclusion and Future Work

Fingerprinting individual webpages associated to unique profiles is possible on
a large set of webplatforms. We have proposed a novel method called ‘IUPTIS’
to use the size of image resources as a practical feature for webpage fingerprint-
ing on the HTTP/1.1 protocol. Our method has also diminished the limitations
of previous state of the art techniques by being able to fingerprint webpages
that are dynamic in content, can handle cached resources and is able to perform
well on different modern browsers. To cope with the variety of webplatforms
available today, we have introduced several accuracy-enhancing parameters that
can be finetuned by an adversary, according to the context in which they per-
form the attack. Newly performed experiments that have been performed on
the popular webplatform ‘Pinterest’, have shown that our results are accurate
enough to be suitable in DPI frameworks. F1 scores between 90% and 97% are
achieved in different configurations and settings to show the practicality of our
technique. Moreover, it is clear that the impact on privacy is troublesome and
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have therefore, discussed defensive strategies that are able to mitigate IUPTIS
for end users, by carefully analyzing their advantages and limitations in realistic
environments. We argue that server side defenses such as ALPaCA [10] and an
efficient implementation of the HTTP/2 protocol (with multiplexing) are suffi-
cient to protect end users against our attack.

Improvements on our method can be constructed by automating the manual
fine-tuning of the parameters (for instance, Hreq and Hresp), and thus reducing
the time to perform an IUPTIS attack. Machine learning is a suggestion that
would fit our fine-tuning problem. Additionally, the calculation of the error (ε)
for each fingerprintined image in Sect. 3.4 is simple and other metrics such as the
mean squared error have not been discussed and thus might be able to produce
an even higher F1 score for our experiments. Finally, the Jenks optimization
method to handle CDNs has only been applied to 2 different CDN providers. A
generalization of this optimization to more providers is suitable for future work.

Acknowledgements. We thank the anonymous reviewers for their insightful feed-
back.

Source Code and Dataset. The source code and dataset of the Pinterest experiment

can be found here: https://github.com/M-DiMartino/IUPTIS.
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Abstract. The evaluation of project results is a crucial part of most
research projects in the information-technology domain. In particular,
this applies to projects that develop solutions for the public sector and
test them by means of pilot applications. In these projects, involved
stakeholders require meaningful evaluation results to derive lessons
learned and to steer future research activities in the right directions.
Today, most projects define and apply their own evaluation schemes. This
yields evaluation results that are difficult to compare between projects.
Sometimes, inconsistent evaluation schemes are even applied within a
project. In these cases, even evaluation results of a single project lack
comparability. In absence of coherent evaluation schemes, lessons learned
from conducted evaluation processes cannot be aggregated to a coherent
holistic picture and the overall gain of research projects remains limited.
To address this issue, we propose and introduce an evaluation scheme for
arbitrary pilot-based research projects targeting the public sector. The
proposed scheme follows a hierarchical approach. Concretely, it orga-
nizes evaluation criteria on different layers of abstraction. Furthermore,
the proposed scheme describes in detail necessary process steps to carry
out evaluations using the defined criteria. This way, the proposed scheme
enables in-depth evaluations of research projects and their pilot appli-
cations. At the same time, it assures that obtained evaluation results
remain comparable anytime. The hierarchical evaluation scheme intro-
duced in this article has been successfully applied to the international
research project FutureTrust, demonstrating its practical applicability,
and showing its potential also for future research projects.

Keywords: Evaluation scheme · Project evaluation · Hierarchical
evaluation model

1 Introduction

During the past decades, advances in information technology (IT) have disrup-
tively changed various parts of everyday life. While the impacts on the corpo-
rate and private sector are rather obvious, also the public-sector is increasingly
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employing information technologies to save costs and to provide citizens a bet-
ter service. Today, leveraging the use of information technology is on top of the
agenda of most public-sector institutions. While this is a global phenomenon,
especially the European Union (EU) has a long tradition in pushing the use of
information and communication technologies in public administrations. Accord-
ingly, the EU invests considerable financial resources in bringing forward its
digital agenda on pan-European level [5]. One approach followed by the EU to
achieve these goals is the funding of international research projects that develop
innovative IT solutions for the public sector. The Large Scale Pilots (LSPs)
STORK 2.01, PEPPOL2, epSOS3, or e-SENS4 are just a few examples of recent
research activities funded by the EU in this domain.

Many research activities funded by the EU follow a pilot-based approach.
Accordingly, these activities develop new and innovative IT solutions and inte-
grate them into one or more pilot applications. These pilot applications typically
serve a concrete use case and satisfy a certain demand. Thus, pilot applications
evaluate the applicability and the usefulness of the developed solution in prac-
tice. For instance, the EU-funded LSPs STORK and STORK 2.0 developed an
interoperability layer for national electronic identity (eID) solutions [12]. This
interoperability layer aimed to achieve an identity federation between differ-
ent national eID systems, such as the Austrian Citizen Card [11], the Belgian
BELPIC card [2], or the Estonian eID card [13]. In addition to the interoper-
ability layer itself, STORK and STORK 2.0 have developed a series of pilot
applications. They have all relied on the interoperability layer developed, and
have enabled EU citizens to use their respective national eID to authenticate at
electronic services provided by other EU member states. Details of these pilots
have for instance been discussed by Knall et al. [10] and Tauber et al. [16].

The above example illustrates that the piloting phase constitutes an integral
part of pilot-based research projects and activities. However, the piloting phase
is usually limited to the respective research project’s lifetime. As a consequence,
even successful pilot applications typically need to be terminated at the end of a
research project. Turning the pilot application into a productive and viable ser-
vice is usually out of the project’s scope. It is thus essential that all stakeholders
involved in the project derive as many lessons learned from the piloting phase
as possible. Involved stakeholders include researchers, funding bodies, and, of
course, end users. After completion of a project, lessons learned from its piloting
phase are crucial to turn a promising pilot into a successful productive service.

Both, researchers and funding bodies are well-aware of this fact. Thus, a
sound evaluation of planned pilot applications is part of most proposals for
pilot-based projects. In theory, a sound pilot evaluation appears to be an ade-
quate method for the derivation of findings and lessons learned. Still, the cur-
rent situation is often unsatisfying in practice. It can be observed that pilot

1 https://www.eid-stork2.eu/.
2 https://peppol.eu/.
3 http://www.epsos.eu/.
4 https://www.esens.eu/.
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evaluations are often heterogeneous with regard to the concrete approaches fol-
lowed and methods applied. This leads to a situation, in which evaluation results
obtained are heterogeneous too. This heterogeneity can be observed within
projects, i.e. between pilot applications, and also on a higher level between differ-
ent projects. Ultimately, this leads to a situation, in which obtained evaluation
results are hardly comparable. Consequently, lessons learned from conducted
pilot evaluations cannot be aggregated to a coherent holistic picture. This, in
turn, makes it difficult for responsible stakeholders to draw the correct conclu-
sions from obtained evaluation results.

To address this issue, we propose a common evaluation scheme for pilot-based
research projects targeting the public sector. The proposed evaluation scheme is
project and pilot independent. Accordingly, it can be applied to a broad range of
research projects and activities. The evaluation scheme introduced in this article
relies on a hierarchical evaluation-criteria model and defines a common proce-
dure to apply criteria based on this model. By providing a common basis for
pilot evaluation, the proposed scheme ensures that obtained evaluation results
are homogeneous enough to enable comparisons between different pilots. In this
article, we introduce the proposed evaluation scheme in detail. Furthermore, we
demonstrate its practical applicability by applying the scheme to pilot applica-
tions of the EU-funded research project FutureTrust5.

This article is based on a paper presented at the 14th International Confer-
ence on Web Information Systems and Technologies [17]. Overall, this article is
structured as follows. Section 2 defines in more detail the problem tackled by this
work and briefly surveys related work. In Sect. 3, we introduce a simple project
model, which also serves as basis for the proposed evaluation scheme. The eval-
uation scheme itself is then introduced and described in detail in Sect. 4. A first
application of the proposed scheme is discussed in Sect. 5. Lessons learned from
this application are sketched in Sect. 6. Finally, conclusions are drawn and an
outlook to future work is provided in Sect. 7.

2 Problem Statement and Related Work

During the past years, the EU has invested significant financial resources to fund
a series of research projects with the goal to improve IT services that are related
to the public sector. A major driver behind these funding activities has been
the aim to support the EU’s strategy of a Digital Single Market [7]. According
to this strategy, many funded research projects have focused on achieving cross-
border interoperability between public-sector IT services of different EU Member
States. Examples are the Large Scale Pilots STORK and STORK 2.06 focus-
ing on eID interoperability, epSOS7 targeting the e-health sector, or PEPPOL8,
which put an emphasis on e-procurement. Results yielded by all these LSPs have
5 https://cordis.europa.eu/project/rcn/202698/factsheet/en.
6 https://www.eid-stork2.eu/.
7 http://www.epsos.eu/.
8 https://peppol.eu/.
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been consolidated by the research project e-SENS9 . Leveraging the use of IT in
public-sector use cases has also been the main goal of the international research
project SUNFISH10, funded under the EU’s Horizon 2020 research and innova-
tion programme, and of the project FutureID11 funded under the ICT theme
of the Cooperation Programme of the 7th Framework Programme of the Euro-
pean Commission. Scientific contributions of these projects have been discussed
by Suzic et al. [15] and Rath et al. [14], respectively. This brief and by far not
exhaustive overview shows that various research projects have been done dur-
ing the past years aiming to bring forward the use of information technology in
cross-border public-sector solutions.

Examining in more detail the surveyed projects’ internal structure reveals
that most of them follow a similar approach: solutions developed in the project
are usually tested by means of one or more pilot applications. Furthermore,
all projects foresee some sort of evaluation, where obtained results are assessed
against defined criteria. However, the approaches followed by the various projects
to carry out evaluations differ considerably from each other. In the worst cases,
there is even no consistent evaluation method applied within a project, e.g. to
evaluate different pilot applications of the project. Instead, each pilot applica-
tion defines and applies its own evaluation method. This heterogeneity in applied
evaluation methods has an impact on obtained evaluation results. While these
results might be sufficient within the scope of a single pilot application, they can-
not be assembled to a coherent big picture. This, in turn, renders the conclusive
derivation of findings from available evaluation results difficult.

Of course, there are sometimes good reasons to divert from a common evalu-
ation method and to rely on pilot-specific evaluation schemes instead. One rea-
son can be the fact that pilot applications can undergo major redesigns during
project lifetime. This can necessitate an adaptation of the planned pilot evalu-
ation as well. Another reason to abandon a common evaluation method for all
pilot applications within a project can be a high degree of heterogeneity between
the pilot applications themselves, which makes it difficult to find an evaluation
method that perfectly fits all pilots. Despite these valid reasons, incomparable
evaluation results constitute a serious issue that threatens to decrease the overall
gain of a research project for involved stakeholders.

This issue has also been recognized by the scientific community. Accord-
ingly, interesting works exist that focus on the evaluation of research projects.
For instance, Khan et al. [9] discuss the problem of evaluating a collaborative
IT-based research and development project. While this work identifies relevant
challenges to overcome, the proposed evaluation method has been mainly tai-
lored to one specific project. This renders an application of the proposed method
to arbitrary projects difficult. More generic evaluation methods have been intro-
duced by Eilat et al. [4] and by Asosheh et al. [1]. Both proposals make use of
the balanced scorecard (BSC) approach and data envelopment analysis (DEA).

9 https://www.esens.eu/.
10 http://www.sunfishproject.eu/.
11 http://www.futureid.eu/.
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However, they do not take into account the specifics of the type of projects
targeted in this article, i.e. pilot-based projects aiming to improve public-sector
solutions.

In summary, evaluation schemes proposed in literature usually focus on very
specific types of projects or are even tailored to one single project. An evaluation
scheme that can be applied to a broad range of pilot-based research projects from
the public sector is currently missing. The evaluation scheme proposed in this
article closes this gap.

3 Project Model

The basic aim of the work presented in this article is the development of a
common evaluation scheme for pilot-based research projects. The main challenge
in developing such an evaluation scheme, which is applicable to a broad set of
research projects, lies in the trade-off between assuring general applicability and
obtaining meaningful evaluation results. On the one hand, an abstract scheme
enables a broad applicability to arbitrary research projects. However, an abstract
evaluation scheme typically yields rather abstract evaluation results too, which
complicates the derivation of concrete conclusions. On the other hand, a more
specific evaluation scheme can consider peculiarities of a given research project or
its pilot applications. However, such a specific scheme can usually only be applied
to a limited set of projects or pilots. The demand for general applicability is not
satisfied in this case.

To overcome this trade-off, we have based the proposed evaluation scheme
on a well-defined project model. The proposed scheme can be applied to any
research project complying with this model. The project model has been based
on the following three assumptions, which define the scope of targeted project
types:

– The proposed evaluation scheme targets pilots and projects that provide solu-
tions for the public sector. Accordingly, the evaluation scheme assumes that
an IT agenda is in place, from which goals for different projects under this
agenda are derived.

– The proposed scheme targets pilot-based projects, which apply and test solu-
tions developed in the project by means of one or more pilot applications.

– The proposed evaluation scheme assumes the research project to be carried
out in multiple consecutive project phases, each comprising an own phase-
specific pilot evaluation.

From these assumptions, a general project model can be derived, which serves
as basis for the proposed evaluation scheme. This project model defines the
general project structure as well as general project-execution and evaluation
phases. The two aspects of the derived project model are detailed in the following
subsections.
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3.1 Project Structure

From the assumptions made above, the general project structure illustrated in
Fig. 1 can be derived for the project model. As shown in Fig. 1, the project model
does not make detailed restrictions regarding the project structure. There are
only two requirements to be met by projects complying with the structure shown
in Fig. 1 and thus with the general project model. First, the project needs to be
defined under a given IT agenda. Second, the project must foresee development
and operation of one or more pilot applications.

Fig. 1. The proposed evaluation scheme can be applied to all projects complying with
the shown general structure (adapted from [17]).

By intention, the project structure of the general project model has been
kept as abstract as possible. This assures a broad applicability of the general
project model to concrete research projects. This, in turn, guarantees that the
proposed evaluation scheme, which builds on the general project model defined
in this section, can be applied to a broad set of research projects as well.

3.2 Project-Execution Phases

General project-execution phases constitute the second aspect of the general
project model defined in this section. Similar to the project structure introduced
in Sect. 3.1, also general project-execution phases can be derived from the three
basic assumptions made above. Overall, the project model foresees three basic
project-execution phases. In parallel, three evaluation phases are foreseen as well,
covering evaluation-related tasks throughout the project.

Fig. 2. The proposed evaluation scheme can be applied to all projects implementing
the shown general project-execution phases (adapted from [17]).
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Project-execution phases and related evaluation phases are shown in Fig. 2.
According to this figure, the general project model considers the following three
project-execution and evaluation phases:

– Project Planning / Evaluation Planning : During the Project Planning phase,
the project’s overall structure, contents, goals, and setup are defined. In par-
allel, the Evaluation Planning phase is executed, in which aspects related to
evaluation activities within the project are defined. As shown in Fig. 2, rel-
evant input from project planning needs to be considered during evaluation
planning.

– Execution of Project Phases / Project-phase Evaluations : These two phases
are executed after completion of the Project Planning and Evaluation Plan-
ning phases. According to the underlying assumptions of the general project
model, the project is executed in consecutive project phases. Figure 2 shows
that each project phase is accompanied by a corresponding evaluation phase.
Figure 2 also shows that corresponding project-execution phases and eval-
uation phases influence each other. While conducted evaluations certainly
depend on the respective project-execution phase and its goals and con-
tents, project phases also should take into account available evaluation results
(e.g. from previous phases). This supports a continuous improvement of the
entire project.

– Project Appraisal / Conclusive Derivation of Findings: These phases are exe-
cuted after completion of the last iterative project phase and corresponding
project-phase evaluation. Hence, these phases are carried out at the end of
the project to collect all lessons learned, draw the correct conclusions from
these lessons, and to bring the project to a round figure. In the correspond-
ing evaluation phase, findings are derived from conducted evaluations and
serve as direct input to project appraisal. Figure 2 shows that the Project
Appraisal phase needs to consider input from the Conclusive Derivation of
Findings phase.

Similar to the project structure introduced in Sect. 3.1, also general project-
execution phases have been defined on a rather abstract level. Together with the
defined project structure, this yields a rather abstract general project model. As
the general project model will serve as basis for the proposed evaluation scheme,
its abstract nature assures that the proposed scheme is applicable to the majority
of pilot-based projects targeting the public sector. Thus, the project model intro-
duced in this section reasonably handles the trade-off between assuring general
applicability and obtaining meaningful evaluation results.

4 Proposed Evaluation Scheme

Based on the defined general project model, we propose a generic evalua-
tion scheme for the systematic evaluation of pilot-based public-sector research
projects. The proposed evaluation scheme aims for two goals. On the one hand,
the scheme aims to be abstract enough to be applicable to a broad range of pilots
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and projects, in order to ensure comparability within projects (i.e. between the
project’s pilots) and also on a higher level between different projects. On the
other hand, the evaluation scheme should still enable in-depth evaluations that
take into account specifics of pilots and projects. The proposed scheme deals
with this obvious trade-off by following a hierarchical approach.

In general, the evaluation scheme introduced in this section relies on the
general project model defined above. If a research project complies with this
general model, the proposed evaluation scheme defines in detail how to carry
out evaluation-related activities throughout the project.

Essentially, the proposed evaluation scheme is composed of two building
blocks. The first building blocks specifies an evaluation-criteria model. Evalu-
ation criteria are crucial for any type of evaluation. Choosing adequate evalu-
ation criteria turns out to be a challenging task, especially with regard to the
given trade-off between general applicability and desired in-depth evaluations.
The evaluation-criteria model, which is part of the proposed evaluation scheme,
assists in overcoming this challenge by providing a framework for the definition of
adequate evaluation criteria. Details of the proposed scheme’s evaluation-criteria
model are provided in Subsect. 4.1.

The second building block of the proposed evaluation scheme specifies the
detailed evaluation process, which represents a step-by-step procedure to eval-
uate pilots using evaluation criteria that have been defined using the provided
evaluation-criteria model. The proposed evaluation process builds up on the gen-
eral project model introduced in Sect. 3 and further refines the various project
and evaluation phases defined by this model. Details of the proposed scheme’s
detailed evaluation process are presented in Subsect. 4.2.

4.1 Evaluation-Criteria Model

The evaluation-criteria model constitutes the first major building block of the
proposed evaluation scheme. It provides a framework that supports evaluators
in defining and structuring evaluation criteria that are used during evaluation
processes.

In principle, evaluation criteria used for pilot evaluation need to meet the
same requirements as the overall evaluation scheme. Concretely, evaluation cri-
teria should ideally be the same for all pilots in all evaluated projects. Only in
this case, direct comparisons between different pilots and even between different
projects are feasible. At the same time, evaluation criteria should be concrete
enough to consider specifics of different pilots and projects. Obviously, these are
contradictory requirements, which cannot be met by a simple one-dimensional
list of evaluation criteria. Therefore, the proposed evaluation scheme follows a
more complex approach and relies on a hierarchical evaluation-criteria model.
This hierarchical model defines multiple layers, to which evaluation criteria can
be assigned to. This is illustrated in Fig. 3.

The evaluation-criteria model shown in Fig. 3 considers the fact that eval-
uation criteria are typically closely related to project and pilot goals. Con-
cretely, evaluation criteria are used to assess a pilot’s or project’s compliance
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Fig. 3. The proposed evaluation-criteria model enables the definition of goals and
related criteria on multiple layers of abstraction (adapted from [17]).

with defined goals. This close relation is also reflected by the evaluation-criteria
model depicted in Fig. 3. The upper pyramid shows the different layers, on which
relevant goals can be defined. Note that the pyramid’s structure complies with
the general project model defined in Sect. 3. The pyramid’s topmost level rep-
resents the relevant IT agenda defining the very basic goals to consider. This
agenda yields project-specific goals for concrete projects executed under this
agenda. Within a concrete project, pilot-specific goals can be derived for each
of the project’s pilots from the overall project goals. Finally, pilot-specific goals
can be further detailed by defining pilot-specific goals separately for each project
phase. Overall, the proposed evaluation-criteria model defines relevant goals to
be defined on four different layers of abstraction.

Once all goals have been defined according to the four layers, relevant eval-
uation criteria can be derived. The proposed model foresees evaluation criteria
to be defined on four layers of abstraction as well, yielding the lower pyramid
shown in Fig. 3. When deriving evaluation criteria for the four layers, two aspects
need to be considered. First, defined evaluation criteria must cover the relevant
goals defined before. This applies to all layers and is indicated in Fig. 3 by arrows
between the upper and the lower pyramid. Second, evaluation criteria defined
in neighboring layers must be related. In particular, given the fulfillment degree
of criteria in one layer, it must be possible to derive the fulfillment degree of
criteria in the subjacent layer.

Together the different layers for project-related goals and for evaluation cri-
teria constitute the evaluation-criteria model shown in Fig. 3. Note that the
proposed evaluation-criteria model deliberately does not define concrete evalua-
tion criteria, in order to ensure a broad applicability of the proposed evaluation
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model. Instead, the evaluation-criteria model merely defines a framework for the
definition and classification of relevant goals and for the derivation of related
evaluation criteria. The provided framework enforces a systematic derivation
process for relevant goals and evaluation criteria on different layers of abstrac-
tion, supports the modeling of relations between goals and criteria defined on
different layers, and assures a precise mapping between goals and evaluation
criteria. This enables a systematic evaluation process, where the fulfillment of
higher-level criteria can be derived automatically from the fulfillment of lower-
level requirements.

4.2 Evaluation Process

Once relevant goals have been defined and evaluation criteria have been derived
using the evaluation-criteria model introduced above, the actual evaluation pro-
cess can be carried out. This evaluation process constitutes the second building
block of the proposed evaluation scheme and is illustrated in Fig. 4. In princi-
ple, the shown process can be regarded as a detailing of the general project and
evaluation phases introduced in Sect. 3. Thus, the proposed evaluation process
implicitly complies with the defined general project model introduced in that
section.

Figure 4, which illustrates the proposed evaluation process by means of a
flow chart, is subdivided into six areas. First, the entire chart is split into two
halves. The left half describes process steps to be carried out during project
execution. Hence, this half of the flow chart corresponds to the upper part of
Fig. 2. In contrast, the right half describes necessary steps to be carried out
during project evaluation. Accordingly, this half of the chart corresponds to
the lower part of Fig. 2. Second, the two halves of the flow chart are further
split into three horizontal areas. This reflects the three general execution phases
defined in Sect. 3. In summary, this yields six areas, each representing a project
or evaluation phase, and each containing relevant process steps to be carried out
in that phase.

Figure 4 shows that the proposed evaluation scheme comprises 18 processing
steps to be carried out in total. For the first project-execution and evaluation
phase, i.e. Project Planning and Evaluation Planning, the evaluation scheme
foresees execution of the following steps:

– Step (1) - Identification of Relevant IT-agenda Goals: In this first step
in project planning, general goals from relevant IT agendas, under which the
project is executed, are identified. This step yields the most high-level goals
to be considered during project execution. In the end, the overall success of
the project is assessed against the goals identified in this step.

– Step (2) - Definition of Project Goals: From the general goals identified
in Step (1), concrete project goals are derived in this step. Project goals
detail higher-level goals by applying the respective project’s specific context
to them. Hence, the project’s context and its defined contents are a relevant
input during execution of this processing step.
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Fig. 4. The evaluation scheme specifies process steps to be carried out in the shown
order (adapted from [17]).

– Step (3) - Definition of Pilot Goals: Once the overall project goals
have been fixed in Step (2), pilot-specific goals need to be derived. Pilot-
specific goals of course need to comply with the higher-level project goals, but
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additionally take into account the specifics of the project’s different pilot
applications. Accordingly, the definition of pilots and their foreseen role in
the project are relevant inputs to this processing step.

– Step (4) - Definition of Project-phase Goals: Pilot-specific goals
obtained in Step (3) can again vary between different project phases. For
instance, concrete goals of a pilot can vary between project phases, in which
the pilot is developed, and phases, in which the pilot is operated. To consider
possible phase-specific variations, pilot-specific goals are further detailed to
project phase specific goals in this step.

– Step (5) - Derivation of Relevant Policies: This is the very first step to
be taken in evaluation planning. In this step, relevant policies to be considered
are derived from general goals extracted from relevant IT agendas. Hence,
results of Step (1) are a relevant input to this step. In the end, the overall
evaluation process will tell whether the project complies with the policies
identified in this step.

– Step (6) - Derivation of Project Criteria: By taking into
account the policies derived in Step (5) and the general project goals
obtained in Step (2), evaluation criteria are defined on project level
in this step. These criteria must be defined such that their degree
of fulfillment can tell whether the project meets its goals defined in
Step (2).

– Step (7) - Derivation of Pilot-specific Criteria: From the project criteria
obtained from the previous step, pilot-specific criteria are derived in this step.
Pilot-specific goals obtained in Step (3) are a relevant input to this step. Derived
pilot-specific criteria must be defined such that their degree of fulfillment can
tell whether the respective pilot meets its goals defined in Step (3).

After completing the process steps described so far, all relevant goals and
(almost) all evaluation criteria have been defined and set in relation according
to the evaluation-criteria model introduced in Sect. 4.1. What is still left to be
done is the derivation of project phase specific evaluation criteria (Step (8)).
This task is intentionally shifted to the subsequent project-execution/evaluation
phase (i.e. the next horizontal area shown in Fig. 4), as the proposed evaluation
model foresees a dynamic and iterative adaption of these criteria during the
entire project life-cycle. Overall, the next project-execution and evaluation phase
(i.e. Execution of Project Phases and Project Phase Evaluations) comprise the
following processing steps:

– Step (8) - Derivation of Project-phase Specific Criteria: In this step,
project phase specific evaluation criteria are derived for each pilot, taking into
account the respective pilot’s pilot-specific criteria from Step (7) on the one
hand, and project phase specific goals derived in Step (4) on the other hand.
For all but the first project phase, feedback collected during the previous
project phase is another relevant input to this step and must be considered
for the definition of criteria for the current project phase. This way, project
phase specific criteria can be dynamically adapted during the entire project
life-cycle to consider changing circumstances and requirements.
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– Step (9) - Project-phase Execution: This step covers the execution of
a project phase according to the project setup. Note that this is a rather
complex and time-consuming step in most cases, as it covers all project-
related activities assigned to a specific project phase. However, details of this
processing step are usually irrelevant for the proposed evaluation scheme.
Hence, these details are not modeled in the flow chart shown in Fig. 4.

– Step (10) - Collection of Project Phase Specific Evaluation Data:
This step is executed in parallel to Step (9), i.e. in parallel to the execution of
a certain project phase. During this step, evaluation data is collected. This can
be achieved e.g. through interviews, questionnaires, or through the automated
measuring or logging of data. The proposed evaluation scheme leaves the
choice of the most suitable method to the respective project evaluators. This
ensures a broad applicability of the proposed evaluation scheme, as the best
tool choice can depend on the nature of the project to be evaluated. In any
case, Step (9) provides relevant input to this processing step.

– Step (11) - Derivation of Project Phase Specific Evaluation Results:
In this step, evaluation data collected in Step (10) are analyzed in order to
derive evaluation results for the current project phase. The concrete analysis
process depends on the type of evaluation data collected. Hence, the proposed
evaluation scheme again does not apply any restrictions here. In any case,
project-phase specific criteria derived in Step (8) are a prerequisite for this
step.

– Step (12) - Alignment of Project Phase Specific Evaluation Results:
Evaluation results of the current project phase obtained in Step (11) are
subsequently aligned with other relevant stakeholders involved in the project.
Depending on the respective project setup, this can be e.g. pilot developers or
pilot operators. This step gives involved stakeholders the chance to comment
on results obtained, in order to prevent misunderstandings early and to ensure
a consensual overall evaluation process.

– Step (13) - Feedback Collection: In case there is at least one more project
phase (and hence also one more evaluation phase) to come, feedback on the
applied evaluation process is collected from all involved stakeholders. Again,
the method applied to collect feedback is left open to the respective evaluators.
Also in this context, the best choice can depend on the actual project setup.
Independent of the chosen method, collected feedback serves as input for the
definition of project phase specific criteria for the next project phase (Step
8). If no further project phase is foreseen, i.e. the project has just completed
its last phase, this step is omitted.

– Step (14) - Consideration of Project Phase Specific Evaluation
Results: After completion of a project phase, and if there is another project
phase to come, this step is carried out by the project executors. In this step,
evaluation results of the just completed project phase are analyzed. If possi-
ble, lessons learned are derived and considered as input for the execution of
the next project phase. This way, the project is continuously improved based
on intermediate evaluation results. In case the last project phase has already
been completed and no further phase is to come, this step is omitted.
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After completion of the final project phase, the last two overall phases,
i.e. Project Appraisal and Derivation of Findings are carried out. Relevant pro-
cessing steps of these phases are described in the following:

– Step (15) - Derivation of Pilot Evaluation Results: This step is exe-
cuted after completing the last iterative project and evaluation phases. In this
step, project phase specific evaluation results collected iteratively in Step (10)
and analyzed in Step (11) are combined for each pilot to derive overall pilot-
specific evaluation results. If evaluation criteria have been defined according
to the proposed evaluation-criteria model, this step can be carried out effi-
ciently, as pilot-specific evaluation results can be derived directly from project
phase specific results. After completion of this step, project evaluators know
if and to what extent pilot-specific criteria defined at the beginning of the
project in Step (7) are met.

– Step (16) - Derivation of Project Evaluation Results: Once all pilot-
specific evaluation results have been derived in Step (15), this step combines
them to overall project evaluation results. Again, this is an efficient process, if
evaluation criteria have been defined such that the degree of fulfillment can be
derived from the lower layer of the evaluation-criteria model. After completion
of this step, project evaluators know if and to what extent project criteria
defined in Step (6) are met.

– Step (17) - Examination of Policy Compliance: This step finally checks
derived project evaluation results against relevant policies identified at the
beginning of the project (Step 5). This way, stakeholders can assess whether
the project and its results comply with IT agendas, from which these policies
have been derived. This process step concludes evaluation-related activities
within the project. All evaluation results (pilot evaluation results, project
evaluation results, and policy compliance) serve as input for the final project-
appraisal phase (Step 18).

– Step (18) - Project Appraisal: In this final step, all evaluation results
stemming from different layers of abstraction are combined to derive the most
valuable lessons learned. Due to the multi-layered approach followed, detailed
analyses of evaluation results can be conducted, including specific results as
well as comparisons between pilots and even between different projects.

4.3 Configurability

Although the proposed evaluation scheme specifies in detail necessary steps to
be carried out, it deliberately remains flexible and abstract in certain aspects
and gives evaluators, who apply the scheme in practice, room for configuration.
This makes the proposed evaluation scheme more flexible and applicable to a
broader range of projects. In particular, it ensures that the evaluation scheme
can be applied to all pilot-based research projects complying with the general
project model introduced in Sect. 3. Concretely, the proposed evaluation scheme
can be configured and adapted to the respective project, to which it is to be
applied, by means of the following aspects:
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– Number of Iterative Project Phases: The evaluation scheme supports
an arbitrary number of iterative project phases and corresponding evaluation
phases. Not that this does not require the project to define multiple project
phases. The evaluation scheme works with one single project phase (and cor-
responding evaluation phase) as well. However, it is not limited to that but
supports 1 to N phases.

– Evaluation Criteria: The proposed evaluation scheme comprises an
evaluation-criteria model. While this model provides a hierarchical frame-
work for the definition and classification of evaluation criteria, it does not
define concrete evaluation criteria. Instead, concrete evaluation criteria can be
defined by the respective project evaluators, taking into account the specifics
of the project and pilots to be evaluated.

– Relation between Evaluation Criteria: The proposed evaluation-criteria
model enables the definition of evaluation criteria on multiple layers of
abstraction. Criteria on neighboring layers should be set in relation to each
other. This way, the fulfillment degree of higher-level criteria can be derived
systematically from the fulfillment degree of lower-level criteria. The model
does not impose any restrictions regarding the definition of relations between
criteria. For instance, evaluators can follow a rather simple approach, which
assumes each criterion to be equally important. Alternatively, more complex
relations can be defined between different layers of the evaluation-criteria
model. While this enables a more fine-grained modeling of dependencies
between criteria on different layers of abstraction, it potentially complicates
the derivation of evaluation results. However, evaluators are free to choose
the approach that fits best the requirements of the respective project.

– Method for Evaluation-Data Collection: In each iterative project phase,
evaluation data needs to be collected by evaluators. In principle, different
approaches can be followed to carry out this task. For instance, data can be
collected with the help of questionnaires, by means of personal interviews,
by doing project-internal audits, or by collecting and analyzing generated
data such as log files. The proposed evaluation scheme is flexible enough to
support all these (and also other) approaches. Hence, evaluators can choose
the method that fits best the characteristics of the project to be evaluated.

– Method for Deriving Evaluation Results from Evaluation Data: In
each iterative project phase, evaluation results need to be derived from col-
lected evaluation data. The proposed evaluation scheme does not specify this
step and the methods to be applied in this step in detail. Hence, it is up to the
executing evaluators to agree on an appropriate method that enables com-
prehensible derivation of evaluation results from collected evaluation data.
Of course, the method applied needs to be aligned with the type of collected
evaluation data. For instance, if this data is available in structured form, auto-
mated methods can be applied to derive evaluation results from it. In case
evaluation data has been collected e.g. by means of telephone interviews,
manual methods may be necessary.

– Method for Alignment of Project Phase Specific Evaluation
Results: The proposed evaluation scheme gives involved stakeholders such as
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pilot developers or pilot operators the opportunity to comment on interme-
diate evaluation results in each project and corresponding evaluation phase.
However, the scheme does not define a concrete method to be applied for car-
rying out this task. Also for this aspect of the evaluation process, evaluators
are free to choose their preferred approach to align intermediate evaluation
results with other involved stakeholders.

– Provision of Feedback: Finally, the proposed evaluation scheme also defines
a feedback channel from involved stakeholders to the project evaluators.
Again, the scheme does not define a concrete implementation of this feedback
channel but leaves this decision to the executing evaluators. This way, evalua-
tors can choose the approach fitting best the characteristics of the respective
project.

Of course, leaving certain aspects unspecified imposes an additional task on
the evaluators of a project. They need to parametrize the evaluation scheme, in
order to adapt it to the specifics of the respective project. However, we believe
the gain in flexibility and applicability definitely compensates for the additional
effort. In the following section, we show one possible parametrization by dis-
cussing the application of the proposed evaluation scheme to the EU-funded
research project FutureTrust and its pilots.

5 Evaluation

Future Trust Services for Trustworthy Global Transactions (FutureTrust) is an
international research project funded by the EU under the programme H2020-
EU.3.7. - Secure societies - Protecting freedom and security of Europe and its
citizens. The project consortium consists of 16 partners from 10 countries, includ-
ing EU member states as well as third-party countries. The overall aim of
FutureTrust is to support the practical implementation of the EU eIDAS Regu-
lation [8] in Europe and beyond. Software components developed by FutureTrust
are applied to real-world use cases by means of several pilots and demonstrators.

FutureTrust fully complies with the general project model described in
Sect. 3. The project has a focus on the public-sector domain and is motivated
by an EU agenda, as described in the project’s funding programme [6]. Further-
more, FutureTrust develops and operates a series of demonstrators and pilots.
Thus, the evaluation scheme proposed in this article is well suited for carrying
out pilot evaluations in FutureTrust. First experiences gained during application
of the proposed evaluation scheme in FutureTrust are discussed in this section.

5.1 Configuration

The proposed evaluation scheme introduced in Sect. 4 intentionally remains
generic in several aspects and hence needs to be configured and parametrized
before being applied to a concrete research project. In the case of FutureTrust,
the following parameters have been chosen for configurable aspects listed in
Sect. 4.3:
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– Number of Iterative Project Phases: In principle, the evaluation scheme
supports an arbitrary number of iterative project phases and corresponding
evaluation phases. For FutureTrust, three phases have been defined. Eval-
uations are carried out before piloting (ex-ante evaluation), during piloting
(mid-term evaluation), and after piloting (ex-post evaluation). This complies
with FutureTrust’s overall project setup as defined in FutureTrust’s project
description.

– Evaluation Criteria: While the proposed evaluation scheme provides a hier-
archical evaluation-criteria model for the definition and classification of evalu-
ation criteria, it does not define concrete evaluation criteria. For FutureTrust,
relevant evaluation criteria have been extracted from relevant agendas and
project-definition documents. Details on chosen evaluation criteria are pro-
vided in Subsect. 5.2.

– Relation between Evaluation Criteria: According to the proposed
evaluation-criteria model, evaluation criteria assigned to neighboring layers
of abstraction should be set in relation to each other. This way, the fulfillment
degree of higher-level criteria can be derived systematically from the fulfill-
ment degree of lower-level criteria. The model does not impose any restrictions
regarding the definition of relations between criteria. For the sake of simplic-
ity, we have followed a rather simple approach in FutureTrust. This approach
assumes each criterion to be equally important and to have the same impact
on related criteria in neighboring layers of abstraction.

– Method for Evaluation-data Collection: The proposed scheme requires
evaluators to collect evaluation data in each iterative project phase. As
FutureTrust piloting partners are distributed all over Europe, questionnaires
have been prepared and sent out to piloting partners to collect necessary eval-
uation data. Where necessary, telephone calls have been organized to clarify
open issues in a bilateral way.

– Method for Deriving Evaluation Results from Evaluation Data: In
each iterative project phase, evaluation results need to be derived from col-
lected evaluation data. In FutureTrust, evaluation data has been collected by
means of questionnaires. As these questionnaires contain answers in prose,
i.e. in unstructured form, an automated processing and analysis of evalua-
tion data has not been feasible. Thus, the analysis of questionnaires and the
derivation of intermediate evaluation results has relied on manual processes.

– Method for Alignment of Project Phase Specific Evaluation
Results: The proposed evaluation scheme gives all involved stakeholders the
opportunity to continuously comment on intermediate evaluation results. Due
to the local dispersion of stakeholders within the project, FutureTrust follows
again a document-based approach for this task. Evaluation results are com-
piled into intermediary evaluation reports. These reports are sent out to all
involved stakeholders in order to give them the opportunity to provide feed-
back in written form.

– Provision of Feedback: The proposed evaluation scheme defines a feed-
back channel from involved stakeholders to the evaluators. FutureTrust orga-
nizes regular meetings (online and face-to-face) that bring together involved
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stakeholders. These meetings can be used to bilaterally provide feedback on
the overall evaluation process as defined by the proposed evaluation scheme.

5.2 Results

After applying the configuration as described in Sect. 5.1, the proposed evalua-
tion scheme has been applied to the FutureTrust project and its pilots. In partic-
ular, the scheme has been applied twice, once for the evaluation of FutureTrust
pilots and demonstrators, and once for analyzing their impact. The applied evalu-
ation process has been exactly the same for pilot evaluation and impact analysis.
However, different (hierarchical) evaluation criteria have been defined to reflect
the different scopes of pilot evaluation and impact analysis.

Based on EU agendas relevant for FutureTrust, the following general project
criteria have been defined for pilot evaluation:

– Security and Data Protection
– Functionality
– Usability
– Interoperability
– Reusability and Sustainability
– Legal Compliance
– Compliance with Project Goals

Accordingly, the following general project criteria have been defined for
impact analysis:

– Demonstration of Positive Business Case
– Empowerment and Protection of Users
– Increase of Use of Trust Services
– Reduction of Administrative Overhead
– Adherence to Sufficient Technology Readiness Level (TRL)

From these general project criteria, pilot-specific evaluation criteria have been
derived for each FutureTrust pilot and demonstrator. For each pilot and demon-
strator, 24 pilot-specific criteria have been defined for pilot evaluation. In addi-
tion, 9 pilot-specific criteria have been defined for impact analysis for each pilot
and demonstrator. Finally, project phase specific evaluation criteria have been
derived. In total, 33 criteria for pilot evaluation and 9 criteria for impact analy-
sis. To assure meaningful evaluation results, pilot-specific evaluation criteria have
been defined based on the SMART approach described by Doran [3]. Accord-
ingly, all defined criteria are Specific, Measurable, Achievable, Relevant, and
Time-bound.

Based on the derived project phase specific evaluation criteria, questionnaires
have been prepared and sent out to pilot developers and operators. By analyzing
returned filled questionnaires, the fulfillment degree of project phase specific
evaluation criteria could be determined. Where necessary, ambiguities have been
clarified in bilateral calls.
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From the obtained project phase specific evaluation results, the fulfillment of
higher-layer criteria could be derived automatically. As an illustrative example,
Figs. 5 and 6 show first results of the conducted pilot evaluation and impact
analysis. Obtained results demonstrate the applied evaluation scheme’s capabil-
ity to yield evaluation results that are comparable among different FutureTrust
pilots.

Fig. 5. Results of FutureTrust pilot evaluation (adapted from [17]).

Fig. 6. Results of FutureTrust impact analysis (adapted from [17]).

Overall, the successful completion of the described evaluation steps in the
context of FutureTrust demonstrates the practical applicability of the proposed
evaluation scheme. The FutureTrust project was still ongoing when obtaining
the evaluation results described above. Accordingly, the entire project evaluation
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was not finished at that time. However, most processing steps of the proposed
evaluation scheme (including the most challenging ones like the definition of
evaluation criteria) could already be applied and completed successfully. The
proposed scheme can hence be regarded suitable for application in practice.

6 Lessons Learned

Although the FutureTrust project was not completed at the time of writing this
article, several useful findings and lessons learned could be obtained during a
first application of the proposed evaluation scheme to FutureTrust pilots and
demonstrators in the first project phases.

The probably most important lesson learned is the finding that the proposed
scheme can by applied successfully to a concrete research project. All concepts
and processing steps defined by the proposed scheme could be applied and carried
out as foreseen. Furthermore, the proposed scheme is able to meets its basic goal,
i.e. yield comparable evaluation results while still taking into account specific
characteristics and properties of different pilots.

Another positive lesson learned is the finding that the proposed scheme is
rather flexible with regard to changes in the overall project structure. As pilots
are treated independently to a large extent, varying schedules of different pilots
caused by unexpected delays, or even the inclusion of new pilots during the
project lifetime does not cause severe problems.

A less positive lesson learned concerns the scheme’s evaluation-criteria model.
It turned out that some assumptions made when designing this model were
too optimistic. Concretely, the proposed evaluation scheme assumes that pilot-
specific criteria are defined once at the beginning of the project. Although project
phase specific criteria are derived from these pilot-specific criteria in each project
phase, the pilot-specific criteria are assumed to be stable. FutureTrust has shown
that this is not always the case in practice. Indeed, a minor extension of pilot-
specific criteria was necessary after the first project phase, in order to achieve
necessary alignments with other evaluation-related tasks in the project. While
this was no show stopper in practice, the evaluation scheme should probably
consider such necessities.

Overall, first lessons learned from applying the proposed evaluation scheme
in FutureTrust are predominantly positive. While minor room for improvement
has been identified, the scheme has passed its practical test so far. FutureTrust
will continue to rely on the proposed evaluation scheme for the remaining project
lifetime to obtain valuable evaluation results.

7 Conclusions and Future Work

In this article, we have proposed and introduced an evaluation scheme for pilot-
based research projects. Based on the awareness that project evaluations of
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past research projects have not always been as good as they could be, the pro-
posed scheme aims to support the systematic derivation of both comparable and
detailed evaluation results.

To meet this apparently contradictory goal, the proposed scheme follows a
hierarchical approach. Concretely, it defines evaluation criteria on different lay-
ers of abstraction and provides a detailed process description for carrying out
evaluations against these criteria. Its successful application within an interna-
tional research project shows that the proposed scheme indeed is able to meet its
goal. The scheme’s hierarchical nature enables in-depth evaluations of specific
pilots, while still guaranteeing comparability of obtained evaluation results on a
higher level of abstraction. Ultimately, the proposed scheme yields more valuable
evaluation results, from which all stakeholders involved in a research project can
benefit in the end. Especially funding bodies such as the EU can take advantage
of more homogenous evaluation results, which supports them in steering research
activities into the right directions, and in complying with relevant IT agendas.

Lessons learned from applying the proposed evaluation scheme to the research
project FutureTrust still show some room for improvement. We continuously
consider new findings to further improve the scheme. Applied improvements
are continuously tested and evaluated by applying the scheme in the remaining
project phases of FutureTrust. For the future, we also plan to apply the scheme
to other projects, to further evaluate its project-independent applicability and to
test the comparability of evaluation results obtained from different projects. At
the same time, we aim to extend the scope of the proposed evaluation scheme.
While its current focus lies on pilot-based projects from the public sector, we
plan to make it applicable to other project types as well. This way, an even
broader set of research projects could benefit from the proposed scheme.
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Abstract. Explainable recommender systems aim to provide clear inter-
pretations to a user regarding the recommended list of items. The expla-
nations present different formats to justify the recommended list of items
such as images, graphs or text. We propose to use review-oriented expla-
nations to help users in their decision since we can find crucial detailed
feature in the reviews given by users. The model uses advances of nat-
ural language processing and incorporates the helpfulness score given in
previous reviews to explain the recommended list of items provided by
a latent factor model prediction. We conducted empirical experiments
in the Yelp and Amazon datasets, proving that our model improves the
quality of the explanations. The model outperforms baselines models
by 13% for NDCG@5, 83% for HitRatio@5, 13% for NDCG@10, and
55% for HitRatio@10 in the Yelp dataset. For the Amazon dataset, the
observed improvement was 9% for NDCG@5, 83% for HitRatio@5, 9%
for NDCG@10, and 22% for HitRatio@10.

Keywords: Explainability · Recommender systems · Matrix
factorization

1 Introduction

Recommender systems research area experienced extensive improvements in the
past years regarding its accuracy. The current recommender systems models
are reasonably capable of predicting items close to the user’s preferences. The
most well-known recommender system model is collaborative filtering, which
predicts items based on the user’s or item’s similarities. Figure 1 illustrates a
user rating and reviewing a product according to different features. Further,
the recommender system predicts a list of the most preferred items based on
the previous historical information. However, the majority of the current models
neglect the explanations of the recommendations, making the online systems less
trustworthy and dropping the user’s fidelity to those systems.

Recently, researchers have proposed different models to explain recommenda-
tions such as based on graphs or text. However, they do not consider the quality
of explanations presented to a user. The interpretation given to a user is either
in a modular way “You like the item i because you previous liked the item j
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Fig. 1. Example of an online shopping system.

and they have the same feature f .” or only the list of features previously liked
by the user.

We propose an extension of the NECoNMF model [2] which uses collective
matrix factorization to predict user’s preferences and a neural interpretation
model to explain the recommendations. NECoNMF succeeds in providing accu-
rate recommendations, but it does not present good quality the generated text
to describe the predicted list of items.

NECoNMF collectively factorizes ratings, item’s content features, contex-
tual information, and sentiments. Furthermore, it provides an explainable neural
model based on users’ previous reviews and ratings. We extend the NECoNMF
model in two directions: (1) adding the user’s influence score to the factorization
model and (2) adding the helpfulness score to the explainable model. The users
have a stronger influence on their friends’ decisions, so by jointly decomposing
the influence score, the model improves its accuracy. The reviews are written
in online systems present helpfulness to qualify the information about a spe-
cific item, which can influence other users to decide if they would like or not to
interact with the described item.

We conducted experiments in Yelp and Amazon benchmark datasets to mea-
sure the accuracy of the recommendations based on two metrics Hit Ratio and
NDCG. Furthermore, we present examples of explanations given by our model.

This paper presents the contributions listed below:

– Collective factorization of five information: ratings, item’s content features,
contextual information, sentiments, and user’s influence score;

– Text generation model using neural networks and helpfulness score;
– Results given by the empirical experiments in the Yelp and Amazon datasets.

2 Related Works

The top-N task in recommender systems aims to predict the N preferable
items given the user’s previous interest. The Popular Items (PopItem) model [3]
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recommends the most popular items to a user. It is a simple implementation due
to the natural understanding of its logic. The PageRank [6] model is another
simple model with reasonable results which rank a list of items according to
the user’s previous preferences. Another well-known technique for collaborative
filtering is named matrix factorization (MF). This technique became popular
with the accurate results given by the SVD model [9] presented on the Netflix
contest. Later, NMF model [11] received attention in the recommender systems
researchers’ community, due to its clear interpretability for matrices decomposi-
tion.

Collective matrix factorization (CMF) is an extended version of MF aim-
ing to jointly factorize features to improve the accuracy in predicting the list of
items. Liu et al. proposed MultiNMF for multiview-clustering [12], which divides
the objects into clusters based on multiple representations of the object. Like-
wise, He et al. proposed a co-regularized NMF (CoNMF) [8], which formalizes
comment-based clustering as a multi-view problem using pair-wise and cluster-
wise CoNMF. Saveski & Mantrach proposed Local Collective Embeddings (LCE)
model [14] to identify a common latent space for user-document and document-
term matrices. Costa & Dolog proposed an extended version of LCE, named
CHNMF [1]. CHNMF decomposes the input matrices using a hybrid regulariza-
tion term. Costa & Dolog improved CHNMF model [2] by adding the sentiment
feature to its factorization model.

The matrix factorization models, generally, do not provide clear explanations
for their recommended list of items. Recently, researchers have given attention
to the explainability of recommendations models to improve the transparency,
effectiveness, scrutability, and user trust [15] in online systems. The explanations
can receive different presentation format, for example, text, graph or table. In
this paper, we selected three baselines using textual information due to fairly
compare the review-oriented explanations given by our model. Zhang et al. pro-
posed the Explicit Factor Model (EFM) [15] based on a sentiment lexicon con-
struction technique to extract the most relevant features from the reviews. He
et al. proposed a review-aware recommendation named TriRank [7], which
applies a tripartite graph algorithm to improve accuracy for top-N recommen-
dations. Costa & Dolog proposed the NECoNMF [2], which uses a neural model
to generate textual explanations.

We propose to extend NECoNMF model in two directions: adding influence
score to improve the accuracy in the recommendation model and adding the
helpfulness score to enhance the explainable model.

3 Problem Formulation

This section defines the preliminaries, our model, and formulate our problem.

3.1 Preliminaries

Definition 1. An item is an entity (for example, book, place, movie) which the
user can interact with. A set of items is denoted by I.
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Definition 2. A user is a person that interacts with items. A set of users is
denoted by U .

Definition 3. A rating refers to an interaction of a user u ∈ U with an item
i ∈ I. The set of all ratings over U and I is denoted R(U, I).

Definition 4. A contextual information over U and I consists of context
which the user was during the interaction with item i ∈ I. The set of all contexts
over U and I is denoted C(U, I).

Definition 5. An attribute denotes the attributes belonging to the items I pre-
ferred by a user u ∈ U . The set of all attributes over U and I is denoted A(U, I).

Definition 6. A sentiment denotes the sentiment which the user u ∈ U had
while reviewing an item i ∈ I belonging to the items I preferred by a user u ∈ U .
The set of all sentiment over U and I is denoted S(U, I).

Definition 7. A helpfulness score denotes how helpful a review was.

3.2 Our Model

We utilize five features to predict the top-N items recommended to a user u: (i)
ratings of user u to item l, (ii) interactions of user u with items having similar
attributes as i, (iii) interactions of user u at context c (iv) sentiment s of user u
for item i given its review, and (v) influence of u on friends. Next, we describe
the scores for each of these features.

Ratings. Users tend to interact with items of their interests. We set the pref-
erence of a user u in an item i based on the ratings, given by:

Xu(u, i) =

{
0, if Rui = unk

{1, 2, 3, 4, 5}, otherwise
(1)

Items’ Category Score. Users like to interact with items of their general
interest, identified by a items’ attribute, such as “crime” and “romance”. To
incorporate this effect, we compute the item category score, given by the following
equation.

Xa(u, a) =

∑
i|a∈i.A |R(u, i)|

|R(u)| (2)

where i.A is the set of categories of i.
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Items’ Context Score. Users like to interact with items in a specific context,
such as “alone” and “weekend”. To incorporate this effect, we compute the item
context score, given by the following equation.

Xc(u, c) =

∑
i|c∈i.C |R(u, i)|

|R(u)| (3)

where i.C is the set of context of i.

Sentiment Score. Users tend to present a specific sentiment when interacting
with an item. We set the sentiment of a user u for an item i based on the
sentiment score, given by:

Xs(u, s) =

{
1, if the user has positive sentiment
−1, otherwise

(4)

Users Influence. Users tend to follow the activities of their friends [13]. Based
on this statement we compute the influence score of users on their friends.

The influence score assumes that a user u influences his/her friend v if u inter-
acts with item i and v interacts with the same item after u within a particular
timeframe.

We consider a user v to be influenced by his friend u if u visits a location
l and v visits the same location after u within a particular time. The influence
score is computed based on the Bernoulli distribution proposed by Goyal et al.
[5]. The Bernoulli distribution defines the influence score as the ration of the
number of successful tentative to persuade the influenced user to follow another
user’s activities over the total number of trials. Considering that a user can
affect another only in a specific timeframe, we set the time window ω = 1, as we
capture the interaction times in hours. Equation 5 gives the formal definition of
the influenced friends of a user u [13].

Xi(u, v) = {v|p(u, v) ≥ ξ ∧ (u, v) ∈ F} (5)

where p(u, v) is the influence probability of u on v. ξ is a threshold representing
minimum influence to persuade a user to follow an activity. F is the set of all
friends in the dataset.

Next, the factor model factorize the input matrices into a low-rank approx-
imation matrices, where the latent features decomposed into in five low-rank
matrices: ratings as W × Hu; content features as W × Ha; context as W × Hc;
sentiment as W × Hs; and influence score W × Hi. Hu denotes the latent fea-
tures for user u. Similarly, Ha denotes the content’s latent features a, Hc denotes
the context’s latent features c, Hs denotes the sentiment’s latent features, and
Hi denotes the influence latent feature. Finally, W denotes the common latent
space.
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Explainable Model. The latent factor models do not provide a straightforward
explanation about the predicted list of items. Our model aims to generate natural
language review-oriented explanations based on previous user reviews, ratings
and review’s helpfulness score.

The formal definition of review-oriented explanation mode is: given an
input ratings vector rui = (r1, . . . , r|rui|) and an input helpfulness score vector
sui = (s1, . . . , s|sui|) we aim to generate item explanation ei = (w1, . . . , w|ti|)
by maximizing the conditional probability p(e|r, s). The rating rui is a vector of
the user’s overall rating for a target item i. The helpfulness score sui is a vector
of the review’s quality. The review ti is considered a sequence of characters of
variable length. The model learns to compute the likelihood of generated reviews
given a set of input ratings. This conditional probability p(e|r, s) is represented
in Eq. 6 [2].

p(e|r, s) =
|e|∏

b=1

p(wb|w < b, r, s) (6)

where w < b = (w1, . . . , wt−1)

3.3 Problem Statement

We define the problem statement as follows:

Problem 1. Given a user u, an item l, the attribute a of i, a context c, a sentiment
s, and the influence score Xi, predict the top-N items preferred by user u.

We can explain the recommended list of items based on the features of the
items and the explicit features preferences of the user.

4 Methodology

Our model extends the NECoNMF model in two directions: (1) adding the influ-
ence score to the factorization step, and (2) adding the helpfulness score to the
explainable model.

4.1 Collective Matrix Factorization

The collective non-negative matrix factorization aims to jointly decompose the
ratings, items’ attribute, context, sentiment, and user’s influence score into a
common latent space.

Consider the online shopping system as illustrated in Fig. 2, where a user may
rate a specific product (here defined as an item) according to his/her preferences.
Furthermore, the user may write a review giving particular information about
the feature are most relevant in his/her opinion. Considering this scenario, we
model the information into: rating matrix Xu, user-attribute matrix Xa, user-
context matrix Xc, user-sentiment matrix Xs, and user-influence matrix Xi. The
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Xu Xa Xc Xs

[3, 4, battery, 3, screen, 2, waterproof, 3, camera, positive, work, 
0.4, u1, 0.3, u2, 0.8 u3]

Explicit 
Features

Hu Ha V Hc Hs

Hidden
Features

Predicted
rating

Xi

Hi

Influenced
Users

Preferred
item

u1 u2 u3

Fig. 2. Our model.

factorization of Xu retrieves the item’s hidden features preferred by a user u.
Factorizing Xa gives us the content features according to the user’s preferences.
The factorization of Xc allow us to identify the hidden contextual features related
to the item. Factorizing Xs lead us to find the sentiment from a user u given
an item i. Likewise, the decomposition of Xi computes the potential influence
scores among the users.

The independent factorization of each matrix represents a different latent
space with no correlation among the features. Applying the collective non-
negative matrix factorization allows us to represent the decomposed features
in a common latent space. We aim to solve the following optimization problem:

min : f(W ) =
1
2
[α‖Xu − WHu‖22

+β‖Xa − WHa‖22 + γ‖Xc − WHc‖22
+ω‖Xs − WHs‖22 + η‖Xi − WHi‖22

+λ(‖W‖2 + ‖Hu‖2 + ‖Ha‖2
+‖Hc‖2 + ‖Hs‖2 + ‖Hi‖2)]

s.t.W ≥ 0,Hu ≥ 0,Ha ≥ 0,Hc ≥ 0,Hs ≥ 0,Hi ≥ 0

(7)

where the first five terms correspond to the factorization of the matrices Xu,
Xa, Xc, Xs, and Xi. The matrix W denotes the common latent space, and Hu,
Ha, Hc, Hs, and Hi are denote the hidden factors for each item-user interaction
feature. The hyper-parameters α, β, γ, ω, and η control the importance of each
factorization with values between 0 and 1. Setting the hyper-parameters as 0.2
implies equal importance to the matrices factorization, while values of α, β, γ,
ω, and η set as > 0.2 (or < 0.2) give more importance to the factorization of Xu

(or Xa, or Xc, or Xs, or Xi), respectively. To avoid overfitting and guarantee
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the smoothness of the solution, we use the hyper-parameter λ to control the
common latent space W .

Optimization. Our model minimizes the objective function by applying the
alternating optimization proposed in [2] which assumes that the user and item
data has a joint distribution to exploit a better low-dimensional space. For exam-
ple, ui and vj are close to each other in the low-dimensional space if they are geo-
metrically close in the data distribution. The literature describes this assumption
as the manifold assumption, and it has been applied in algorithms for dimen-
sionality reduction and semi-supervised learning [2].

The optimization assumes the local geometric structure using the nearest
neighbor graph on a scatter of data points as proposed in [14]. Our goal is to
find the k nearest neighbors for each node n and later connect these nodes in
the graph. The edges in the graph may have a binary or weights representation.
Considering the binary representation, 1 denotes a neighbor and 0 otherwise.
The weights representation use methods to capture the correlation among the
nodes, such as Pearson correlation or cosine similarity. The graph results in an
adjacency matrix A to find the local closeness of two data points ui and vj .

The collective factorization reduces the data point ui from a matrix X into a
common latent space W as wi. Then, we calculate the distance between two low-
dimensional data points using the Euclidean distance ‖wi −wj‖2 and map them
into the adjacency matrix A. We repeat the computation until the pre-defined
number of iterations or a stationary point as formally defined in Eq. 8 [2].

M =
1
2

n∑
i,j=1

‖wi − wj‖2Aij

=
n∑

i=1

(wT
i − wi)Dii −

n∑
i,j=1

(wT
i − wi)Dii

= Tr(WT DW ) − Tr(WT AW ) = Tr(WT LW ),

(8)

where Tr(•) denotes the trace function. D denotes the diagonal matrix whose
entries are row sums of A (or column, as A is symmetric). We define the Laplacian
matrix as Dii =

∑
i Aij; L = D − A to guarantee the non-negative constraints

required by non-negative matrix factorization.
We may re-write the optimization problem of function f(W ) as:

min : f(W ) =
1
2
[α‖Xu − WHu‖22 + β‖Xa − WHa‖22

+γ‖Xc − WHc‖22 + ω‖Xs − WHs‖22 + η‖Xi − WHi‖22
+ϕTr(WT LW )

+λ(‖W‖2 + ‖Hu‖2 + ‖Ha‖2 + ‖Hc‖2 + ‖Hs‖2 + ‖Hi‖2)]
s.t.W ≥ 0,Hu ≥ 0,Ha ≥ 0,Hc ≥ 0,Hs ≥ 0,Hi ≥ 0

(9)

fwhere ϕ the hyper-parameter controlling the objective function. The hyper-
parameters α, β, γ, ω, η, and λ have the same semantics as in Eq. 7.
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4.2 Multiplicative Update Rule

Our model follows the hybrid regularization proposed by Costa and Dolog [2].
The Multiplicative Update Rule (MUR) method is the regularization term of
W . MUR updates the scores in each iteration until finding the stationary point.
We fix W while minimizing f(W ) over Hu, Ha, Hc, Hs, and Hi. We formally
define the partial derivatives of W based on Eq. 10 before calculating the update
rules.

∇f(W ) = αWHuHT
u − αXuHT

u + βWHaHT
C − βXaHT

a

+γWHcH
T
c − γXcH

T
c + ωWHsH

T
s − ωXsH

T
s

+ηWHiH
T
s − ηXiH

T
i + λIk

(10)

where k denotes the number of factors. Ik represents the identity matrix with
k × k dimension.

The Eq. 11 formalizes the update rules, after computing the derivatives of
f(W ), f(Hu), f(Ha), f(Hc), f(Hs), and f(Hi) from Eq. 10.

W =
[αXuHT

u + βXaHT
a + γXcH

T
c + ωXsH

T
s + ηXiH

T
i ]

[αHUHT
U + βHaHT

a + γHcHT
c + ωHsHT

s + ηHiHT
i + λIk]

(11)

where •
• corresponds to left division.

Each iteration of Eq. 11 returns the solution of the pair-wise division. The
objective function and δ decrease in each interaction of Eq. 11 to guarantee the
learning convergence. Due to the principle of non-negative values from non-
negative factorization, we map any negative values from W matrix to zero after
each update.

4.3 Barzilai-Borwein

The Brazilai-Borwein optimization method regularizes the hidden factor matri-
ces Hu, Ha, Hc, Hs, and Hi. For simplicity, we denotes the hidden factor matrix
H as a representation of the input matrices Xu, Xa, Xc, Xs, and Xi, due to
equal computation of Hu, Ha, Hc, Hs, and Hi. The problem is formaly defined
in Eq. 12 [2].

min
W≥0

: f(H) =
1
2
‖X − WH‖2F (12)

We map the negative values from each update into zero utilizing P (•) for
any α > 0. The Eq. 13 denotes the formal definition of P (•) [2].

‖P [H − α∇f(H)] − H‖F = 0. (13)

We apply εH in Eq. 13 as [2]:

‖P [H − α∇f(H)] − H‖F ≤ εH , (14)

where εH = max(10−3, ε)‖P [H −α∇f(H)]−H‖F [2]. The stopping tolerance is
decreased by ε = 0.1εH
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The Algorithm 1 describes the steps to solve Eq. 12 [1].

Algorithm 1 . Barzilai-Borwein.

1: procedure BB
2: σ ∈ (0, 1), αmax > αmin > 0;
3: L ← ‖WT W‖2

H0 ← Hk;α0 ← 1; t ← 0;
4: if Ht is a stationary point of (1) then return Ht

5: loop:
6: if t/2 	= 0 then return Zt ← Ht;
7: else

Zt ← P
[
Ht − 1

L∇f(H)
]
;

8: Dt ← P [Zt − αt∇f(Zt)] − Zt

9: δ ← 〈Dt,WWT Dt〉
10: if δt = 0 then return λt ← 1
11: else
12: λt ← min{λ̃t, 1} where
13: λ̃t = − (1−σ)〈∇f(Zt),Dt〉

δt
14: Ht+1 ← Zt + λtDt

15: St ← Ht+1 − Ht

16: Yt ← ∇f(Ht+1) − ∇f(Ht)
17: if 〈St, Yt〉 ≤ 0 then

αt+1 ← αmax

18: else
19: if t/2 	= 0 then

αBB
t+1 ← 〈St,St〉

〈St,Yt〉
20: else

αBB
t+1 ← 〈St,Yt〉

〈Yt,Yt〉
21: αt+1 ← min{αmax,max{αmin, αBB

t+1}}
22: t ← t + 1
23: goto loop.

The gradient ∇f(W ) of f(H) is the Lipschitz term with constant L =
‖WT W‖2. L. Due to the optimization problem defined in Eq. 9 defines WT W
with dimensions k × k and k � min{m,n}, the gradient is not expensive to
obtain For a given H0 ≥ 0 [2]:

L(H0) = {H|f(H) ≤ f(H0),H ≥ 0}. (15)

Following the definition of Eq. 15 we have the stationary point of the Barzilai-
Borwein method [2].

4.4 Top-N Recommendation Process

The decomposition of the input matrices Xu, Xa, Xc, Xs, and Xi results in
the trained matrices W , Hu, Ha, Hc, Hs, and Hi, which gives us the hidden
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features to predict the list top-N items. We can predict the preferable items
according to the user’s previous interest vu given the new items’ vector vi [2].
We project the new items’ vector vi into the common latent space by solving the
formal definition vi = wHu applying the least square method. The vector w is
responsible for identifying the features in the common latent space that explain
the preferable items vi. To infer the missing part of the query vu ← wHt, we
use the low dimensional vector w. Ht denotes the concatenation of attributes,
context, sentiment, and influence score matrices Ht = Ha||Hc||Hs||Hi. Each
element of vu denotes the score of how strong is the user preference given the
item. We may sort the list of items based on the given scores.

Based on the sorted list of items and their rating scores, we can explain
the predicted ratings by applying the neural language generation model. An
attention model composes the explanation model to generate the personalized
sentences according to the user’s writing style. The model can identify positive
and negative sentiment according to the user’s previous reviews.

4.5 Natural Language Explanation

The explanation model has the context encoder, the LSTM network, the atten-
tion layer, and the generator model [2]. To generate the explanations the model
uses the review text and the concatenated character embeddings of the user,
item, rating, and helpfulness score as the input sources. Figure 3 illustrates the
architecture of the explanation model. We apply doc2vec model [10] to learn
the users and items embeddings. We concatenate the output vectors with the
ratings given by the users. We split the reviews into characters and convert
them to one-hot vectors. The input data for the time-step of the LSTM net-
work has the one-hot vectors, the embedded vector, and the helpfulness score.
The output from the LSTM network and the embedded vector are the input for
the attention layer. The output from our attention layer become the input of
our generator model, which produces sentences based on the input data. The
following paragraphs describe the explainable model’s components in detail.

LSTM

b [1,4] a [1,4] d [1,4] <EOF> [1,4]

Attention

Generator Explanation

<STR> [1,4] b [1,4] a [1,4] d [1,4]

LSTM LSTM LSTM

doc2vec

Fig. 3. Our model.
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Context Encoder. The goal of the context encoder is to encode the inputted
characters into one-hot vectors. Then we concatenate the ratings given by a
user according to her/his preferences with the encoded characters. To encode
the characters during the training step and decoding during the generating step,
we previously created a dictionary to define the characters positions. For each
character in the reviews, we generate the one-hot vector based on its position in
the dictionary. Furthermore, we concatenate the encoded vector with the ratings
with values varying from 0 to 1 and the helpfulness score. The Eq. 16 denotes
the formal definition of the context encoder.

X ′
t = [onehot(xchar);xrating;xhelpfulness] (16)

LSTM Network. The LSTM network improves the recurrent neural network
(RNN) model by solving the vanishing gradient problem present in the last
model. The LSTM model improves the computation of long-short term depen-
dencies. Figure 3 presents the LSTM network as a sequential connection cell.
Each cell has the forget, input, and output gates. The forget gate decides which
old information should be forgotten, the input gate updates the current cell
state, and the output gate selects which information goes to the next layer and
cell as illustrated in Fig. 4.

Xt

Ct-1

ht-1

tanh

tanh

Ct

ht

ht

ot

ctft

it

Fig. 4. LSTM cell

The LSTM network receives the input data xt at time t and the cell state
Ct−1 from previous time step t−1 [2]. The forget gate receives the inputted data
and discard the ones which are not useful. The Eq. 17 defines the LSTM network,
where ft denotes the forget fate in time t, where Wf is the weight matrix and
b is the bias. Once the forget gate discards the not useful information, it set
which information should be stored in cell state by the input gate it. Later, the
current cell creates a candidate state C ′

t by a tanh layer. The LSTM network
updates the current state Ct according to the candidate state, the previous cell
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state, the forget gate, and the input gate. Finally, the LSTM network transfers
the data to the output gate, which applies the sigmoid function to define the
output and multiply the tanh with the current cell state Ct to return the next
character with the highest probability [2].

ft = σ([xt, Ct−1]  Wf + bf )
it = σ([xt, Ct−1]  Wi + bi)
C ′

t = tanh([xt, Ct−1]  Wc + bc)
Ct = ft  Ct−1 + it  C ′

t

ot = σ([xt, Ct−1]  Wo + bo)
ht = ot  tanh(Ct)

(17)

Attention Layer. The goal of the attention layer is to learn soft alignments ht

between the character dependencies ct and the attention inputs [2]. Equation 18
formally describes the character dependencies using attention layer hattention

t as
explained by Dong et al. [4].

ct =
attention∑

i

exp(tanh(Ws  [ht, attentioni]))∑
exp(tanh(Ws  [ht, attentioni]))

attentioni

hattention
t = tanh(W1  ct + W2  ht)

(18)

Generator Model. The generator model is responsible for generating sentences
based on character-level. First, the explanation model maximizes the soft-
max function to compute the conditional probability p among the characters.
Equation 19 presents the formal definition of the generator model. The generator
model receives a prime text as the start symbol in each generated review-based
explanation according to different item’s content features [2]. The network feeds
the softmax layer with its output data, as shown in Eq. 19 [2].

p = softmax(Hattention
t  W + b), char = argmaxp (19)

where Hattention
t is the output of the LSTM network. W is the weight, and b

denotes the bias of the softmax layer.
This procedure generates a character char recursively for each time step until

it finds the pre-defined end symbol, which defines the length of the generated
explanation.

5 Empirical Evaluation

The empirical evaluation aims to answer the following research questions:

RQ1. Does the proposed method outperforms the state-of-art methods for item
recommendations?

RQ2. Does the proposed method present a clear explanation for the recom-
mended items?
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5.1 Datasets

We utilize two datasets to conduct our experiments: Yelp and Amazon.
The Yelp dataset is an essential source for the recommender systems com-

munity due to containing users’ reviews. The dataset has 45,981 users, 11,537
items, and 22,907 reviews. The dataset is sparse due to the few numbers of users
evaluating the items. We applied the strategy recommended by [7,15] to filter
the users with more than ten reviews since the dataset contains 49% of the
users with only one review. The Amazon dataset is larger than Yelp containing
more than 800k users, 80k items and 11.3 M reviews. To avoid the sparseness,
we applied the same strategy from Yelp dataset in the Amazon dataset. Table 1
summarizes statistics of each dataset information [2].

Table 1. Dataset summarization.

Yelp Amazon

#users 3,835 2,933
#items 4,043 14,370
#reviews 114,316 55,677
#density 0.74% 0.13%

We used a Unix server with 32 GB of RAM and 8 core CPU Intel Xeon
with 2.80 GHz to perform the experiments. The parameters for collective matrix
factorization were set as defined in [2]: learning rate = 0.001; k = 45; iterations
= 50 (to ensure the convergence point); and λ = 0.5. The LSTM network has
two hidden layers with 1024 LSTM cells per layer. The input data was devided
into 100 batches with size equal to 128 and each batch has a sequence length
equal to 280 [2]. For this experiment, we applied k-fold cross-validation to avoid
overfitting with k = 5.

5.2 Evaluation Metrics

The effectiveness of the top-N recommendation task follows the information
retrieval ranking metrics: NDCG and Hit Ratio (HR). The HR compared the
recommended list of top-N items with the ground-truth test dataset (GT). A hit
denotes when an item from the test dataset appears in the recommended list.
The Eq. 20 gives the formal definition for HR metric [2].

Hit@N =
NumberofHits@N

|GT | (20)

The NDCG measures the ranking quality as defined by Eq. 21. NDCG set a
higher score to the items at the top rank, and lower scores to the items at the
low-rank [2].
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NDCG@N = ZN

N∑
i=1

2ri − 1
log2(i + 1)

(21)

where ZN normalizes the values to guarantee that the perfect ranking has a
value of 1. ri is the graded relevance of item at position i. We define ri = 1 if
the item is in the test dataset, otherwise 0.

N defines the number of listed item in the trained dataset. Therefore, we set
N = 5 and N = 10, due to large values of N would result in extra work for the
user to filter among a long list of relevant items [2].

5.3 Comparison Baselines

We use the following state-of-art methods as the baselines to evaluate our model’s
performance. Two baselines are popular techniques for top-N recommendations,
and the three others are recent techniques applying review-oriented explanations.

Top-N Recommendation

– ItemPop. The ItemPop method ranks items by their popularity given by the
number of ratings [2]. The method usually has a good performance when
compared to others baselines, because the users tend to consume popular
items.

– PageRank. The Personalized Pagerank recommends the top-N items based
on the user’s previous interest. We applied the configuration proposed by [7],
where the authors set the user-item graph and the damping parameter to 0.9
for the Yelp dataset and 0.3 for the Amazon dataset.

Explainable Recommendation

– EFM. The model applies a phrase-level sentiment analysis of user reviews for a
personalized recommendation. It extracts the most relevant features from the
reviews using a sentiment lexicon construction technique. EFM incorporates
the user-feature, the item-feature, and user-item ratings into a hybrid matrix
factorization framework. The method has k as hyper-parameter to define the
number of most cared features, which we define k = 45 as reported in [15] to
have the best performance in the Yelp dataset.

– TriRank. The model ranks the vertices of user-item-aspect tripartite graph
by regularizing the smoothness and fitting constraints [2]. The authors assure
that setting the item−aspect, user −aspect, and aspect− query as 0 results
in poor performance [7]. The experiments performed in this paper use the
default settings α = 9, β = 6, and γ = 1 given by the authors.

– NECoNMF. The model jointly factorizes the ratings, items’ attribute, contex-
tual information, sentiments, and user’s influence into a common latent space
to predict the preferred list of items given the user’s interest. The model uses
an explainable neural model to explain the recommended items resulted from
the joint factorization.
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6 Results and Discussions

In this section, we describe the results regarding the overall performance of our
model in comparison to our baselines for top-N recommendation and discuss the
generated review-oriented explanations.

6.1 Performance Comparison (RQ1)

Tables 2 and 3 summarize the performance comparison for top-N recommen-
dation in the Yelp and Amazon datasets. The analysis considers N = 5 and
N = 10 list of items as they are generally used to express the effectiveness of
item recommendation.

Table 2. NDCG and Hit Ratio results for our model and compared methods at rank 5
and 10 for Yelp dataset.

Dataset Yelp
Metric NDCG@5 HIT@5 NDCG@10 HIT@10

Top-N Algorithms
ItemPop 0.0110 0.0136 0.0185 0.0306
PageRank 0.0235 0.0278 0.0313 0.0452
Explainable Recommendation
TriRank 0.0258 0.0313 0.0353 0.0527
EFM 0.2840 0.0448 0.2955 0.0678
NECoNMF 0.3366 0.0503 0.3461 0.0763
Our Model 0.3805 0.0925 0.3910 0.1190

Table 3. NDCG and Hit Ratio results for our model and compared methods at rank 5
and 10 for Amazon dataset.

Dataset Amazon
Metric NDCG@5 HIT@5 NDCG@10 HIT@10

Top-N Algorithms
ItemPop 0.0077 0.0082 0.0136 0.0238
PageRank 0.0978 0.1070 0.1029 0.1200
Explainable Recommendation
TriRank 0.1033 0.1127 0.1086 0.1266
EFM 0.3615 0.1284 0.3670 0.1429
NECoNMF 0.3892 0.1301 0.3962 0.1486
Our Model 0.4264 0.1640 0.4344 0.1815
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Our model outperforms the naive ItemPop model by 33× for the Yelp dataset
and 54× for the Amazon dataset considering the NDCG@5 as shown in Tables 2
and 3, respectively. Analyzing the HIT@5 score the relative improvement is 5×
for the Yelp dataset and 19× for the Amazon dataset. Both ItemPop and our
model presented a better performance for NDCG@10 and HIT@10. However,
comparing ItemPop with the others baselines, we observe it shows the poorest
overall performance, due to not assume the personalization during its prediction
task.

Personalized PageRank presented a good performance due to considering
the users’ previous preferences in its top-Nprediction task. However, page rank
does not consider the latent information to predict the recommended list of
items, such as the features considered in our model, for example, item’s content
features, context, sentiment, ratings, and user’s influence.
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Fig. 5. Hit Ratio evaluation on Yelp dataset for N from 5 to 50.

Not considering hidden features may explain why our model outperforms
PageRank model for the Yelp dataset in 15× for NDCG@5 and 3× for HIT@5.
We further observed the better performance in the Amazon dataset in 4× for
NDCG@5 and 53% for HIT@5. Assuming N = 10 shows an improvement of our
model and PageRank when compared to N = 5.

Analyzing the NDCG@5 and HIT@5, we observe our model had a better
performance than TriRank for both Yelp and Amazon datasets. Our model has
a relative improvement of 14× for NDCG@5 and 2× for HIT@5 in the Yelp
dataset. Considering the Amazon dataset, the increase was 4× for NDCG@5
and 45% for HIT@5. The poorer performance of TriRank when compared to our
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Fig. 6. NDCG evaluation on Yelp dataset for N from 5 to 50.

model due to TriRank inability of identifying hidden features, since it uses a
tripartite graph approach. Moreover, TriRank and PageRank have close scores
in the performance comparison. However, TriRank outperforms PageRank due
to incorporate the aspect feature during the learning step for the prediction of
the top-N items.

EFM has a close performance from our method considering the NDCG
and HIT metrics for top-N recommendation. However, analyzing the results in
Table 2, our model presents a relative improvement of 33% in NDCG@5, 13% in
HIT@5, 32% in NDCG@10 and 75% in HIT@10 for the Yelp dataset. Likewise,
the relative improvement in the Amazon dataset was 18% in NDCG@5, 27% in
HIT@5, 18% in NDCG@10, and 27% in HIT@10. Our model has a better perfor-
mance than EFM due to factorize more features such as items’ attributes, con-
textual information, sentiment, and user’s influence. The factorization of those
features allows a better user modeling in the vectorial space and improves the
accuracy for top-N recommendation task. EFM, on the other hand, uses only
the ratings and aspects to model the user’s behavior. However, observing the
results, we conclude that the features used by our model play an essential role in
the accuracy of the recommender systems as shown by the NDCG and HR met-
rics. The contextual information has a significant impact on the prediction task
due to its contribution in prediction when the user-item interaction should hap-
pen. EFM factorizes its input feature matrices into four different latent spaces,
while our model jointly factorizes into one common latent space. Hence, we con-
clude that jointly factorizing the input matrices may retrieve hidden features
not identified by EFM model during the learning step.
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Fig. 7. Hit Ratio evaluation on Amazon dataset for N from 5 to 50.
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Fig. 8. NDCG evaluation on Amazon dataset for N from 5 to 50.

NECoNMF presents the closest performance of our model due to applying a
similar approach. The difference between NECoNMF and our model is because
our model factorizes the user’s influence, which improves the prediction for
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top-N recommendation task. The assumption of a user receiving recommen-
dations based on her/his friend has a good impact on the user’s decision. We
observe in Table 2 that our model outperforms NECoNMF in 13% for NDCG@5
and 83% for HIT@5 considering Yelp dataset. Similarly, the relative improve-
ment for Amazon dataset was 9% for NDCG@5 and 22% for HIT@5.

We measured the effectiveness of our model in comparison to the others
baselines for top-N recommendation for N varying from 5 to 50. Figures 5, 6, 7
and 8 shows the performance has a linear increase for a larger value of N . This
result is due to the decrease in error when the system has a higher number of
items.

6.2 Explainability

The evaluation of the quality of the explanations given by our model is not
easy to measure. To assess its effectiveness, we apply the method proposed by
Zhang et al. [15], where the authors computed the quality of the explanation via
examples generated by the explanation model.

Table 4. Example explanations produced by our model on the Amazon dataset.

User Item Rating Generated Explanation
A X 1 It is disappointed . The screen is

too small and low brightening .

The camera is bad . I can’t recom-
mend this phone for everyday use .

A Y 3 It is a good phone . I am happy
with its screen and the camera . I
would recommend it for work pur-
pose.

B X 5 I really like this phone . I it is

awesome for work purpose, be-
cause the battery can last for more

than two weeks. I can strongly rec-
ommend it.

Table 4 presents the explanations given the predicted user’s ratings for dif-
ferent products. The generated texts offer an interpretation according to the
user’s writing style. The dark gray fragments in the table denote a negative
sentiment, while the light gray denotes a positive sentiment for different item’s
features. The mid-gray mark denotes the contextual feature, for example every
day, leisure and work. The explanations follow the review-oriented writing style
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Table 5. Example explanations produced by ECoNMF on the Amazon dataset.

User Item Rating Generated Explanation
A X 1 i am disappointed , the screen is

small and small . the camera is
worse . the camera is worse . i
don’t recommend it everyday use .

A Y 3 i am satisfied with phone . it has

good screen and camera . it has

good screen and camera . i can

recommend it it for work .
B X 5 it is a great phone . its battery

lasts more than two weeks. more
than two weeks. it is waterproof i
can use it under the rain without
care too much. i recommend it for
work purpose. i recommend it.

due to reviews play an important role in helping the user’s decision. The read-
ability observed in Table 4 has better readability in comparison with TriRank
and EFM due to apply natural language text generation to build the sentences.
Furthermore, the review-oriented explanation has a good impact in persuading
the user’s next decision since the generated text has a similar structure of the
previous user’s reviews.

Comparing the explanations generated by ECoNMF in Table 5 with the
explanations from our model in Table 4, we observe our model creates better
readability than ECoNMF model. ECoNMF was not able to recognize the punc-
tuation properly, making it start sentences with lowercase characters. Further-
more, the text repeats some words or phrases, making the quality of the expla-
nation lower than our model. ECoNMF may not perform better than our model
due to not applying the helpfulness score during the learning step to generate the
explanations. The helpfulness score collaborates on the confidence of the trained
reviews, doing the best reviews with higher scores having a better quality and
consequently best readability.

7 Conclusions

We proposed personalized review-oriented explanations for recommender sys-
tems. Our model jointly factorizes ratings, item’s attributes, contextual informa-
tion, sentiment, and user’s influence score in a common latent space. Moreover,
we introduced an interpretable neural model to explain the predicted top-N rec-
ommendation. The interpretable model generates the explanations based on the
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user’s previous ratings and the reviews’ helpfulness score. Finally, we presented
the empirical evaluation to observe the performance of our model in comparison
with our baselines. The results show that our model outperforms the state-of-art
methods.

We improved the top-N recommendation task by using five different input
features into a collective non-negative matrix factorization model. The alignment
of the items’ attribute, contextual information, ratings, sentiment, and user’s
influence score contribute significantly to the effectiveness of our model.

Moreover, the interpretable model presented effectiveness for the review-
oriented explanation task. The ratings and helpfulness score improved the qual-
ity of the review-oriented explanations by generating a readable personalized
text. The explanations may help users during their decisions in interacting with
different items. Consequently, enhancing users’ trust in the online system.

We want to improve the interpretable model in two directions: (1) applying
different neural models such as convolutional neural network or RestNet for text
generation and (2) developing an agnostic model to explain any recommender
system. Furthermore, we would like to improve our model effectiveness when
dealing with the cold-start problem.

The LSTM network presented good performance in generating character-
level sentences, however training the LSTM has high computational complexity,
because it requires memory-bandwidth-bound computation. It means that the
LSTM requires four linear layers per cell to perform each sequence in the time-
step. The linear layers require large amount computations for the memory band-
width. However, they cannot compute many units because the system has not
enough memory bandwidth to feed the computational units. On the other hand,
it is easy to add more computational units than add more memory bandwidth.
Moreover, advances in neural network models presented better results for mem-
ory management, such as convolutional neural networks (CNN). Hence, applying
others neural network models may improve the performance of our model.
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1 Introduction

Modern e-Education systems are always at the intersection of information sys-
tems and Web based systems. They leverage state of the art results of information
sciences and technologies (IST) as well as the Web architecture and resources to
support educational processes including: the management of their users (learners
and teachers), the pedagogical resources (courses, exercises, etc.), the regulations
(e.g official reference standards), etc. While they often integrate different sys-
tems, heterogeneous resources and contributions from various actors, they must
ensure compatibility and a seamless user experience.

Since education is under the responsibility of public authorities, educational
solutions developed by public or private organizations must comply with the
public authorities specifications. Taking the example of France, as part of the
Education Code [18], the Ministry of Education has defined and published in
the French Official Journal a common reference base of knowledge and skills1.
It standardizes the content of courses by specifying knowledge and skills that
a student must acquire at each step of his school curriculum. Additionally, the
French Ministry of Education specifies a format for digital pedagogical resources
description called ScoLOMFR [21]. It is based on the IEEE standard Learn-
ing Object Metadata (LOM) [6] and its French version, LOMFR2. ScoLOMFR
specifies a description schema and a common vocabulary for all online pedagog-
ical resources for their indexing and sharing among different e-Education actors
in France. As a result, any learning environment developed by public institu-
tions or private companies have to meet these standards and norms to ensure
a wide dissemination, whatever the educational context. Moreover, they must
have updating capabilities to adapt to the possible evolution of these standards.
Semantic Web technologies stand as a solution to achieve these goals, offering
open standards for ontology-based knowledge representation, with extensible
schemata, and data integration and interoperability. They also provide the pos-
sibility to make e-Education services accessible through Web API invoked over
the HTTP/HTTPS protocols where service arguments are passed as regular
parameters of a HTTP request [17]. We designed such Web APIs to provide
access services to our ontology-based knowledge representation. These Web ser-
vices implement real industrial use cases using SPARQL protocol and execute
SPARQL queries onto triplestores.

In this article, we show the benefits of semantic Web Information systems and
technologies in the e-Education context. We present the results of an ontology-
based educational knowledge modelling and management experience in a real
e-Education environment: the learning solution developed by the Educlever com-
pany.

We address the following questions: (1) Can an industrial educational sys-
tem in production rely on semantic Web technologies? (2) Does semantic Web
ontology-oriented modelling effectively support educational system integration?

1 Original name: Socle commun de connaissance, de compétences et de culture.
2 http://www.lom-fr.fr.

http://www.lom-fr.fr
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(3) Does a semantic Web educational system support additional features when
compared to traditional RDB or graph based solutions?

In order to answer these questions, we provide a proof of concept by imple-
menting an ontology-based integration and augmentation of different systems
and sources. We show that semantic technologies allow us to address use cases
with fine-grained and loosely coupled semantic Web services building up a flex-
ible and adaptable system. We benchmark our approach in the industrial real-
world context of the Educlever company with their data and use cases.

Our proposed solution relies on the EduProgression ontology [22] which
is modelling the official common base of knowledge and skills, and which we
extended to meet the specific needs of the Educlever solution. The original tech-
nical solution adopted by Educlever is mainly based on a relational database of
educational resources and a graph database of educational concepts and skills
indexing these resources. We developed an alternative Semantic Web based solu-
tion with (1) an ontology of educational concepts and skills, (2) a repository of
semantic annotations of pedagogical resources, and (3) a base of Web services
implementing services offered by the existing solution and additional ones, using
SPARQL queries on these repositories. We show the feasibility of our solution in
a real industrial context by implementing it within four off-the-shelf triplestores:
Allegrograph, Corese, GraphDB and Virtuoso. We benchmark the existing and
new services on real data and queries and perform evaluation of the quality of
service and response time. The results of our evaluation show that the semantic
Web based solution meets the industrial requirements, both in terms of service
and efficiency. Moreover, we show that our ontology-based modelling opens up
new opportunities of advanced services.

This article is organized as follows: Sect. 2 presents state-of-the-art Educa-
tional ontologies and triplestores. Section 3 presents our proposed Semantic Web
based modeling of educational systems which meets public standards. Section 4
proposes a Semantic Web architecture for educational systems and shows how
we implemented the use cases, how this solution is compliant with the actual
Educlever architecture and how it improves the Educlever services. Section 5
evaluates and compares Web based integration propositions. Section 6 summa-
rizes our contributions and provides several perspectives.

2 Related Work

2.1 Educational Ontologies

The interest of ontologies in the domain of e-Education has been repeatedly
pointed out during the last decade. In [13], the author analyses the reasons
and ways to use ontologies in e-Education and for which goals. Many ontolo-
gies have been proposed and designed for dedicated applications. Among them
CURONTO [1] is an ontological model dedicated to curriculum management
and to facilitate program review and management.

In [20] the authors propose an e-Learning management system based on an
ontology modelling all the dimensions of the system. Other works on ontology
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modelling deal with the production of pedagogical resources: [10] and [22] pro-
pose ontologies built from French official texts describing curriculum and pop-
ulate such ontology. Finally, ontology engineering can support the management
of the learning process. In [8], the authors use an ontology to describe the learn-
ing material that compose a course, to provide adaptive e-learning environments
and reusable educational resources. In a similar way, [5], [11] and [12] have as
primary objective to develop an ontology-based learning support system which
allows the learners to build adaptive learning paths through the understanding
of curriculum, syllabuses, and course subjects. In OntoEdu [9], the authors pro-
pose to use Semantic Web technologies to implement a service layer which will
allow an automatic discovery, invocation, monitoring and composition of learn-
ing paths. In these contributions only specific tasks are based on semantic Web
technologies, but not the whole system.

[2] and [3] presented a review and overview of works on ontologies in the
domain of e-Education. They map works to different needs that ontologies can
address. [2] classify ontologies in E-learning context into four categories: (1)
curriculum modelling and management, (2) describing learning domains, (3)
describing learner data and (4) describing e-Learning services. But, to the best
of our knowledge, none of the ontologies reported in the literature has been used
in an industrial context, or evaluated on the data of an EdTech company. More-
over, the proposed ontologies do not integrate public authority recommendations
or standards model. This is precisely what we will focus on in this paper. We
propose an ontology-based solution modeling public recommendations by rep-
resenting knowledge and skills referential. Our solution relies on the Edupro-
gresion [22] ontology which models the Common base of knowledge, skills and
culture published by the French ministry of national education in 2016. It spec-
ifies the set of knowledge and skills that must be mastered by students to build
their personal and professional future and succeed in life in society. It also speci-
fies the positioning of knowledge and skills in the different cycles of primary and
secondary school, and therefore the learning progression.

Fig. 1. Ontology eduprogression [7].

Figure 1 presents the main concepts of the Eduprogression ontology. The
key concept is that of element of knowledge and skill (EKS), which should be
acquired by a learner in his curriculum in a given course at a given cycle. Each
element has at least one learning domain among the five defined by French
ministry of education: languages for thinking and communicate, methods and
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tools to learn, formation of the person and the citizen, natural systems and
technical systems, representation of the world and the human activities. The
concept of Progression is another key concept which represents the program of
study for a subject (course) at a particular level (cycle). In the last version of
the recommendation, a progression is defined for an EKS and a learning domain.
Our ontologies in this article will start from the Eduprogression ontology and
extend it to cover the needs of a specific actor of e-Education.

2.2 Off-the-shelf Triplestores

Triplestores or RDF store systems are software solutions to store data repre-
sented in RDF format. These last years, development of triplestores has flour-
ished. Today there are more than 20 systems available3. In order to help develop-
ers make the right choice among all these systems, many benchmarks have been
designed [19,24]. But these benchmarks have some limitations: most of them rely
on artificial data and/or hypothetical use cases while using target data improves
benchmarking and helps for the right choice [14].

In order to conduct a comparative evaluation on the Educlever use cases and
data, we first choose several triplestores by distinguishing between native RDF
triplestores, designed and dedicated to store RDF data, and non native RDF
triplestores, designed for another type of data (e.g. relational data) but adapted
to store RDF data. Among native RDF triplestore, we distinguished between
in-memory triplestores and triplestores with persistent storage. As a result, we
choose the four following triplestores: Corese is an in-memory triplestore; it loads
all the ontologies and RDF data when starting the application and saves it in an
RDF file when exiting it. Allegrograph and GraphDB (OWLIM ) both are native
RDF triplestores with persistent storage capabilities. Finally, Virtuoso which is
a non native RDF triplestore.

As detailed latter in this article, for the benchmarking of these triplestores we
translated the Educlever dataset into RDF, relying on a dedicated ontology and
we implemented the Educlever requirements with SPARQL queries deployed
within Web services. In the next section we present our Semantic Web based
modeling of the Educlever data and needs.

3 Ontology Based Modelling of Skills, Knowledge
and Pedagogical Resources

In this section, we present our proposed ontology-based model to represent
knowledge and skills referential and also pedagogical resources. Beforehand, the
Educlever solution relied on relational and graph databases to store them and
had limitations to integrate heterogeneous data without losing information and
to infer new information from it. They also need to share data and collaborate
with others actors of e-Education ecosystem, mainly to meet public recommen-
dations, and perform update when it is needed. The ontology-based model of
3 https://fr.wikipedia.org/wiki/Triplestore and https://db-engines.com/en/ranking/

rdf+store.

https://fr.wikipedia.org/wiki/Triplestore
https://db-engines.com/en/ranking/rdf+store
https://db-engines.com/en/ranking/rdf+store
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skills, knowledge and pedagogical resources presented in the following has been
setup in the Educlever software infrastructure.

Our solution relies on two linked datasets. The first one is called Referential, it
describes and contains all the elements of knowledge and skill available through
the e-Education solution, Educlever for our case study. The main concept is
Cocon, which stands for “COmpétences et CONnaissances” in French (skills
and knowledge). This ontology is an explicit description of knowledge and skills
available in Educlever system. It is linked to ontology Eduprogression which
model recommendations of the French ministry of national education, such that
referential ontology meet these recommendations.

The second dataset is called Corpus, it describes and stores all pedagogical
resources available through the e-Education solution, and ready for sharing with
others actors. Corpus is described using a specific vocabulary, with OPD as key
concept, which stands for “Objet Pédagogique” in French (Pedagogical Object).
We formalized this vocabulary and underlying concepts into an ontology which
reuses and extends EduProgression.

3.1 Knowledge and Skills Modelling

The concept of Cocon is the keystone of the Referential modelling. It represents
an element of knowledge or skill learnt by students on the e-Education solution.
We formalize the Cocon concept as a class equivalent to EKS from the ontol-
ogy Eduprogression, thus integrating public standards description. Therefore,
each Cocon can be described by indicating its learning domain(s), course and
cycle using respectively properties hasLearningDomain, hasCourse and hasCycle
defined on class EKS in ontology Eduprogression. For instance, the Cocon Write
A Fraction As The Sum Of An Integer And A Decimal Fraction Lesser Than
One (cf. Fig. 3), has for learning domain Languages for thinking and communi-
cate, its course is Mathematics and its cycle is Second cycle.

Fig. 2. Referential ontology [7].

Figure 2 presents the Educlever Referential ontology. In addition to Cocon,
there are two other classes in the Referential ontology: Knowledge and Sta-
tus. Knowledge specializes Cocon, and represents an high level abstract element
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of knowledge. For instance, Mathematics4 or French are instances of Knowl-
edge while PluralizeAMasculineAndSingluarAdjective or WriteAFractionAsThe-
SumOfAnIntegerAndADecimalFractionLesserThanOne are instances of Cocon.
The granularity of cocons is captured through property skos:broader. Figure 3
presents several instances of Cocon (in blue) and Knowledge (in green) and their
relationships.

Status specifies the current state of an instance of Cocon in its life cycle in an
e-Education solution; some of its instances are inCreation, submitted, approved,
inProgress, valid, inProduction and deleted.

Referential comprises two mains properties: hasStatus to associate a status
to a cocon, and isRelatedTo to link two cocons. The latter is specialized into
five properties specifying the nature of the relation: skos:broader (in particular
any instance of Knowledge is related to other cocons representing more specific
elements of knowledge or skill), isComplexificationOf states that a Cocon goes
more in depth than another, isFollowedBy expresses a progression between two
instances of Cocon, isPrerequisiteOf and isUnderstandingLeverOf states that a
Cocon helps to understand another.

Fig. 3. Population of the referential ontology. (Color figure online)

The usefulness of the Referential ontology in the Educlever platform is
twofold: (1) It enables to describe the knowledge and skills developed by the
company for learners and to link them to the standard published by the French

4 In namespace refeduclever: http://www.educlever.fr/edumics/refeduclever#.

http://www.educlever.fr/edumics/refeduclever
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education ministry. (2) When used in combination with the ontology of peda-
gogical resources described in the following, it enables to evaluate the acquisition
of elements of knowledge or skills by learners and to recommend them relevant
pedagogical resources. Moreover, by relying on semantic Web models and tech-
nologies we can reuse, extend and align with existing vocabularies to increase
interoperability. The adopted solution is compliant with linked data Web archi-
tecture and principles such as derefenceable URIs.

3.2 Pedagogical Resources Modelling

Once we setup the referential ontology and its data instances, we need resources
to help learner to get knowledge and skills and to be evaluated for these knowl-
edge and skills. To reach to this goal we propose Corpus ontology for pedagogi-
cal resources. Figure 4 presents the Corpus ontology. The concept of pedagogical
object (OPD) is the keystone of Corpus. It represents a pedagogical resource
created to learn and acquire knowledge or skills. It is formalized as a class which
is the range of all the properties declared in the ontology.

Fig. 4. Corpus ontology [7].

There are two key properties: Property worksOn enables to link an instance
of OPD and an instance of Cocon from the Referential ontology, representing an
element of knowledge or skill tackled in the pedagogical resource. It is specialized
into three properties specifying the nature of the relation, the role of the OPD
relatively to the Cocon: isLearningOf, isTrainingOf, and isEvaluationOf ). The
other key property is hasOPD, linking two OPDs. It represents composition,
expressing how some pedagogical resources are composed as a combination of
other resources, which may be reused for composing different other pedagogical
resources. Autonomous OPD is the subclass of OPD gathering the resources
which do not need any other resources to be used. Three other properties enable
to associate a pedagogical resource to a course, a learning domain and a status
in the life cycle of Educlever resources.

Figure 5 presents an example description involving several Corpus instances.
Cocon Write A Fraction As The Sum Of An Integer And A Decimal Frac-
tion Lesser Than One can be evaluated thanks to the pedagogical resource
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Fig. 5. Population of the Corpus ontology.

refeduclever:OPD 459591. Pedagogical resources refeduclever:OPD 12868 and
OPD 12722 are used to learn this Cocon. It is important to observe that ped-
agogical resources (refeduclever:OPD 12722 and refeduclever:OPD 459591 ) are
linked to several learning domains (Physics and Mathematics) and can be used
to learn a same Cocon. We can also note that a same pedagogical resource refe-
duclever:OPD 12868 can be used to learn a Cocon Write A Fraction As The
Sum Of An Integer And A Decimal Fraction Lesser Than One and its prerequi-
site Identify Core Elements Of A Fraction. All these observations will be useful
to recommend a learning path to a learner.

Thanks to Corpus model, e-Education company could provide pedagogical
resources annotated on public standards and so could be evaluated by the public
authority. Moreover, based to this model, private companies could share peda-
gogical resources mainly when theses pedagogical resources allow to learn or
evaluate many different skills and knowledge.

4 Semantic Web Based Architecture for e-Educational
System

In this section we propose a Semantic Web based architecture, relying on triple-
stores, SPARQL Endpoint and Web services to manage the above described
ontology-based modelling of skills, knowledge and pedagogical resources. The
proposed architectures follow three mains goals: (1) in some cases (partnership)
allow sharing of Referential dataset (Cocon instances) and also Corpus dataset
(OPD instances), (2) propose a less strong coupling data and process in order
to allow data processing by different actors of e-Education ecosystem, (3) make
available some basic process available on the Web through Web service API.
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We use these architectures to upgrade the existing software architecture of
the Educlever solution. We first briefly describe the initial industrial architecture
and present one process example before explaining the proposed architectures.

4.1 Case of a Real e-Education Information System in Production:
The Educlever Solution

The first version of the Educlever system was built on top of a relational database
storing the pedagogical resources. Two tables were used: the first one storing
OPD ’s attributes like status, title, author and type; the second one storing the
course and cycle of each OPD and the partonomy relations between them. Based
on this relational database, the three main services implemented are: (i) find
OPDs relative to a particular course and/or cycle, (ii) find OPDs contained
in a given OPD and (iii) find OPDs by combining the two previous criteria.
The tree structure storing the partonomy of OPDs is also useful for interactive
exploration of the dataset of OPD by users through a dedicated web interface.

Fig. 6. Existing architecture of the Educlever solution.

A second version of the Educlever platform was built to enable the imple-
mentation of new services using Cocons, to support the construction of learning
paths and the evaluation of learners, e.g. the computation of the accessibility
of a Cocon by a learner, based on the evaluation of the acquisition of prerequi-
site Cocon, or the computation of the degree of understanding of a Cocon by a
learner. To represent property chains on Cocons a relational database was not
efficient, obliging to perform joins between table Cocon and itself. Then, Educle-
ver upgraded its platform by adding a graph database (OrientDB) to represent
the relations between Cocons. Its architecture is depicted in Fig. 6.

To ensure interoperability between the Front end of the solution (the presen-
tation layer of the Web application) and its back end (the data access layer),
JSON-API [23] services have been implemented, in PHP, to receive queries encap-
sulated into HTTP requests and turn them into SQL or OQL (OrientDB query



180 G. Fokou Pelap et al.

language) queries to be executed on the dedicated database. JSON-API is also
used to convert the answers to these queries into a JSON format adapted to the
data model which was previously integrated into JSON-API. A service is defined
for each concept of the model, in the form of a HTTP request. For instance,
considering the Referential’s URI http://hostname/edumics/referential/
and the Corpus’s URI http://hostname/edumics/corpus/, the HTTP request
http://hostname/edumics/referential/cocon/IdentifyCoreElementsOfA
Fraction enables to retrieve the description of cocon Identify Core Elements Of
A Fraction (described in Fig. 5) and store it in a PHP variable. By using JSON-
API and a graph database, the Educlever solution implements several services like
finding all the prerequisites of a given Cocon, or finding all narrower Cocons of all
direct prerequisites of a given Cocon. However, due to the limitations of JSON-
API and the current architecture of the solution depicted in Fig. 6, services requir-
ing queries on both datasets cannot be implemented. For instance, considering
again the description inFig. 5, thewhole description of refeduclever:OPD 12868,
which is a learning pedagogical resource for aCocon and its prerequisite, cannot be
retrieved. Moreover, what this architecture of a real industrial system also stresses
is that there is a need for approaches taking into account the existence of legacy
information systems and their integration, extension and evolution.

4.2 e-Education System Architecture Based on Semantic Web
Technologies

We propose two architectures based on Semantic Web technologies and Web
services to design an e-Education system. They are built on top of triplestores
to store and process RDF data from the Referential and Corpus datasets: after
mapping the Educlever relational and graph databases into RDF datasets, we
chose to materialize the RDF data (and not only offer a virtual access to it). Our
aim is to provide a basis for future versions of the Educlever solution natively
based on semantic Web models and technologies.

In the simple architecture we used a triplestore to store both Referential
and Corpus datasets into a single graph. As depicted in Fig. 7, the Educlever
solution relies on a SPARQL endpoint queried with SPARQL queries conveyed
by HTTP requests. We built a set of basic Web services using business settings
as input - since the Educlever developers do not have SPARQL skills yet -,
and outputting HTTP requests conveying the corresponding SPARQL queries
according to the SPARQL Protocol. Then, in this architecture we upgraded the
Educlever JSON-API component to invoke these Web services. This workflow
is depicted in Fig. 7 (1-2-3-3’-4-5). While in the current architecture depicted in
Fig. 6 some services are implemented by combining the results of several queries
from different database systems, with different query languages, the implemen-
tation of Web service layer, with REST or SOAP technologies, allows us to
avoid JSON-API limits and implement each service as a single SPARQL query
answered using both datasets (workflow 1-2’-3’-4-5). For instance, to retrieve
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Fig. 7. Semantic web based architecture of e-Education solution (1).

all the pedagogical resources with a learning relation to cocon Write A Frac-
tion As The Sum Of An Integer And A Decimal Fraction Lesser Than One and
its prerequisite, a solution based on a Web service requires a single SPARQL
query while a solution based on JSON-API first requires to retrieve the descrip-
tion of the prerequisite using a http://hostname/edumics/referential/
request and then to retrieve the description of the pedagogical resources using
a http://hostname/edumics/corpus/ request, and finally to combine both
results.

In the current solution (Fig. 6), the Educlever data relative to Cocons and
OPDs are separated in two databases. This decision was motivated by the fact
that these two databases can support different services and are used in different
processes implemented in JSON-API. The graph database on Cocons is used
for learning path design and Cocon evaluation while the relational database
on OPDs is used for OPD creation by the pedagogical team and for learners
training, learning and evaluation. So, a failure of one database does not affect
the processes exploiting the other one which continue their execution. With this
architecture, the impact of a failure online is limited on one database. However,
it does not allow to querying both databases with a same JSON-API service.

In order to add this flexibility in the semantic Web based architecture, while
allowing to query both databases with a single Web service, we proposed a
federated architecture relying on a SPARQL federated Endpoint. As depicted in
Fig. 8 this federated endpoint allows us to separate the two datasets, Referential
and Corpus, thus preventing failure while continuing to query them as a single
dataset. Moving into a federated architecture does not impact the Web service
layer. The SPARQL Federation endpoint will take care of the execution of the
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Fig. 8. Semantic web based architecture of e-Education solution (2).

appropriate SPARQL query for SOAP and REST services as well as JSON-API
services. Moreover, this architecture enables to open the Referential dataset for
public access, since it meets public standards, while keeping a limited access for
the Corpus dataset. This context and scenario is typical of the need to take into
account legacy software, information system and organizational constraints from
real industrial contexts as well as the service quality constraints.

5 Evaluation of the Semantic Web Integration Efficiency

We conducted several experiments to evaluate the proposed e-Education solu-
tion based on Semantic Web technologies and Web service technologies (REST,
SOAP, JSON-API). For this evaluation we implemented real use cases from the
Educlever company, with its real data stored in the Referential and Corpus
datasets. Here we report the results of (i) a qualitative evaluation of the pro-
posed semantic Web based solution consisting in comparing the number of use
cases that can be implemented within this solution to the number of them that
are implemented in the current Educlever solution (Sect. 5.1); and (ii) a quanti-
tative evaluation of the proposed solution, focusing on the execution cost time
of the services implementing the use cases (Sect. 5.2).

5.1 Qualitative Evaluation: Implementability of the Use Cases

The existing Educlever system, based on JSON-API services, has been designed
to address the company use cases. Here we present these use cases classified
into four categories: (i) use cases exploiting dataset Referential only, from R1 to
R6, (ii) use cases exploiting dataset Corpus only, from R7 to R9, (iii) use cases
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exploiting both datasets, from R10 to R12, and (iv) use cases requiring querying
property paths between Cocons on dataset Referential, from R13 to R15.

1. Find Information about a Cocon c with its ID: this is used to retrieve
all information concerning a Cocon identified by its ID.

2. Find All Direct Prerequisites of a Given Cocon c: this is used to
check whether a learner is ready to work on c or if he needs to work on
some prerequisites before.

3. Find All Direct Narrower Cocons of a Given Cocon c: this is mainly
used for the exploration of the Referential dataset, starting with high level
Cocons and iteratively going down by following the broader/narrower rela-
tions.

4. Find All the Cocons Such That a Given Cocon c is in their prereq-
uisites: this is used to identify the candidate Cocons for the next learning
step after working on Cocon c.

5. Find All Direct Prerequisites of a Given Cocon c and All Direct
Prerequisites of Its Direct Narrower Cocons: this is used to score all
these Cocons when a learner has successfully validated c.

6. Find All Direct Prerequisites of All the Cocons Which are Under-
standing Levers of a Cocon ci Which is a Complexification of a Given
Cocon c: this is used to find alternative (longer) learning paths to learn a
Cocon c which seems to be complex.

7. Find All Information about an OPD Identify with a Given ID: this
is used to retrieve information about a pedagogical resource.

8. Find All OPDs Which Evaluate a given Cocon c: this is used to build
an evaluation OPD of c.

9. Find All OPDs Which Are All Useful to Evaluate and Learn a
Given Cocon c: recommend evaluation OPDs for learning. The goal of
this use case is used to prepare the learners to an evaluation session by
using evaluation OPDs during learning stage.

10. Find All OPDs Useful to Evaluate Both a Given Cocon c and all
its prerequisites: this supports the recommendation of OPDs in order to
speed up the study.

11. Find All Evaluation OPDs More Simpler than a Given OPD o,
considering the complexification relations between the Cocons these OPDs
are related to: this is used to recommend OPDs to evaluate a learner.

12. Find All OPDs Useful to Understand a Given Cocon c: these OPDs
are related to c with an instance of relation isTrainingOf or linked to Cocons
ci related to c with relation isUnderstandingLeverOf.

13. Recursively Find All Direct and Indirect Prerequisites of a Given
Cocon c: this involves evaluating learning paths of property isPrerequisi-
teOf.

14. Find All Cocons within a Prerequisite Path between Two Cocons
c1 and c2.

15. Infer Implicit Prerequisite Paths between Two Cocons c1 and c2:
find the simplest Cocons associated to more complex Cocons in the path.

As Table 1 shows it, the semantic Web based proposed solutions implement all
of the use cases while the current version of the Educlever solution implements
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Table 1. Implementation of the use cases depending on the tested architectures.

Referential Corpus Both datasets Path queries

R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 R14 R15

Educ-V2 ✔ ✔ ✔ ✔ ✖ ✖ ✔ ✔ ✖ ✖ ✖ ✖ ✖ ✖ ✖

Web Semantic ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

only six of them due to the limits of its architecture. The services which are
difficult or impossible to be implemented are those requiring to jointly exploit
the two databases, and those requiring a recursive traversal of the graph base.
These can seamlessly be implemented with semantic Web models. For instance in
use case 13, the retrieval of all prerequisites of a given Cocon requires a recursive
process with many query executions in the current Educlever architecture when
it needs only a single SPARQL query then a single Web service invocation in
the semantic Web based architecture:

SELECT ?prerequis
WHERE { ?prerequis refeduclever:isPrerequisiteOf+ <cocon> . }

Similarly, the implementation of use case 5 in the current Educlever architecture
requires many JSON-API queries to (one query to retrieve prerequisites and
childs, and several other queries to retrieve the prerequisites of each child) while
it can be achieved with a single SPARQL query in the semantic Web based
architecture:

SELECT ?prerequisite ?child ?childPrerequisite
WHERE {

?prerequisite referential:isPrerequisiteOf <cocon> .
<cocon> referential:isParentOf ?child .
?childPrerequisite referential:isPrerequisiteOf ?child . }

5.2 Quantitative Evaluation: Analysis of the Query Execution
Times

The Educlever solution has approximately 500,000 student user accounts and
25,000 teacher user accounts. Half of them use their account frequently and
half of the connections to the system are concentrated on Wednesdays between
2 pm and 6 pm. As a result, in average, during these weekly 4 hours periods,
more than 7,100 requests are sent to the system. These metrics show the high
performance architecture needed by Educlever. To be adopted, the semantic Web
based solution must provide acceptable query execution times.

For the evaluation of the implementation of the use cases, we first evaluated
the current Educlever architecture (Fig. 6) with a set of data stored in OrientDB
(Referential) and MariaDB (Corpus) databases. These datasets are depicted in
Table 2, column 2 and 3. They are small datasets since the data in the first
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Table 2. Datasets statistics.

Educlever V2 dataset Triplestores dataset

Referential Corpus Referential Corpus

Number of instances 17 211 17 127 334 711

Number of triples – – 68 000 2 396 836

version of the Educlever solution has not been migrated yet in the (V2) current
architecture.

Then we evaluated the semantic Web based architecture deployed in the
Educlever industrial environment. We compared the execution times on this
architecture depending on the chosen triplestore (Allegro, Corese, GraphDB,
Virtuoso) and middleware (JSON-API, SOAP, REST). Since the current archi-
tecture of Educlever uses JSON-API in PHP, we implemented a JSON-API layer,
in Java, which reuses REST Web services for querying the triplestores. This was
done to measure the impact of each software layer on the overall system effi-
ciency. Then, we measured the execution time of querying a triplestore directly
with a SPARQL query on its SPARQL endpoint, when querying the SPARQL
endpoint through SOAP and REST Web services (1 layer) and finally when using
REST Web services through JSON-API tools (2 layers). For this evaluation we
used the dataset depicted in Table 2, column 4 and 5. This dataset is the result
of the migration of the data from the first version of the Educlever solution into
RDF. In the following, we describe the experimental environment, protocol and
results.

Experimental Environment and Protocol

Hardware: We perform experimentation on a virtual Linux server host on a
remote machine. The remote VMWare virtual machine has a processor 4386
(x64) AMD Opteron 3.1 GHz, 8 GB of RAM and 96.6 GB for hard disc. We
deploy triplestores and Tomcat 9 server as host of Web services.

DataSet: We used the exploitation data of Educlever for the experiments.
Tables 2 summarizes the characteristics of datasets Corpus and Referential :
the number of triples and the number of instances of Cocon in Referential
and of OPD in Corpus. Let us note that the size of Corpus is much greater
than that of Referential, therefore the execution times of queries on Corpus
may be higher than that of queries on Referential.

Queries: We implemented the Educlever use cases, presented in Sect. 5.1, by
writing a base of fifteen SPARQL queries.

Triplestores: We tested four triplestores: (i) Allegrograph (Allegro-cent), (ii)
Corese (Corese-cent), (iii) GraphDB (Graphdb) and (iv) Virtuoso (Virtuoso)
where we stored together the Referential and Corpus datasets, as described in
the first proposed architecture, Fig. 7. We also setup two SPARQL Federated
Endpoints with Allegrograph (Allegro-fed) and Corese (Corese-fed) storing
Referential and Corpus datasets separately as proposed in the second pro-
posed architecture, Fig. 8. The Allegrograph SPARQL Federated Endpoint
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uses two SPARQL Endpoints, each built with an Allegrograph repository.
Similarly, the Corese SPARQL Federated Endpoint uses a Corese server for
each SPARQL Endpoint.

Protocol: We evaluate two indicators: (i) the SPARQL query execution times
and (ii) the SPARQL query answers themselves. The first one measures the
performance of the solution and the second one checks its correctness. Since
all the configurations returned the same sets of answers, in the following we
focus on the evaluation of the performance. For each tested triplestore, we
executed each query ten times and stored all the execution times. For each
evaluation only concerned triplestore is on service, the others are stopped.
For a deep analysis of the query execution behaviours, we considered two
indicators: (i) the average execution time (Av) and (ii) the median (Med)
execution time of the last nine times.

Results

Evaluation of the current Educlever architecture. We first measured the execu-
tion time of queries on the current Educlever architecture with the small dataset
described in Table 2.

Fig. 9. Evaluation of the Educlever architecture. Execution times of queries on refer-
ential and on Corpus.

Figure 9 shows the results of this evaluation. It must be noted that there is no
evaluation of use cases requiring both datasets or path queries. This is due to the
limits of this architecture. Indeed, in Table 1 we see that these use cases cannot
be implemented with JSON-API (and therefore are not available online yet).
For some of these use cases Educlever implemented dedicated functions and/or
dedicated database connections. This brings heterogeneity in the system and
makes it more complex. For example, use case 13 is implemented by a dedicated
function using a dedicated connection to OrientDB with the following query:

SELECT FROM (TRAVERSE in(’Prerequis’) FROM <cocon>)
WHERE $depth >= 0.
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We can observe that the average execution time of queries on Referential is
less than 250 ms and the one for queries on Corpus is slightly greater. This
difference can be explained by the size difference between the two datasets and
is not significant. Most importantly, we can observe that the execution time
remains greater than 200 ms, where 200 ms stands as reference threshold for
acceptable response times for a Web application [15]. However, these execution
times meet the service level agreement of 5 s [16].

Evaluation of the Semantic Web based Architecture. We evaluated the semantic
Web based architecture, while distinguishing the access mode to the triplestores:
with a SPARQL query directly submitted to the endpoint, or by using REST
or SOAP Web services outputting the SPARQL query to be submitted to the
endpoint, or by using an additional JSON-API layer. In [7], we reported on
the evaluation of the four targeted triplestores deployed locally. But remoteness
drastically impacts on the evaluation. This is why our aim here is to (i) show
that a semantic Web based solution can meet the industrial requirements and
eventually (ii) to choose among on the shelf triplestores, but also to (iii) highlight
the impact of the different layers on the architecture (network latency, triplestore
endpoint, communication between Web services and SPARQL endpoint) in order
to choose the most appropriate solution.

For readability and an easy comparison between the architectures, we depict
the results in stacked area diagrams. Each diagram represents an architecture.
In each diagram, the query response time for a triplestore is represented by the
width of a band and triplestores can be compared through the width of their
bands. To compare architectures the whole stacked areas representing them must
be compared. We distinguish between the four categories of use cases (queries
on Referential, on Corpus, on both datasets and with property paths).

Use Cases on the Referential Dataset. Figure 10 shows the execution times of
SPARQL queries on the Referential dataset with the four targeted triplestores
deployed in a remote server in our three proposed architectures and the one
adding a JSON-API layer (inline with the architecture of the solution currently
deployed). First, we can observe that the query execution time with JSON-API
(Fig. 10b) is high for Allegrograph and Allegrograph federation. We also confirm
that this architecture does not implement R5 and R6. In general, GraphDB, Vir-
tuoso, and Corese have similar performances in each of the three proposed archi-
tecture (SPARQL Endpoint (Fig. 10a), REST (Fig. 10c) and SOAP (Fig. 10d)
Web services). We observe that the REST architecture gets the best query
response time while the JSON-API based architecture gets the worst. This was
expected since it stacks up a SPARQL endpoint, a REST Web service and a
JSON-API adapter. Except the query implementing use case R6, for our pro-
posed architecture the query response time is under 1 s which is acceptable
according to service level agreement [16]. For the specific case of R6, its execution
time is very high for Allegrograph Federation (3 s whatever the proposed archi-
tecture) because of network latency since this configuration uses two SPARQL
endpoints.
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(a) SPARQL Endpoint (b) SPARQL Endpoint + JSON-API

(c) SPARQL Endpoint + REST WS (d) SPARQL Endpoint + SOAP WS

Fig. 10. Evaluation of the semantic web based architecture on referential use cases.

(a) SPARQL Endpoint (b) SPARQL Endpoint + JSON-API

(c) SPARQL Endpoint + REST WS (d) SPARQL Endpoint + SOAP WS

Fig. 11. Semantic web architecture evaluation with Corpus use cases.

Use Cases on the Corpus Dataset. Figure 11 shows the query execution time of
SPARQL queries on Corpus for the four chosen architectures deployed with a
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remote server. The results confirm our previous comparative analysis on Refer-
ential : GraphDB, Virtuoso, and Corese have a same behaviour in our three pro-
posed architectures (SPARQL Endpoint (Fig. 11a), REST (Fig. 11c) and SOAP
(Fig. 11d) Web services); the query execution time in the JSON-API based archi-
tecture (Fig. 11b) is high for Allegrograph and Allegrograph federation, and this
architecture does not enable to implement all use cases. The architectures with
REST and SOAP Web services show the best performances, especially with
GraphDB or Virtuoso as triplestore. We also observe that architectures with
federated triplestores (Corese and Allegrograph federation) get worse execution
time. As reported in [7], they get good results when deployed locally, so the
results in a remote deployment must be explained by network latency and ser-
vices stack. When comparing Figs. 10 and 11, we can note that the execution
time of queries on Corpus are much lower than those of queries on Referential
whereas the size of the Corpus dataset is much greater than that of the Refer-
ential dataset (see Table 2). This can be explained by the fact that the queries
on Corpus have simple star patterns while the queries on Referential have het-
erogeneous and more complex patterns [4]. All the execution time remain below
1 s which is acceptable for a response time of a Web application [15].

Use Cases on Both Datasets. Figure 12 shows the execution times of the queries
on both Referential and Corpus, for the four chosen architectures deployed with a
triplestore deployed in a remote server. The trends are the same as in the above
described use cases. The performances of the architectures are the same for
SPARQL Endpoint (Fig. 12a), REST (Fig. 12c) and SOAP (Fig. 12d) associated
to triplestores GraphDB, Virtuoso and Corese. Figure 12b shows that the JSON-
API based solution does not enable to implement the uses cases requiring to
jointly query both datasets. The execution times are all below 1 s, for all queries
on all triplestores except for query 12 on Corese federation. Here is the query:

@service <http://host:8081/sparql>

@service<http://host:8082/sparql>

SELECT ?uri ?opd ?hasStatut

WHERE {

{?opd referential:isTrainingOf referential:IdentifyAFirstGroupVerb .

OPTIONAL { ?opd referential:hasStatus ?hasStatut . }}

UNION

{?isUnderstanding referential:isUnderstandingLeverageOf

referential:IdentifyAFirstGroupVerb .

?opd referential:isEvaluationOf ?isUnderstanding .

OPTIONAL { ?opd referential:hasStatus ?hasStatut .}}

The result of query 12 on Corese federation can be explained firstly by net-
work latency, secondly by the query structure (UNION, OPTIONAL, number
of triples) and thirdly by the cost of the merging operation of the federator.

Use Cases Implemented by Queries with Property Paths. Property paths are
a key feature for implementing high value use cases for Educlever. Figures 13
shows the execution times of such queries on the four architectures deployed.



190 G. Fokou Pelap et al.

(a) SPARQL Endpoint (b) SPARQL Endpoint + JSON-API

(c) SPARQL Endpoint + REST WS (d) SPARQL Endpoint + SOAP WS

Fig. 12. Semantic web architecture evaluation with both datasets use cases.

For readability, we use the logarithmic scale to draw the chart in Fig. 13.
Figure 13b confirms once again the limitations of a JSON-API based solution:
it does not enable to implement path query. Figures 13a, c and d confirm that
with Corese-cent, GraphDB, Allegro-cent or Virtuoso in the Educlever industrial
context, the execution time of queries with a few property paths in the graph
pattern, like it is the case for Q13, remains under 1 s in average, which is accept-
able for a Web application. But, for more complex queries, like Q14 and Q15, the
execution time can reach up to to 55000 ms (55 s), on Corese federated or Alle-
grograph federated, which is not acceptable in the Educlever industrial context.
This is among our next challenges to find a convenient solution to handle such
queries, probably with pre-processed results.

These evaluations show the feasibility of deploying a semantic Web based
solution in the Educlever industrial context. The proposed architecture meets the
performance needs and makes SPARQL skills optional by adding a Web service
layer (REST or SOAP) on top of the triplestore. Finally, not surprisingly it
performs better than a JSON-API based solution which introduces an additional
layer in the architecture and is limited to use cases that can be implemented with
a single query (or requires additional developments).
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(a) SPARQL Endpoint (b) SPARQL Endpoint + JSON-API

(c) SPARQL Endpoint + REST WS (d) SPARQL Endpoint + SOAP WS

Fig. 13. Semantic web architecture evaluation with property path use cases

6 Conclusions

The work described in this article, is a proof of concept and a feasibility study for
a knowledge-based solution providing, in an industrial context, an e-Education
solution compliant with public education specifications. Moreover our study show
that the maturity of semantic Web methods and standards supports the devel-
opment and deployment of a scalable and operational application in a real-world
scenario.

From the ontological and semantic Web schemata point of view, we showed
how existing vocabularies can be reused, extended and integrated in an exist-
ing industrial platform to become a keystone of application and data integra-
tion. More precisely, we extended the ontology Eduprogression which describes
a shared conceptualization of knowledge pieces and skills in the educational con-
text. This extension models the specific needs of a company (Educlever) for the
E-Education solution they develop and acts as a bridge between a public schema
and a private one.

We also detailed the architecture and technical choices we made in devel-
oping and deploying a semantic Web operational platform in the real industrial
context of Educlever. Again, the solution relies on two ontologies, (1) Referential
populated by all the elements of knowledge and skills (Cocons), and (2) Corpus
populated by all the pedagogical resources. Both the instances of these ontologies
are obtained by lifting the data of the legacy stores of the Educlever learning
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platform. In this article, we briefly showed, through examples, how these ontolo-
gies were populated and how they were interlinked in order to meet Educlever
requirements and support application-level integration.

To meet the industrial requirements and benchmark the proposed solu-
tions, we developed a base of SPARQL queries capturing information retrieval
needs from the Educlever use cases and we proposed four software architectures
based on Semantic Web technologies designed for an e-Education systems. We
upgraded the Educlever software architecture following these propositions and
implemented them with four state-of-the-art triplestores: Corese, Allegrograph,
GraphDB and Virtuoso. We specially detailed the way resources have to be avail-
able and sharable over the Web and we addressed that requirement by providing
a dedicated SPARQL Endpoint with the required availability and quality of ser-
vice. In order to be able to deal with existing systems and to provide a generic
solution to the specific scenario of Educlever, we designed and implemented the
entire architecture as a RESTful and SOAP compatible set of Web services and
API on top of a generic SPARQL Endpoint.

Subsequently, we designed and performed a complete evaluation campaign to
assess the quality of service and response time in an industrial context. We built
a real-world testbed showing that the Semantic Web based solutions meet the
industrial constraints, both in terms of functionalities and efficiency compared to
existing operational solutions. These evaluations also allowed us to observe the
impact on performance of different software layers (SPARQL endpoint, Web Ser-
vices) and technologies (REST, SOAP or JSON-API). Moreover, we showed that
by relying on semantic Web we can reuse, extend and align existing vocabularies
to increase interoperability. In particular we demonstrated how the introduction
of a standard such as ScolomFR can be performed by linking and aligning to the
in-house Educlever ontologies. The semantic Web approach to interoperability
is also illustrated by the ability we have to share OPDs and integrate Cocons
with other e-Education or guidance institutions like ONISEP5, provided that
they can be aligned with the Eduprogression model.

Finally, we identified new opportunities that an ontology-oriented modelling
opens up. One of the next challenges for us is the modeling of learner profiles
as an additional populated ontology integrated with Referential and Corpus. A
motivation for that, is the modeling and support of SPARQL queries and rule-
based reasoning mechanisms for resource recommendation and adaptive learning.
We also intend to further demonstrate the application-level integration provided
by (semantic) Web hypermedia architectures by linking pedagogical resources
from several educational organizations in order to build an integrated educational
solution offering the learner a coherent learning path across a set of educational
systems, based on dynamically federated endpoints.

5 http://www.onisep.fr.

http://www.onisep.fr
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Abstract. Despite its global reach, the World Wide Web still fails to
serve about 3 billion people, the majority living in the Global South,
especially in poor, low-resource regions, where broadband internet is not
expected to be rolled out in the foreseeable future. Yet, to bring the
advantages of ICTs at the reach of communities in low-resource devel-
opment regions, lightweight, affordable and context-aware ICT solutions
are needed, that fit local needs and context. To this end the Kasadaka
platform was developed. This platform supports easy creation of local-
content and voice-based information services, targeting currently ‘uncon-
nected’ populations, taking into account contextual and infrastructural
requirements, and matching local ecosystems. The Kasadaka platform
and its Voice Service Development Kit support the development of decen-
tralized voice-based information services, to serve local populations and
communities in their own local languages, in regions where Internet and
Web are absent and will continue to be for the foreseeable future.

Keywords: Digital Divide · Low literacy · Sub-Saharan Africa ·
Voice-based services · Low-resource hardware · Services development
software kit

1 Introduction

The World Wide Web is a public open space for knowledge sharing, content
creation and application service provisioning for billions on this planet. Despite
its global reach, the Web is not yet accessible for three billion people in the world,
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the majority of whom live in the Global South, often in remote rural regions,
under low-resource conditions and with poor or even absent infrastructures [11].
Obviously, the right to share knowledge and access relevant content should not
be denied to people who live at the “other side of the Digital Divide”.

Omnipresence of internet connectivity and large scale transfer of technologies
from the Global North to poor regions, is generally assumed to be the best
solution to this global problem. To this end large funds are made available by
international development donors1.

For example in Mali, one of the poorest countries in the world, around 80% of
the population depend for their livelihood on work in small subsistence agricul-
ture in remote rural regions where there is no Internet, very limited electricity,
and low levels of literacy in the population (around 35% on average, for women
even lower).2 Under these conditions it is unlikely that technology transfer for
Internet roll-out will take place in the foreseeable future.

An alternative approach to large-scale technology-transfer is an approach
focusing on development of light-weight community-centered ICT services, based
on locally expressed needs and embedded in local ecosystems. In this research we
focus on the co-creation of new, context-aware services for information exchange
and knowledge sharing support targeting specifically farmer communities in the
West African Sahel.

In this paper we show that services can be developed that enable access to
information and knowledge exchange in low-resource contexts, in the absence of
Internet connectivity. This requires thorough field investigation to assess con-
ditions, requirements and specific conditions. Context analysis leads to new
insights and gives technical directions, which cannot be derived from advanced
but far-away technology considerations alone. This approach stands in contrast
to the one-size-fits-all technology transfer approach that is common in interna-
tional development projects [21,22,24].

In this paper we present Kasadaka, a platform that intends to support the
hosting and development of locally relevant voice-based information services,
targeting ‘unconnected’ populations and meeting the harsh conditions at the
“other side” of the Digital Divide.

The Kasadaka platform and its Voice Service Development Kit aims to serve
local communities and small businesses, by facilitating the formation of a local
ecosystem of decentralized voice-based information services, analogous to the
services of the Web, but without need for high speed infrastructure or Internet
connectivity.

This paper is an extended version of the paper presented at the 14th Interna-
tional Conference on Web Information Systems and Technologies (WEBIST18)
[2]. This publication extends the preceding paper by including three additional
evaluations of the Kasadaka platform, a description of an additional feature of
the VSDK, a revised introduction and a revised and extended section on method-
ology and approach.

1 https://webfoundation.org/our-work/projects/alliance-for-affordable-internet/.
2 http://uis.unesco.org/en/country/ML.

https://webfoundation.org/our-work/projects/alliance-for-affordable-internet/
http://uis.unesco.org/en/country/ML
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This paper is structured as follows: Sect. 2 describes the methodology and
approach used to elicit the requirements for designing and building the the plat-
form. Section 3 present the resulting requirements from the requirements analy-
sis, Sect. 4 describes the architecture and technical implementation, and Sect. 5
describes various evaluations of the platform. Section 6 discusses related work
and Sect. 7 summarizes our main conclusions.

Fig. 1. ICT4D Field research methodology, from [2,9].

2 Methodology and Approach

Whereas, in a high-tech environment in the Global North, setting up the require-
ments for a new ICT service platform can be considered a well documented
business-as-usual task, in which technical specifications are balanced against costs
and expected revenues, this is less straightforward for platform design that targets
low resource environments such as e.g. rural Africa. While adaptation to local con-
textual conditions is to be expected, these conditions are often initially unknown to
the platform designers. In this section we present an adaptive, iterative field-based
approach and methodology, on how to elicit platform requirements for complex low
resource contexts. This task must be performed in close collaboration with local
envisaged users of the platform, to ensure matching local needs.
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For the whole life cycle of Information Systems engineering in the context of
ICT for Development (ICT4D), we use an iterative, adaptive and collaborative
field research methodology, based on extensive field piloting. This is depicted in
Fig. 1, in the form of an intention-strategy map [20]. The methodology, dubbed
ICT4D 3.0, has been extensively tested in low-tech low-resource environments,
in the period 2012–2018 in rural regions of West Africa [9]. The methodology
consists of various stages, not necessarily to be performed in a fixed order:

– An analysis of the local context: a through field-based analysis of local liveli-
hoods, to find out local conditions with respect to technical infrastructure,
environmental conditions, availability of technical support, etc;

– A collaborative needs assessment to find out the platform requirements, as
also derived from the service use cases, elicited from local users during exten-
sive user workshops;

– In-depth use case and requirements analysis in collaboration with local users,
during workshops with focus group discussions and group assignments. This
consists of elicitation of user and business requirements for the services, and
technical, contextual and business requirements for the platform.

– Technical design, prototyping, engineering, piloting, deployment of the plat-
form in the local environment; iterative testing and doing user evaluations;
this may lead to new requirements and second cycle improvements.

– Analysis of the local ecosystem in which the platform is supposed to function;
this is necessary to predict economic sustainability, which can be determined
by analysis of the network of agents that exchange objects and services of
value with each other, in order to deliver a service to the envisaged end
users/customers. This analysis can be done in an early stage, before the actual
implementation/deployment of the platform, and must involve data on the
expected service (size and cost of the services, number of users, all expected
costs involved).

3 Platform Requirements Analysis

The development of a system that is intended for people at the “other side of
the Digital Divide”, has to deal with circumstances and issues that are rarely
encountered in technology development projects in the developed world. There-
fore, finding requirements for a service platform is done in a iterative approach
in which analyzing the requirements for the use cases and the service platform
requirements go hand in hand. Figure 2 shows the various sources where require-
ments have been derived in the case of the Kasadaka platform.

3.1 Requirements Related to the Local Context

Voice-based access to information is an essential requirement for bridging the
Digital Divide, and reaching the world’s rural poor.
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Fig. 2. Different sources for platform requirements: (i) contextual requirements related
to e.g. cultural and language, (ii) technical requirements related to e.g. infrastructure,
(ii) user and business requirements, derived from use case and requirements analysis
that lead to the design and deployment of local user services.

In these populations, literacy rates are low, which disqualifies any service that
is text-based. In several sub-Saharan African countries (such as Niger, Mali and
Burkina Faso) the literacy rates are below 40%, which puts the vast amounts of
textual information on the Internet out of reach for a major part of the popula-
tion in these regions [23]. Furthermore, many indigenous cultures have a strong
oral tradition in communication, so that voice-based services have a natural fit
with the locally existing means of communication.

Voice services for the world’s rural poor have to support under-resourced lan-
guages, which implies that they can not use advanced speech technologies.
While many developing countries have a technologically well-supported official
language (often a remnant of colonial times), this language is not necessarily
spoken by the entire population. Rather, the local population speaks their own
indigenous language which is tied to their local region. Africa has around 2000
local languages, which each often have local dialects [14]. The majority of these
languages are spoken languages, meaning that there exists little to no literature in
these languages. Furthermore, due to the populations speaking these languages
being poor and relatively small, these populations do not provide a profitable
market for the development of Text To Speech, Automatic Speech Recognition
and Natural Language Processing technologies in these languages. Most of the
recently developed voice assistants that offer complex information services (e.g.
Apple’s Siri, Amazon Alexa, etc.) rely on the use of these technologies. While
these technologies are in widespread use around the world, they require research
and a substantial financial investment in order to support a language at a level
that is sufficient for usage in voice services [4,6,7,10,17,25]. The number of
languages that has well-developed speech technologies is rising, but these do not
include any of the indigenous languages found in the developing world. This
situation is not likely to change, as there is little (financial) incentive to develop
technologies for these languages. Taking into account these restrictions, these
languages are referred to as under-resourced languages [5].
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3.2 Technical Requirements

Information services for the world’s poor should be affordable and accessible
through locally adopted technologies, i.e., mobile (dumb-)phones.
Developing countries are some of the poorest in the world, where large parts of
the population live on less than ¤2 per day.3 In order for a voice service to be
of use to the general population, the cost of accessing and using it thus have
to be very low. This implies that the users should be able to access the service
without having to purchase a new device or service, but rather by using a device
they already own or have access to. The initial costs and running costs of a voice
service should also be low enough to be affordable (and to provide sufficient
return on investment) for the rural poor.

The voice-service platform should function with limited infrastructure.
The (digital) infrastructure in these countries is often unreliable and expensive,
especially in the rural areas. While some villages have access to electricity, it
is often unreliable and black-outs often happen multiple times per day (even
in cities). The majority of the population does not have (direct) access to elec-
tricity4. The ownership and usage of smartphones that can access the Internet
is slowly becoming more common [19], but internet connections are still very
expensive and unreliable5, due to a lack of local hosting and limited interna-
tional (backbone) connections. While Internet adoption is low, mobile phones
have become a successful means of communication in much of the developed
world, and has become the main means of telecommunication in sub-Saharan
Africa [12]. The coverage of mobile telephony networks is often quite good, cov-
ering a large part of the population (also rural areas).

3.3 Business Requirements, Financial Sustainability and the Local
Ecosystem

The platform should be able to provide financially sustainable voice services.
This can be achieved by reducing the cost of voice services –which consist of
hardware costs, development costs and maintenance costs– as far as possible.
This has consequences for all elements in the architecture of the platform, which
have to be chosen and designed in such a way that costs are minimized. Financial
sustainability assures that the services are accurately targeted at the needs of
local communities and thus provide sufficient value to offset their cost.

The platform should facilitate development by local developers with limited pro-
gramming skills. The development process of voice services should thus be simple,
3 Sub-Saharan Africa: https://data.worldbank.org/indicator/NY.GDP.PCAP.CD?

locations=ZF.
4 https://data.worldbank.org/indicator/EG.ELC.ACCS.ZS?end=2014&

locations=ML&start=2014&view=map.
5 As an illustration to this point, a group of Malian entrepreneurs launched a media

initiative to persuade local Internet Service Providers to provide better services:
http://100mega.ml/.

https://data.worldbank.org/indicator/NY.GDP.PCAP.CD?locations=ZF
https://data.worldbank.org/indicator/NY.GDP.PCAP.CD?locations=ZF
https://data.worldbank.org/indicator/EG.ELC.ACCS.ZS?end=2014&locations=ML&start=2014&view=map
https://data.worldbank.org/indicator/EG.ELC.ACCS.ZS?end=2014&locations=ML&start=2014&view=map
http://100mega.ml/
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flexible, not require advanced programming skills and should take place in a graphical
interface.
A very small amount of the population in developing countries owns (or has
access to) a computer, let alone a connection to the Internet. As a consequence,
there are few local software developers and technicians available for the develop-
ment and maintenance of local infrastructure, systems and applications. From
this small pool, the amount of software developers that have experience with
voice services will thus likely be extremely low. Hiring foreign developers is not
an option, as the cost of foreign labor is extremely high (in the financial context
of these countries), conflicting with the above requirement of financial sustain-
ability. Ensuring local development is thus essential for the formation of a voice
service ecosystem targeted at the unconnected, as it keeps development costs at
a minimum. In order to increase the size of the potential pool of voice service
developers, the process of development should be accessible to users that do not
have programming skills. This simplification of the development process should
allow for people with a basic understanding of using computers to be trained
in the development of voice services. Besides the financial aspect of local voice
service development, an additional benefit of sourcing developers locally is that
local developers have a smaller distance to the end-user of the voice service, not
only in a spatial sense but also in social and cultural sense. This further aids in
ensuring the local relevancy of the services as well as the understanding of the
end-user’s needs. The platform should facilitate the founding of small businesses
and entrepreneurs that are specialized in developing and hosting voice services,
enabling them to make a living from selling customized voice services to local
companies and communities.

The platform should run on low-resource hardware and be based on Free/Libre
and Open Source software.
In order to keep the costs of running voice services as low as possible—and
thus contribute to the financial sustainability—the hardware used in the plat-
form should be cheap, robust, and consume little energy. Another aspect that
influences the cost of the platform is the cost of software licenses. The prices of
commercial telephony products and other software are at a level that is accept-
able in the Global North, which translates to “not affordable” in the developing
world. Furthermore, the liberating nature of open-source software allows for the
practice of bricolage: tinkering with existing technologies in new and innovative
ways, which allows for the formation of successful innovations [1]. Accepting that
the usage of technology cannot be tightly controlled and that successful inno-
vations often come from unexpected directions, can be a determining factor of
success. By explicitly granting the general population the freedom to use the
technology in any way they see fit, practicing bricolage is facilitated and the
available technology is more likely to be applied in a way that is most relevant
and innovative to the local context.
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3.4 Example Use Cases of Voice Services

Below we outline two examples of the types of voice services that the platform
should be able to facilitate. These use cases have been elicited and analyzed
during our various field visits to Mali, Burkina Faso and Ghana.

Foroba Blon, a system for village reporting
We briefly describe here the case of Radio Sikidolo, a small radio station in
Konobougou, a village in the south of Mali several hours from the capital
Bamako. It reaches up to 80,000 listeners in the region. According to its director,
Adama Tessougué, this radio works with free-lance village reporters who collect
news and announcements in the surrounding villages for broadcasting. Example
topics are wedding announcements, funerals, lost animals, interviews and inter-
esting stories. In the absence of Internet in these remote areas, village reporters
use simple GSM mobile phones to send news to the radio. For this, the pro-
gram maker at the radio station had to be available in person on the phone, and
then write down the incoming information on paper for broadcasting. Evidently,
this task is time consuming and inefficient. Foroba Blon is a voice-based system
allowing village reporters to phone in and to submit spoken news items that are
off line stored in the system [13]. Messages can then be accessed and managed
by the radio journalist through a web interface on his laptop, without the need
for Internet. The radio station uses the messages for interactive programming,
or receives (financial) compensation for the spreading of advertisements and
announcements. The Bambara name Foroba Blon refers to the Malian village
square where everyone is allowed to speak out, though respectfully.

The Foroba Blon use case has been used during the evaluation of the platform,
which is covered in Sect. 5.5.

Weather information
Many farmers and families in sub-Saharan Africa depend on rain-fed agricul-
ture. The rainy season is short (three months) and so pertinent information on
actual and forecast rainfall is extremely important, for example, to better plan
cropping calendars and improve harvests. During recent collaborative use-case
and requirements workshops in Gourcy, Burkina Faso, organized by local NGO
Réseau MARP, regional radio stations, the association of innovative farmers in
the Yatenga province, and the W4RA team of authors, it became abundantly
clear that important weather information never reaches local farmers in Burkina
Faso. Global weather information is in principle available through the Web, but
it is not accessible to farmers that face the familiar issues of lack of electricity,
of digital infrastructures, and issues of language and literacy. Furthermore this
information is often inaccurate, due to a lack of measurement infrastructure and
accurate weather models. The Burkina Faso weather voice service allows farmers
to receive data on the amount of rainfall, as measured by fellow farmers that
have a measurement bucket on their land. These farmers call in their measure-
ments periodically. Besides providing other farmers with essential information,
the information is also used to accurately track historical rainfall in the region.
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The request of weather information has been repeated in many of the com-
munities visited by members of the W4RA team. A similar variant (although
with a slightly different context) of the use-case was elicited in Guabuliga, a vil-
lage in the Northern Region of Ghana. Farmers in the community, upon under-
standing the broad concept of voice-services; providing information in their own
language, immediately suggested weather forecast information. In Ghana, accu-
rate seasonal (regional) rainfall forecast is available from the National Geological
Services mostly online and during Television Weather Reports (in English). Less
accurate, but usable daily and weekly local forecasts are also available through a
combination of satellite data and local weather stations which feed open weather
sources online. The lack of access to these sources of information, due to the lack
of internet and low literacy (inability to read and write in English) results in this
information not reaching members of these communities despite the fact that it
remains relevant to them, for similar reasons as covered in the example of Burk-
ina Faso. The Ghanian version of the weather information voice-service –dubbed
Mr. Meteo– makes use of open-weather data APIs to source it’s weather data.

The Mr. Meteo service was built with the VSDK and was used in an evalu-
ation of the Kasadaka platform, see Sect. 5.4.

Fig. 3. Overview of the Kasadaka system architecture, from [2,3].



204 A. Baart et al.

4 Kasadaka Technical Implementation

The platform that we propose is called Kasadaka (talking box in a number of
northern Ghanaian languages). The platform consists of a combination of hard-
ware and accompanying software. Figure 3 is a visual representation of the archi-
tecture of the system and highlights the interactions between the components.

4.1 Hardware

The hardware forming the foundation of the KasaDaka platform is the Raspberry
Pi, which is a low-resource computer based on an ARM processor (like found in
many smart phones). The main advantages of the Raspberry Pi are it’s low power
consumption (and subsequently no need for cooling), good on-board connectivity
and the low price6 (and thus also a low replacement cost). As the Raspberry Pi
does not include a Real Time Clock (RTC), it cannot accurately keep time when
the power is lost. To solve this problem, a small and cheap battery powered RTC
is connected to the Pi’s general connector. The Raspberry Pi is a very popular
product for experimentation and many projects, and is thus widely available,
making it easy to replace should hardware problems arise.

To provide the Raspberry Pi with connectivity to the local mobile phone
network, a USB 3G modem (which can also connect to 2G networks) is used.
The exact make and model of this modem can differ, as long as it is on the
supported hardware list7 of the chan_dongle Asterisk extension.

4.2 Software

Several applications run on top of the Raspbian Operating System, that work
together to provide the voice-service functionality. Almost all applications used
are open-source and thus free to use.

Telephone exchange software: Asterisk
Asterisk is a very popular open-source Private Branch Exchange (PBX) tele-
phony application. It is used for the routing of incoming calls to its destination
using Voice-over-IP technologies. In the implementation of the KasaDaka plat-
form, Asterisk provides the connection between the phone network (3G dongle)
and the VoiceXML interpreter. To enable Asterisk to interface with the 3G don-
gle an extension is required. Kasadaka uses chan_dongle8, which is an open-
source Asterisk extension that provides connectivity between GSM/3G modems
and Asterisk. It enables Asterisk to receive and place calls using the connected
modem, as well as send and receive SMS messages and USSD codes.

6 A Raspberry Pi 3 (including case, power supply and SD card) costs around ¤60 at
the time of writing.

7 https://github.com/bg111/asterisk-chan-dongle/wiki/Requirements-and-
Limitations.

8 https://github.com/bg111/asterisk-chan-dongle.

https://github.com/bg111/asterisk-chan-dongle/wiki/Requirements-and-Limitations
https://github.com/bg111/asterisk-chan-dongle/wiki/Requirements-and-Limitations
https://github.com/bg111/asterisk-chan-dongle
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Voice application document standard: VoiceXML
VoiceXML9 is a document standard for voice applications, based on XML. It is
a standard designed by the World Wide Web Consortium and is used for cre-
ating documents that describe voice-based interactions. It supports interactive
voice dialogues between the computer and the user and usually contains text (in
written form) that is later processed by a TTS engine. Responses by the user
can happen through pressing a number on the phones keypad of by speaking (for
this ASR needs to be available). As the voice applications that use the Kasadaka
framework mainly focus on under-resourced languages, TTS and ASR are not
used (nor available). Fortunately VoiceXML also supports the playback of audio
files, much alike embedding images in an HTML page. This allows the use of
pre-recorded fragments to build up spoken sentences, but restricts the way of
interaction to using the phone’s keypad. A VoiceXML document is ‘rendered’
for the user in a way that is comparable to the rendering of a HTML file in a
web-browser, but in this case is done by a voice browser.

VoiceXML interpreter: VXI
The software component that is used for ‘rendering’ VoiceXML files is VXI10, a
closed-source VoiceXML interpreter built by the company I6NET11. VXI con-
nects with Asterisk as an end-point for incoming calls. When a call is redirected
to VoiceXML a pre-configured URL is passed on to VXI, which it loads and
‘displays’ to the user as initial voice interaction. Normally this is the principal
document belonging to a voice service. VXI currently is the only closed-source
component used in the KasaDaka platform. While the goal is to use only open-
source software, there is no currently maintained open-source alternative.

HTTP server: Apache
VXI loads the VoiceXML files it interprets over a HTTP connection, just like
loading a HTML page on the web, but locally. In order to serve these files (and
the audio files that are referenced in the VoiceXML files), a web server is required.
There are many open-source web-servers, one of the most used is Apache 2.

VSDK development framework: Django (Python)
In order to make the VSDK easy to extend by developers, Python is a pro-
gramming language of choice as it is a popular language that is well supported
and has several popular web-frameworks. As VoiceXML documents are compa-
rable to HTML documents, most web-frameworks can also be used to generate
VoiceXML files. Django12 was chosen as the Python-based web-framework, as
it has very good and extensive documentation, is well-supported and follows a
Model-View-Controller (MVC) methodology [16]. Django is open-source and has
a rich collection of projects and libraries that can be used to extend it’s function-
ality. Django has a good implementation of internationalization functionalities,
which enable the interface of the administrator interface to be translated to
different languages (Fig. 4).

9 https://www.w3.org/TR/voicexml21/.
10 http://www.i6net.com/technology/voicexml-ivr/.
11 http://www.i6net.com/.
12 https://www.djangoproject.com/.

https://www.w3.org/TR/voicexml21/
http://www.i6net.com/technology/voicexml-ivr/
http://www.i6net.com/
https://www.djangoproject.com/
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Fig. 4. An example screen shot of the voice-service development interface of the VSDK.
Shown is an example of a choice interaction element. A voice service developer uses
this GUI to develop voice-based applications on the Kasadaka platform.

4.3 Voice Service Development Kit

The Voice Service Development Kit is the main software component in the
Kasadaka platform. The main goal of the VSDK13 is to support the development
of voice-services in the context of the developing world. As the voice services
are hosted on a Raspberry Pi and Internet connectivity is not to be expected,
the development of voice services happens off line. Using a web-based interface
is preferable to running a development environment on a computer because it
solves problems with compatibility (different devices, operating systems) and
reduces complexity (does not require installation of software). Another advan-
tage of this approach is that the development and hosting of voice services are

13 The VSDK’s code can be found on GitHub. See: https://github.com/abaart/
KasaDaka-VSDK.

https://github.com/abaart/KasaDaka-VSDK
https://github.com/abaart/KasaDaka-VSDK
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integrated, allowing for instantaneous results (and testing) of changes made to
the application. The VSDK is hosted on the Raspberry Pi, which also hosts a
local wireless network, through which it is accessible. Local entrepreneurs can
use the VSDK to develop voice applications on the Kasadaka platform, without
the requirement of programming skills.

The structure of the voice-application is stored in the database, using
Django’s model functionality. When an element in the voice-application is
requested by the user in a phone call, the VoiceXML interpreter (VXI) requests
the element through an HTTP call. Django then retrieves the information about
this element from the database, and uses a view to ‘render’ the element in
VoiceXML. The VoiceXML interpreter then interprets this VoiceXML file and
‘displays’ it to the user. In Fig. 3 a visual representation of the data flows in the
Kasadaka platform is shown.

While the interactions in voice services are always different, most of them
can be generalized to a small set of interaction types, such as making a choice,
playing back an audio message, or recording (voice) input of the user. The VSDK
provides a set of these building-blocks, which consist of a VoiceXML template,
view and an administrator interface to use and customize them. The current
set (which will be expanded in the future) consists of a menu-based interaction,
recording of user voice input and the playback of messages. While this set is
limited, it offers sufficient functionality for many voice services and serves as a
demonstration of the method of voice service development.

Voice-services in the developing context have to support under-resourced lan-
guages, for which there are no speech technologies available. The VSDK supports
different languages in voice services by utilizing pre-recorded audio fragments
that are relevant for the use-case domain. During the development of the ser-
vice, all the necessary voice-fragments are recorded in the different languages
in which the service has to be accessible. These voice-fragments are stored in
the file system and referenced in a “voice label” element that is stored in the
database. This voice label refers to voice-fragments that represent a fragment of
text, spoken in different languages [8].

4.4 Bip Recognition

In order to support certain use-cases, it is required that the Kasadaka system
is able to recognize so-called bips, which can be compared to missed calls. In
order to support the use-case as described in Sect. 5.2, the authors implemented
the recognition of missed calls into the Kasadaka. The implementation consists
of some elements in the Asterisk configuration which –instead of immediately
accepting an incoming call– add some delay before accepting an incoming call.
The time of the initial “first ring” is recorded in a logging file. Then the line
will keep ringing for approximately 5 s, after which the call is accepted and the
user will hear the configured voice-service. When the call is “picked up” by the
system, another entry in the log file is made. By periodically parsing the log file,
and recognizing the instances where a call was received, but was cancelled before
the system established the connection, bips (missed calls) can be recognized by
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the Kasadaka. The periodical job that recognizes the bips can be configured to
request a customize-able URL when a new bip has been recognized. This URL
can be set to an endpoint in a VSDK application, which can then further process
the bip according to a specific use-case.

5 Evaluations

There have been several evaluations of the VSDK, with varying degrees of sophis-
tication. The first evaluation was done in the Netherlands with inexperienced
users of the VSDK, which was used to further refine the VSDK. Subsequent
evaluations enriched our understanding of the limitations of the current state of
the VSDK, and how it could be extended to support more complex and more
varied use cases.

5.1 Evaluation by Development of Several Use Case Prototype
Services

The VSDK was evaluated with 10 student groups during the ICT for Develop-
ment (ICT4D) course at the Vrije Universiteit Amsterdam [3]. The groups each
developed a voice service for one of several use cases, which were co-created with
rural communities and relevant in the context of the developing world and pro-
vided to the students in written form. The choice to evaluate with students was
made because of the ease of communication with the students, which is signifi-
cantly less complex and expensive than traveling to a developing country. While
the level of computer literacy of the students is higher than that of the intended
voice service developers in developing countries and the evaluation took place in
the Netherlands, feedback of the students is still very relevant for verifying the
underlying concepts and ideas of the VSDK’s development work flow. The VSDK
proved to be sufficient in providing the required functionality for the creation
of basic voice-service services, and can be used for rapid-prototyping purposes.
Using a graphical interface, voice-services consisting of simple choices with asso-
ciated options and messages can be designed without having to write any code.
These prototypes can be made quickly and without extensive knowledge of the
underlying technologies, which is useful for rapid prototype development and
evaluation; After set-up, a simple service can be developed and tested in under
30min, however the development of complex use-cases takes more time. During
the course, 80% of the student groups had successfully built a working voice
service using the VSDK. These 8 applications were developed for 5 distinct use
cases. The included interaction templates allowed the students to quickly build
demonstration prototypes of their voice services. In order to provide more com-
plex functionality in their voice services, 78% of the student groups had extended
the functionality of the VSDK with data models specific to their use case and
67% of the groups extended the VSDK with additional interaction templates.
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At the end of the course the students were asked to fill in a survey on their
experience with creating a voice service and using the VSDK. The goal of this
survey is to learn about the process that the students went through as they
developed their first voice service. The survey consisted of statements about the
usefulness of the VSDK, which had to be answered in a Likert scale. There were
also qualitative questions about VSDK features, improvements and suggestions,
as well as questions about their perceptions during the development process.

This evaluation has shown that the methodology of building-blocks that is
used in the VSDK allows for the development of simple voice services by inex-
perienced users, which was the goal. It also provided insight in the limitations
and problems of the VSDK. The main limitation lies in the area of user gener-
ated data management. The VSDK does not yet allow the creation of custom
data models from the development interface. Other limitations were the limited
set of user interactions provided and the lack of support for the integration of
external data sources. These limitations prevent the VSDK of being suitable for
more complex voice-services, as ‘traditional’ voice-service development skills are
still required to extend the included features of the kit. In the case of a cus-
tom extension to the VSDK, the functionality of this extension can be reused
throughout the application and shared with the rest of the development commu-
nity. Furthermore the administrator interface can easily utilized by these custom
extensions, which allow voice-service maintainers (without programming knowl-
edge) to change settings and other elements of the extension’s functionality. Thus
after the development of the extension is completed, maintenance can still be
performed by others without knowledge of the inner workings, maintaining the
advantage of ease of use offered by the VSDK.

5.2 Case Study: BipVote, a Voting System for Rural Mali

During the successive edition of the ICT4D course at the Vrije Universiteit
Amsterdam (see Sect. 5.1) in 2018, students received additional guidance on
using the Django framework, prior to learning to develop voice services using
the VSDK. This adjusted approach resulted in many student groups develop-
ing more complex applications that had both voice and web-based interfaces,
extending significantly on the basic included functionalities of the VSDK. We
will cover one of the applications here in depth, which showcases the creative
uses and the diverse potential of voice services.

We present the case of the BipVote application [15], which was designed and
built by ICT4D students at the VU University Amsterdam: Hans-Dieter Hiep,
Roy Overbeek and Paweł Ulita. BipVote is a system that allows for polls to
be held, in which votes can be cast by sending so-called bips. A bip a word
used in several French speaking west-African countries, to describe what could
be considered a missed call. More specifically, a bip is a call that is cancelled
quickly, before the recipient has had the chance to pick up. This is registered
as a missed call on the recipient’s phone. Because there has not been a phone
connection, sending a bip is free of charge. Sending bips is common practice
when one does not have enough money for a call, or when someone wants to
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send a signal; For instance, it can be a request to the recipient of the bip, to call
the sender back.

During our visits and collaborations with local radio presenters, an additional
usage of bips emerged, being that radio stations use bips in interactive radio
programming, allowing listeners to cast votes without cost. These polls are held
to gauge the public’s opinion on social issues, but also as small quizzes that are
aimed to estimate whether (in the case of educational programming) listeners
have gained a sufficient understanding of the subject matter.

The way radio organizers organize the votes, is that they broadcast 2 phone
numbers –one for voting yes, one for no– that listeners can send bips to.14
Because programming is usually recorded and broadcast several times during
a week –allowing listeners to tune in when convenient– the votes usually run for
a week’s time. At the end of the week –during the next episode of the program–
the number of missed calls on the phones are manually counted and the results
broadcast and used in future programming, for example to explain a subject in
further detail. In the case of Radio Sikidolo (see Sect. 5.5) during a one-week
poll, usually around 800 votes are cast.

BipVote streamlines this work-flow by providing both a web-interface and a
voice-interface15 to allow for managing polls and viewing (past) results. Radio
presenters are able to set up new polls, entering the time-frame in which the poll
will run. During and after the vote, the votes are counted and plotted on a graph.
The presenters are able to see the results of polls develop in real-time. These
same features are available through a voice interface, to allow management of
polls when a computer is not available.

In order to realize the features of the BipVote system, the students signifi-
cantly extended the VSDK with additional functionality to support the handling
of bips (using the bip recognition feature outlined in Sect. 4.4), the management
of polls through the web interface, as well as through the voice interface. The
included building-blocks of the VSDK were extended with elements that tell how
much time is remaining in a poll, that allow for setting the time duration of a
new poll, creating new polls and removing polls. The element that informs the
user of the results of a poll, includes a custom-built algorithm that allows for the
programmatic conversion of numbers into their spoken representations, in multi-
ple languages (English, French and Bambara are supported). This is achieved by
combining samples to compose larger numbers. “For example 152 becomes one-
hundred-fifty-two (4 samples) in English, and cent-cinquante-deux (3 samples)
in French, and keme-ni-bi-duuru-ni-fila (6 samples) in Bambara” [15].

The BipVote use-case is an example of a service that enables creative use
of older technologies (bricolage, see Sect. 3.3) that is prevalent across developing
countries. One could imagine several other possibilities that bips could offer in
other use-cases, such as: letting the Kasadaka call back an user (shifting the costs
of calling to the owner of the Kasadaka), or low-cost signalling applications.

14 For this use-case a Kasadaka can be equipped with two dongles, providing two tele-
phone lines.

15 A demonstration of the BipVote application is available on YouTube: https://www.
youtube.com/watch?v=mxtRCMht0qg.

https://www.youtube.com/watch?v=mxtRCMht0qg
https://www.youtube.com/watch?v=mxtRCMht0qg
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5.3 Case Study: Tanzania Albinism Society

The VSDK’s suitability as a rapid prototyping tool has additionally been eval-
uated in Tanzania with the cooperation of Tjitske de Groot (Vrije Universiteit
Brussels) and Gamariel Mboya (Tanzania Albinism Society). Tjistke approached
the authors with the wish of a voice-based system that could be used to educate
people about albinism and collect contact information of people with albinism.
Tjitske’s research is centered around designing effective stigma reduction inter-
ventions for albinism in Tanzania. Gamariel and Tjitske had been looking into
the possibility of running an experiment with a voice service that could edu-
cate the general public about albinism, and provide an alert system for those
with albinism. Because of the costs associated with setting up a voice service
at established companies –for which they did not have sufficient funding– they
asked the authors whether it would be possible to build a low-cost prototype of
the service.

The authors were sent a short overview of the intended functionalities of the
voice service, which was processed into a tree that describes the structure of
the voice service. From this tree a list of voice fragments was compiled, which
were subsequently translated to Swahili by Gamariel. As Tjitske and the authors
were both in the Netherlands at the time of developing the prototype, it was not
possible to set up a session with Gamariel to record the voice fragments for
the service, as the authors often do during the process of voice service devel-
opment. This was resolved by resorting to Gamariel sending us recordings of
each of the voice fragments through the smartphone messaging app Whatsapp.
These recordings were transferred and corrected for volume and background
noise using Audacity, an open-source audio editing application. After the qual-
ity of the recordings was sufficient, the voice service prototype was developed
using the VSDK web-interface, based on the structure of the voice-service tree.
The authors showed Tjitske around the interface of the VSDK, explained the
properties of the building-blocks available in the interface and created the main
elements of the voice-service structure. Using the explanation and examples,
Tjitske was able to learn developing voice-services using the VSDK by doing; By
finishing the voice-service prototype herself.

Tjitske acquired a Raspberry Pi and dongle, on which the Kasadaka software
stack was installed. The authors explained how to set up the system, and how
to troubleshoot in case of problems. Tjitske took the Kasadaka to Tanzania, and
was able to demonstrate the voice service to Gamariel without any issues.

In this evaluation the Kasadaka platform was used to develop and demon-
strate a voice-service prototype with a low investment of time and capital. The
nature of the intended voice-service made the Kasadaka unsuitable for a roll out.
This is because the service targets the whole of Tanzania and thus should be
able to support a high number of concurrent calls, which is not achievable on the
Kasadaka, as it runs on low-resource hardware which supports only one concur-
rent call. The development cooperation with Tjitske has shown the potential for
voice-service development training using the VSDK, and that the recording of
voice fragments does not require a native speaker to be physically present, but
can also be done remotely through sending voice messages (Fig. 5).
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Fig. 5. Gamariel Mboya calling the Tanzania albinism voice-service prototype, running
from the Kasadaka on the table.

5.4 Case Study: Mr. Meteo

The Mr. Meteo voice-service (see Sect. 3.4), provides community-specific weather
forecast/information via voice prompts in local Ghanian languages. The system
was deployed using the Kasadaka platform in a test phase in December 2018 at
Bolgatanga in the Upper East Region of Ghana, to a cross-section of animal and
crop farmers, gathered from 4 local communities. The deployment was in collab-
oration with Cowtribe16, a company that provides veterinary services with the
use of ICT-driven technologies, and was received with overwhelming enthusiasm.

The Mr. Meteo use case in Ghana, provides an evaluation of the Kasadaka
platform in a real developing world context. The system was built using the
VSDK, at the University for Development Studies in Tamale, Ghana by a team
with programming backgrounds who had previously been involved in the devel-
opment and student evaluation process of the VSDK. The validation session was
done within the local community, with no internet access and using a power-
bank as source of power. This is because Cowtribe –whose clientele tested the
system– require a model where it is possible to host devices within the commu-
nities; hosted by trained community members. Development of the service how-
ever was done with the availability of electricity and internet (although internet
access was not directly required). The audio fragments were recorded locally (in
Gurune, the major language in Bolgatanga, for which no TTS and ASR exists)
using a normal Android-based smartphone in a quiet environment and sent via
internet to Tamale where it was converted to the appropriate formats and inte-
grated into the VSDK. An additional language (Dagbani, also without available

16 https://www.cowtribe.com/.

https://www.cowtribe.com/
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TTS and ASR) was recorded in Tamale, also using a smartphone and integrated
into the system to provide a control test case in terms of language. The VSDK
prompts were set up to create a voice system that would welcome the user to
the service and then proceed to the weather forecast for the current day as well
as the subsequent day.

A total of roughly 5 h was needed to completely develop the application.
One minor challenge faced was the need for interfacing external data (weather
forecasts in this case) which must be accessed daily and parsed to indicate the
appropriate voice fragments to play to the user. For the test phase this was not
necessary, but a future implementation will require a minor extension to the
VSDK to include this functionality. The resulting system was tested using a
local Ghanaian Network Provider (MTN) and further piloted to farmers from 4
communities in the Upper East Region of Ghana. Farmers were of the opinion
that this was very useful and would be something they would use (some regu-
larly, others occasionally) and also inquired of the availability of other types of
information such as; disease outbreaks, human and animal health, farming prac-
tices and information on their children’s schooling. The system is currently being
further developed to cater for these 4 communities. This will therefore require a
prompt to select the appropriate community, or will require pre-registration of
numbers with assigned communities. This evaluation shows the potential of the
rapid prototyping and deployment of locally relevant voice-services using the
Kasadaka platform. While the decentralized nature of the Kasadaka platform
offers advantages in communities’ ownership of the services, it also poses chal-
lenges, such as the lack of availability of an internet connection, if the service
requires frequent information retrieval from the internet (Fig. 6).

Fig. 6. Francis Dittoh, the Cowtribe team and the farmers that participated in the
testing of the Mr. Meteo voice-service in Ghana.
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5.5 Case Study: Radio Sikidolo

The Foroba Blon use-case was built using the VSDK, and has been evalu-
ated in collaboration with Adama Tessougué, the director of Radio Sikidolo
in Konobougou, Mali (for more information see Sect. 3.4). While the other eval-
uations were sufficient for a general validation of the methodology of the VSDK,
they did not evaluate the VSDK in the intended context of a developing coun-
try, with a user that had limited experience in voice-service development. This
evaluation addresses these limitations: it evaluates the VSDK and the Kasadaka
hardware and software as a whole, in the intended developing world context, with
users that match the intended user profile. This validation session was done at
Radio Sikidolo, which has electricity and a relatively stable Internet connec-
tion, the latter of which is however not used in the Foroba Blon use case. While
Adama is relatively comfortable in the usage of a computer, he does not have any
advanced technical skills, such as programming. However as he runs the radio
station, he is familiar with processing audio fragments (using the open-source
application Audacity).

This evaluation has shown that it is possible for a local agent to develop
and change elements in a voice service on the Kasadaka platform, achieving the
goal of enabling locally owned and developed voice services. During the session
Adama has been instructed by the authors in the usage of the VSDK’s develop-
ment interface. Together we walked through the process of changing properties
in the interface, adding new elements (such as new languages), recording and
adding new voice fragments to the system and various other aspects. After this
short training of about an hour, we asked Adama to go through the process
again by himself, in order to verify that he was able to now use the VSDK on
his own to change the properties of the voice service. Adama found the method-
ology and functionality of the VSDK to be well set up, and was satisfied with
the way in which he was able to develop and maintain voice services through
the development interface. The VSDK was a significant improvement over the
prototypes that the authors had previously tested in cooperation with Adama.

During the evaluation, Adama has successfully used the VSDK to apply
and adapt the included voice service interaction templates to the Foroba Blon
use case. Support for the Malian language Bambara (for which no TTS and
ASR exists) was added to the system by recording voice fragments and adding
them through the development interface. The resulting service was tested using
the local phone network and will be evaluated further during future visits of
the authors to Radio Sikidolo. The combination of the Kasadaka’s hardware
and the VSDK allow for the off line development and maintenance of voice
services by Adama, who falls in the intended user group for the VSDK and
the Kasadaka platform and thus does not have any programming knowledge or
advanced computer skills (see Fig. 7). During this case study the combination
of hardware and software in the Kasadaka platform was successful in enabling
the hosting and development of voice based information services in the context
of the developing world. While it is still a case study and the outcomes are
not guaranteed to be generalize-able, the outcomes show significant potential in
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allowing non-software developers to maintain voice-services that are hosted at a
remote location.

Adama’s level of computer literacy is around that of the targeted user group
for the development of voice services on the Kasadaka platform. These voice
service developers do not need to have programming skills, but some knowledge
of using computers is required such as being able to use more complex web-based
interfaces (such as a web-based e-mail client). In the future these users could then
be trained (over several days) in the process of designing and developing voice
services for local use cases. The design and set-up of such training sessions is to
be determined in future work.

5.6 Discussion of Results

The general results from the evaluations of the VSDK and the Kasadaka as
a whole show potential. The VSDK has been proven to successfully allow the
maintenance and development of simple voice-services in the ICT4D context.
Developing voice-service prototypes can be done in a matter of hours, which is
invaluable during workshops and requirements analyses in the field.

The Kasadaka platform is affordable and is suitable for deployment in remote
locations. While Kasadaka is also able to host more complex applications, the
development process of such applications still requires programming skills and
more time. In order to be able to realize the goal of facilitating local entrepreneur-
ship in the development of voice-services (without software developers), these
limitations will have to be overcome.

While the current version of the VSDK proves the potential of web-based
voice-service development, this functionality is still limited to simple use-cases
only. More complex use-cases can be supported by the VSDK’s foundations,
but still require software development skills to extend the VSDK with features
that are specific to the use-case. Future work on the platform will focus on
further expanding the voice service development functionality as well as more
sophisticated data management, to allow for the development of more complex
voice services. Furthermore, the hardware of the platform is to be made more
robust to better withstand the conditions in the developing context. Other ideas
on further expansion include the implementation of a TTS system that is suit-
able for under-resourced languages, solving the dependency on the closed source
VoiceXML browser and allowing for the inclusion of external data sources that
are available on the Internet.

6 Related Work

This section covers existing efforts in the development of Web-extensions in the
developing context, as well as tools and applications that facilitate the develop-
ment of information services in low-resource environments (Fig. 8).
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Fig. 7. Adama Tessougué of Radio Sikidolo shows the Kasadaka on which the Foroba
Blon voice service now runs with its Bambara language interface [2].

Fig. 8. André Baart and Adama Tessougué evaluating the VSDK running on the
Kasadaka platform, at Radio Sikidolo in Mali [2].

Large-Scale Voice Services. Voice based information systems that use the local
(2G) mobile telephony network have already proven to be effective in reaching
the rural population of the developing world. To support development of voice-
based, mobile micro-services Orange Labs developed the Emerginov17 platform

17 See: https://emerginov.ow2.org/.

https://emerginov.ow2.org/
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in 2012, targeting users in low resource environments such as e.g. rural Africa. It
includes support for generation of voice-content in local languages, such as Wolof,
a local language spoken in Senegal. Emerginov is normally hosted in the cloud,
i.e. in a data center, connected to the Internet and the local phone network.
Its hardware allows for 32 concurrent (in- or outbound) calls. Emerginov was
technically promising, but the service has been discontinued by the operator
after a successful pilot [13].

The company Viamo18 runs several voice-based information services in many
African countries. Viamo develops voice services for companies and NGOs.
The company has contracts with several African telecommunication companies,
allowing the local population to call these services without cost, using a toll-free
number. The services Viamo develops are mainly aimed at large populations,
with a very large number of concurrent calls. Although these services are able
to reach a large amount of people, the large scale of the organization and the
infrastructure that is required to run these large scale services, causes services
targeted at the rural poor to be financially unsustainable.

Twilio Studio19 is a web-based application that allows graphical voice-service
development by dragging and dropping interaction elements into a call flow,
which are the components in a voice service. However the deployment of voice-
services created in Twilio Studio is limited to the Twilio platform, which does
not offer local phone numbers in many of the developing countries where voice-
services could be relevant. This severely restricts the availability of the voice
services on the Twilio platform. Twilio Studio seems to not be usable without
an Internet connection, which can not be assumed to be available. Furthermore,
just like the previous examples Twilio makes intensive usage of TTS and ASR
technologies, which are not available in the languages spoken by the local pop-
ulation.

SMS-Based Data Gathering Tools. In contexts where a connection to the Internet
is not available, SMS can be used as a medium to exchange information with an
automated system.

RapidSMS20 is a tool set that allows for the development of SMS-based
services for data collection and other work flows. RapidSMS is developed by
UNICEF and has been used for various use cases, including remote health diag-
nostics and nutrition surveillance. RapidSMS is open-source and very scale able
to suit large deployments, but can also run on a low-end server with a GSM
modem [18].

DataWinners21 is a data collection platform that is developed by Human
Network International22 (HNI). DataWinners enables the development of SMS
and smart phone based data surveys. These surveys are primarily aimed at the

18 See https://viamo.io.
19 https://www.twilio.com/docs/api/studio.
20 https://www.rapidsms.org/.
21 https://www.datawinners.com/.
22 http://hni.org/.

https://viamo.io
https://www.twilio.com/docs/api/studio
https://www.rapidsms.org/
https://www.datawinners.com/
http://hni.org/
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context of NGOs that need to retrieve data from their extension workers. By
using SMS data can be collected without a need for an Internet connection,
while the data can be still be entered through a user-friendly graphical interface
on a smart phone. In the DataWinners web-based environment, new data surveys
can be developed in a graphical interface.

Discussion. There exist several platforms for the development and hosting of
large-scale voice services. These platforms allow for services that handle many
concurrent calls and are thus well suited to services that aim to reach the general
population. The drawback is that the infrastructure and development processes
required for these services, are very expensive and thus out of reach of the local
population.

While SMS-based services provide data exchange in contexts with limited
Internet connectivity, it is only usable by the literate that have knowledge about
the usage of SMS. Large populations in the developing world are illiterate or do
not know how to use SMS. Thus while SMS-based services work well for data
exchange without the Internet, these services are not accessible for the general
population in the developing world.

Still, the existing solutions for the hosting and development of voice services
and SMS based information services are not capable of providing benefits that
are comparable to those of the Internet, at a cost that allows for financially sus-
tainable voice services in the developing context. Besides the issue of cost, other
problems for the application of these solutions in the context described in this
article are in the area of support of under-resourced languages, the centralized
nature of these solutions and the requirement for a reliable connection to the
Internet.

7 Conclusion

The wider aim of the presented Kasadaka platform and its Voice Service Devel-
opment Kit is to allow people at the “other side of the Digital Divide” to share
knowledge and create content, analogous to the advantages provided by the Web.
It takes into account the information needs of the local population, by enabling
the hosting and development of voice services that cater to local use-cases. The
Kasadaka platform is lightweight, tailored to the harsh circumstances that are
found in the Global South, and enables the formation of a network of decentral-
ized voice services. Such a network has the potential to provide the benefits of
the Web to the world’s rural poor.

Despite the moderate size and outreach of our research project, the Kasadaka
platform evaluations have shown, as an alternative to high speed internet solu-
tions and technology transfers, the potential of easy-to-learn, lightweight, afford-
able and context-aware ICT solutions that do more right to complex realities,
context and needs of people “at the other side of the Digital Divide”. The
Kasadaka is targeted at the low-resource context as found in many develop-
ing countries. Kasadaka’s main software component, the Voice Service Devel-
opment Kit, enables to-be voice-service administrators to develop and maintain
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voice-services in the field. It overcomes the lack of skilled software developers by
reducing the skill-set required for voice-service development. Evaluations of the
VSDK have shown it’s potential in providing the foundation for the development
of creative voice-services, catered to the needs of communities in sub-Saharan
Africa. Voice-service prototypes can be created with little effort, which enables
rapid prototyping and demonstrations in the field.
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Abstract. The number of transactions that are performed electron-
ically between coupled smart-devices increases rapidly. These devices
are not only sensors nodes that collect the non-private data, but also
are devices that process sensitive information that has higher require-
ments into security and privacy. Unique and qualified identification and
high-secure authentication are essential basics to facilitate these require-
ments in security and privacy. While security and privacy are widely
described and examined for applications used on personal computers,
the situation is more demanding for smart-devices. Due to the steadily
increasing number and the continuous enhancement of smart-devices,
there will be no stable technology over the years. In consequence, new
agile and secure methods become necessary to bring identification and
high-secure authentication on smart platforms in a proper way. We pro-
pose a model for agile smart-device based multi-factor authentication
combination to close this open gap and to provide secure authentica-
tion on mobile devices only. By using our proposed model, a user can
combine multiple authenticators by using a cryptographic protocol on
client-side only to increase the assurance into authentication. One sig-
nificant advantage of our model is that it is transparent to existing eID
validation infrastructure and can be used without modifications on the
verification side. We proof the practical applicability of our model by
implementing all components in combination with Austrian eGovern-
ment infrastructure components. A first evaluation was done by a small
group of users in conjunction with real eGovernment components on the
testing stage.

Keywords: Authentication · Multi-factor · Aqile · Distributed
signatures · Reliable · Identity management

1 Introduction

Electronic identity and secure authentication of entities is indispensable for a
variety of Internet services or electronically coupled devices that perform elec-
tronic transactions to protect private data. Such transactions can include social
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network interactions or sensor-node communication, but also more security-
sensitive services such as a tax declaration or IoT based eHealth application
that protects personal medical data. Figure 1 illustrates an assumption from
Strategy Analytics1 there will be 30 billion smart-devices connected together for
electronic interactions.

Fig. 1. Base forecast of installed and connected smart-devices. Source: https://www.
strategyanalytics.com/strategy-analytics/news/strategy-analytics-press-releases/
2017/10/26/smart-home-will-drive-internet-of-things-to-50-billion-devices-says-
strategy-analytics

Consequently, the importance for a high level of assurance by secure means of
authentication linked to a qualified identity is rising sharply to protect personal
data and to keep the privacy of users. In each case, authentication is indispens-
able to prove a claimed identity to be authentic. In more detail, the authentica-
tion step links the identity information to an entity be using an Authenticator
to prove that he or she is the owner of that identity information.

One of the first and still common forms of authentication is the simple pro-
vision of user name and password. However, as shown in [17] passwords are
not reliable to provide adequate protection for security relevant applications.
Taneski, Heričko, and Brumen [38] shows that users and their passwords are
still considered the weakest link in a process-flow for entity authentication.
One of the most promise approaches to increase the security and reliability of
entity authentication-process is to use more than one authentication factors.
This concept to combine more than one authentication factor is called multi-
factor authentication. To increase the reliability, these authentication factors
have to be from different categories, like Something a user is or Something a
user knows as two examples. More and more Internet services and Web-based
applications offer their users authentication by using a multi-factor approach.

1 https://www.strategyanalytics.com.

https://www.strategyanalytics.com/strategy-analytics/news/strategy-analytics-press-releases/2017/10/26/smart-home-will-drive-internet-of-things-to-50-billion-devices-says-strategy-analytics
https://www.strategyanalytics.com/strategy-analytics/news/strategy-analytics-press-releases/2017/10/26/smart-home-will-drive-internet-of-things-to-50-billion-devices-says-strategy-analytics
https://www.strategyanalytics.com/strategy-analytics/news/strategy-analytics-press-releases/2017/10/26/smart-home-will-drive-internet-of-things-to-50-billion-devices-says-strategy-analytics
https://www.strategyanalytics.com/strategy-analytics/news/strategy-analytics-press-releases/2017/10/26/smart-home-will-drive-internet-of-things-to-50-billion-devices-says-strategy-analytics
https://www.strategyanalytics.com
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Multi-factor authentication is mandatory for state-of-the-art implementations
of security-sensitive Internet services like eHealth applications or transactional
eGovernment services.

Maintaining a sufficient level of security, implemented authentication pro-
cesses and involved entity devices have to keep in pace with technological changes
and implementations have to be react immediately on changing threat scenarios.
This requirement can become challenging in practice, as many technologies are
often not flexible enough to keep pace with evolving requirements. The smart or
mobile sector is a very illustrative example of an area that evolves very fast. In
more detail, devices with new functional possibilities are published by different
manufacturers at short intervals. Due to the fast increasing usage of different
devices, a smooth interaction between systems and solutions that interact with
these devices get necessary. These interaction must not only fulfill requirements
on usability, but also are privacy and data protection that requires identification
and secure authentication of entities. Especially in the smart or mobile sector,
we face the challenge of providing secure, usable, and agile authentication meth-
ods, because it is not possible to define an authentication method or in general,
a technology that is stable over the years. Consequently, a new usable and agile
but also secure authentication method becomes necessary for these platforms.

While identification and secure authentication are widely described and
examined, in respect to Web applications and services that are used on personal
computers (PC) or similar devices, the situation is more demanding on smart
or mobile devices. Typically, smart cards are in use for identification and high-
secure authentication that implements two-factor authentication approach. The
smart cards are inserted into a card reader connected to the personal computer.
However, many smart or mobile devices, like smart phones or tablets, cannot
connect to card readers. To overcome this issue, server-based solutions, like the
Austrian Mobile-Phone Signature, are evolved. Nevertheless, there are also prob-
lems on some devices, because they could not have a sufficient user-interface to
handle the identification and authentication process, or they need cellular radio
to receive short messages (SMS) for mobile tan (mTAN) to implement authenti-
cation by using two authentication factors. Especially about mTAN based solu-
tions, there were many security incidents in the last couple of years [22,23].

To overcome this issue, different solutions are proposed. One solution is to use
wireless communication to interact with a contactless smart card. Such approach
can be used on smartphones or tablet computers and was already described in
[15]. However, sufficient contactless communication interface, like NFC is not
available on every device. Such solutions are implementable in a secure way but
lacks interoperability or usability. Therefore, another approaches are desirable.

One possible approach is the transfer of entity information from one device to
another device that relies on an already existing strong authenticated method.
In more detail, an entity authenticate a session on a personal computer by using
an existing eID that facilitates qualified identification and secure authentication,
like smart-card based solution. After this initial identification and authentica-
tion step, the identification information can be transferred and cryptographically
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bind to an entity and its smart or mobile device. This cryptographically binded
eID can be reused for identification and authentication later. Such transfer of an
already authenticated session to a smart or mobile device is similar to the guide-
lines for derived personal identity verification (PIV) credentials, which was pub-
lished in the NIST Special Publication 800-157 [14]. There, the NIST describes
guidelines and requirements for derived PIV credentials, which are based on the
general concept of derived credentials in NIST Special Publication SP 800-63-2
[7]. Corella and Lewison [9,10] and the Entrust Datacard company [12] already
published some examples of a derived credential architecture. However, these
already existing solutions are focusing on specific requirements in enterprise ID
systems that are often used by companies but describe no general process or
architecture. Therefor, there exists no sufficient solution to use already exist-
ing qualified eID by using secure authentication methods on smart or mobile
devices for identification and authentication on any other service providers or
eID consumers in general.

One example to solve these problems was already proposed by [30]. This
solution uses a generic concept for cross-device identity-management. By using
these, identification and secure authentication can be provided to almost all ser-
vice provider by using security features that are shipped with current smart or
mobile devices. However, smart or mobile devices are different to smart-cards
regarding to its security features because most of them are open or semi-open
platforms that facilitate the execution of different applications. So, the current
security features provided on smart devices, like as Sandboxing2 for separat-
ing of running applications or hardware-based cryptographic elements3 to man-
age cryptographic keys provide an obvious higher security level than simple
password-based authentication or two-factor authentication by using password
and mTAN. However, the missing security certification and the design-related
semi-open platform of mobile devices limits the reliability into a mobile device
as a single authenticator.

To antagonize this lack of reliability into a single mobile-device based authen-
ticator, we propose an advanced multi-factor based approach for entity authen-
tication. In more detail, our proposed approach cryptographically combines at
least two cryptographic key-pairs that are located on different authenticators on
entity side only. Therefor, this cryptographic combination can be accomplished
on the smart or mobile device itself without influencing already existing services
that rely on entity identification and authentication. This approach does not
require any implementation update on identity-provider side or eID-consumer
side. Consequently, our proposed solution still fulfills the requirements for mod-
ular and flexible identity management systems described in [32]. Furthermore, we
can increase the security into authentication on the client side only by combining
different cryptographic keys that are located on different devices or tokens. In
other words, an attacker that compromises one smart or mobile device can not
its authenticator functionality anymore. Consequently, our approach decreases

2 https://techterms.com/definition/sandboxing.
3 https://source.android.com/security/keystore/.

https://techterms.com/definition/sandboxing
https://source.android.com/security/keystore/
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the likelihood to successfully attack an authentication significantly, because it is
not enough for an attacker to compromise one single device. Additionally, there
are no additional or special requirements into the second authenticator. There-
fore, also the second authenticator must only fulfill the requirements defined in
[30]. Consequently, our proposed solution perfectly fits into the already existing
concept of cross-device eID and increases the reliability into entity authentica-
tion significantly. In a nutshell, we propose an extension to the idea of personal,
derived credentials (PIV) by adding multi-factor authentication on client side
to the concept of cross-device eID. By using this approach, we can increase the
reliability into authentication significantly without influence the eID consumer
server.

This paper is structured as follows. Section 2 defines some terms, like eID,
authentication, authentication factor that are used in this paper. In Sect. 4,
we shortly present the architectural concept of cross-domain eID. After this,
we give technical details on our proposed model for multi-factor combination
on entity device-side to increase the entity authentication assurance and illus-
trate the integration into the concept of cross-domain eID. Section 5 gives detail
information about the practical implementation of the proposed model. Finally,
evaluation-related aspects are detailed in Sect. 6. Finally in Sect. 7 we give a
short conclusion.

2 Definitions

The aim of this section is to define some terms regarding eID and authenti-
cation to build up a basis for all further concepts discussed in this paper. We
start with the definition of electronic identity (eID). After this, we define the
term authentication and finally, we illustrate additional aspects, like multi-factor
authentication.

2.1 EID

A precise definition of electronic identity (eID) or identity in general is hard to
give because a verity of definitions exists. Every of this definition has a different
meaning according to the semantic context and the applied environment. As an
example, a social scientist defines identity as an: “Identity is an umbrella term
used throughout the social sciences to describe an individual’s comprehension of
him or herself as a discrete, separate entity.”4 A common aspect of all definitions
is that identity means the presentation of an entity in a particular domain. So,
an electronic identity is the digital representation of an identity [25,27,36,40].
This reference to a particular domain is also part of the ISO/IEC FDIS 24760-1
specification [3] for Identity. The digital representation consists of an identifier,
attributes which characterize additional properties of the entity, and credentials
that provide evidence claims of the digital entity. As an example, the Commis-
sion Implementation Regulation (EU) 2015/1501 on the eIDAS interoperability
4 http://ezinearticles.com/.

http://ezinearticles.com/
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framework [13] published at 8 September 2015 a minimum data set of attributes,
that has to be included to an eID. However, the eIDAS interoperability frame-
work defines a minimum set of attributes. The identifier and consequently the
digital identity had not been unique and persistent in general, as it could only
be valid within a certain time frame or in a specific context. Concisely, the term
identity or its electronic representation describes the distinct and non-ambitious
properties and characteristics of an entity.

2.2 Authentication

Authentication is the process to provide evidence for a claimed digital identity
with a certain level of assurance. In more detail, authentication means a for-
mal technical or organizational process to get evidence that the digital identity,
which is shown by an entity, is authentic and that the entity is the owner of the
digital identity. The formal process uses one or more authentication factors to
get evidence into the identity. If this formal authentication process is successfully
finished, it results in an authenticated identity [3,20,24].

2.3 Authentication Factor

An authentication factor is a piece of information or a part of the authentication
process that is used to authenticate or verify the identity of an entity. Many
related work and standards [20,24,29,35] defined different types of authentica-
tion factors. These authentication factors are grouped into three different cate-
gories:

– Something a user knows: Secrets such as a password or a PIN.
– Something a user is: Biometric factors such as a fingerprint or an iris

recognition.
– Something a user has: Devices such as tokens or smart cards dedicated to

an entity.

So, an authentication factor is the technical or organizational implementation
of specific authentication sub-process. This implementation is called Authenti-
cator and implements at least one authentication factor [19].

2.4 Multi-factor Authentication

Multi-factor authentication is an authentication that uses two or more authenti-
cation factors from different categories. Multi-factor authentication can be per-
formed by using a single authenticator that provides more than one factors from
different categories or by a combination of different authenticators that provides
one factor [19].
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3 Cryptographic Preliminaries

The aim of this section is to introduce the cryptographic building blocks that
are used to fulfill the requirements in our proposed model. We illustrate the
general concept of Digital signatures and give details about Elliptic-curve based
Schnorr signatures that are used in the proposed model. Finally, we introduce
a mathematical proof to verify the knowledge of the discrete logarithm of an
elliptic-curve point.

Digital Signatures
In a nutshell, a digital signature scheme uses a message M and an asymmetric
key-pair key(sksig, pksig) to produce a digital signature σ by using M and the
private key sksig from asymmetric key-pair. A verifier can use the signature σ,
the message M and the public key pksig from asymmetric key-pair to check the
integrity (σ has been issued for M) and the authenticity (σ was produced by the
holder of the corresponding signing key sksig) of the signature.

In a more formal way, a digital signature scheme (DSS) is a set (K,S, V ) of
poly-times algorithms. The first algorithm DSSK takes a security parameter k
to generate an asymmetric key-pair DSSK(sksig, pksig) where the private key
is sksig and the public key is pksig. The second algorithm DSSS is the signing
algorithm. This signing algorithm uses a message M ∈ {0, 1}∗ and a private
key sksig as input data and outputs a signature σ = DSSS(sksig,m). The third
algorithm DSSV is the verification algorithm. This verification algorithm uses
the message M ∈ {0, 1}∗, a public key pksig, and a signature σ as input data
and outputs a single bit b = RSV (σ,M, pksig), b ∈ {true, false} that indicates
if the signature σ is valid for M or not. Also, in a practical implementation the
message M is not directly used as input data in DSSS and DSSV but rather
H(M), where H is a cryptographic hash function.

Elliptic-Curve Based Schnorr Signatures
Briefly, Schnorr signatures are a digital signature scheme that based on the
Schnorr algorithm for identification and signature creation. The Schnorr app-
roach was proposed by Schnorr in 1990 as a lightweight algorithm for identifica-
tion and signature creation on smart cards [37]. The signing algorithm uses an
asymmetric key-pair key(sksig, pksig) to produce a digital signature σ = (R, s)
by using an input message M and the private key sksig from asymmetric key-
pair. A verifier can use the signature σ = (R, s), the public key pksig, and the
message M

In a more formal way, a elliptic curve base Schnorr digital signature scheme
(ECSDSA) is a set (K,S, V ) of poly-times algorithms. The first algorithm
ECSDSAK chooses an elliptic curve E over a finite field Fq. Next, the algorithm
randomly selects a elliptic curve point G ∈ E(Fq), where G is the generator in
the following steps. In the last step, the algorithm ECSDSAK takes a security
parameter k to generate an asymmetric key-pair ECSDSA(skECSDSA, pkECSDSA)
where the private key is skECSDSA ∈ [1, r], where r is the order of P and the
public key is PKECSDSA = skECSDSA · P . The full public key pkset is the set
(PKECSDSA, P ) if the generator P was randomly chooses. The second algorithm
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ECSDSAS is the signature algorithm. The signature algorithm generates random
number k ∈ [1, r], where r is the order of P . After this, a new elliptic curve point
R is calculated, where R = k · P , and P is the generator select in ECSDSAK .
In the next step, cryptographic hash value e is calculated by using a crypto-
graphic hash function H() and the message M and the point P as input data.
These means that e = H(M ||R), where H : 0 : 1∗ → [1, r] and r is the order of
the generator P , and || is a concatenation of M and R. At last, the signature
σM = (R, s) is generated, where R is the point generated before and s is calcu-
lated from s = k + skECSDSA · e mod r. The third algorithm mboxECSDSAV

is the verification algorithm. This verification algorithm used the public key
PKECSDSA, the generator R, the message M and the signature σM = (R, s)
and outputs a single bit bM ∈ {true, false} that indicates if the signature σM is
valid for M , otherwise not. At first, the algorithm mboxECSDSAV calculates
the hash value e using a cryptographic hash function H() and the message M and
the point P , which is part of the signature σM . The single bit bM ∈ {true, false}
is the proof, if R+e ·PKECSDSA = s ·P , where R and s are part of the signature
σM , and P is the generator [5,33,37].

Proof of Knowledge of the Discrete Log of an Elliptic-Curve Point
Briefly, a proof of knowledge of the discrete log of an elliptic-curve point means
the follows. For a given elliptic curve E over a finite field Fq, a generator G ∈
E/Fq, and an elliptic curve point P ∈ E/Fq, a prover wants to prove that
he knows a value x such that B = x · G, without revealing x. In respect to the
elliptic curve discrete logarithm problem (ECDLP) it is very hard for an attacker
to calculate a valid proof without knowing x. There exists different interactive
and non-interactive zero-knowledge schemes that provide functionality to proof
the possession of x [8,21]. In this work, use a non-interactive zero-knowledge
proof based on the Schnorr protocol; because it is lightweight, that means that
it can be well integrated into smart or mobile devices. Therefore, we will give
more details on this specific zero-knowledge proof.

More formally, the non-interactive zero-knowledge proof based on the Schnorr
protocol consists of the following steps. In the initialize phase, a prover and
a verifier agree on an elliptic curve E over a finite field Fq and a generator
G ∈ E/Fq. The prover and the verifier knows an elliptic curve point B ∈ E/Fq

and the prover claims that he knows a value x such that B = x · G. This fact
should be proven to the verifier without revealing x.

1. The prover generates a random number r ∈ Fq and computes the corre-
sponding elliptic curve point A = r · G.

2. The prover sends the elliptic curve point A to the verifier
3. The verifier computes a value c by using a cryptographic hash function H(),

where H : 0 : 1∗ → [1, r] and r is the order of the generator G. The value c
is generated by c = H(G,B,A), where G, B and A are the hash input data.

4. The verifier sends the value c to the prover
5. The prover computes the proof m as m = r + c ∗ x mod q
6. The prover sends the proof m to the verifier
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7. The verifier can check that P = m · G − c · B = (r + c ∗ x) · G − c · B =
r · G + c · x · G − c · x · G = r · G = A. If m · G − c · B = A than the prover
knows x, otherwise the proof fails.

From a security point of view, a dishonest prover has a tiny chance for cheat-
ing as he would have to fix the value of P = m · G − c · B before receiving the
hash value c from the verifier. However, under the assumption that the crypto-
graphic hash function H() is secure, a prover that does not know x cannot cheat
in respect to the discrete logarithm of B.

4 Model

This section illustrates the concept of cross-domain eID [30] and gives detail
information about our model to facilitate user-centric eID and secure authen-
tication on semi-trusted smart or mobile devices. In Subsect. 4.1, we shortly
describe the concept of cross-domain eID and define the stakeholders that are
involved in the eID lifecycle in this architecture. Afterward, Sect. 4.2 gives more
detailed information about the authentication process-flow that is used in the
concept of cross-domain eID. In Subsect. 4.3, we describe our proposed advanced
multi-factor combination model for semi-trusted smart devices that facilities high
secure authentication and user-centric eID.

4.1 Concept of Cross-Domain eID

Figure 2 shows the concept of cross-domain eID that mainly focus on qualified
eID in a privacy preserving and user-centric model. The entities or stakeholders,
which are involved into the eID processing, are partially similar to the stakehold-
ers involved in a classic identity management system [4], however the interactions
between the stakeholders and the assignments regarding trust relationships are
different. The following itemization gives a short description of the stakeholders
illustrated in Fig. 2.
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Fig. 2. High-level idea of cross-domain eID [30].
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– eID Source: The area on the left side represents a so-called set of eID sources
that provides an electronic identity in a specific context. This provision of
identity information is based on an already existing authentication approach.
In case of qualified eID, the eID source can be a registration authority (RA),
like a national register that acts as a trusted third part for eID attributes and
issues qualified eID attributes to the entity or other stakeholders. In case of an
RA, the already existing authentication approach can be done by validating
passport that is provided by an entity.

– eID Consumer: The stakeholders on the right side represent applications,
services, or other devices that depend on the identification information. Con-
sequently, the eID consumer has to be in confidence into the eID information
that was provided by an entity in a user-centric approach. In the concept of
cross-domain eID, such eID consumer can be located in different domains, and
therefore, the eID consumer needs eID information for a specific context. For
example, there can be a legal requirement that eID consumer services need
different identifiers of an entity concerning the domain of the eID consumer
for privacy reasons.

– Entity: A user or in general an entity wants to access a protected resource
of an eID consumer, like a service provider. Therefore, the eID consumer
consumes the eID information selective revealed by the entity to grant or
deny access. The eID information, which was issued by an eID source, is
stored on a personalized smart device in this model.

– Personalized Smart Devices: The personal smart device that is illustrated
in the bottom area is a subtotal set of devices used by an entity to interact
with eID consumer services by using identification information issued from
an eID source. In our model, these set of devices are modeled as semi-trusted.
There is a basic trust relationship according to the security features and there
implementation of the smart or mobile device, like Sandboxing or hardware-
based cryptographic elements. However, there is less confidence due to high-
secure authentication by using these features on the same level as expressed
for example by smart cards.

4.2 Agile Mobile Authentication for Smart and Mobile Devices

In respect to the high-level model illustrated in Fig. 2, the proposed process for
agile mobile authentication consists of two sub-processes. The first sub-process
is the binding and credential creation-process that transfers eID information to
a smart or mobile device by using cryptographic operations. The second sub-
process is the eID and credential usage-process. During the eID usage process,
an entity uses a smart or mobile device for identification and authentication on
an eID consumer service in a secure manner.

– Binding and Credential Creation:
Figure 3 illustrates the generic binding and credential-enrollment process of
the agile mobile authentication algorithm. This process generates crypto-
graphic keys to binds an eID that is derived from an existing entity eID
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Fig. 3. Generic process to create a cryptographic binding for device personalization
[31].

to a user and his smart or mobile device. The process shown in Fig. 3 consists
of the following steps.
1. An entity wants to personalize its smart or mobile device by using an

existing eID. For this purpose, the entity requests the Server Component
that provides a binding service to personalize devices.

2. The Server Component redirects the entity to an Identity Provider
(IDP) for initial identification and authentication. This identification and
authentication use an existing eID that is provided by an eID source.

3. The entity execute the identification and authentication process by using
its existing eID. This step satisfies the first requirement to support of any
eID source.

4. If the initial identification and authentication is finished, the IDP sends
the existing eID information to the Server Component. After this step,
the eID derivation process is almost finished.

5. The Server Component starts the cryptographic binding process. There-
fore, the Server Component provides generic binding info that contains
all information that is required to initialize the binding part of the agile
mobile authentication process. This binding info is provided to the entity
and the smart or mobile device by using a second channel that is not fixed
to a specific technical solution in general.

6. The entity uses a binding application on its smart or mobile device to
receive the initial binding info over the second channel.

7. If the application receives the initial binding info than the cryptographic
part of the binding process starts. At first, the application generates a
public/private key pair by using security features provided by the smart
or mobile device. After this, the application build a certificate-signing
request (CSR) [39] by using the pubic key generated before. At last,
additional security measures can be set by the entity to restrict the use
of the private key on the smart or mobile device. This restriction can be
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a PIN/password in the simplest case, but also some biometric factors like
fingerprint, if it is supported by the smart or mobile device.

8. In the next step, the application connects to the Server Component and
sends the CSR and the binding info.

9. The Server Component validates the CSR and the binding info. If both
are valid, then the Server Component signs the CSR to generate an X509
certificate. The X509 certificate is attached to the eID information, which
was received from the IDP in step four. The Server Component also signs
the extended eID information. After this, the eID derivation process is
completed.

10. In the last step of the binding process, the derived eID information is sent
to the smart or mobile device and can be stored by the application. The
result of the binding process is shown to the entity.

– eID Usage Process: If the binding process was successfully finished than
the entity can use the smart or mobile device for authentication. Figure 4 illus-
trates the generic usage process of the agile mobile authentication algorithm.
This generic process flow shows the usage of a derived eID that is crypto-
graphically bound to a smart or mobile device for authentication on a Service
Provider. A detailed description of this process is given in the following.
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Fig. 4. Generic process to use a personalized device for authentication [31].

1. An entity wants access to a Service Provider. This Service Provider is not
fixed to a specific type, as a Web-based application as an example, but could
be any service that requires identification and secure authentication.

2. The Service Provider validates the access request and request authentication
from the entity if it is needed.

3. To start the proposed agile mobile authentication process, the Service
Provider provides all information that is necessary to initialize the algorithm
over an arbitrary channel. This arbitrary channel is not fixed to a specific
technology to satisfy the requirement to support almost all eID consumer
services.
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4. The entity can use its smart or mobile device to receive the information
from the Service Provider. The application generates a cryptographic proof,
by using the private key that was generated in the binding phase. If the
entity has restricted the access to the private key in the binding phase,
then also additional entity related information is necessary to complete this
cryptographic proof.

5. The application sends the cryptographic proof and the derived eID informa-
tion to the Service Provider.

6. The Service Provider can validate the derived eID information and the proof
by using the X509 certificate that is attached to the derived eID information.
If the validation is successful than the agile mobile authentication process is
finished and the derived eID information can be used to identify the entity.

7. The Service Provider returns the result of the validation to the applica-
tion, and after this, the entity can access the restricted area on the Service
Provider.

4.3 Multi-factor Combination on Semi-trusted Smart and Mobile
Devices

In this subsection, we illustrate our proposed model which cryptographically
combine at least two authenticators that implement different authentication fac-
tors on a semi-trusted smart or mobile device to increase the reliability into the
authentication process describe in Sect. 4.2. In more detail, the proposed model
enhances the management of cryptographic keys and increases the trust into
cryptographic keys that are created during the cryptographic binding process
(see Fig. 3, Step 7) or are used during the authentication process (see Fig. 4,
Step 4). Consequently, our advanced model for multi-factor combination on
client side perfectly fits into the existing cross-domain eID approach, because
these improvements do not influence other stakeholders besides the entity and
the personalized smart device.

From a cryptographic point of view, threshold cryptography is used to cryp-
tographically combine different multiple authentication factors that are imple-
mented as authenticators on different smart or mobile devices. While threshold
cryptography itself is no new cryptographic scheme, and a large body of research
was done around the problem in most general form [6,11,16,18,33,34,37], the
interest on threshold cryptography has been renewed for the purpose of key pro-
tection or distributed signatures schemes on semi-trusted devices such as mobile
phones or any other smart device. For example such key protection approaches
by using threshold cryptography can be used in bitcoin to protect the private
signing key. However, our proposed model uses threshold cryptography to dis-
tribute the signature generation capabilities to different authenticators, which
means that more than on cryptographic key is needed to generate a valid signa-
ture.

Threshold cryptography schemes for distributed signature generation exists
for a wide variety of digital-signature schemes like RSA signing, digital signature
schemes (DSA) based on RSA or elliptic curves (ECDSA), or other signature
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schemes like Schnorr signatures [37]. While it is more complex to build a dis-
tributed signature scheme on ECDSA signatures as it is more difficult to find a
scheme to compute k and k−1 without knowing the private key k, it is much easier
to define a distributed signature for other signature schemes. Schnorr signatures
based on elliptic curves are one well example for such a signature scheme that
facilitate distributed signature generation without complex and time expensive
cryptographic operations. Consequently, the elliptic curve version of Schnorr sig-
nature schemes is used to integrate distributed signature schemes in our proposed
model of cross-domain eID, as the signature generation can be easily integrated
into lightweight smart or mobile devices.

According to the concept of cross-domain eID, our proposed model for multi-
factor combination on semi-trusted mobile or smart devices can be split into
three phases. The first phase is the distributed key generation, which can be inte-
grated into Step 7 of Fig. 3, that generates a virtual asymmetric public/private
key-pair key(PKbinding, skbinding) used for the cryptographic binding described
in Step 7. We called this key pair virtual, because the private key kbinding does
not exist on one single device, as it is generated dynamically from more than
one device specific private keys skdevicei , i ∈ (1, ..., n) where n is the number of
devices. In more detail, this generation of the public part of the virtual bind-
ing key PKbinding can be formal described as PKbinding =

∑n
i=1 skdevicei) · G,

where G is the generator of the group. Figure 5 illustrates a virtual binding-key
generation by using two smart devices.

In the following, we describe this key generation process in a generic form
for more than two devices.

1. The smart or mobile device that should be personalized by using an already
existing eID and the authentication should be done by the virtual binding
key key(PKbinding, skbinding).

2. The personalization device sends a request to every authenticator to start
the key generation process.

3. Every smart or mobile device that should be used as an authenticator gen-
erates its own asymmetric private key-pair key(PKdevicei , skdevicei). The
elliptic curve point that represents the public key PKdevicei is generates as
PKdevicei = skdevicei · G, where G ∈ E/F is the generator. This device spe-
cific asymmetric key-pair can be located in a hardware-based cryptographic
element that is available on the authenticator.

4. Every authenticator generates a second random number ri ∈ Fq and a cor-
responding elliptic curve point Ai = ri · G, where G ∈ E/Fq the generator
is. The point A is required for the authenticator to knows the private key
skdevicei .

5. The authenticator sends the set (PKdevicei , Ai) to the smart or mobile device
that should be personalized.

6. The smart device calculates the hash value ci by using a cryptographic hash
function H from input data ci = H(G,PKdevicei , Ai).

7. The smart device sends the hash value ci to the authenticator i to get a
proof of possession of the private key skdevicei .
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Fig. 5. Generation of a virtual public/private key-pair by using two devices [31].

8. By using ci, every authenticator calculates a proof πi = ri + ci · skdevicei

mod q, where q is modulo of the field Fq.
9. Every authenticator send its prove πi back to the smart or mobile device

that should be personalized.
10. The personalization device checks every proof πPi

. If it is valid, the
personalization device adds the authenticator public key PKdevicei to
PKbinding. This simple elliptic curve addition operation can be done because:
PKbinding = (

∑n
i=1 skdevicei) · G =

∑n
i=1(sk

devicei · G) =
∑n

i=1 PKdevicei .
If all public keys are added the virtual public binding key PKdevicei can be
used for the binding process.

The second phase is the distributed signature generation, which can
be integrated into Step 4 of Fig. 4 that uses the virtual binding key
key(PKbinding, skbinding) to sign a challenge which is equivalent to a crypto-
graphic proof. Additionally, this second phase is also required in Step 7 in Fig. 3
to sign the CSR in the binding process. Figure 6 illustrates this distributed sig-
nature generation process by using two devices.

In a generic form and with more detail, a distributed signature generation
consists of the following steps:

1. The personalized smart or mobile device is requested by an eID consumer
server to generate a cryptographic proof, by using the virtual private key
skbinding that was generated in the first phase. This cryptographic proof can
be a digital signature which uses an elliptic curve Schnorr signature scheme
on an input message m that was sent by the eID consumer service.
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Fig. 6. Distributed signature creation by using two devices [31].

2. The personalized smart or mobile device generates a distributed signature
initialization requests.

3. Every authenticator receives the signature initialization request and gener-
ates new random ki ∈ Fq where Fq is the field over the elliptic curve E. By
using ki, the authenticator can calculates a new random point Ri = ki · G,
where Ri ∈ E/F and G is the generator.
In addition, every authenticator generates a second random number ri ∈ Fq

and a corresponding elliptic curve point Ai = ri · G, where G ∈ E/Fq is the
generator. The point A is one step of the proof that the authenticator knows
the random value ki.

4. Every authenticator send the set (Ri, Ai) to the personalized smart device.
5. The smart device calculates the hash value ci by using a cryptographic hash

function H from input data ci = H(G,Ri, Ai).
6. The smart device sends the hash value ci to the authenticator i to get a

proof of possession of the private key ki.
7. By using ci, every authenticator calculates a proof πi = ri + ci · ki mod q,

where q is modulo of the field Fq.
8. Every authenticator sends its prove πi back to the smart or mobile device

that should be personalized.
9. The personalized smart device checks every proof πi. If it is valid, the per-

sonalization device adds the random points Ri to R. This is a simple elliptic
curve addition operation as: R = (

∑n
i=1 ki) · G =

∑n
i=1(ki · G) =

∑n
i=1 Ri.



Torwards Flexible Multi-factor Combination 237

10. The personalized smart device generates a distributed signature creation
request that contains the message m and the sum of the randomly generates
points R.

11. Next, every authenticator generates a cryptographic hash e from input mes-
sage m and the random point R by calculating e = H(m||R), where H is
the cryptographic hash function. At last, the authenticator computes the
signature value s by calculating s = k − skdevicei · e mod q, where k is the
random number, e hash value, and skdevicei is the private key of a specific
authenticator.

12. Every authenticator sends the signature σi(si, e) back to the personalized
device.

13. If all signatures σi(si, e) are received, the personalized smart device can
aggregate the single signature σi(si, e), by simple adding the single signature
values si to s =

∑n
i=1 si mod q. This sample add operation is possible,

because si was created only by linear operations. After this, the process of
signature creation is completed and the signature σm(s, e) for message m
can be used as a proof of possession for the virtual secret key skbinding.

The third phase is the signature verification phase in which an eID consumer
service can verify the cryptographic signature that is used to authenticate the
entity. This signature verification step is part of Step 6 in Fig. 4. From an eID
consumer point of view, this verification phase is equal to the verification of an
elliptic curve Schnorr signature by using the virtual public key PKbinding from
the personalized smart or mobile device. More details on cryptographic building
blocks for the Schnorr signature scheme and other basic cryptographic primitives
that we used in our proposed model for multi-factor combination on mobile or
smart devices are described in Sect. 3.

We have evaluated the practical applicability of the proposed model for multi-
factor combination on mobile or smart devices by realizing two applications for
smart devices that implement our proposed model.

5 Implementation of Multi-factor Combination
on Client-Side

We used our proposed model of client-side multi-factor combination for entity
authentication to implement and demonstrate the practical applicability in prac-
tice. This implemented solution consists of two applications for smart devices.
The first application is a mobile-phone application that stores and manages
the eID information in a secure way and implements the first authenticator
regarding our proposed model. This mobile phone application can be used as
personalized smart device regarding the concept of cross-domain eID. We imple-
ment a mobile-phone applications for the Android Operation System (Android
OS)5 that provides all functionality for binding and usage of eID information,
by implementing our multi-factor combination approach.
5 https://www.android.com/.

https://www.android.com/
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The second one is a smart-watch application that implements a second
authenticator for our proposed model. For the second authenticator different
smart watches were used, for example, a SmartWatch 3 from Sony6, but every
device runs on the Android Operation System. We implement an application for
smart watches that perform all cryptographic operations, which are required in
our model. Also, this application has a simple user interface to protect the secret
key by using a PIN approach.

From a cryptographic point of view, we use the elliptic curve P-256 from
[28] to implement our proposed model of a multi-factor combination. The basic
implementation of the Schnorr signature scheme, which is used in our model, was
done according to the recommendations from BSI TR-03111 [2]. However, we
modify the signature creation described in BSI TR-03111 according to Sect. 4.3
to facilitate distributed signature creation. To implement the proof of possession,
which is used in Sect. 4.3, we use the Schnorr NIZK Proof over Elliptic Curve
from RFC 8235 [21]. By using these cryptographic schemes, we implement a
communication protocol based on JSON [1] to transfer the payload between
authenticators.

The communication interfaces used in our implementation are similar to the
REST approach and defines service endpoints and payload. Therefore, we define
two service endpoints to distinguish between the first and the second phase of
the multi-factor combination approach described in Sect. 4.3. In more detail, the
second authenticator provides a communication endpoint for virtual public/pri-
vate key-pair generation and a communication endpoint for distributed signature
generation. These technical endpoints are used by the mobile-phone application
to interact with the smart-watch application. According to the sequence illus-
trated in Fig. 5, the generation of virtual public/private key-pair requires two
communication steps between mobile-phone application and the smart-watch
application. The first request (see Step 2, Fig. 5) has no payload and starts the
virtual key-generation only. Listing 1.1 illustrates the result of Step 5 as JSON
structure. The type element holds the current process step, like keyGeneration
for a result of a virtual key-generation step, the pubKey holds the public-key of
the device PKdevicei , and the parameter A is a random EC point required for
the proof-of-possession. The JSON Web Key format [26] is used to encode EC
points.

Listing 1.1. JSON Payload to initialize key generation.

1 {"type" : "keyGeneration",
2 "pubKey" : {
3 "kty":"EC",
4 "crv":"P-256",
5 "x":"oB4rYUsC62ulnQss8ExrenokShKQFwh ...",
6 "y":"lLFDdZ_cn_K3klWhvCdJjUjXlLp9P3Q..."

6 https://www.sonymobile.com/global-en/products/smart-products/smartwatch-3-
swr50.

https://www.sonymobile.com/global-en/products/smart-products/smartwatch-3-swr50
https://www.sonymobile.com/global-en/products/smart-products/smartwatch-3-swr50
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7 },
8 "A" : {
9 "kty":"EC",

10 "crv":"P-256",
11 "x":"dfKnB0In_jPFuO5alg -ukPKPGEZssEHafe ...",
12 "y":"5NQ4Gu8pZiKvujN8PvzwmVuLAMRXrELpHE ..."
13 }
14 }

The second request (see Step 7, Fig. 5) requests the proof-of-possession
of a private key. Therefore, the mobile-phone application sends hash
H(G,PKdevicei , Ai) as a nonce to the smart-watch application. The technical
request is illustrated in Listing 1.2 and the response that contains the crypto-
graphic proof is depict in Listing 1.3.

Listing 1.2. JSON Payload to request proof-of-possession of a private key.

1 {"type": "generationProof",
2 "nonce": "EjU528JZvHfH_gLdUoprj59tjCtbxE"
3 }

Listing 1.3. JSON Payload that contains the proof-of-possession of a private key.

1 {"type": "generationProof",
2 "proof": "j7wYn1JzdSsydVDio5

vWMQFLZIwxjjtPOhehSBrNE "
3 }

The payload that is transmitted by using the second communication end-
point for the distributed signature generation (see Fig. 6) has the same format
and data structure as described before. Therefore, we will not illustrate it in
detail. By using these interfaces and communication channels, we implement
two authenticators to illustrate the practical applicability of our proposed model.
The implemented authenticators facilitate all functionality that is necessary to
use them as authentication in eGovernment infrastructure during the evaluation
phase.

6 Evaluation

The successful implementation of two authenticator prototypes for multi-factor
combination on client-side has shown the feasibility of the proposed model. In
order to evaluate the capabilities of our solution in a real-world scenario, we have
deployed and tested the implementation with test deployments of real eGov-
ernment infrastructure components. We deployed the server component of the
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already existing cross-domain eID infrastructure that was used during some eval-
uation phases in 2016 and 2017 [30]. By using this deployment, Austrian citizen
can use there national eID cards to personalized there mobile phones. To eval-
uate the use of proposed model for multi-factor combination, we have deployed
some demo service-provider that can be used by entities to test the advanced
authentication process, which is illustrated in this paper. First internal tests
shows practical applicability of our proposed model and illustrates the smooth
integration into the existing cross-domain eID infrastructure. Currently, we are
in the starting phase of a pilot to evaluate the proposed model in a bigger group
of entities to get more detailed information on usability aspects regarding our
model.

7 Conclusion

Due to the increasing number of smart devices, the processing and transfer of
data between these devices rapidly rise. As these smart devices become closer and
closer to the user, like smartphones, smart homes, eHealth sensors, the protection
of private information moves into focus. This protection of sensitive data based
on basic security concepts, like unique identification and high-secure authen-
tication, to protect private data against unauthorized access. While processes
and security models for identification and authentication are widely examined
for Web-based applications and laptops, the situation is more demanding on
smart devices. The continuous enhancement of smart devices leads to changing
interfaces, functionality, and user expectations that also influence the security
and privacy concepts. Divers researches and agencies already have a focus on
this open problem. A first approach to tackle this known problem brings the
idea of agile authentication to smart or mobile devices. While this first approach
brings flexible authentication on these devices, it lacks in respect to high-secure
authentication. The main disadvantage was the reliability regarding authentica-
tion because it relies on the trustworthiness of a single semi-trusted smart-device.
Our proposed model antagonized this lack into the credibility of entity authenti-
cation. We use a flexible approach to combine multiple authentication factors on
client side only cryptographically. This combination facilities high-secure entity
authentication and increase the reliability into the trustworthiness significantly
and thus strengthen the protection of private data. We implement our proposed
model for the Android operation system to demonstrate the practical applicabil-
ity of our approach. The Android apps were used in combination with Austrian
eGovernment components to illustrate the integration of our model into existing
infrastructure components. A first evaluation was done in a small pilot by using
a study group of experts as users and real Austrian eGovernment components
on testing level.
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17. Florêncio, D., Herley, C., Van Oorschot, P.C.: An administrator’s guide to inter-
net password research. In: Proceedings of the 28th USENIX Conference on Large
Installation System Administration, LISA 2014, Berkeley, CA, USA, pp. 35–52.
USENIX Association (2014). http://dl.acm.org/citation.cfm?id=2717491.2717494

18. Gennaro, R., Jarecki, S., Krawczyk, H., Rabin, T.: Robust threshold DSS signa-
tures. Inf. Comput. 164(1), 54–84 (2001). https://doi.org/10.1006/inco.2000.2881.
http://www.sciencedirect.com/science/article/pii/S0890540100928815

https://doi.org/10.1007/978-1-4419-5906-5
http://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-63-2.pdf
http://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-63-2.pdf
https://pomcor.com/whitepapers/DerivedCredentials.pdf
https://pomcor.com/whitepapers/DerivedCredentials.pdf
https://pomcor.com/techreports/DerivedCredentialsExample.pdf
https://pomcor.com/techreports/DerivedCredentialsExample.pdf
https://www.entrust.com/wp-content/uploads/2014/10/Mobile-Derived-Credential-WEB2-Nov15.pdf
https://www.entrust.com/wp-content/uploads/2014/10/Mobile-Derived-Credential-WEB2-Nov15.pdf
http://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-157.pdf
http://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-157.pdf
https://doi.org/10.1007/3-540-47721-7_12
http://dl.acm.org/citation.cfm?id=2717491.2717494
https://doi.org/10.1006/inco.2000.2881
http://www.sciencedirect.com/science/article/pii/S0890540100928815


242 T. Lenz and V. Krnjic

19. Grassi, P.A., Garcia, M.E., Feton, J.L.: Digital identity guidelines. Technical
report, 800-63-3, National Institute of Standards and Technology (NIST), June
2017

20. Grassi, P.A., et al.: Digital identity guidelines - authentication and lifecycle man-
agement. Technical report, 800-63b, National Institute of Standards and Technol-
ogy (NIST), June 2017

21. Hao, F.: Schnorr Non-interactive Zero-Knowledge Proof. RFC 8235, September
2017. https://doi.org/10.17487/RFC8235, https://rfc-editor.org/rfc/rfc8235.txt

22. Haupert, V., Müller, T.: (In)security of app-based TAN methods in online bank-
ing. University of Erlangen-Nuremberg, Germany (2016). https://www1.cs.fau.de/
filepool/projects/apptan/apptan-eng.pdf

23. Hayikader, S., Hanis binti Abd Hadi, F.N., Ibrahim, J.: Issues and security mea-
sures of mobile banking apps. Int. J. Sci. Res. Publ. 6, 36–41 (2016)

24. ISO/IEC: ISO/IEC 29115. Information technology - Security techniques - Entity
authentication assurance framework. International Standard, International Orga-
nization for Standardization (2013)

25. ISO/IEC: ISO/IEC COMMITTEE DRAFT 29003. Information technology - Secu-
rity techniques - Identity proofing. Technical report, International Organization for
Standardization (2016)

26. Jones, M.: JSON Web Key (JWK). RFC 7517, May 2015. https://doi.org/10.
17487/RFC7517. https://rfc-editor.org/rfc/rfc7517.txt

27. Jøsang, A., Zomai, M.A., Suriadi, S.: Usability and privacy in identity man-
agement architectures. In: Proceedings of the Fifth Australasian Symposium on
ACSW Frontiers, ACSW 2007, Darlinghurst, Australia, vol. 68, pp. 143–152. Aus-
tralian Computer Society Inc. (2007). http://dl.acm.org/citation.cfm?id=1274531.
1274548

28. Kerry, C.F., Romine, C.: FIPS PUB 186-4 Federal Information Processing Stan-
dards Publication Digital Signature Standard (DSS) (2013)

29. Kim, J.J., Hong, S.P.: A method of risk assessment for multi-factor authentication.
JIPS 7, 187–198 (2011)

30. Lenz, T., Alber, L.: Towards cross-domain eID by using agile mobile authentication.
In: 2017 IEEE Trustcom/BigDataSE/ICESS, pp. 570–577, August 2017. https://
doi.org/10.1109/Trustcom/BigDataSE/ICESS.2017.286

31. Lenz, T., Krnjic, V.: Agile smart-device based multi-factor authentication for mod-
ern identity management systems. In: WEBIST (2018)

32. Lenz, T., Zwattendorfer, B.: A modular and flexible identity management archi-
tecture for national eID solutions. In: 11th International Conference on Web Infor-
mation Systems and Technologies, pp. 321–331 (2015)

33. Lindell, Y.: Fast secure two-party ECDSA signing. In: Katz, J., Shacham, H. (eds.)
CRYPTO 2017. LNCS, vol. 10402, pp. 613–644. Springer, Cham (2017). https://
doi.org/10.1007/978-3-319-63715-0 21

34. MacKenzie, P., Reiter, M.K.: Two-party generation of DSA signatures. Int.
J. Inf. Secur. 2(3), 218–239 (2004). https://doi.org/10.1007/s10207-004-0041-0.
https://doi.org/10.1007/s10207-004-0

35. Mohammed, M.M., Elsadig, M.: A multi-layer of multi factors authentication model
for online banking services. In: 2013 International Conference on Computing, Elec-
trical and Electronic Engineering (ICCEEE), pp. 220–224, August 2013. https://
doi.org/10.1109/ICCEEE.2013.6633936

36. Sarikhani, R.: Language and American social identity, January 2008. http://
ezinearticles.com/?Language-and-American-Social-Identity&id=956774

https://doi.org/10.17487/RFC8235
https://rfc-editor.org/rfc/rfc8235.txt
https://www1.cs.fau.de/filepool/projects/apptan/apptan-eng.pdf
https://www1.cs.fau.de/filepool/projects/apptan/apptan-eng.pdf
https://doi.org/10.17487/RFC7517
https://doi.org/10.17487/RFC7517
https://rfc-editor.org/rfc/rfc7517.txt
http://dl.acm.org/citation.cfm?id=1274531.1274548
http://dl.acm.org/citation.cfm?id=1274531.1274548
https://doi.org/10.1109/Trustcom/BigDataSE/ICESS.2017.286
https://doi.org/10.1109/Trustcom/BigDataSE/ICESS.2017.286
https://doi.org/10.1007/978-3-319-63715-0_21
https://doi.org/10.1007/978-3-319-63715-0_21
https://doi.org/10.1007/s10207-004-0041-0
https://doi.org/10.1007/s10207-004-0
https://doi.org/10.1109/ICCEEE.2013.6633936
https://doi.org/10.1109/ICCEEE.2013.6633936
http://ezinearticles.com/?Language-and-American-Social-Identity&id=956774
http://ezinearticles.com/?Language-and-American-Social-Identity&id=956774


Torwards Flexible Multi-factor Combination 243

37. Schnorr, C.P.: Efficient identification and signatures for smart cards. In: Brassard,
G. (ed.) CRYPTO 1989. LNCS, vol. 435, pp. 239–252. Springer, New York (1990).
https://doi.org/10.1007/0-387-34805-0 22
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Abstract. Modernization of monolithic “legacy” mainframe COBOL
applications to enable them for modern service- and cloud-centric envi-
ronments is one of the ongoing challenges in the context of digital trans-
formation for many organizations. This challenge has been addressed for
many years by different approaches. However, the possibility of using
a pure Open Source Software (OSS)-based approach to run existing
transactional COBOL code as part of Java EE-based web applications
has just recently been demonstrated by the author. Therefore, in this
paper, an overview of the previously proposed Quick Web-Based Inter-
active COBOL Service (QWICS) is given and its new extension to run
message-processing COBOL applications via JMS is described. QWICS
runs on Un*x-like operating systems such as Linux, and therefore on
most platforms, but in particular on the mainframe itself. This enables
a mainframe-to-mainframe re-hosting, preserving the unique features of
the mainframe platform like superior availability and security.

Keywords: Web services · Message processing · Transaction
processing COBOL · Java EE · Open Source Software · Mainframe
computing

1 Introduction

In the recent and ongoing discussions about digital transformation and its impact
for companies, in particular in the banking and financial service industries, it
has been recently pointed out by various authors that the mainframe is by no
means an outdated technology and probably will remain an important part of
the entrprise IT landscape for a long time [16,28,42].
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However, the traditional monolithic “legacy” COBOL enterprise applications
are too inflexible and not open enough to fulfill the requirements of the digital
age [1,38]. And despite its age, COBOL still plays a major role in enterprise
application development on the mainframe [1,20,40] (with “mainframe” in this
paper denoting IBM’s S/390 platform and its descendants) and will continue to
do so for a long time due to various reasons [1,9,18,30,36].

Therefore, the challenge of modernizing the existing COBOL applications is
to convert them into service-oriented backends with well-defined APIs and using
open technologies [17,19] while preserving their inherent value, making them
accessible for cloud-based “Systems of Engagement” like mobile apps and web
frontends [12] or distributed big data processing applications [27,39].

Migrating to Open Source Software (OSS) has recently been suggested
as one approach for the banking industry to reach this goal [11]. Therefore,
the recently proposed Quick Web-Based Interactive COBOL Service (QWICS)
[6] discussed in this paper follows this direction. It is built on top of well-
established, enterprise-ready OSS components such as e.g. the PostgreSQL rela-
tional database1 [15].

Most of these legacy mainframe COBOL programs are online transaction-
processing (OLTP) applications, which require a so-called transaction process-
ing monitor (TPM) middleware to run in, like e.g. IBM’s CICS2 [25] or Fujitsu’s
openUTM3. Therefore, any modernization approach needs to take into account
the inherent dependency of the transactional COBOL code on these TPM envi-
ronments [6].

Most previous approaches [6] thus focus either on adding modern features
such as RESTful APIs or Java EE support to the mainframe TPM middleware
itselve, thus making use of the unique features of modern mainframes [9,30,40],
or on providing a complete (mostly proprietary) replacement or emulation for
the traditional mainframe TPM on other, non-mainframe platforms4 [37,41].

In contrast, QWICS adopts another perspective on modernizing transactional
COBOL applications, as it provides an open framework to run COBOL code in
the context of any modern Java Enterprise Edition (EE) application server5,
using the latter to provide the TPM functionality [6]. QWICS is built using
established OSS components and runs on Un*x and Linux derivates, in particular
on the mainframe itself. Therefore, it combines the unique features of the modern
mainframe with the platform independence and openess of Linux and OSS [6].

To further extend the capabilities of QWICS, in this paper its extension to
support transactional message-processing COBOL programs is described. This
is an important feature, as asynchronous, message-oriented data processing is

1 https://www.postgresql.org.
2 https://www.ibm.com/software/products/de/cics-tservers.
3 http://www.fujitsu.com/de/products/software/middleware/openseas-oracle/

openutm/.
4 See e.g. https://www.lzlabs.com/.
5 In this paper, for convenience still the term Java EE is used, despite it has been

officially re-labeled recently to Jakarta EE (see https://jakarta.ee/about/).
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an important concept for many enterprise applications [4]. Consistent with the
original idea of QWICS, this is achieved by using the Java Message Service
(JMS)6 functionality of the Java EE application server.

The rest of this paper is organized as follows: In Sect. 2 the related work
is analyzed in detail, while the software architecture of QWICS proposed in
[6] is summarized in Sect. 3. Section 4 describes its new extension to support
message-oriented transaction processing in COBOL using JMS. The experimen-
tal evaluation of QWICS and its results are illustrated in Sect. 5. We conclude
with a summary of our findings.

2 Related Work

As described in [6], over the years the challenge of modernizing transactional
“legacy” COBOL applications by modularization and encapsulation [31] has
been addressed by numerous approaches, which my be classified into three major
categories:

– Modernization on the mainframe itself [32]: Making use of new technologies
such as web services and Java EE supported by the current versions of the
“classical” mainframe TPM products to wrap COBOL transaction programs
by web service facades or web user interfaces [19,22,35] and integrate them
into service-oriented architectures [7,10,26,29]. This is well supported by var-
ious software tools from the mainframe vendors [3] as well as by third parties,
and allows to make use of the unique features of modern mainframes such as
extremely high availability and outstanding transaction throughput [9,40].

– Migration to non-mainframe platforms (including cloud services) [17,21]:
Usually driven by the expectation to reduce the perceived high operating
costs of the mainframe platform and the related vendor lock-in [17,21], this
typically requires to use either the original mainframe TPM middleware [25]
on these non-mainframe platforms (which is the case for the major main-
frame TPM products) or an emulation mimicking the functionality of the
TPM [2,37]. In particular, the latter has been addressed over the years by
various hobbyist approaches7 as well as professional commercial offerings (See
footnote 4). However, these approaches have different drawbacks, since they
frequently do not achieve the same transactional throughput as the original
mainframes, rely on on proprietary emulation techniques (thereby creating
a new vendor lock-in) or may suffer from patent-related and licensing issues
[2,23,37,41].

– Conversion of the program code to other languages and platforms: This
involves either the (automatic) conversion of the COBOL code to other, more
modern programming languages and/or the extraction of the business rules
and logic from the existing code (e.g. by using special analysis tools) and
their subsequent re-implementation (either manually or by code generators)

6 https://javaee.github.io/jms-spec/.
7 http://www.kicksfortso.com.

https://javaee.github.io/jms-spec/
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using other languages and platforms [5,8,13,21,24,34–36,43]. Being closely
related to model-driven development, this approach has gained wide interest
in the scientific community on legacy systems modernization, but has been
rarely used in practice since it may be too expensive or riskful for companies
in many cases [36].

Despite numerous attempts for re-writing [14] or re-hosting mainframe
“legacy” applications on other platforms, mainframe-based organizations after
various failed migration projects [1,9,40] realized that the mainframe platform
offers unique features like the support for high availability, vertical scalability
and security [40], which could not always be recovered on other platforms [28,42].
Therefore, to enable the digital transformation [38], in the last years the focus
shifted again to the first approach, namely the modernization on the mainframe
itself [42].

Since Java has overtaken the role of COBOL in enterprise application devel-
opment to a large extend, Java Enterprise Edition (EE)8 application servers for
the Enterprise Java Bean (EJB) components provide functionalities similar to
those classical TPM middleware does for COBOL [3,21]. These includes support
for distributed transactions and the 2-phase-commit (2PC) protocol through the
Java Transaction API (JTA)9 as well as transactional message processing via
Message-driven Beans (MDB) and JMS.

Due to this analogy between Java EE application servers and classical TPM
middleware, the previously proposed QWICS framework [6] demonstrated an
approach to execute transactional COBOL programs integrated in a Java EE
application server as part of a JTA transaction, such that the required TPM func-
tions (such as transaction handling, resource access, access to message queues,
user interfaces, etc.) are realized by the Java EE application server out of the
box.

QWICS has been implemented as pure OSS, built using mature, enterprise-
ready OSS components, since openess and OSS have been identified recently
as cornerstones for enterprise application modernization in the age of digital
transformation [11,15]. Since QWICS adds only a thin “glue component layer”
to the established OSS components to manage the native COBOL execution for
the Java EE application server [6], it is fully portable among various Un*x- and
Linux derivatives, with a strong focus on “re-hosting” COBOL applications to
Linux on the mainframe itself using OSS10 [6].

While the feasibility of this approach has been demonstrated already in [6],
QWICS so far lacked the support for transactional message-processing. Since
this is an important feature [4], in this paper together with a summary of its
previously described architecture and functionality the question is addressed,
how an extension of QWICS to support message processing in COBOL via JMS
could be designed and implemented.

8 http://www.oracle.com/technetwork/java/javaee/overview/index.html.
9 http://www.oracle.com/technetwork/java/javaee/jta/index.html.

10 https://www.openmainframeproject.org/.

http://www.oracle.com/technetwork/java/javaee/overview/index.html
http://www.oracle.com/technetwork/java/javaee/jta/index.html
https://www.openmainframeproject.org/
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3 Design of the Software Architecture

Figure 1 shows an overview of the software architecture of QWICS, which has
been presented in [6] and will be summarized in this section. Its full source code
is available as OSS on GitHub11.

As described in [6], QWICS is based on well-established, mature and
enterprise-ready OSS components selected following a “best of breed” strat-
egy: GnuCOBOL12 for compiling the COBOL sources on the respective target
platform, the PostgreSQL relational database system (See footnote 1) replacing
the original mainframe DBMS and the JBoss WildFly application server13 as
the Java EE runtime. Here, in particular PostgreSQL has a wide recognition by
practitioners as a reliable, scalable enterprise-quality OSS database management
system [15].

To execute the transactional COBOL programs in the context of the Java
EE container, as the core concept the integration by a special Java Database
Connectivity(JDBC)14-compliant driver is used. This QWICS JDBC driver pro-
vides Non-XA and XA datasources to handle distributed transactions. It acts
as a TCP client for the COBOL Transaction Server, which actually loads and
executes the COBOL binary programs, the so-called load modules. Thus, the exe-
cution of these COBOL programs is invoked and controlled from the Java code
(e.g. from an EJB) by special callable statements and result sets implemented
by the QWICS JDBC driver. Thus, in QWICS always a Java EE application
(e.g. consisting of EJB, servlets, JPA, Web Services, ...) is needed to call the
COBOL programs via the JDBC driver [6].

The COBOL Transaction Server itself is a separate program implemented in
C, which dynamically loads and executes the COBOL load modules created by
the GnuCOBOL compiler. It also serves as a client for the PostgreSQL database
to execute SQL statements embedded in the COBOL programs as well as those
directly send from the Java side via the JDBC driver, being able to mix both
in one transaction. The transaction server uses a slightly modified version of
GnuCOBOL’s libcob library, which has an intercept added to handle special
DISPLAY statements of the form DISPLAY "TPMI:... and call a function in the
transaction server for these. The necessary modification is shown in Fig. 2. This
mechanism allows to handle the original EXEC ... END-EXEC macros in the code
[25], which therefore have to be converted to these special DISPLAY statements
in a subsequent preprocessing step [6].

To keep track of the state of all running transactions, a TPM needs to han-
dle all input/output (I/O) operations performed by the programs it executes.
Therefore, transactional COBOL programs running inside a TPM may not use
the normal COBOL I/O statements. Instead, all necessary I/O operations (like
e.g. executing SQL statements, sending or receiving data from the screen, etc.)

11 https://github.com/pbrune1973/qwics.
12 https://sourceforge.net/projects/open-cobol.
13 http://wildfly.org.
14 http://www.oracle.com/technetwork/java/javase/jdbc/index.html.

https://github.com/pbrune1973/qwics
https://sourceforge.net/projects/open-cobol
http://wildfly.org
http://www.oracle.com/technetwork/java/javase/jdbc/index.html
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Fig. 1. Overview of the software architecture of QWICS. The arrows denote
usage/invocation relationships. Yellow boxes describe the QWICS-specific components
and white boxes the application-specific COBOL or Java code. The integration between
the Java and the COBOL code is achieved using a specific JDBC driver calling the
COBOL server via its own protocol over a TCP connection. Reprinted from [6]. (Color
figure online)

are usually coded in COBOL (or that of any other supported language) by
using TPM- and SQL-specific EXEC ... END-EXEC macros. These macros are
then translated into TPM API calls in an additional preprocessing step before
actually compiling the COBOL code [25]. In addition, the terminal UI screen
definitions (so-called maps) referenced by these macros also need to be translated
to stored COBOL code fragments (called copybooks) containing the necessary
variable declarations. These copybooks are then inserted in the COBOL code
during preprocessing as well [6].
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int (*performEXEC)(char*, void*) = NULL;

void display_cobfield(cob_field *f, FILE *fp) {

display_common(f,fp);

}

void

cob_display (const int to_stderr,

const int newline, const int varcnt,

...)

{

FILE *fp;

cob_field *f;

int i;

int nlattr;

cob_u32_t disp_redirect;

va_list args;

// BEGIN OF EXEC HANDLER

va_start (args, varcnt);

f = va_arg (args, cob_field * );

if (strstr((char*)f->data,

"TPMI:")) {

char *cmd

= (char*)(f->data+5);

if (varcnt > 1) {

f = va_arg (args,

cob_field * );

}

(*performEXEC)(cmd,(void*)f);

va_end (args);

return;

}

va_end (args);

// END OF EXEC HANDLER

Fig. 2. Necessary modification to termio.c of GnuCOBOL’s libcob runtime library.
Only the lines shown between // BEGIN... and // END ... need to be added, no
further modifications are necessary. This code adds an interception to DISPLAY state-
ments of the form DISPLAY" TPMI:..., which are used to execute the EXEC-macros in
the original COBOL source. Reprinted from [6].

This preprocessing needs to be mimicked by QWICS to allow to re-use the
unmodified COBOL source codes. In Fig. 3, the overall process implemented in
QWICS by two preprocessors written in C, cobprep for COBOL and mapprep for
the map definitions, is illustrated. After the preprocessing, the resulting COBOL
code is compiled to an executable load module using the GnuCOBOL compiler [6].
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Fig. 3. Process of preprocessing the original COBOL source files and map definitions
for use by QWICS. Reprinted from [6].

Last but not least a JavaScript Library has been implemented for QWICS,
which supports the (optional) implementation of web user interfaces by con-
verting the original TPM’s map defintions [25] to JavaScript Object Notation
(JSON) structures beforehand using the preprocessor [6].

4 Extension to Transactional Message-Processing

Asynchronous, transactional message-processing is an important concept of
large-scale enterprise applications [4]. In traditional mainframe applications this
functionality is typically provided by a message-oriented middleware invoked
from COBOL programs running in a TPM. A similar concept exists for Java EE
application servers through the Java Message Service (JMS).

Following the general approach of QWICS, transactional message-processing
was therefore implemented by using JMS from the COBOL code by extending
the QWICS JDBC driver. To do so, the COBOL program calls for getting and
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// BEGIN OF CALL HANDLER
void* (*resolveCALL)(char*) = NULL;
// END OF CALL HANDLER

void *
cob_resolve_cobol (const char *name, const int fold_case, const int errind)
{

void *p;
char *entry;
char *dirent;

// BEGIN OF CALL HANDLER
p = resolveCALL(name);
if (p != NULL) {

return p;
}

// END OF CALL HANDLER

Fig. 4. Necessary modification to call.c of GnuCOBOL’s libcob runtime library.
Only the lines shown between // BEGIN... and // END ... need to be added, no
further modifications are necessary. This code adds an interception to COBOL CALL

statements, which executes the function denoted by the pointer resolveCALL(..) if it
is set.

putting messages from and into queues or topics [4] need to be intercepted by
the QWICS transaction server. Therefore, again a patch has been added to
the GnuCOBOL libcob library to intercept and redirect the respective CALL
statements to corresponding C functions provided by the transaction server.
Figure 4 shows the respective modification to the libcob library.

The transaction server communicates with the QWICS JDBC driver to send
and receive messages via JMS. Figure 5 shows a conceptual overview of the inter-
play between the components involved in this process. Since JDBC datasource
management, JTA and JMS are independent subsystems of Java EE, a JDBC
driver should not depend on any JMS API or call it directly. Therefore, the
integration of COBOL with JMS requires a custom Java EE application using
message-driven beans (MDB).

While the JDBC driver only offers interfaces representing abstract wrap-
pers for queues or topics (QueueWrapper) and a factory for creating them
(QueueManager), the Java EE application implements these interfaces to actu-
ally access the JMS functionality. It registers a QueueManager implementation
with the JDBC driver, so the latter could create instances of these classes. The
UML class diagram in Fig. 6 illustrates the relevant Java classes of the JDBC
driver and the example Java EE application and there relations.

For every JMS queue or topic for which messages should be processed within
a transaction by a COBOL program, a corresponding MDB needs to be imple-
mented, for which the example QwicsMDB may serve as a blueprint. When such a
MDB receives a message, its method onMessage(Message message) is invoked
by the EJB container, wrapped into a distributed JTA transaction. This method
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Fig. 5. Conceptual overview of the integration between COBOL and JMS via the
QWICS framework. The actual access to JMS is implemented within an EJB applica-
tion and not inside the QWICS JDBC driver to keep the different Java EE subsystems
independent from each other. A message-driven bean listens at a queue or topic and
upon reception of a message triggers the corresponding COBOL program using the
JDBC driver. The COBOL program accesses the JMS queues via the JDBC driver and
the EJB application.

now uses the QWICS JDBC driver via a XA datasource to trigger the respective
COBOL program.

Figure 7 shows an excerpt from the source code of the example QwicsMDB
to illustrate this. The COBOL program invoked here is a demo program called
QPUBCBL. By the statement maps.updateObject(‘‘QMGR’’, this);, the MDB
registers itself as the QueueManager implementation with the JDBC driver.

The invoked COBOL load module now may access the JMS queues
itself by executing CALL statements to the (emulated) routines “MQOPEN”,
“MQCLOSE”, “MQGET” and “MQPUT”. Intercepted by the transaction server
as described above, these calls are forwarded to the JDBC driver, which again
uses the implementation classes QwicsTopic or QwicsQueue provided by the
Java EE application to access the respective JMS artifacts.

With this mechanism, analogous to the previously described QWICS func-
tionality, COBOL programs will be triggered by JMS messages are able to send
and receive messages via JMS.
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5 Experimental Evaluation

To evaluate the functionality and usefulness of QWICS, in a first step an existing
transactional COBOL application was ported to the QWICS evironment [6]. To
avoid a bias, a representative COBOL application written for training purposes
using the IBM CICS TPM a consulting company was used for this [33], since its
developers are not related or known to the author [6].

Fig. 6. UML class diagram describing the Java-side implementation of an exam-
ple Message-Driven Bean (QwicsMDB) using the newly added message-queueing func-
tionality of the QWICS JDBC driver. The MDB class listens for and reacts to
received messages from a JMS queue or topic and provides the driver with appropriate
QueueWrapper implementation classes (labeled QwicsQueue and QwicsTopic here) for
accessing the respective JMS objects.
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@MessageDriven ( . . . ,
me s s ag eL i s t en e r In t e r f a c e = MessageListener . c l a s s )

pub l i c c l a s s QwicsMDB
implements MessageListener , QueueManager {
. . .
@Resource (mappedName=”java : j b o s s / datasource s /QwicsDS”)
DataSource datasource ;

p r i va t e Connection con ;
p r i va t e Cal lab leStatement c a l l ;
p r i va t e Resu l tSet maps ;
p r i va t e Message t r i gge rMessage = nu l l ;
. . .
pub l i c void onMessage (Message message ) {

t ry {
t r i gge rMessage = message ;
con = datasource . getConnect ion ( ) ;
c a l l = con . prepareCa l l (”PROGRAM QPUBCBL” ) ;
maps = c a l l . executeQuery ( ) ;
maps . updateStr ing (”QNAME” ,”MyQueue ” ) ;
maps . updateStr ing (”ENVDATA” ,”MyStatQueue ” ) ;
maps . updateObject (”QMGR” , t h i s ) ;
maps . next ( ) ;
t ry {

St r ing ac = maps . g e tS t r i ng (”ABCODE” ) ;
throw new QwicsException (”ABEND ”+ac ) ;

} catch ( Exception e ) {
}

} catch ( Exception e ) {
throw new QwicsException ( e ) ;

}
}

}

Fig. 7. Excerpt of the example Java EE message-driven bean (MDB) listening for mes-
sages on a JMS queue or topic. Upon reception of a respective message, the method
onMessage(Message message) is invoked by the container, wrapped into a distributed
XA transaction. The message is only removed from the queue of this transaction is com-
mited successfully. The method invokes a sample message-processing COBOL program
via the QWICS JDBC driver.

The original sources were passed through the preprocessors as described
above, compiled using GnuCOBOL and then run in the QWICS environment.
The screenshot shown in Fig. 8 illustrates how this COBOL application running
in QWICS may appear to user in a web browser window. This original evalu-
ation was repeated two times, first on an Apple MacBook Air laptop running
MacOS X 10.11.6 (thus, a BSD Un*x- derivative), and second on a IBM zBC12
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mainframe computer running Linux on Z. Both tests worked smoothly, delivered
identical results regarding the functionality and thus demonstrate the feasibilty
of the approach in principle [6].

Subsequent to the original publication of these evaluation results [6], in a
second step a public community website (https://qwics.org) including a free
demonstration and testing environment for QWICS has been set up, to further
evaluate the QWICS framework and move it towards production readiness.

This website provides further information on QWICS, links to the source code
repository and after a free online registration offers everyone the possibilty to run
a personal QWICS environment in a Virtual Machine (VM) based on a Docker
container15. Besides the actual QWICS framework, this environment offers the
user a web-based administration console for the PostgreSQL database (using the
OSS phpPgAdmin16) and a web-based source code editor to write COBOL code
and edit UI screens online (using the Codiad IDE17). Figure 9 shows screenshots
of the dashboard and the online code editor of this environment. As can also be
seen from the screenshot, the QWICS online environment currently still runs on
an Intel x86-based server running Ubuntu Linux. It is planned also to provide a
demo running on the mainframe under Linux on Z in the future.

The QWICS server VM offered on https://qwics.org to the public already
contains a simple but ready-to-run transactional COBOL example written by
the author for demonstration purposes, in the form of a small guestbook web
app. This online version of QWICS not only allows to demonstrate and explore
the framework, but also may serve as an easy to use and free opportunity to
learn and practice transactional COBOL programming online.

The availability of this QWICS online trial has been promoted via a press
release and internationally via social media so far. Until now, a small number
of interested persons from different countries have registered, but it is yet too
early to obtain results from the analysis of user feedback.

It has been pointed out before that QWICS is different from other mainframe
modernization approaches with respect to its focus on using OSS to integrate
existing COBOL code into Java EE applications to use modern web technologies
with COBOL [6]. Therefore, it requires a partial adaption and recompilation of
the existing sources instead of achieving full binary18 or source-level compatibilty
[2,37] on other (commodity), non-mainframe platforms [6]. Instead, it enables
customers to modernize transactional COBOL applications on the mainframe
itself using Linux.

The next research steps will focus on evaluating the potentials of QWICS in
real-world case studies, on the one hand by an extended Proof-of-Concept using
a real “legacy” COBOL application in a company, on the other hand by further

15 https://www.docker.com/.
16 http://phppgadmin.sourceforge.net/doku.php.
17 http://codiad.com/.
18 https://www.lzlabs.com/

https://qwics.org
https://qwics.org
https://www.docker.com/
http://phppgadmin.sourceforge.net/doku.php
http://codiad.com/
https://www.lzlabs.com/
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Fig. 8. Screenshot of a map screen converted to JSON and displayed in web page by
the JavaScript library. Reprinted from [6].

exploring the use of the QWICS online platform for COBOL programming edu-
cation. The first will also need include an extended analysis of the performance
and scalability of the approach compared to the original mainframe TPM. As
described in [6], there definitely will be a performance tradeoff due to the design
of the used OSS components, but it remains an open issue how big it will be in
practice.
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Fig. 9. Screenshots from the free QWICS online demonstration and testing environ-
ment: Admin Dashboard showing a running QWICS VM instance (above) and the
online source code editor showing a COBOL example (below).

6 Conclusion

In conclusion, in this paper the previously proposed Quick Web-Based Interac-
tive COBOL Service (QWICS) [6] was presented and its extension to support
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asynchronous, transactional, message-oriented communication in COBOL via
the Java Message Service (JMS) API was introduced. The latter is in particular
important for building large-scale enterprise applications.

Therefore, QWICS now allows to run the most relevant types of transac-
tional COBOL applications (synchronous and asynchronous) within the context
of a Java EE application server using a pure OSS stack. Therefore, it allows to
mix COBOL and Java code for extending and converting “legacy” applications
into web services. Its pure OSS stack runs on most Un*x and Linux platforms,
allowing in particular to modernize “legacy” applications on the mainframe itself
using Linux.

The feasibility of the approach has already been evaluated by porting a semi-
realistic third-party COBOL application to QWICS [6], as well as by making it
available for public use via an online demonstration and testing environment
at https://qwics.org. Also, meanwhile the community feedback received via the
GitHub source code repository of QWICS (See footnote 12) has been taken into
account as far as possible.

However, since QWICS is still a proof-of-concept implementation and thus
not feature-complete, or its production readiness further extensions and adapta-
tions may be necessary, which should be detected and addressed during migration
of a real-world application. Therefore, further research is needed to explore the
approach in a real industry case study.
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