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Preface

The incidence of chronic – multifactorial – diseases including diabetes, obesity, and 
cancer is exponentially increasing worldwide, and the most recent forecasts predict 
its rise will continue. The scientific community has been trying since more than a 
decade to understand the genetic underpinnings of complex diseases pathogenesis, 
heritability, and susceptibility through genome-wide association studies (GWAS). 
While providing an unprecedented genetic framework for our understanding of com-
plex diseases, GWAS studies have failed in explaining heritability and individual 
susceptibility.

These results, though, have shed light on an unexpected hope. The relative failure 
of GWAS, indeed, underlines the existence of additional pathophysiological mecha-
nisms and the need for the scientific community to start looking at the organism not 
as a genetic monad rather as the result of a complex interaction between his genetic 
blueprint and the environment he lives in. Epidemiological studies, indeed, suggest 
that our environment – including nutrition, lifestyle, circadian rhythm, and exposure 
to toxicants and pollutants among others – heavily impacts our health and, though 
still debated, that of our descendants. This new form of inheritance, called epigen-
etic inheritance as it relies on the existence of heritable epigenetic mechanisms, has 
been shown in several organisms and suggested by epidemiological studies in 
humans. We are just about to understand the mechanisms of this parent-to-offspring 
transmission, and yet we clearly see its relevance for human health.

The overarching goal of this volume is to introduce, with scientific accuracy, yet 
understandable terminology, the general reader to the importance of the environ-
ment for our health and the health of our offspring and, at the same time, to shed 
light on the current knowledge on epigenetic inheritance and open a window on 
future developments in the field. My hope is that the volume will inspire every cat-
egory of readers: the nonspecialists to improve their health by improving their life-
style and the specialists to improve our health by deepening their knowledge on the 
fascinating and promising field of epigenetic inheritance.

Enjoy!!

Neuherberg, Germany  Raffaele Teperino 
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Chapter 1
Food and Nutrition as Prime 
Environmental Factors

Immacolata Cristina Nettore, Paola Ungaro, and Paolo Emidio Macchia

Keywords Diet · Life style · Malnutrition · Nutrient deficiencies · Obesity · 
Hidden Hinger · Physical activity · Childhood · Adulthood · Elderly · Pregnancy

“Let food be thy medicine and medicine be thy food.” This is one of the aphorisms 
that has been attributed to the Greek physician Hippocrates of Kos (460-between 
375 and 351 BCE [1]), who is considered the father of Western medicine.

Although the attribution of this phrase to Hippocrates is almost certainly a his-
torical misquotation, since the “Aphorism” does not appear in any of the volumes 
included in the Hippocratic Collection (Corpus Hippocraticum) [2], it clearly indi-
cates the importance of food and nutrition in classical and many traditional forms of 
medicine [3].

Nutrition is the study of how food affects the body. The term “nutrition” defines 
the integrated processes by which cells, tissues, organs and the whole body acquire 
the energy and nutrients for their normal structure and function. This is achieved at 
body level through dietary supply, and thanks to the capacity of the body to trans-
form the substrates and cofactors necessary for metabolism. Diet, metabolic capac-
ity, body composition, level of demand for energy and nutrients are all influenced by 
physiological and pathological states and can vary according to different levels of 
physical activity [4].

Environmental factors, accordingly to the Alan Giplin’s Dictionary of 
Environment and Sustainable Development [5], are factors abiotic or biotic that 
may influences living organisms, and therefore, food and life styles can be consid-
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ered among the most relevant and modifiable environmental factors that may influ-
ence the human health.

1.1  Diet Quality

In most developed countries over the past several decades, major shifts in body 
composition have been produced by the dramatic changes in consumption (both 
food and drink) and physical activity pattern. One of the consequences is the pro-
gressive increase in the prevalence of obesity [6]. In the USA, the annual medical 
cost of obesity was calculated in $147 billion in 2008 [7], with an estimated cost for 
obese in individual medical care of $3429/year higher than that reported in normal 
weight individuals [8].

If adequate nutrition will determine a global trend towards an increase in both 
height and weight, an increase in weight achieved before the height can lead to an 
increase in childhood overweight and adiposity as well as an increased risk of short-
ness/stunting and obesity.

Malnutrition affects both developing or transitioning countries and high income 
and industrialized countries. Indeed, despite well-publicized dietary guidance, data 
obtained in several European countries indicated that diet in the examined popula-
tions is not in line with the current advices [9–11], and, in addition to the weight 
increase of the population, several nutritional deficiencies can be observed in the 
population, across the different ages [12].

1.2  Obesity and Overweight

As already mentioned, the proportion of obese or overweight people has signifi-
cantly risen in recent years [6]. Obesity has been linked to several health conditions 
widely recognized for many years, including cardiovascular disease (CVD), hyper-
tension (HTN), type 2 diabetes mellitus (T2DM), hyperlipidemia, stroke, certain 
cancers, sleep apnea, liver and gall bladder disease, osteoarthritis, and gynecologi-
cal problems [13, 14]. More recently, obesity and overweight have been linked to 
additional health problems, including periodontal disease, poor school performance, 
altered pre-pubertal hormones, and attention-deficit hyperactivity disorder in chil-
dren [15], or chronic kidney disease which may result in early-onset disability 
[16–18].

The long-term physiological effects of obesity are numerous and potentiate each 
other. In addition, recent literature has also focused on the psychosocial conse-
quences of obesity. Indeed, it has been reported that the experience of weight stigma 
or perceived weight discrimination is associated with depression, anxiety, bulimia, 
body dissatisfaction, and low body- and self-esteem [19–21]. This determined an 
increased risk for depression and other psychological disorders, which are less fre-

I. C. Nettore et al.
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quent among obese black girls and women, rather than white women [22]. These 
aspects are also worsened by negative attitudes that healthcare providers have more 
often towards obese patients, leading to perceptions of prejudice, ambivalence, and 
unsatisfactory healthcare treatment.

Clearly, psychosocial functioning may be affected on many levels among those 
with an increased BMI [23, 24].

1.3  Deficiency and Malnutrition

Malnutrition is a condition resulting from the unbalance between the nutritional 
requirements (calories and protein) and nutritional deficiencies or overconsump-
tions. This condition is a critical public health concern and it represents the largest 
single contributor to disease development in both developing and developed coun-
tries. Worldwide, ∼805 million people are chronically undernourished [25].

Although deficiencies in vitamins and minerals are very common in the develop-
ing economies [26], micronutrient malnutrition is not a phenomenon limited to 
mothers, infants, and populations in developing economies. Inadequate micronutri-
ent provision is a problem that pervades even into the most advanced economic 
areas, and it has been calculated that globally micronutrient malnutrition affects 
∼2 billion people [27, 28].

There are 50 known dietary nutrients essential for sustaining human life. These 
comprise water, carbohydrates, nine amino acids (histidine, isoleucine, leucine, 
lysine, methionine, phenylalanine, threonine, tryptophan, and valine), two fatty 
acids (linoleic acid and linolenic acid), eight macroelements (Na, N, K, Ca, Mg, S, 
P, and Cl), 16 microelements (Fe, Zn, Cu, Mn, I, F, B, Se, Mo, Ni, Cr, V, Si, As, Sn, 
and Co), and 13 vitamins (A, D, E, K, C, B1, B2, B3, niacin, B6, folate, biotin, and 
B12) [29].

Hidden hunger is defined as a chronic lack in any of the dietary micronutrients 
and vitamins listed above [30]. The term “hidden hunger” is commonly used to 
describe individuals who may have adequate energy consumption, but suboptimal 
micronutrient intakes, placing them at risk for nutrition-related diseases [30]. The 
health impact of such micronutrient malnutrition is very wild, and it ranges from 
hindered growth and development, through to persistent health issues and reduced 
lifespan [31].

Three interlinked factors supporting the hidden hunger: education, economics, 
and geography [26]. Education plays its role in terms of definition of the balanced 
dietary intake [32]; however, financial issues may be important preventing many 
people from accessing micronutrient-rich foods, which generally have higher in 
cost. Geography may contribute to the hidden hunger by determining the agro- 
environmental conditions of growing areas, in terms of soil element composition. In 
addition, geographical conditions influence the food distribution networks, with 
many people in rural and remote areas which may not benefit from an industrialized 
supply chain and are obligated to rely on local subsistence agriculture [33–35].

1 Food and Nutrition as Prime Environmental Factors
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1.4  Interplay With Physical Activity

A critical aspect indirectly related to the topic of this chapter is the link between 
nutrition, physical activity levels and health.

Higher levels of physical activity (PA) were associated with better health-related 
quality of life while increased time of sedentary behaviour (SB) was linked to lower 
health-related quality of life among children and adolescents [36]. Children and 
adolescents who with increased levels of physical activities demonstrated better 
physical and mental health and psychosocial wellness than those with more inactive 
lifestyle [37, 38].

SBs is often characterized by the usage of screen-based media, including watch-
ing television (TV), computers/smartphones and playing video games. They are 
associated with various negative health consequences, such as obesity, coronary 
health disease and other health problems including a range of impaired psychologi-
cal health. SB also contributes to a delay of cognitive development and a decrease 
in academic achievement of children and youth [39].

Intervening approach focus on reducing SB among school-age youth was con-
ducted in the community, school, home, or clinic setting of several countries [37, 
40]. The strategies include educational, health promotion, behavioral therapy, coun-
seling, or management strategies at the individual and family levels. It should be 
noted that attending classes or playing a musical instrument, also represent behav-
iors that do not determine a significant energy expenditure. Overall, interventions 
that focused on decreasing SB were associated with reduction in time spent on SB 
and/or improvements in anthropometric measurements related to childhood obesity.

In the past, the beneficial effects of exercise in obese and type-2 diabetes patients 
on inflammation, lipid profile and glycemic factors have been largely studied. 
Recently, several studies demonstrate the benefit of High Intensity Interval Training 
(HIIT) for several groups of patients. The HIIT is a time-efficient methodology that 
allows improvements in cardiorespiratory fitness and work capacity, mitochondrial 
muscle biogenesis and GLUT-4 levels, insulin sensitivity and fasting glucose, 
reducing several cardiometabolic risk factors in overweight/obese populations [41, 
42]. The association of HIIT along with low carbohydrate regimes in type 2 diabetic 
patients improves overall cardiovascular parameters, reduces pro-inflammatory 
markers and increases anti-inflammatory markers [43].

The original meta-analysis comparing the effects of HIIT vs moderate-intensity 
continuos training (MICT) on body composition in overweight and obese adults, 
suggested that both training cause a significant reduction in body fat mass and waist 
circumference, even if the HIIT required −40% less training time commitment each 
week. These results allow to HIIT the better time-efficient alternative for managing 
of patients [44].

The influence of physical activity in maintaining long-term weight loss has been 
also evaluated in the preparation of patients awaiting bariatric surgery (BS). A good 
physical activity program after BS provides benefits for health and fitness level in 
individuals with morbid obesity [45]. Similarly, a physical activity program prior to 

I. C. Nettore et al.
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BS (aerobic training with resistance training or only applying aerobic or resistance 
training) improves body weight, physical condition and quality of life related to 
health [46, 47]. More recently, a group of researchers demonstrated the beneficial 
effects of HIIT and resistance training in a small group of patients awaiting BS [48]. 
The most relevant effects were demonstrated on BMI and body composition, while 
small to moderate effects were determined on blood pressure and anthropometric 
measurements.

Work may contribute significantly to daily PA and SB. Physical inactivity is the 
fourth leading cause of global mortality [49, 50], being linked to major non- 
communicable diseases such as coronary heart disease, type 2 diabetes, and breast 
and colon cancers [49]. The World Health Organization estimates that around 
3.2 million people die each year because of physical inactivity, and the work by Lee 
and coworkers estimated that the elimination of physical inactivity can determine a 
median potential gain of 0.68 years of life worldwide [49]. Physical inactivity and 
SB at work might be two major risk factors for premature morbidity. There is strong 
causal evidence linking PA and SB at work with late cardiovascular and cerebrovas-
cular disease. In a cohort formed by retired adults aged >65 years, the risk for onset 
of myocardial infarction and stroke was lower among those who had a previous 
active work compared to those with previous sedentary work [51]. An increase in 
moderate-to-vigorous PA replacing SB and light PA (LPA) was also associated with 
a reduction in sarcopenia prevalence and better performance across muscle mass, 
handgrip strenght and gait speed, while LPA alone did not determined any signifi-
cant effect [52].

1.5  Nutrition Across the Life Course

Nutritional requirements change accordingly to several factors that include age, sex, 
body weight, genotype, physical activity, physiological status (growth, pregnancy, 
lactation, …) and the presence or absence of disease. During the early years of life, 
the nutritional needs changes constantly, and an optimal nutrition plays a key role in 
lifelong health including in healthy ageing.

As suggested by Widdowson [53], both the quality (carbohydrate, lipid, amino 
acids, minerals, vitamins, trace elements, water, oxygen) and quantity (energy from 
macronutrients, carbohydrate, lipid [fat], protein) of nutrients are important for 
ensuring a healthy growth and the optimal functional capacity. In addition, in this 
equation should be also considered the physical activity, stresses as well as underly-
ing pathological situations which modulate nutrient availability. Imbalances in 
nutrient will lead to abnormalities in body composition and determine either under-
weight or overweight and obesity.

On the basis of such criteria, a good nutrition is not simply the absence of nutri-
ent deficiencies, but the intake of nutrients necessary to the appropriate growth and 
development across the entire life course. A good nutrition will properly modulate 
physiological processes, cognitive function and immune response, influencing, late 

1 Food and Nutrition as Prime Environmental Factors
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in the life, aging and frailty. Moreover, adequate nutritional status can also affect 
resilience, disease susceptibility and response to therapy. It is not surprising, there-
fore, that a poor nutritional status is one of the major risk factors for several chronic 
diseases.

1.6  Nutrition During Pregnancy

The quantity and quality of nutrition during prenatal life plays a critical role in the 
long-term programming of health and disease.

The macronutrient dense but micronutrient poor diets could alter cellular metab-
olism. Nutrient interactions affect all stages of foetal development, influencing 
endocrine programming, organ development and the epigenetic programming of 
gene expression [54].

In 1931, it has been described how yeast extract could be effective in preventing 
tropical macrocytic anaemia of late pregnancy thanks to their ability to provide 
folate. Folate is an essential cofactor in metabolic pathways (methyl donor) that 
influence DNA methylation patterns, DNA synthesis and cell proliferation. Its low 
levels may lead to breaks in DNA, also predisposing to cancer. Supplementation of 
the diet with folic acid has been adopted by many countries particularly during 
pregnancy, when folate requirements increase because of increased rate of cell divi-
sion and growth during embryo development [55]. Foetal cell proliferation requires 
the production of large quantities of DNA and membrane lipids as well as the syn-
thesis of new protein. The derivatives of folic acid are important intermediates in the 
methionine cycle, which is in turn linked to lipid and nucleotide metabolism.

In the 1980s a series of studies showed how periconceptual folate supplementa-
tion could prevent Neural Tube Defects (NTD) such as spina bifida. A two-fold 
increase in NTD rate has been associated with maternal obesity. Pregnant women 
with high body mass index (BMI) and gestational diabetes (GD) can have inade-
quate dietary intakes of folate and lower folate concentrations, which predispose to 
greater risks of preterm deliveries, neural tube defects and low birth weight [56]. In 
order to prevent NTD, national guidelines have recommended to prescribe high 
dose folate and B12 supplementation for women with a Body Mass Index (BMI) 
>29.9 kg/m2 [57].

Recently, it was demonstrated that high BMI and gestational diabetes are differ-
entially associated with changes in maternal serum folate in late gestation [58]. The 
maternal folate concentrations were reduced with raised maternal pre-pregnancy 
BMI at 34 weeks of pregnancy, while the GD women present the highest folate 
concentrations. In addition, in those women with raised pre-pregnancy BMI, there 
was no detectable reduction in cord blood folate and all infants were healthy at term. 
These results suggest a protective role by the placenta of the foetus, further support-
ing the need to ensure optimal dietary folate intake.

It is well known that in obese subjects other several deficiencies are frequent 
including shortage in vitamin B1, vitamin B12, vitamin A, vitamin D and minerals 
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such as iron and zinc [59, 60]. It has been estimated that, during pregnancy addi-
tional 740 mg of iron are necessary. Therefore, since an ideal diet provides only 
approximately 5 mg iron daily, a woman must enter pregnancy with an iron store of 
(at least) 300 mg to avoid deficiencies by the time of delivery. Many women, and 
particularly those in developing countries, have insufficient reserves and become 
iron deficient by the time the baby is born. Foetal and postnatal iron deficiency 
results in a range of adverse consequences for mother and infant including low birth 
weight, impaired cognitive development and poor immune function [54, 61].

Maternal nutrition during pregnancy and lactation, among other environmental 
factors, is also suggested to have an impact on the development of allergic diseases. 
Among these, the Cows’ milk allergy (CMA) has been analysed in Finnish study 
that evaluated the maternal intake and/or the supplementation of folate, folic acid 
and vitamin D during pregnancy and lactation and demonstrated the association 
between food intake and CMA [62]. Thus, starting from pregnancy, the food repre-
sents one of the main environmental factors which can play a critical role in disease 
development or prevention.

1.7  Nutrition From Childhood to Early Adulthood

The quality of children’s diet is more important before age 2 than at any other time 
in life. Changes, both in quality and quantity of nutrients during this period may 
permanently influence the development and the function of organs and systems 
[63]. These effects are termed ‘programming’ and represent an important risk factor 
for non-communicable diseases during adulthood, including metabolic syndrome 
and coronary heart disease [64].

Experimental models confirmed that nutrition in early life has the capacity to 
permanently establish physiological and metabolic states determining the risk of 
diseases occurring with ageing [65]. Diseases have been demonstrated to be influ-
enced by several anthropometric measurements at birth including birthweight [66], 
the thinness at birth (measured as ponderal index; weight/length2)[67], or head cir-
cumference [68].

The recommended practices in this critical developmental period (the so-called 
1000 days) include: initiation of breastfeeding within the first hours of life, exclu-
sive breastfeeding for the first 6 months and continued breastfeeding at least until 
age 2. At 6 months of age, children should be introduced to their first foods, starting 
with soft foods, followed by semi-solid and then solid foods. These complementary 
foods should be safe, nutritionally adequate and provided in response to a child’s 
needs and hunger signals. The timing and type of foods used in weaning are also 
associated to various diseases in later life.

It has been also demonstrated that these recommendations have beneficial effects 
in terms of allergic, immunologic, and cardiovascular diseases prevention [69].

In the last decade food allergy has continued to increase in frequency, however 
studies are still discordant regarding the association between exposure to solid 

1 Food and Nutrition as Prime Environmental Factors



10

foods in first months of life. Some studies have shown that early exposure to solid 
foods (under 4 months) increases the incidence of several allergies [70, 71], while 
the European Society of Pediatric Gastroenterology, Hepatology and Nutrition 
(ESPGHAN) Committee of Nutrition in 2008 recommended to start exposing 
infants to solids, including known allergens, between the ages of 17–26  weeks. 
Further studies demonstrated that delayed exposure to certain foods such as wheat, 
oats, cows’ milk, fish, and eggs contributes to increased incidence of atopic derma-
titis, asthma, allergic rhinitis, and allergic tendency [70, 72].

Exclusive breastfeeding, probably until the age of 4 months [73] is also associ-
ated with decreased prevalence of obesity in children. The poor nutrition in infants 
and children plays an important role, as well as epigenetic mechanisms in the con-
text of maternal nutrition during pregnancy. The breastfeeding remains the preferred 
way to feed infants and to avoid rapid weight gain, but it also prevents cardiovascu-
lar disease later in life [74]. By contrast, the administration of protein-rich formulas 
(2.6–3 g of protein per kilogram per day) is associated with increased body fat by 
30% at age 8–10 years.

Obesity in childhood is also a risk factor for the later development of metabolic 
syndrome and type 2 diabetes. Furthermore, early exposure to gluten (before the age 
of 3 months) in infants of parents affected by type 1 diabetes has been associated 
with higher risk of type 1 diabetes (five times more compared to those exposed after 
the age of 3 months) [75]. The duration of breastfeeding seems to not influence the 
development of diabetes, in contrast to what previously demonstrated [76].

The adolescence (age between 10 and 19 years by World Health Organization) is 
a period of rapid growth and behavioural changes. An adequate nutrition is crucial 
for achieving full growth potential, and failure to achieve optimal nutrition may lead 
to delayed and stunted linear growth and impaired organ remodelling [77]. Over- 
weight and obesity affect one in every three adolescents worldwide [78]. It has been 
estimated that in 2011 7% of children younger than 5 years were overweight, with 
a 54% increase in prevalence of obesity in comparison to 1990 [79]. The appetite in 
adolescence increases, and sedentary individuals are more likely to accumulate fat 
if they consume too high-energy food. Thus, the physical activity among adolescent 
is an important factor to prevent several diseases later.

The prevalence of underweight among adolescent females between 13 and 
17 years is generally less than 5%, even if it has been estimated that in some coun-
tries of Africa and Asia 10% or more of young adolescent girls are malnutrited. 
Deficiencies in multiple micronutrients are of particular importance to adolescent 
health because of their direct effects, such as iron-deficiency anaemia and iodine- 
deficiency disorders. Recently, it has been suggested that a micronutrient supple-
mentation in adolescent can significantly decrease a prevalence of anaemia [80]. 
Other nutrients necessary in adolescent period include vitamin D and calcium use-
ful to favour bone growth, and amino acids for growth of striated muscle.

Nowadays it is beneficial follow simple recommendations regarding the daily 
nutritional approach.

In children, it is recommended reduce to minimum the supply of trans-fatty acids 
and cholesterol, normally present in packed snacks and in foods with a long shelf 
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life since they contribute to raise the levels of LDL-cholesterol and lower HDL- 
cholesterol. Polyunsaturated fat (PUFA) and Monounsaturated fat consumption 
should account for 10% of total daily calories. Found in vegetable oils and in olive 
oil respectively, the PUFA reduces the levels of LDL, while the monounsaturated fat 
raised the HDL levels.

Fruits and vegetables have low calorie content and contribute to satiety, thus 
decreasing total caloric intake. Moreover, a diet rich in whole grains and fibbers 
reduces risk for coronary heart disease and cardiovascular mortality, hypertension, 
diabetes, and obesity. It is recommended to eat the fruit and vegetable as native 
foods (rather than juice). The adolescent should consume between 5 and 8 servings 
of fruits or vegetables per day [81].

1.8  Nutrition in Elderly

The elderly population is defined as people aged 65 and over. Thanks to the improved 
general health conditions, the growth of the elderly segment in the general popula-
tion increases significantly all over the world.

The nutritional intake in elderly represents a key factor of health problems, espe-
cially in hospital structure. To assess the nutritional status in elderly population, 
rather than calculate Body Mass Index (BMI) is more important to evaluate the 
functional status. The measurement of fluid intake is also critical because elderly is 
prone to dehydration.

The prevalence of malnutrition in elderly across the world shows an increasing 
trend in the last years, even in the well-developed countries [82]. The mainly cause 
of malnutrition is the aging process itself [83], characterized by loss of bone density 
and sarcopenia, changes in digestive systems and sensory changes. These last, can 
lead to dysregulation of appetite and thirst, and make the food less appealing. The 
digestive system can be modified with a reduction of the secretion of acid and a 
consequent limited absorption of iron and vitamin B-12. The sarcopenia can cause 
loss of strength, functional decline, and poor endurance, while the loss of bone den-
sity can increase the risk of osteoporosis.

The consumption of higher levels of essential amino acids has been suggested to 
have beneficial effects on muscle health in older population [84]. Moreover, several 
evidences demonstrated the specific role of dietary approaches for osteoporosis’ 
prevention [85], and the contribute by vitamins and minerals to skeletal health [86].

There are several age-related health complications and, among these, the age- 
related macular degeneration (AMD) is one of the major causes of irreversible 
blindness in older adults [87]. The dietary intake represents an additionally risk 
factor for AMD [88], in particular, the consumption of fruits and vegetables contain-
ing antioxidant components such as vitamin C, α-carotene, and β-carotene seems to 
have a protective effect on AMD [89]. All these factors influence and can be influ-
enced by nutritional status of elderly, inducing an increased risk of falling ill and 
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malnourishment. Malnutrition itself causes many other health problems, such as 
poor immune functions, poor wound healing, and muscle weakness [82].

Unfortunately, the malnutrition among hospitalized elderly has always been 
underestimated, underdiagnosed, and undertreated. To date, several nutritional 
assessment tools can be used to estimate the degree of malnutrition in elderly. Some 
of them consist in record of clinical history and physical examinations; others are 
characterized by a list of questions associated with anthropometric measurements. 
The elderly who has been screened and has been identified to be at risk of malnutri-
tion will then be directed to a hospital nutrition professional for further evaluation 
[90], since the treatment of malnutrition will allow a significant reduction in com-
plication and a faster recovery of the patient.

1.9  Nutrition and Diet as Primary Environmental Factor 
for Disease Development

In conclusion, this chapter demonstrated how unhealthy diets and physical inactiv-
ity should be considered among the most important risk factors for major chronic, 
non-communicable diseases. They account for about 30% of the global disease bur-
den, indeed it has been recently calculated that unhealthy diets (low in fruit and 
vegetables and/or high in sugar, processed foods or sodium) directly account for 
37% of all deaths [91]. Low levels of physical activity accounted for another 5% of 
all deaths and 3.4% of disability-adjusted life years (DALYs).

To date, several evidences already demonstrated the positive impacts of a healthy 
diet on outcomes such as major cardiovascular events [92–95] as well as on the 
association between physical activity and mortality [96, 97].

Therefore, since both diet and life style are modifiable environmental factors, a 
great effort should be place in programs promoting healthy “habits”, that will help 
to reduce not only the prevalence of several diseases, but also the economic impacts 
on health care.
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2.1  The Mammalian Circadian System

2.1.1  The Circadian Clock

The regular changes between day and night caused by the Earth’s rotation around its 
axis influences all life on this planet, from single cells to higher life forms, including 
humans [1–3]. To anticipate these recurring environmental changes organisms have 
developed the so called circadian (lat. Circa and dies, approximately one day) tim-
ing system. Results obtained from cyanobacteria with genetically altered circadian 
clocks have demonstrated the evolutionary advantage of having a circadian clock 
[4]. Lesion experiments in rodents located the mammalian circadian clock to the 
ventrolateral hypothalamus, right above the optic chiasma, the suprachiasmatic 
nuclei (SCN) [5, 6]. The SCN drives the animal’s rhythmic behavior and physiology 
including the sleep-wake cycle, food intake behavior, body temperature, hormonal 
secretion, cardiovascular activity, acuity of the sensory system, renal plasma flow, 
intestinal peristaltic and detoxification [7–12] (Fig.  2.1A). In addition to the 
 circadian clock in the central nervous system, so called “peripheral circadian clocks” 
have been discovered in almost all tissues, organs and even in single cells through-
out the body [13, 14]. Importantly, circadian rhythms in tissue culture from periph-
eral clocks and the SCN persist for days, weeks and even years, demonstrating that 
non-SCN cells, such as the liver, the adrenal gland and even single cells contain 
their own endogenous circadian oscillators [15–18].
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2.1.2  The Mammalian Molecular Clock Machinery

On the molecular level the mammalian circadian clock consists of a subset of clock 
genes, which form a cell-autonomous transcription-translational autoregulatory feed-
back loop [19]. Components of the positive limb are the two transcription factors: 
Circadian locomotor output cycles kaput (Clock) and Brain and muscle ARNT-like 
factor 1 (Bmal1). BMAL1 heterodimerizes with CLOCK by interaction of their basic 
helix- loop- helix (bHLH) domain [20] and binds to an E-Box enhancer element in the 
promotor of the Period (Per1/Per2/Per3) and Cryptochrome (Cry1/Cry2) genes. 
As part of the negative limb PER and CRY form a complex and after translocation to 
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Fig. 2.1 The mammalian circadian clock. (A) Hierarchy of the circadian system: the central 
circadian clock located in the suprachiasmatic nucleus (SCN) is entrained to the environmental day 
by external Zeitgeber. The SCN orchestrates subordinated peripheral circadian clocks in various 
organs and tissues by internal signals. (B) Simplified molecular mechanism of the mammalian 
circadian clock: the core circadian clock is composed of a positive - negative feedback loop involv-
ing the genes Clock, Bmal1, Period and Cryptochrome. During the day BMAL1 and CLOCK 
proteins are expressed at high levels. The CLOCK::BMAL1 heterodimer is part of the positive arm 
of the transcription-translational feedback loop (TTL). The heterodimer binds to the E-Box in the 
promotor of clock genes, such as Per1, Per2, Cry1, Cry2 and clock controlled genes (CCGs) and 
induces the transcription of these genes. The negative arm of the TTL is represented by the proteins 
from PER and CRY. During the night PER and CRY form dimers in the cytoplasm and translocate 
back to the nucleus where they block their own transcription
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the nucleus the PER:CRY heterodimer represses their own transcription by inhibiting 
the enhancer activity of CLOCK:BMAL1 [14] (Fig. 2.1B).

In addition to the core loop, multiple accessory feedback loops have been discov-
ered. The nuclear receptors (NRs) Rev-erb (Rev-erbα, Rev-erbβ) and retinoic acid 
receptor-like orphan receptor (RORα, RORβ, and RORγ), both activated through 
E-Box elements, rhythmically repress or activate the transcription of Bmal1 by 
binding to the RRE-element in the promotor of Bmal1 [21]. Another 
CLOCK:BMAL1-driven transcriptional loop involves the PAR-bZip (proline and 
acidic amino acid-rich basic leucine zipper) D-box-binding transcription factors 
(DBP), Thyrotroph embryonic factor (TEF), Hepatic leukemia factor (HLF) and E4 
promoter–binding protein 4 (E4BP4), which feed back to the core loop e.g. by bind-
ing to a D-Box in the promotor of Cry1 [22]. Together, these accessory feedback 
loops are believed to stabilize the rhythm of the core loop [23]. In the past years a 
variety of posttranslational events acting on the (pre-) mRNA or proteins, including 
phosphorylation, sumoylation, ubiquitylation, intracellular transport, degradation 
or micro RNAs have been identified to be involved in the delay of several hours 
between mRNA and protein peaks and are thus critical for the fine-tuning of the 
24-h oscillations (reviewed by [24]).

2.1.3  The Circadian Clock Regulates Overall Physiology

The basis for the circadian control of major physiological processes, including 
metabolism, immune functions and cell proliferation is that apart from clock genes, 
many non-clock genes contain E-boxes, D-boxes and RRE elements. Thereby, cir-
cadian clock components, such as CLOCK:BMAL1, DBP or REV-ERBα can rhyth-
mically regulate the transcriptional activity of these so called clock-controlled genes 
(CCGs) [25] (Fig. 2.1B). Comparison of transcriptome profiling between various 
peripheral organs and the SCN has demonstrated that in any given tissue or organ 
thousands of genes are oscillating with a frequency of 24 hours and thus are con-
trolled by circadian clocks [9, 26, 27]. Altogether, the results from these studies lead 
to the estimation that 50% of the whole transcriptome oscillates in at least one organ 
[26]. However, while the rhythmic core components of the circadian clock are con-
served among tissues, the CCGs rarely overlap between tissues, and thus reflect the 
physiological function of each organ [28]. For example, in case of the liver, genes 
relevant for oxidative metabolism, mitochondrial functions, and amino acid turn-
over show circadian rhythms [29]. Experiments on mice with tissue-specific clock 
disruption in various peripheral clocks, such as the liver, the adrenal gland, the pan-
creas, the retina etc. further indicate that tissue-specific peripheral circadian clocks 
are the major circadian driver of their own specific functions [30–33]. For example, 
in rodents it has been demonstrated that the adrenal circadian clock regulates the 
rhythmic secretion of glucocorticoids [31, 34]. Similarly, mice with a liver-specific 
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disruption of the circadian clock show abnormal glucose homeostasis, leading to 
defects in metabolic responses [30]. Even functions of single cells are controlled by 
their own clocks. For example the autonomous circadian clock in macrophages and 
T cells, two different immune cell subtypes, regulate the rhythmic expression of 
inflammatory markers, cytokine release or rhythmic response to antigen presenta-
tion [18, 35, 36].

2.2  The Circadian Clock in Relation to the Environment

2.2.1  The Circadian System Is in Synchrony 
with the Environment

Although circadian rhythms are generated intrinsically, organisms are influenced by 
environmental changes e.g. light, temperature, food availability, humidity, social 
cues or sound, which act on the circadian system as environmental timing cues, so 
called “Zeitgeber” (Fig. 2.1A). As a rule of thumb, in nocturnal animals (such as 
mice) endogenous clocks runs a little faster than 24 hours, while in diurnal animals 
(such as humans) clocks “tick” slightly slower than 24 hours [37]. Consequently, to 
maintain periodicity, the circadian clock needs to reach a stable phase relationship, 
not just between organ clocks, but also with the environmental time. The synchro-
nization of the internal circadian clock time to these external Zeitgebers is referred 
to as entrainment and the process to adjust as resetting [38].

Light is the dominant Zeitgeber for all organisms, but how does the circadian 
system sense the day and night information? The location of the SCN above the 
optic nerve is ideal to directly receive the light information from the environment 
through the retino-hypothalamic tract [39]. Briefly, neurotransmitter release from 
retinal fibers induces a calcium dependent signaling cascade in SCN neurons (acti-
vation of calmodulin, MAP kinases and PKA) and the phosphorylation of the tran-
scription factor CREB (cAMP response element binding protein) [40–42]. 
Activation of the cAMP response element in the promotor of clock genes, e.g. Per 
genes, induces their expression. Thereby, the SCN processes information about sig-
nificant variations in the availability of light. To further adjust the body time with 
the environmental daytime, the circadian system is organized in a hierarchical man-
ner. The light-entrainable central clock in the brain orchestrates subordinated 
peripheral clocks by neuronal, humoral and systemic cues (i.e. body temperature) 
[43] (Fig. 2.1A). For example, neural output from the SCN to other brain regions is 
responsible for autonomic and neuroendocrine regulation [44]. These pathways 
allow the SCN to coordinate daily variations in physiology and behavior in accor-
dance with the environment.

Abolished rhythms in behavior and physiology have been demonstrated in 
rodents with SCN lesion and in transplantation studies [5, 6, 8]. Consequently the 
SCN was described as the “master clock” controlling circadian rhythms throughout 
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the body. However, recent research on mice with a genetic disruption of the central 
clock indicated that peripheral clocks continue ticking, even in the absence of the 
SCN, although individual organ clocks gradually desynchronize from each other 
[45]. Accordingly, rather than a master clock, the SCN keeps peripheral circadian 
clocks in synchrony and thereby substantially enhances the physiology’s efficiency. 
However, the molecular mechanisms underlying the SCN’s controls over organ 
clocks are still not completely understood.

For a long time, it was believed that the SCN is the only clock capable of detect-
ing environmental light information. However, these results were obtained from 
SCN lesion studies [46, 47]. Lesioning the SCN can damage the surrounding tissues 
including the retino-hypothalamic tract. Consequently the light input pathway to 
other peripheral tissues may have become defective. Later it was demonstrated in 
mice that the adrenal circadian clock can be activated by light via the autonomic 
nervous system [48] even at times when the SCN is irresponsive, indicating that a 
non-SCN pathway is involved [49]. Glucocorticoids, which are rhythmically pro-
duced in the adrenal gland, are potent synchronizing cues for other peripheral clocks 
[50, 51]. Therefore the adrenal gland may function as an internal synchronizer or 
‘body clock’ acting to support the resetting role of the clock in the central nervous 
system [34].

2.2.2  Environmental Factors Can Disturb the Circadian 
Organization

Body clocks adjust the organism’s behavior and physiology to recurring environ-
mental changes related to day and night (such as food availability or the presence of 
predators). Consequently, virtually all aspects of behavior (e.g. sleep/wake cycle, 
fasting/feeding cycle), physiology (e.g. hormone secretion, immune response) and 
metabolism (e.g. glycolysis or fat-metabolism) show circadian rhythms [52]. 
However, in our modern society, frequent flyer, aircrew members and shift workers 
are exposed to artificial changes in environmental conditions.

What happens with the circadian system in people that no longer live in accor-
dance with their inner clock time? In experiments on rodents exposed to an abrupt 
change in the light-dark cycle (so called Jetlag), it was found that (i) clock genes 
within the molecular clock as well as (ii) different tissue clocks adjust with different 
speed to the new light-dark conditions [34, 53]. For example, in mice the clock 
resides in the SCN and the adrenal reset within a few days to the new day-night 
conditions. This is not surprising, since both clocks are light responsive (see 3.2.1). 
In contrast, light-insensitive organs, e.g. the liver and the pancreas entrain weeks 
later [34]. As a consequence of the different resetting speeds of the circadian clocks 
throughout the body, even a single shift in the light-dark cycle globally disrupts the 
circadian system [34]. Although the disruption is temporary, it can affect the organ-
ism’s behavior and physiology, e.g. hormone secretion, even for a few weeks.
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In humans, shift work, in particular the night shift, is one of the most frequent 
reasons for the disruption of the circadian system. According to worldwide epide-
miological data, up to 30% of the working population are employed in non-standard 
work hours e.g. evening or rotating shifts [54]. Similar to results obtained from 
rodents, modern life style disrupts circadian rhythms in humans [55]. Working in 
non-regular shifts causes significant alterations of sleep and biological functions, 
which, in turn can affect people’s physical and psychological wellbeing. There is 
accumulating evidence that living in mismatch between your inner clock time and 
the external daytime time in the long-term provokes a wide range of pathologies 
including gastrointestinal diseases, metabolic syndrome, cardiovascular diseases, 
inflammation, mood disorders and even cancer [56–59]. The impact of the circadian 
clock on the development and progression of diseases, in particular during changing 
environmental conditions, will be introduced in the next section.

2.3  The Circadian Clock and Diseases

2.3.1  Circadian Regulation of Metabolic Functions

Emerging evidence closely links circadian clock function to metabolic homeostasis. 
Major regulators of energy homeostasis, such as glucose transporter Sglt1, Glut2 
and Glut5, peptide transporter Pept1 or lipid regulator such as Pparγ, fluctuate 
between day and night in various organs e.g. liver, intestine, muscle and adipocytes 
[30]. Accordingly, disruption of circadian clock function may contribute to the 
development of metabolic diseases. Indeed, metabolic syndrome has frequently 
been found in people living in mismatch with their environment. A higher body 
mass index (BMI), increased blood pressure and enhanced triglycerides correlate 
with the time nurses spend working on rotating shifts and sets them at higher risk of 
developing Type-2-diabetes [60]. In accordance to symptoms found in shift work-
ers, mice with tissue-wide genetic disruption of the circadian clock, e.g. by loss or 
mutation of the core clock genes Bmal1 and Clock, reveal disturbed energy homeo-
stasis [61]. The diurnal variation in glucose and triglycerides as well as the rhythms 
in gluconeogenesis is blunted. In addition, overall glucose and triglycerides in the 
blood are enhanced. The mice become less tolerant for glucose and more sensitive 
for insulin and show increased fat mass [30, 61, 62]. Interestingly, similar results 
were obtained in mice with tissue-specific circadian clock dysfunction, e.g. in adi-
pocytes or hepatocytes [30, 63], indicating that organ- specific peripheral circadian 
oscillators play a prominent role in energy regulation. Of note, not all metabolic 
alterations were found in all different genetic mouse models for clock disruption, in 
particular weight gain was not consistently observed. Nevertheless, wildtype mice 
with a generally functional circadian clock develop metabolic syndrome when kept 
under simulated shift work conditions [64, 65].

People who work unusual hours expose their circadian system to light during 
the night and in addition tend to consume fat-rich food at odd hours. In natural 

S. Kiessling



23

conditions, the daily fasting-feeding cycle is set by the central clock [66]. Although 
the dominant Zeitgeber for the central clock is light, peripheral circadian clocks, 
including the liver and the digestive tract, respond mostly to the timing of food 
intake [67]. However, when food is presented to rodents during rest hours, food-
born signals can override the coordinated signals from the central clock and periph-
eral circadian clocks uncouple from the SCN [68]. Consequently, shift workers 
eating at unusual hours uncouple their peripheral circadian clocks, including those 
relevant for metabolism, from the SCN. In addition, artificial exposure to light at 
night in rodents can desynchronize all body clocks from each other [34] and has 
been shown to increase body mass by shifting the time of food intake [69]. Thus, 
shift work conditions and irregular feeding cycles cause circadian disturbance 
within and between the clocks in various organs, including the ones relevant for 
energy homeostasis, which is sufficient to induce metabolic malfunction. Moreover, 
shift workers eat at odd hours and at the same time, they tend to consume food with 
higher fat content. Metabolic processes can feed back to the circadian clock. A high 
fat diet (HFD) alters clock gene expression in the central clock, which in turn influ-
ences the response of the central clock to light [70] and disrupts behavioral rhythms 
in mice [71]. Mice under ad libitum HFD become more active during their usual 
resting time and show increased food uptake during the wrong time of the day [70]. 
Consequently, these mice exhibit circadian disruption similar to mice exposed to 
daytime-restricted food access (see section above). Taken together, light exposure at 
night, changes in food timing and diet may explain why metabolic disorders have 
frequently been linked to shift work.

2.3.2  Circadian Control of the Immune Response

A wide range of immunological functions, ranging from numbers of peripheral 
blood mononuclear cells as well as the level of cytokines, undergo daily fluctuations 
in humans and rodents [72, 73]. Interestingly, the highest number of immune cells 
(i.e. leukocytes, phagocytes) was detected in the circulation during the resting 
phase, namely during the night for humans and during the day in rodents [74–76]. 
Consequently, the susceptibility to infection likely underlies circadian variation. 
Indeed, experiments on mice demonstrated a higher inflammatory response to infec-
tion with Salmonella typhimurium, Leishmania major parasites and a higher patho-
genicity of Listeria monocytogenes during their active phase [74, 76, 77]. A similar 
modulation of inflammatory response across the day has been observed in humans. 
For example, during the early morning the inflammatory response was strongest in 
people’s reaction to allergic asthma [78] and in people suffering from sepsis an 
enhanced mortality was observed during the night [79].

Recent research indicated the existence of circadian clocks even in single cells of 
the immune system. For example, autonomous oscillations of clock gene expression 
has been found in T cells from mice and humans [36] and in macrophages [18]. 
Similar to the functionality of organs regulated by their intrinsic clocks, these single 
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cell oscillators have been shown to mediate cell-type specific functions. For exam-
ple the T cell clock was reported to control rhythmic cytokine release after stimula-
tion of toll-like receptors (TLR) and gates a time of day-dependent immune response 
to immunization with antigen-loaded dendritic cells [35]. The macrophage clock 
continues ticking in culture and the clocks of macrophages obtained from mice 
sacrificed during the night induce an elevated cytokine release after LPS stimulation 
compared to macrophages harvested from animals euthanized during the day [18]. 
The physiological relevance of the circadian clock in immune cells, specifically in 
phagocytes, has been assessed in mice in the context of an infection with Leishmania 
major parasites [76]. The daytime-dependent differences in an inflammatory 
response to parasites were absent when experiments where performed in mice lack-
ing the circadian clock in hematopoietic cells, indicating that the circadian clock in 
these immune cells is mediating the observed effect [76].

Other peripheral clocks may be involved in mediating an inflammatory response. 
For example lung epithelial cells can drive immune cell recruitment to an infection 
site by controlling the daytime-dependency of cytokine release after Streptococcus 
pneumoniae infection [80]. Consequently, besides circadian clocks residing in 
immune cells, an inflammatory response following pathogen stimulation seems to 
be driven by multiple body clocks. Accordingly, disruption of the circadian organi-
zation, as experienced during jetlag and shift work [34], was shown to relate to 
immune deficits. Severely reduced survival has been observed in mice undergoing 
simulated shift work conditions and subjected to endotoxic shock following LPS 
injection [81]. Similar to rodents, simulated night shift disrupts circadian rhythms 
of immune functions in humans [82] and thereby may enhance the susceptibility to 
infection and inflammation. Indeed, Boscolo and colleagues reviewed literature 
indicating an increased risk of night shift workers to develop autoimmune diseases 
[83]. Accordingly, results obtained by the research group of Kumar indicate that 
jetlag may enhance the susceptibility to infection with malaria due to disturbed 
circadian regulation of itching behavior [84].

In studies on shift workers, a higher prevalence to develop chronic gastrointesti-
nal inflammation was observed, including inflammatory bowel diseases (IBD), a 
group of chronic inflammatory disorders of the gastrointestinal tract manifesting as 
Crohn’s disease (CD) or ulcerative colitis [85] (reviewed by Swanson et al. [86]). 
For example, nurses on rotating shifts discover a higher prevalence of irritable 
bowel syndrome [87]. Since major players of the immune system are under circa-
dian regulation and about 70% of the immune system is located in the gastrointesti-
nal system [88], it is not surprising, that strong associations have been found 
between working on rotating shifts and gastrointestinal diseases. This association 
was further supported by experiments on rodents exposed to simulated shift work 
conditions. Enhanced development and progression of chronic inflammation within 
the gastrointestinal tract was observed [89, 90]. Altogether, these studies indicate 
the importance of the circadian system for a functional immune defense. However, 
future studies are required to further examine the molecular link between circadian 
disruption and inflammatory diseases following shift work. Nevertheless, experiments 
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on rodents identified that a functional circadian clock maintains the intestinal bar-
rier, a key function for gastrointestinal immune homeostasis [89], which protects 
against the invasion of foreign pathogens. Elevated translocation of pro- inflammatory 
bacterial products such as LPS from the intestinal lumen into systemic circulation 
elicits a strong pro-inflammatory response [89]. Since the barrier dysfunction is an 
underlying factor of IBD [88], circadian disruption may promote intestinal inflam-
mation due to elevated intestinal permeability.

2.3.3  The Circadian Clock and Environmental Factors Control 
Microbiome Fluctuations

Amongst others, the microbiome forms an important aspect of nutrient supply and 
immune responses. Intestinal microbiota are strongly influenced by the host’s 
immune system and in turn the immune system is constantly challenged to contain 
the microbes in the intestinal lumen. The first line of defense are intestinal epithelial 
cells (IECs), which form a biochemical and physical barrier that maintains segrega-
tion between luminal microbial communities and the mucosal immune system and 
thereby maintains immune homeostasis [88]. The second defense line is represented 
by the host’s immune system. The presence of microbiota and pathogens in the gut 
is sensed in IECs e.g. by clock-controlled TLR [91]. Surface marker and metabolic 
end products from microbiota activate cytokine secretion to initiate an immune 
defense, which protects against potential pathogens [92]. Nevertheless, microbiota 
can become pathogenic and intensely attack the immune system, leading to inflam-
mation and even carcinogenesis. Bacterial signaling in health and disease at the 
intestinal epithelial interface has been recently reviewed by Coleman & Haller [93].

Interestingly, the host’s circadian clock controls the intestinal immune homeo-
stasis by regulating the abundance of immune cells, such as lymphocytes and the 
barrier function of the intestine by controlling mucus and antimicrobial peptide 
secretion [91, 94–96]. In addition, major regulators of microbiota composition are 
under the control of the host’s circadian clock (reviewed by [97]). Given the symbi-
otic relationship between humans and their resident gut bacteria, it is not surprising 
that daytime-dependent oscillations in microbiota composition and function have 
been reported in humans, and in mice [98]. Moreover, diurnal rhythms in microbi-
ota have been demonstrated to rely on a functional circadian clock, since disruption 
of the circadian clock in mice either deficient for two major clock genes (Per1 and 
Per2), or kept under jetlag conditions, partly abolishes the oscillations in microbiota 
composition, e.g. in Bacteroidales and Ruminococcaceae respectively [98].

Environmental factors, such as changes in the light dark cycle, and irregular 
meal times, can strongly influence the diurnal fluctuations in the microbiome. 
Rotating light dark cycles in mice have been reported to cause a microbial imbal-
ance, so called dysbiosis [98, 99]. Shift work conditions may likely cause dysbiosis 
through disturbance of the circadian system, since the circadian clock has been 
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reported to − at least partly − control microbiota fluctuations. For example, the 
 abundance of  various operational taxonomic units (OTUs) becomes arrhythmic in 
mice kept in simulated jetlag conditions [98]. In addition, circadian disruption has 
been reported to cause an imbalance in the intestinal barrier [89, 99]. Since, the 
clock controls the expression of barrier markers, such as cytosolic occluding 
(OCLN), claudin-1 (CLDN1) and E-cadherin (CDH1) [89, 100, 101], this may 
constitute a mechanism how circadian disruption affects intestinal permeability. 
Although mainly harmless, microbiota can induce an immune response and lead to 
chronic inflammation, such as IBD, when the intestinal barrier function is dis-
turbed. Indeed, mice exposed to rotating light-dark cycles, show increased sensi-
tivity to LPS [81], and are more susceptible to IBD [90, 102, 103].

A side effect of rotating light schedules is an altered timing of food uptake, 
which may be an additional factor causing the observed dysbiosis in shift workers. 
The feeding rhythm and the content of the diet has been described to orchestrate 
diurnal microbiota composition in mice [104]. Accordingly, HFD, but not regular 
chow diet, promoted microbiota dysbiosis in mice during simulated shift work con-
ditions [99]. On one hand, the timing of feeding behavior sets the phase of specific 
microbiota oscillations, i.e. the peak in the abundance of Bacteroides shifted by 
~12 hours when mice were exposed to daytime restricted feeding [98]. On the other 
hand, the microbiota can manipulate the host’s feeding behavior. Potential mecha-
nism have been reviewed by Alcock et al. [105]. By influencing the circadian clock, 
i.e. as observed in mice fed a HFD, the microbiota may affect the host’s metabolism 
[106]. Taken together, the balance between the circadian system and microbes pres-
ents another risk factor for metabolic and inflammatory disorders.

2.3.4  Environmental Changes Promote Cancer Through Clock 
Dysfunction

Cancer is one of the most common causes of death. Interestingly, developed coun-
tries exhibit a ten-fold higher tumor incidence compared to developing nations. This 
difference can be attributed to risk factors including lifestyle, diet, obesity, physical 
inactivity, alcohol consumption and smoking. In 2007 the World Health Organization 
has classified shift work as “probably carcinogenic” based on results from various 
experimental and epidemiological studies [107]. For example, night shift work 
resulted in a higher incidence of endometrial and colorectal cancer in nurses [108] 
and increased the risk to develop non-Hodgkin lymphoma [109]. Studies in humans 
were supported by experiments in rodents, e.g., chronic jetlag condition promoted 
the incidence of lung cancer in rats following injection of tumor cells [110] and 
enhanced the progression of Glasgow osteosarcoma in mice [111]. Jetlag and shift 
work disturb the circadian system. Consequently, another so far completely under-
estimated risk factor for carcinogenesis has been identified: circadian clock disrup-
tion. The molecular clock has been shown to rhythmically regulate cellular functions, 
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including proliferation, DNA damage response, senescence, apoptosis,  angiogenesis 
and metabolism. These functions can become hallmarks of cancer, when uncon-
trolled. Interestingly, disruption of the circadian clock is associated with a higher 
proliferation rate and enhanced tumor growth [112, 113]. This is not surprising, 
since several tumor-suppressor and key cell cycle genes, such as Myc and Ccnd1 are 
directly controlled by the CLOCK-BMAL1 dimer [114].

Recently, alterations of circadian clock genes have been found in various cancer 
cell lines and tumor tissues from humans and mice (summarized by Kiessling et al. 
[115]). Suppression of the circadian clock in melanoma cells has been identified as 
causal for enhanced tumor growth in mice [116]. Thus, the circadian clock may 
become a target to develop novel strategies to treat cancer in people undergoing 
shift work or repeated jetlag. Indeed, resetting the clock in B16 melanoma cells 
inoculated in mice restored the rhythmic expression of clock and cell cycle genes, 
which in turn slowed down the speed of the cell cycle and dramatically reduced 
tumor growth [116].

Besides genetic alterations, the tumor microenvironment plays a determining 
role in tumorigenesis [117]. In this regard, inflammation and microbes were identi-
fied to be associated with tumorigenesis. For example, elevated intestinal permea-
bility in a colorectal cancer mouse model resulted in increased infiltration of 
cytokines and chemokines, which induced an inflammatory response and thus may 
play a causative role in the development of several inflammatory and metabolic 
diseases, such as IBD and colitis-associated cancer [118]. In addition, increased 
intestinal permeability enhances the interaction between the intestinal microbiota 
and the host. It is already known that microorganism can trigger specific tumori-
genic pathways to promote tumorigenesis by an increased frequency of gene muta-
tions. For example, Enterococcus faecalis caused chromosomal instability in the 
host by extracellular superoxide production; Escherichia coli induced DNA double- 
strand breaks by their produced genotoxin or Bacteroides fragilis produces entero-
toxin with an increased permeability, cellular proliferation and cytokine infiltration 
as consequence (reviewed by [119]). Frequent environmental changes, popular in 
people with a western lifestyle, likely promote cancer development or progression 
through disturbance of the circadian clock, induction of inflammation and micro-
biota dysbiosis. Taken together, environmental factors can severely influence the 
host’s physiology, by acting on the circadian system, and thus promote the risk to 
develop various diseases, including chronic inflammation, metabolic disorders and 
even cancer (Fig. 2.2).

2.4  Chapter Conclusion

This chapter focuses on the basics of disturbances of the mammalian circadian 
system, such as during jetlag or shift work and related physiological changes affect-
ing overall physiology and health. The described studies highlight the importance of 
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the circadian system for a functional physiology and demonstrate its influence on 
metabolism, cell cycle and immune functions. Data obtained from mice exposed to 
circadian disruption illustrate the molecular and physiological consequences of 
environmental factors on the circadian system, which may lead to the development 
of physiological disorders. Consequently, the circadian clock may constitute a 
mechanisms by which the environment, diet, microbiota and the immune system 
affect multiple illnesses, and may represent a target for future therapies.

Inflam-
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Mealtimes

Jetlag / Shift work
External time ≠ internal time

Metabolic
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system
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Cell
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Fig. 2.2 Physiological consequences of circadian disruption. (A) Living in synchrony with the 
environmental day- night cycle results in regular light – dark exposure, mealtimes and rest-activity 
cycles and keeps the circadian system stably entrained with the environment. Several environmen-
tal factors can cause circadian disruption. (B) Changes in the environmental day-night cycle, such 
as occurs in shift workers or during jetlag, cause a disruption of the circadian system on multiple 
level. Dysfunction of circadian clocks can contribute to multifactorial diseases, such as inflamma-
tion, cancer and metabolic syndrome
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3.1  Environmental Factors as Endocrine Disruptors: 
Sources and Milestones of Endocrine Disruptors’ 
History

Starting from eighteenth century the anthropogenic impact on earth’s ecosystem 
gradually resulted in a global climate and biodiversity change [1]. Indeed, since the 
industrial revolution, people were concentrated in cities and the human activities 
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substantially represented the main cause of the environment burden. The emission 
of anthropogenic atmospheric pollution, contributing to the effluence generated by 
the natural sources through the emission of several gases with a long atmospheric 
lifetime, well known as greenhouse gases, including carbon dioxide, methane, 
nitrous oxide and fluorinated gases, particles and aerosols has contributed to the 
global climate warming [1]. Moreover, a result of the intensive human activities is 
also represented by the production of many synthetic chemicals, which can perturb 
the endocrine system by disrupting the endocrine function; therefore, these 
 substances are well known as Endocrine Disrupting Chemicals (EDCs) [2]. Over 
the past years, the expert committees of different international organizations, includ-
ing the World Health Organization (WHO), the Agency for the Environmental 
Protection (EPA) and the Food and Drug Administration (FDA), proposed several 
definitions of EDCs, and, according to the definition of the Endocrine Society’s 
second Scientific Statement, an EDC is: “an exogenous chemical, or mixture of 
chemicals, that interferes with any aspect of hormone action” [3].

The history of EDCs started in 1938 with the production of the first synthetic 
non-steroidal estrogen: diethylstilbestrol (DES). During 1950s–1980s this com-
pound was prescribed in women who experienced previous miscarriage or threat-
ened miscarriage, as treatment to prevent miscarriage or premature delivery. Only in 
the early 1970s, cases of young women, progeny of DES-exposed women, with 
vaginal and cervix clear cell adenocarcinoma started to be diagnosed [4–7].

Historically, an early expression of what the scientific community now consider 
as endocrine disruption was anticipated in 1958 by the endocrinologist Roy Hertz. 
Hertz was the first dissecting the potential deleterious role of some hormones used 
in the cattle feed lots, which, carried by faecal excretion after leaching in environ-
mental matrices (soil and water), can reach the human body through the food chain, 
exerting severe consequences on the development, growth and reproductive func-
tion, introducing the concept of “steroid cycle” and anticipating the hypothesis of 
“bio-accumulation” [8, 9]. In 1962, the current concepts of bio-accumulation (the 
concentration of an EDC increases from one trophic level to the next within the food 
chain) and of bio-magnification (animals and humans that are on the highest trophic 
levels have the highest concentration of EDCs), were pointed out by the biologist 
Rachel Carson in one of the most important environmental book entitled “Silent 
spring” in which the author raised important questions about the anthropogenic 
impact on nature; in particular, Rachel Carson claimed that the chemical compound 
p,p’-Dichlorodiphenyltrichloroethane (DDT) and other pesticides entered the food 
chain and accumulated in fatty tissues of animals and humans, by causing genetic 
damage and cancer [10]. “Silent spring” message had important implications, 
inspiring several researchers in deepening the knowledge on EDCs. In 1966, the 
researchers of the National Institute of Environmental Health Sciences (NIEHS) 
started investigations with the mission to “reduce the burden of human illness by 
understanding how the environment influences the development and the progression 
of human disease”, and, in 1971, they established that DES is a transplacental car-
cinogen whose toxicity involves the activation of estrogen receptors, by causing 
adverse effects in the offspring, up to the third generation, without necessarily 
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affecting the mother [11]. In the same year, the FDA issued a drug bulletin urging 
medical physicians to stop prescribing DES, although DES was definitely banned 
by FDA only in 2000s.

Only in 1991, Theodora Colborn and other scientists coined the term “endocrine 
disruptor” during the meeting “Wingspread Congress”. In the Wingspread 
Consensus Statement Colborn and colleagues described many observations acquired 
by studies on EDCs, and defined concepts such as “the critical window of exposure 
of susceptibility”, the potential of bio-accumulation and the long latency between 
exposure and the appearance of the effects [12]. During the following years, many 
studies on humans and animal models were conducted on several EDCs, and, in 
1998, during the Rotterdam Convention on the Prior Informed Consent Procedures 
for Certain Hazardous Chemicals and Pesticides, over 150 countries ratified a list of 
several different chemicals that included known EDCs [13]. The list was updated in 
2001, during the Stockholm Convention, with the introduction of several persistent 
organic pollutants (POPs) [14].

EDCs are either man-made or naturally occurring chemicals, present in the envi-
ronment (air, water and soil), food sources, personal care products, and manufac-
tured products. EDCs include components of plastics, such as bisphenol A (BPA) 
and phthalates, and other compounds such as dioxins, polychlorinated biphenyls 
(PCBs), polybrominated biphenyls (PBBs), pesticides including p,p’-Dichlorodi-
phenyltrichloroethane (DDT) and its metabolites, heavy metals, industrial chemi-
cals and fuels and many others [2].

3.2  EDCs as Obesogens

In 2002, Paula Baillie-Hamilton, in her article published in the Journal of Alternative 
and Complementary Medicine, reported the idea that some EDCs could be contrib-
uting to set obesity as an epidemic condition [15]; indeed, the author presented the 
hypothesis that the current obesity epidemic could be a consequence of human 
exposure to particular chemicals that are able to damage the mechanisms of human 
weight-control. In the early 2000s, the University of California biology professor 
Bruce Blumberg, during a meeting in Japan, heard for the first time that tin-based 
compounds like tributyltin (TBT), at that time used as wood preservative, caused 
sex reversal in several fish species, and hypothesized that this effect was a conse-
quence of sex steroid receptor activation; nevertheless, Blumberg surprisingly dis-
covered that TBT activate peroxisome proliferator-activated-receptor gamma 
(PPARγ), a master regulator of adipogenesis [16]. Moreover, Blumberg discovered 
that the offspring of pregnant mice exposed to TBT were predisposed to gain weight 
compared to offspring born by unexposed pregnant mice [17], showing that obesity 
can be linked to exposure to some EDCs, which act as risk factors. In 2006, the term 
“obesogens” was coined by Blumberg, referring to endocrine disruptors (obeso-
gens) able to alter lipid homeostasis, and to promote adipogenesis and lipid accu-
mulation, consequently resulting to be involved in weight gain and contributing to 
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obesity epidemic. Among EDCs, TBT (a biocide in anti-fouling paint used as ship 
preservative), DES (a synthetic non-steroidal estrogen used to prevent threatened 
miscarriage), POPs (most of them used as insecticides), BPA and phthalates (used 
in the manufacture of polycarbonate plastics and epoxy resins), parabens (used as 
antimicrobial agents), 4-Nonyiphenol (used as surfactant in industrial and domestic 
chemicals), phytoestrogens (naturally produced by several plants), and polybromi-
nated diphenylethers (PBDEs) (used as flame retardants), have been shown to pos-
sess obesogenic properties.

3.3  Endocrine System as Physiological Interface 
With the Environment: Obesogens Perturbations 
of Hypothalamic-Pituitary-Gonadal (HPG) Axis

The endocrine system consists of ductless endocrine glands, which maintain homeo-
stasis and long-term control of the human body, by using chemical messengers, 
involving hormones released into the blood stream. Homeostasis is the ability to 
keep a constant internal environment; therefore, it refers to stability, balance, or 
equilibrium within a cell or the entire organism. The release of hormones into the 
blood is controlled by a stimulus, and the response to a stimulus, in turn, changes 
the internal conditions, and may itself become a new stimulus. This self-adjusting 
mechanism is called feedback regulation; a negative feedback occurs when the 
response to a stimulus reduces the original stimulus, whereas a positive feedback 
occurs when the response to a stimulus increases the original stimulus.

In general homeostasis, the HPG axis is regulated by the hypothalamus, compris-
ing neuroendocrine cells, which synthesize and secrete gonadotropin-releasing hor-
mone (GnRH) in the hypophysial portal circulation, in a pulsatile fashion, dependent 
on calcium influx. In response to GnRH, the gonadotropic cells of the anterior pitu-
itary release gonadotropins: follicle-stimulating hormone (FSH) and luteinizing 
hormone (LH). Both gonadotropins regulate gonadal function, in both sexes, by 
controlling the synthesis and release of androgens and spermatogenesis, in males, 
and oestrogens, follicuologenesis and ovulation, in females. Hypothalamic and 
pituitary functions are strictly controlled by negative feedback loops, sustained by 
gonadal hormones [18, 19]. Moreover, the secretion of gonadotropins is also influ-
enced by steroid hormones, as well as by glycoprotein hormones such as inhibins 
and activins, produced by the gonads [19].

Male gonads, testes, hold in the scrotum, consist in tiny U-shaped tubules, called 
seminiferous tubules, organized and packed in several lobules [19]. The seminifer-
ous tubules converge into a series of uncoiled, interconnected, channels that form 
the rete testis. The efferent ducts connect the rete testis to a tightly coiled duct, the 
epididymis, which, in turn, terminates into a larger duct: the vas deferens. Two 
fibrous layers envelop the entire dense network of ducts: the outer layer is known as 
tunica vaginalis and the inner layer is known as tunica albuginea. Testes fulfil two 
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pivotal reproductive functions: the production of male gametes, or spermatogenesis, 
and the secretion of male reproductive hormones, in particular, testosterone [19]. 
Spermatogenesis includes mitosis and meiosis to generate haploid spermatids from 
undifferentiated diploid precursors, the spermatogonia, followed by differentiation 
in mature spermatozoa, through the process of spermiogenesis [19]. Sertoli cells are 
somatic cells lining the seminiferous tubules, which surround the proliferating and 
differentiating germ cells, and provide nutrients and mechanistic support to sper-
matogenesis., Moreover, the tight junctions of Sertoli cells jointly constitute the 
blood-testis barrier, a tightly sealed unique structure segregating meiotic and post- 
meiotic germ cells within the apical compartment of the seminiferous tubule, by 
preventing the passage of antigenic products of germ cell maturation into blood 
circulation, and, therefore, autoimmunity against germ cells [20]. Blood-testis bar-
rier is not a static ultrastructure, but undergoes massive remodelling during sper-
matogenesis in order to permit the transit of spermatocytes, meanwhile maintaining 
the barrier protecting from toxic and immunological factors [20]. Lastly, Sertoli 
cells, stimulated by FSH, produce testicular fluid that includes the androgen- binding 
protein. Androgen-binding protein is secreted into the lumen of seminiferous 
tubules where binds and concentrates testosterone, essential for the production of 
spermatozoa. Sertoli cells also produce inhibin, a dimeric glycoprotein existing in 
two bioactive forms, inhibin A and B; inhibin B, in particular, suppresses FSH 
secretion from the pituitary, and positively correlates with Sertoli cells function and 
semen quality in adult male [19, 21]. Leydig cells are stromal cells also defined as 
“interstitial cells” since they are interspersed among the seminiferous tubules. 
Leydig cells are mainly involved in the production and secretion of testosterone, in 
response to LH from the pituitary; testosterone promotes spermatogenesis and 
acquisition and maintenance of male secondary sex characteristics [19, 22].

Across lifespan, ECDs, including obesogens, can dramatically affect homeosta-
sis, having the ability to mimic or block the effects of endogenous hormones, by 
directly binding to steroid hormone receptors, therefore interfering with the normal 
function of HPG axis. In the last decades, it has been well established that nutrition 
and reproduction are tightly coordinated: both reduced and excessive energy intake, 
consequence of an incorrect nutritional state, may have a negative impact on the 
human reproductive physiology. Indeed, as mounting evidences have demonstrated, 
obesogens can also indirectly perturb the homeostasis of HPG through a prolonged 
disturbance of adipose tissue functions, by binding to the nuclear receptor, PPARγ. 
Definitely, obesogens, being lipophilic toxic compounds, may accumulate in fatty 
tissues, and may be mostly bioaccumulated in obese subjects, rather than in lean 
individuals [23, 24], therefore exacerbating their deleterious effects.

The mammalian foetus is able to adapt its growth and development to the envi-
ronmental stimuli provided by the mother. This phenomenon is defined as “develop-
mental plasticity” [25]. Developmental plasticity is high during early foetal life, and 
the mammalian foetus is very sensitive to exposure to environmental factors within 
this timeframe since, during this period, pluripotent stem cells can differentiate 
into specific cell types to form different tissues. Hormones and other signalling 
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molecules control these developmental events and their timing; therefore, the 
exposure to obesogens during the “in utero” window can alter functioning of the 
endocrine system, by interfering with the developmental processes. Consequently, 
the exposure to obesogens, in particular during “in utero” time window, but also 
during perinatal and postnatal periods, can dramatically influence the reproductive 
function in the offspring, at adulthood, and the effects of exposure may persist up to 
the F3 generation (transgenerational effect) [11, 17].

Considering that obesogens can participate to HPG axis function regulation at 
different levels, within different critical windows of exposure, and with different 
concentration-dependent intensity, and multiple mechanisms of action, it is difficult 
to define how exactly obesogens may hamper reproductive physiology [26].

3.4  Effects of Obesogens: Mechanisms of Regulation of Male 
Reproductive System Physiology

3.4.1  Obesogens and Hormonal Disorders

Obesity relies on the cooperation of a large number of hormones, which centrally 
control food intake behaviour (among them leptin produced by adipose tissue) and 
peripherally maintain the homeostasis of glucose blood levels (insulin, produced by 
pancreatic ß-cells). Indeed, one of the first steps in the aetiology of obesity is insulin 
resistance, a condition in which insulin no longer controls glucose production, by 
resulting in higher glucose blood levels. Consequently, glucose uptake in peripheral 
tissues is reduced, and lipolysis is enhanced, leading to increased free fatty acids 
blood levels. Gradually, a vicious circle is activated, with hyperglycaemia aggravat-
ing hyperinsulinemia, and, in turn, hyperinsulinemia aggravating hyperglycaemia 
and hypertriglyceridemia [27]. Epidemiological evidences in humans linked expo-
sure to obesogens, assessed by the analysis of urinary levels of obesogens metabo-
lites, with obesity and metabolic syndrome-associated disorders [28–32]. These 
observations were supported by studies performed in humans and animal models, 
demonstrating that obesogens, such as TBT, triphenyltin, phthalates, parabens and 
BPA, promote adipogenesis, lipid accumulation [16, 33–38], and differentiation of 
adipose stromal mesenchymal stem cells or fibroblast in adipocytes [33, 35, 36, 38, 
39]. Obesogens are potent agonists of nuclear PPARs (PPARα, −δ, and -γ) and reti-
noid X receptor (RXR) at environmentally relevant levels (ppb – parts per billion). 
The binding of obesogens to PPARs in adipose tissue induces the formation of 
RXR-PPARs heterodimers, by triggering molecular pathways involved in increas-
ing adipocytes volume, regulating lipid biosynthesis, proliferation and differentia-
tion [40]. Indirect effects of obesogens on male reproductive system are mediated 
by the interference with the nuclear PPARs on adipose tissue, which results in 
impaired reproductive function (Fig. 3.1).
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3.4.2  Obesogens and Testosterone

One of the most well characterized comorbidities of obesity is hypogonadism, 
which in turn leads to typical clinical signs and symptoms consistent with androgen 
deficiency [41]. Low circulating total testosterone levels in obese men have been 
previously linked to reduced SHBG levels [42]; nevertheless, subsequent studies 
reported low free testosterone levels in obese men [43], particularly in those with 
BMI > 40 kg/m2 [44, 45]. In obese men, a condition defined as male obesity-related 
hypogonadotropic hypogonadism might be diagnosed, with low total and/or free 
testosterone levels associated to low/normal gonadotropins levels, along with signs 
and symptoms of hypogonadism, in absence of an organic impairment of the hypo-
thalamus–pituitary axis, and of other known causes of hypogonadism [46]. Male 
obesity-related hypogonadotropic hypogonadism itself might worsen obesity, by 
enhancing fat mass increase, which may in turn contribute to hypogonadal profile 
[47]. Testis and epididymis exhibit high lipid content; therefore, these tissues may 
accumulate lipophilic toxic compounds, being exposed to the effects of obesogens 
across lifespan. Epidemiological studies focusing on the effects of obesogens on 
testicular steroidogenesis are lacking, and the main evidences on such an effect 
derive from several studies performed on animal models; the results of these studies 
proposed that obesogens might directly act on the testis, particularly, on Leydig 

Fig. 3.1 Effects of the exposure to obesogens on male reproductive system. The exposure to obe-
sogens, mainly occurring through the diet, predisposes to weight gain increasing the mass of adi-
pose tissue. Being lipophilic, the obesogens accumulate in adipose tissue and activate adipogenic 
pathways. Adipocytes express high levels of aromatase enzyme that convert testosterone (T) in 
17β-estradiol (E2). Peripheral E2 levels rise in response to an increased adipose tissue mass, by 
inducing a negative feedback on HPG axis, with a blockade of LH and FSH release from the pitu-
itary, which, in turn, affect spermatogenesis
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cells [48–52], by exerting both anti-steroidogenic and cytotoxic effects. Indeed, 
BPA administration to male rats reduces the expression of steroidogenic enzymes, 
which consequently leads to reduced testosterone synthesis [48]. Moreover, BPA 
administration decreases the number of Leydig cells [49] and increases mitochon-
drial oxidative stress [50]. Similarly, the POP perfluorooctanic acid administration 
to male rats induces the activity of aromatase enzyme in Leydig cells, by decreasing 
testosterone synthesis and increasing the production of 17β-estradiol (E2) [51]. 
Several pesticides can also act by a PPARα-dependent mechanism, by downregulat-
ing the expression of the enzymes 3-hydroxy-3-methyl-glutaryl-coenzyme A syn-
thase and reductase, involved in the synthesis of cholesterol, the precursor of sex 
steroid hormones [52].

3.4.3  Obesogens and Leptin

Besides storing and mobilizing energy, the adipose tissue, as endocrine organ, pro-
duces and secretes several factors known as adipokines, which regulate the func-
tions of other endocrine tissues. The first adipokine described in literature was 
leptin, a 16-kDa anorexigenic protein produced mainly by adipose tissue, but also 
by placenta, stomach and skeletal muscle [53], exerting its effects by means of six 
isoforms of leptin receptors (ObR) [54].

Leptin is an adipokine messenger regulating feeding behaviour and energy expen-
diture, and a crucial cytokine regulating different physiological processes including 
reproduction [55]. Indeed, in recent years, the role of leptin in the regulation of repro-
ductive neuroendocrine axis has been pointed out, although the underlying mecha-
nisms have not been fully elucidated. It is clear that an adequate concentration of 
leptin is required for normal reproductive function, since leptin has been shown to act 
at different levels within the HPG axis, in both males and females [56, 57].

Circulating levels of leptin, positively correlated with adiposity, are gender- 
dependent with higher leptin serum concentrations observed in women than in men 
[58]. The gender-difference in leptin serum levels persists even after correction for 
variables including subcutaneous fat and visceral fat, which may influence circulating 
leptin levels. In normal homeostasis, gonadal and adipose tissue functions are regu-
lated by a complex and reciprocal interplay. Physiological concentrations of leptin, 
produced by adipose tissue, regulates male and female reproductive function through 
the binding to ObR: indirectly stimulating the production of GnRH by hypothalamus 
and of gonadotropins by pituitary [59] after crossing the blood-brain barrier, and 
directly acting on testis [56]. In males, circulating androgens control adipocyte size 
and adipose mass, whereas plasmatic leptin indirectly increases steroidogenesis in 
Leydig cells, by stimulating LH, and promotes spermatogenesis by the FSH-dependent 
stimulation of Sertoli cells [60]. Moreover, leptin has been also detected in human 
seminiferous tubules, which express ObR, as well as in seminal plasma and sperma-
tozoa [61, 62]; nevertheless, the direct positive effects of leptin on sperm motility, 
capacitation, and acrosome reaction are still a matter of debate [63–65].
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In pathological conditions, such as obesity, the increased adipose mass induces 
the release of supraphysiological leptin levels. High serum leptin levels in obesity 
have been proposed to be secondary to “leptin resistance”, whose mechanisms still 
remain unclear but potentially led back to the inability of circulating leptin to reach 
its target in the brain, reduction of ObR expression, and/or inhibition of the signal-
ling events in specific brain regions [66]. Supraphysiological leptin levels act 
directly on the gonads, and, indirectly, on the hypothalamus and pituitary, in both 
males and females. In obese men, high leptin levels impact negatively on the repro-
ductive potential by disrupting the HPG axis and reducing semen quality (sperm 
concentration, sperm motility and sperm morphology), as demonstrated by several 
observational studies [67–70]. In addition, the androgen response to hCG  stimulation 
is impaired in obese men, and multivariate analysis demonstrated that leptin was the 
best hormonal predictor of the obesity-related reduction in androgen response. 
Taken together, these observations suggest that leptin excess might play an impor-
tant role in the development of reduced androgen output in male obesity [53]. 
Indeed, the increase of adipose tissue mass, documented by the rise of body mass 
index (BMI), induces a reduction of sex hormone binding globulin (SHBG) and 
testosterone plasma concentrations, and a concomitant increase of estrogens plasma 
concentration [71]. Elevated estrogens in obese men may in part result from the 
increased mass of white adipose tissue in which the elevated activity of aromatase 
induces the conversion of testosterone in E2 [71]. The increased estrogens level trig-
gers a negative feedback upon the HPG axis via kisspeptin neurons in the hypo-
thalamus, resulting in a further downregulation of testosterone, and impaired 
spermatogenesis [71]. Moreover, in obese men, low levels of inhibin B have been 
also observed, suggesting Sertoli cells dysfunction, although a compensatory 
increase in FSH levels has not been demonstrated, therefore indicating a potential 
partial dysregulation of the HPG axis [72]. Lastly, leptin also exerts direct actions 
on the testis, by inhibiting steroidogenesis through interference with cAMP signal-
ling in granulosa cells [63]. Obesogens, such as BPA and TBT, may induce down-
regulation of ObR, by attenuating the transport of leptin to the hypothalamus, via 
blood-brain barrier, therefore producing a condition of obesity [73], and may also 
contribute to induce leptin resistance, by leading to HPG axis dysfunction, and con-
sequent reduction of testosterone synthesis [74]. The actions of leptin within the 
HPG axis are summarized in Fig. 3.2.

3.4.4  Obesogens and Insulin

One of the most relevant causative factors of obesity-induced hypogonadism is 
insulin resistance. Studies performed on animal models demonstrated that obeso-
gens such as BPA and TBT might compromise glucose metabolism, by reducing 
the expression of glucose transporter 2 (GLUT2), insulin receptor substrate 1 
(IRS1) and 2 (IRS2) and phosphatidylinositol 3 kinase (PI3K) within the testis 
[75, 76]. Considering the involvement of PI3K on glucose transporter 1 (GLUT1) 
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translocation from cytoplasm to the membrane, the down-regulation of PI3K 
leads to a reduced glucose influx in Sertoli cells. The glucometabolic changes 
may trigger apoptosis of Sertoli cells, therefore affecting spermatogenesis [77]. In 
line with these observations, it has been demonstrated that TBT may affect 
GLUT1 translocation on the membrane, and decrease adenosine monophosphate-
activated protein kinase (AMPK), by promoting insulin resistance and, conse-
quently, impairing Sertoli and germ cells function [78].

3.4.5  Obesogens and Histopathology of the Testis and Sperm 
Parameters

Few in vivo studies have addressed the direct effects of obesogens on mammalian 
testis; nevertheless, such studies are unanimous in the idea that obesogens such as 
TBT and BPA may compromise testis histology and may damage spermatozoa 
membrane, by compromising sperm function [79–83]. Indeed, in animals treated 

Excess

Leptin

Fat LH FSH

GnRH

Leydig cell

Testis

Fig. 3.2 Effects of leptin on the HPG axis. Leptin acts at various levels along the HPG axis, and 
its effects on the reproductive function seem to be elicited by different leptin blood thresholds, 
depending on the site of activity. High leptin concentrations stimulate hypothalamic GnRH, and, 
in turn, gonadotropin secretion; nevertheless, saturable leptin transport system modulates leptin 
transport across the blood–brain barrier, by preventing high concentrations of leptin from reaching 
hypothalamic leptin receptors. By contrast, excess of leptin may potentially act on peripheral 
leptin receptors and inhibit testicular steroidogenesis; testosterone, by inhibiting leptin synthesis 
and secretion by the adipose tissue closes the regulatory loop. Adapted from Caprio et al. [53]
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with obesogens, severe degenerative alterations were observed within the testis: 
testis weight was reduced, seminiferous tubules showed degenerative changes in the 
germinal layer and markedly reduced number of spermatocytes and spermatids, 
with a consequently prejudiced spermatogenesis. Accordingly, sperm count and 
viability were decreased, and the proportion of spermatozoa with abnormal sperm 
morphology was increased.

Scarce epidemiological studies investigating the effects of obesogens on the 
human testis and semen quality were performed, by making it difficult to draw 
definitive conclusions on how obesogens may affect testis function [84, 85]. 
Interestingly, a recent epidemiological study pointed out that chronic exposure to an 
obesogens, such as BPA, in a pre-existing condition of obesity, might exacerbate the 
deleterious effect of BPA on semen quality [86]; the underlying molecular mecha-
nisms reside in the condition of oxidative stress observed in obese patients, charac-
terized by high levels of reactive oxygen species (ROS), which aggravate the toxic 
effect of BPA on semen quality, resulting in decreased sperm count [86]. Indeed, 
after treatment with BPA, histopathological examination of the testis showed a phe-
notype consistent with severe testicular trauma, and sperm count and concentration 
were significantly lower in obese mice, compared with lean mice [86]. Moreover, 
metabolomic analyses performed on the testis confirmed the hypothesis of an inter-
action between BPA and obesity, in affecting the male reproductive system; indeed, 
treatment with BPA in obese mice up-regulated oxidative stress metabolites associ-
ated with male reproductive dysfunction [86].
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4.1  Endocrine Disrupting Chemicals and Their Effects 
on the Endocrine System

4.1.1  Rapid Increase of Chemical Exposure During the Last 
Decades

During the last decades the production of industrial chemicals has increased enor-
mously, and is estimated to increase even more in the future [1, 2]. Global sales of 
chemicals increased from €1029  billion in 1996 to €3360  billion in 2016 [1], 
and  >  80,000 chemicals are registered for commercial use in USA and Europe 
(reviewed in [3]). Chemicals are primarily used in industries producing rubber and 
plastics, pulp and paper, as well as in construction and in the automotive industry 
[1]. In the plastic industry, chemicals used as for example plasticizers and flame 
retardants, are added in order to enhance the desired properties of the material. 
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There has been a dramatic increase in plastic production from 1950 to 2015 and the 
sum of all nonfiber plastics (including additives) produced until 2015 has been esti-
mated to 7300 million metric tons (reviewed in [4]).

One group of chemicals are the persistent organic pollutants (POPs). These are 
stable industrial chemicals that persist in the environment and accumulate in living 
organisms. Although some POPs (e.g. polychlorinated biphenols (PCBs) and 
dichlorodiphenyl-trichloroethane (DDT)) have been banned from use due to their 
toxicity and persistency, many of these substances can still be detected throughout 
the food chain and in human and wildlife tissue across the globe (reviewed in 
[5, 6]).

4.1.2  What is an EDC?

Some of these industrial chemicals are endocrine disrupting chemicals (EDCs), i.e. 
substances that interfere with any aspect of our natural hormone system [7, 8]. 
Mechanisms by which EDCs can interfere with hormonal action include binding to 
hormone receptors and thereby act similarly to the hormones themselves (agonistic) 
or block their function, i.e. act antagonistically. Furthermore, EDCs can interfere 
with the production, transport, release, metabolism or elimination of hormones. 
There are many different types of EDCs, in fact, close to 800 compounds in our 
environment are known or suspected to have endocrine disrupting properties 
(reviewed in [9]). In this chapter we have chosen to focus on a few well-studied ones 
in the context of human health (overview in Table 4.1) to exemplify the increasing 
evidence that EDC exposure early in life can affect human health throughout the 
lifespan.

EDCs are different from “classical” toxicants since their adverse effects may be 
subtle and not follow classical dose-responses curves. In fact, EDCs often have non- 
monotonic dose response curves [10] (Fig.  4.1) and can have different effects 
depending on concentration. Therefore, low doses can cause effects that are not 
predicted based on chemical testing using high doses [10]. In addition, the effects of 
EDCs may be much more severe during critical periods in life, for example during 
fetal development, when hormones have critical functions for development of the 
organism. Also, their effects are often different depending on the target tissue. It is 
thus concerning that tests on which chemical risk assessment is based today are 
most often not optimized to detect endocrine disrupting properties as (1) they are 
built on monotonic dose responses and hence the doses used may not be the doses 
giving adverse effects, (2) endpoint measurements are focused on more direct 
toxicity such as cell death, and (3) the time window of critical development of an 
organism is not taken into account. This lack of accurate risk assessment is one 
reason for the vast amount of chemicals around us that affect the endocrine system 
and thus human health.
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Table 4.1 Overview of selected EDCs

Chemical Primary usage
Predominant 
exposure route

% human 
exposure*

Bisphenols
Bisphenol A Hardener used in polycarbonate 

plastics (found in common 
consumer goods like food and 
beverage containers), epoxy resins 
(used to coat the inside of metal 
products like food cans, bottle tops 
and water supply lines).

Ingestion of 
packed food and 
drinks

96–97%

Phthalates
High-molecular- 
weight phthalatesa

Plasticizer in PVC plastics (found 
in e.g. toys, tubing, flooring and 
wall covering)

Ingestion of 
packed food and 
drinks, dust 
ingestion

Metabolite 
(chemical) MEHP 
(DEHP): 100%, 
MiNP (DiNP): 
100%

Low-molecular- 
weight phthalatesa

Added to personal care products 
(like nail polish, body lotions, 
cosmetics, shampoos, perfume etc.) 
to help lubricate other substances 
and to carry fragrances

Dermal 
absorption, dust 
ingestion, 
inhalation

Metabolite 
(chemical) MEP 
(DEP): 100%, 
MBP (DBP): 
100%, MBzP 
(BBzP): 100%

Persistent organic compounds (POPs)b

Polychlorinated 
biphenyls (PCBs)a

Previously widely used in industry 
in e.g. dielectric and coolant fluids 
in electrical apparatus, carbonless 
copy paper and in heat transfer 
fluids.

Food (especially 
fish 
consumption)

PCB-118: 
77–100%, 
PCB-138: 
95–100%, 
PCB-153: 
98–100%, 
PCB-180: 95–96%

Perfluorinated 
alkylated 
substances 
(PFAS)a/c

Used as sufructant in fire-fighting 
foams, and for its ability to repel 
water and oil in e.g. stain 
repellents, impregnation agents, 
food packaging and non-stick pans

Drinking water, 
food, and use of 
consumer 
products

PFOS: 99–100%, 
PFOA: 99–100%

Polybrominated 
diphenyl ethers 
(PBDEs)a

Flame retardant in various 
industrial products such as 
electronics, textiles, furnishings, 
and building materials

Drinking water, 
food, and dust 
inhalation

PBDE-47: 
99–100%, 
PBDE-99: 
87–99%, 
PBDE-100: 
98–99%, 
PBDE-153: 
99–100%

aThere are many different individual chemicals in these groups, but they all have similar properties
bPersistent organic pollutants (POPs) are organic compounds that are extremely resistant to envi-
ronmental degradation and therefore persist in the environment for very long periods. They bioac-
cumulate in human and animal tissue and can harm human health and the environment. Sources of 
POPs are pesticides, industrial chemicals or unintentional production. The POPs listed in this table 
are all listed in the Stockholm Convention list where parties must take measures to eliminate or 
restrict the production and use of these chemicals
cPFOS is the only PFAS member on the Stockholm Convention list, but PFOA and PFHxS are 
under review for being added to the list
*In serum or urine of pregnant women, or in cord blood at birth, percent individuals with chemical 
level > Limit of detection (LOD). The most studied chemicals within a chemical group are pre-
sented. Min-max value from two studies are presented (BPA [17, 96]; phthalates [21, 118]; PCBs 
[17, 105]; PFAS [17, 195]; PBDEs [17, 23])
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4.1.3  We Are Exposed to EDCs Throughout Our Life

We are constantly exposed to a cocktail of EDCs as numerous commonly used con-
sumer products and articles contain and leak EDCs to the surrounding environment. 
A vast amount of EDCs are routinely found in food and water, as well as indoor air 
and dust, leading to constant human exposure (Table 4.1) [11–15], and EDCs or 
their metabolites are routinely detected in human urine, serum, breast milk and 
amniotic fluid (reviewed in [16]). Importantly, we are not exposed to one EDC at the 
time, but are constantly exposed to a mixture of EDCs [17], where the combined 
effects of the individual chemicals can be additive to each other [18, 19]. The large 
number of chemicals with potential or proven endocrine disrupting properties has 
thus raised global concern expressed in, for example, a recent WHO-report [9].

Although a united research field points at the risk of adverse health effects of 
EDC exposure during fetal development [20], many EDCs are found in >95% of 
pregnant women [17, 21–23] (Table 4.1). For example, Woodruff et al. [17] observed 
that when measuring 52 different environmental chemicals in pregnant women, the 

Fig. 4.1 Examples of dose response curves. (A) Linear dose response, where the response 
increases or decreases with the same rate as the dose, and the response to a certain chemical dose 
is therefore easy to predict; (B) monotonic but nonlinear dose response, i.e. the response increases 
or decreases in the same direction but the rate is not constant; (C) non-monotonic dose response 
where the direction of the slope changes at least once. With chemicals like these, it is impossible 
to predict the effect of a chemical dose based on knowledge regarding another dose; (D) Binary 
response where there is a threshold at which a dose elicits (or eliminates) a response
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median number of chemicals detected in serum/urine was 37 and all women had 
chemicals from different chemical classes in their systems. The amount of chemi-
cals present in pregnant women is of high concern as many of the environmental 
chemicals can cross the placenta [22, 24–29] and therefore reach the fetus. In an 
investigation by the Environmental Working Group (EWG) in 2005, 287 out of 413 
measured environmental chemicals were detected in the cord blood of at least one 
of the 10 babies studied [30], indicating that the developing fetus is indeed exposed 
to hundreds of chemicals during sensitive developmental periods.

4.1.4  Fetuses are More Vulnerable to EDCs Than Adults

The process of fetal development, from one cell to a whole organism, is tightly regu-
lated. Many developmental processes are controlled and fine-tuned by hormones, 
e.g. triggering cell proliferation and differentiation or regulating growth or retrac-
tion of morphological structures. Such hormonally regulated events are temporally 
restricted. Thus changes in hormonal balance during these developmental windows 
can result in permanent alterations with consequences for health later in life. Also, 
since hormone signaling differs between males and females, EDCs can cause differ-
ent effects depending on sex. Examples of organs whose development is tightly 
regulated during sensitive time windows are the brain, reproductive tract and meta-
bolic system. They are thus particularly receptive to environmental cues early in life 
(reviewed in [31–34]).

4.1.5  Endocrine Systems Affected by EDCs

Hormones are signaling molecules that enable communication between organs / 
tissues in order to regulate physiology and behavior. Hormones are most often 
secreted by endocrine glands and transported, via the blood stream, to a target organ 
where the hormone binds to its specific receptor and thereby affects important func-
tions in the target cells. Hormones can have diverse chemical structures and regulate 
functions such as metabolism, sleep, mood, stress, reproduction, as well as growth 
and development. Since the endocrine system has many essential functions in the 
human body, changes in hormonal action (both increase and decrease) can have a 
variety of effects and these effects are different depending on target cell type and 
timing of the hormonal change. In adults, hormones have mostly temporary effects 
on their target cells regulating for example blood sugar levels or ovulation, whereas 
during fetal development, hormones have programming effects.

The most studied endocrine systems in the context of EDC effects are the thyroid 
hormone system and steroid hormones signaling pathways, in particular estrogen 
and androgen signaling. Steroid and thyroid hormones mediate their effects primar-
ily through their nuclear receptors (NRs), i.e. ligand-induced transcription factors 
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that, bound to the hormone, regulate expression of their target genes. In order to 
understand the diversity of EDC effects, it is important to emphasize that hormone 
signaling is complex. Depending on the cell type and tissue, NRs interact with dif-
ferent co-regulators that fine-tune their action and define the set of target genes 
specific for each cell type. Furthermore, many NRs come in different isoforms, like 
the thyroid hormone receptors (TRα and TRβ) or the estrogen receptors (e.g. ERα 
and ERβ). These receptor isoforms can have different temporal and spatial patterns 
of expression and differential effects on gene expression (reviewed in [9]).

4.2  The Effect of EDCs on Epigenetics as a Possible 
Explanation for Their Life Long Effects

There are many examples of that environmental factors that affect fetal development 
also affect health later in life (reviewed in [35–37]). Sensitivity to environmental 
information such as nutritional state or infections during development is thought to 
improve adaptation to the milieu after birth. This “developmental plasticity” in 
response to environmental cues is usually occurring during sensitive time windows 
(reviewed in [37]) and is thought to be, at least partly, due to epigenetic program-
ming of the genetic material during early development.

Epigenetic information is defined as heritable information associated with the 
DNA but not encoded by the DNA sequence itself. Epigenetic mechanisms include 
DNA methylation, histone modifications and non-coding RNAs (including microR-
NAs; miRNA), which are all part of a complex regulatory network. Whereas DNA 
methylation and histone modifications determine the structure and accessibility of 
the DNA for transcription factors, and therefore regulate gene expression, miRNAs 
regulate gene expression at the posttranscriptional level (reviewed in [38]). 
Epigenetic processes are vital for the early stages of normal mammalian develop-
ment where gene expression needs to be tightly regulated [39]. Changes in epigenetic 
information during development can permanently alter the functional genome, and 
subsequently cause adverse health outcomes that manifest in later life, or even in 
subsequent generations (reviewed in [40]).

4.2.1  EDC Exposure During Fetal Development Alters DNA 
Methylation

In the context of chemical exposure, the most studied epigenetic regulation is DNA 
methylation, where DNA methyltransferases (DNMT) add a methyl group to the 
cytosine base in the DNA strand. Generally, DNA methylation, particularly in a 
promoter region, decreases the accessibility of the DNA for transcription factors 
and therefore represses gene transcription. DNA methylation is mitotically heritable 
through the activity of DNMT1 that copies the methylation state of the mother 
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strands to the daughter strands. Thus DNA methylation changes can be persistent 
over long periods in life.

Both experimental and epidemiological evidence is accumulating that exposure 
to EDCs, in particular during development, affects DNA methylation patterns 
(reviewed in [38, 41–43]). Mechanisms underlying such changes are not well stud-
ied but there is evidence that EDCs affect levels of the DNMTs or co-factors needed 
for the addition of the methyl group. Furthermore, hormone receptors have been 
shown to direct regulators of DNA methylation to specific genomic loci, hence 
interference with this function could also lead to EDC-induced DNA methylation 
(reviewed in [44]).

4.2.2  Transgenerational Effects

Chemical exposure in pregnancy results in exposure of three generations: the preg-
nant mother (F0), the fetus (F1) and the fetal germ cells that will give rise to another 
generation (F2). Environmental factors have been shown to affect disease suscepti-
bility over generations, even reaching generations after F2. These so-called trans-
generational effects are thought to be mediated through stable epigenetic marks 
inherited from one generation to the next.

Transgenerational effects of EDCs have not been assessed in humans yet due to 
the very long study design needed. Nevertheless, studies have been performed in 
rodents showing evidence of transgenerational effects of EDC exposure. For exam-
ple, changes in behavior, reduced male fertility, as well as increased prevalence of 
pubertal abnormalities, testis and ovarian disease and obesity have been observed in 
F3 as an effect of exposure to EDCs such as bisphenol A (BPA), Bis(2-ethylhexyl) 
phthalate (DEHP), Dibutyl phthalate (DBP) and/or Vinclozolin exposure in F0 
pregnant mice or rats [45–47]. Since there are many similarities between rodents 
and humans, and because EDC-induced effects have been observed in human F2 
(“DES granddaughters” described in Sect. 3.1.2; [48]), it is possible that EDCs can 
affect disease susceptibility over generations in humans.

4.3  Rapid Increase of Chronic Common Diseases – 
A Possible Connection to Prenatal EDC Exposure?

During the last decades, there has been an increase in non-communicable diseases 
like infertility, neurodevelopmental disorders, obesity and diabetes (reviewed in 
[9]). During the same time period chemical production, and thus human exposure, 
has risen enormously (Fig. 4.2), which makes the connection between chemicals 
and disease prevalence interesting. However, these types of correlations need to be 
interpreted with care as also other life-style changes have occurred during the same 
time period. Nevertheless, epidemiological studies together with experimental 
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evidence and similar observations in wildlife species around the world (reviewed in 
[9]) clearly indicate a role for chemical exposure in the recent increase of non- 
communicable diseases. Indeed, when comparing different risk factors for develop-
ing complex diseases, environmental chemicals have been shown to be one major 
risk [49, 50]. In particular early life exposure to EDCs may be a major contributory 
factor in many later-life diseases such as fertility problems, cancer, obesity and 
neurodevelopmental disorders (reviewed in [6, 9]). It is likely that some chemically 
induced changes in the epigenome during fetal development can make the individ-
ual more susceptible to other triggers later in life, decreasing the threshold for dis-
ease onset.

To exemplify the role of EDCs in complex common diseases, we have chosen to 
focus on their role in infertility problems, neurodevelopmental disorders and meta-
bolic disorders. Examples of EDCs associated with these diseases are discussed, as 
well as some of the known endocrine disrupting and, if studied, epigenetic mecha-
nisms involved.

4.4  Fertility Problems

4.4.1  Introduction

Alarmingly, an over 50% decrease in sperm count between 1973 and 2011 has been 
reported in a meta-regression analysis of men from North America, Europe, 
Australia and New Zealand [51]. It is more difficult to study female fertility, but an 

Fig. 4.2 Concurrent increase in chemical production and (A) reproductive, (B) neurodevelopmen-
tal and (C) metabolic diseases. One health outcome per disease category is visualized. Synthetic 
chemical production per year in USA (left y-axis) adapted from [150]. Sperm count determined in 
different cohorts from USA adapted from [196]. Autism disorder (AD) incidence in USA adapted 
from [197, 198], where the x axis represents study publication year. Obesity data was accessed 
from OECD [199], and presented as a percentage of the population aged  ≥15  years with a 
BMI ≥ 25 (BMI values calculated from precise estimates of height and weight from health exami-
nations) in USA
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increase in female reproductive organ diseases hand in hand with a decrease in 
female fertility have been suggested (reviewed in [32]). In addition, the overall 
decreased fertility can be reflected in the observed declining rates of natural concep-
tions [52, 53].

Infertility may be affected by, for example, diseases, infections, lifestyle related 
factors and female age [54, 55]. However, there are indications that the increase in 
synthetics chemicals, like EDCs, is linked to the decline in fertility around the world 
(Fig. 4.2) (reviewed in [32, 55–57]).

4.4.2  Associations Between Prenatal EDC Exposure 
and Fertility Problems in Adulthood

Due to the long study times, there are not many epidemiological studies investigat-
ing the effect of fetal EDC exposure on female fertility later in life. However, a lot 
has been learnt from exposure to the potent EDC diethylstilbestrol (DES) that was 
used between the 1940’s and the early 1970’s (reviewed in [58]). DES is a synthetic 
estrogen that was administered to pregnant women with the aim to reduce miscar-
riage and pregnancy complications. It is now clear that DES treatment during preg-
nancy increases infertility among the DES-exposed born girls (“DES daughters”) in 
adulthood, where uterine and tubular problems were reported as a major cause of 
the female infertility [59]. Furthermore, pregnant DES daughters are less likely to 
have full- term live births compared to unexposed women [60]. Instead, the DES 
daughters had an increased risk of premature births, spontaneous pregnancy losses 
and ectopic pregnancies [60]. Moreover, daughters to DES daughters (“DES grand-
daughters”) have been reported to have more irregular menstrual periods and fewer 
live births compared to unexposed women [48]. Although less potent than DES, 
BPA can also disrupt estrogen signaling, and in utero exposure to BPA has been 
suggested to cause similar effect as DES in female mice [61, 62], some of the effects 
being transgenerational [62]. If BPA affects sexual development and fertility in 
humans needs to be further studied.

Also DES sons have been studied, and although DES exposure does not seem to 
impair male fertility [63], congenital malformations of the genitalia, like cryptorchi-
dism, has been reported to be increased in DES sons compared to sons of untreated 
women [63, 64]. Interestingly, the adverse effect of DES was more severe if DES 
exposure began before the 11th week of pregnancy [63, 64], supporting the notion 
that the timing of EDC exposure is important for its consequences on sexual devel-
opment (reviewed in [57]).

Male fertility is epidemiologically easier to study compared to female reproduc-
tion since the proxy measurement anogenital distance (AGD; the distance between 
the anus and genitalia) is easily accessible already at birth. Shorter AGD is associ-
ated with male infertility and lower sperm count [65, 66]. In the context of male 
infertility, most evidence is available for some of the phthalate esters. For example, 
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DEHP and diisononyl phthalate (DiNP) metabolites in first trimester urine has been 
associated with shorter AGD in boys after birth [67, 68]. In addition, several phthal-
ate ester metabolites measured during trimester two and three have been associated 
with shorter AGD [69–71], incomplete testicular descent [69] and smaller penile 
size [70]. Interestingly, the genetic background may play a role in susceptibility as 
white Americans and African Americans show differences regarding associations 
between phthalate ester exposure and anogenital measurements [71]. These epide-
miological findings are corroborated by experimental data, in particular from rodent 
studies, where negative effects on male sexual development have been repeatedly 
reported after in utero phthalate ester exposure [72–74].

4.4.3  Endocrine Disrupting Properties & EDC-Induced DNA 
Methylation Associated With Reproductive Capacity

Reproductive development is highly dependent on steroid hormone signaling, in 
particular of the sexual hormones estrogens and androgens. Thus, prenatal exposure 
to chemicals that interfere with these hormones have the potential to affect sexual 
development in the exposed fetus, which may cause of infertility in reproductive age 
(reviewed in [32]).

A typical estrogenic compound is BPA whose estrogenic properties were discov-
ered already in the 1930s. This was a desired property for pharmaceutical use, but 
when DES was synthesized and proven more potent, only DES was commercialized 
for this purpose. BPA has instead been extensively used during the past 60 years in 
plastics and epoxy resins (reviewed in [75]). It has been shown that the effects of 
DES on female reproductive abnormalities, like anovulation and cornification of the 
vaginal epithelium, are dependent on the presence of ERα in experimental studies 
[76, 77]. Interestingly, changes in the hormone balance in utero may also perma-
nently alter the estrogen receptors balance for life, as observed in adult female sheep 
prenatally exposed to BPA, where ERα expression was increased and ERβ expres-
sion decreased in hypothalamus compared to controls [78]. This change in ER 
expression may be a consequence of BPA-induced non-monotonic sex-specific 
DNA methylation of ER genes, which has been observed in mouse brain [79]. 
Furthermore, prenatal DES exposure has been associated with altered concentra-
tions of estradiol, follicle-stimulating hormone (FSH) and inhibin B in women aged 
36–45 years [80], indicating that interfering with estrogen signaling in utero may 
have effects on hormone balance for life.

Phthalates, on the other hand, are well-known anti-androgens [81] and have been 
shown to reduce testosterone production in fetal rodent testis [82, 83]. There is a 
critical window for genital development (estimated to be 8–14 weeks of gestation in 
humans) where androgen action is crucial for masculinization of the organism [84]. 
Therefore, depending on the exposure timing of chemicals that interfere with andro-
gen signaling, the effects on genital development will vary [85]. Apart from phthal-
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ates, a number of pesticides and fungicides are known to affect androgen signaling 
and, importantly, there is a dose-additive effect of different anti- androgenic 
 chemicals on reproductive development (reviewed in [86]).

4.5  Neurodevelopmental Disorders

4.5.1  Introduction

Neurodevelopmental disorders are highly heterogeneous with etiologies involving 
impaired brain developmental processes. Examples for neurodevelopmental disorders 
are autism spectrum disorders (ASDs), attention-deficit/hyperactivity disorder 
(ADHD), intellectual disability, and schizophrenia. In children, impaired neurodevel-
opment can be expressed as impairments of cognitive functions (e.g. difficulties with 
language and speech, learning and memory), emotional behavior (e.g. increased anxi-
ety and depression), and social behavior (e.g. conduct problems, aggressiveness).

Impaired neurodevelopment can be observed as a variety of symptoms, but not 
always diagnosed as a disease. Even so, neurodevelopmental diseases like ASD, 
ADHD, depression and schizophrenia have been reported to steeply increase during 
the last decades [87–92].

Although heredity is a well-documented risk factor, heritability is low for many 
neurodevelopmental disorders. For ASD, heritability is around 50% [93, 94], impli-
cating that environmental factors also play a role in the disease etiology. In fact, in 
many cases, it is the interaction between genetic disposition and environmental fac-
tors that determine disease risk. An interesting example in this context is that genetic 
polymorphisms in genes involved in detoxification of environmental pollutants are 
more common in children diagnosed with ASD compared to in controls (reviewed 
in [95]).

4.5.2  Associations Between Prenatal EDC Exposure 
and Neurodevelopmental Health Outcomes

Epidemiological studies have established associations between prenatal exposure to 
EDCs and impaired neurodevelopment in children for, e.g., BPA [96–100], polybro-
minated diphenyl ethers (PBDEs) [100–104], PCBs [105–109] and phthalates 
[109–118]. These studies support that early life exposure to EDCs, measured during 
pregnancy, can affect neurodevelopment in domains primarily related to child 
behavior and cognition. This is corroborated by experimental studies in rodents, 
where neurodevelopmental impairments following prenatal EDC exposure is well 
documented (reviewed in [119, 120]).

It is important to note that different EDCs affect neurodevelopment differen-
tially, depending on which hormonal system they affect, the timing of exposure, and 
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not least the sex of the exposed individual. For example, prenatal PBDE (primarily 
PBDE-47) exposure mainly impairs mental development and lowers IQ in the off-
spring, whereas BPA exposure is associated with behavioral changes in the off-
spring, expressed as changes in both externalizing behavior (e.g. hyperactive and 
aggressive behavior) and internalizing behavior (e.g. anxiety and depression). In the 
case of BPA [96–100] as well as of exposure to phthalate esters [109–114], clear 
differences between males and females could be observed.

Considering that fetuses are exposed to a mixture of EDCs that affect develop-
ment in different ways, it would be important to focus more on studying effects of 
mixtures. In a recent study, Birgerson et al. [121] have identified a mixture of EDCs 
in pregnant women associated with language delay at 30 months of age (an early 
marker for impaired neurodevelopment) in their children. Subsequently, this mix-
ture was tested in experimental systems including concentrations found in the preg-
nant women. In human fetal primary neuronal stem cells, transcriptomic analyses 
revealed that this mixture affects expression of genes previously associated with 
neurodevelopmental disorders. In addition, the mixture altered behavior in tadpoles 
and zebra fish embryos, confirming the epidemiologically observed associations 
between EDC exposure and impaired neurodevelopment.

4.5.3  Endocrine Disrupting Properties & EDC-Induced DNA 
Methylation Associated With Neurodevelopment

Many hormonal systems are crucial for brain development (reviewed in [122]). In 
the context of EDCs, the best studied ones are thyroid hormone (TH) signaling, 
estrogen signaling and glucocorticoid signaling.

It is well known that TH signaling is essential for brain development in all verte-
brates, including humans [123, 124]. Reduced levels of thyroid hormone levels dur-
ing pregnancy can cause irreversible adverse effects on the child’s neurodevelopment 
[124–127], observed as, e.g., IQ loss [125, 127]. The observed association between 
changes in maternal TH levels and impaired neurodevelopment may be, at least 
partly, due to that maternal TH levels affect brain morphology, more specifically the 
white matter/grey matter ratios, in the child [127]. Many EDCs can disrupt different 
parts of the thyroid signaling pathway (reviewed in [128]). For example, high mater-
nal BPDE level is associated with changes in maternal thyroid hormone level [23], 
which may be a link between the reported association between prenatal BPDE 
exposure and impaired mental development and IQ loss [100–103].

Estrogen signaling, via ERα, ERβ, and membrane-bound ER, is involved in cell 
proliferation, differentiation and migration of cortical interneurons, and synaptogen-
esis in hippocampus and neocortex during development [129–131]. For example, 
estrogens can enhance N-methyl-D-aspartate receptor (NMDAR) mediated synaptic 
currents, possibly due to increased expression or recruitment of the NR2B subunit 
(reviewed in [132]). NMDARs are receptors for the excitatory neurotransmitter 
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 glutamate and are involved in synaptic plasticity, which is important for learning and 
memory (reviewed in [132, 133]). BPA exposure has been shown to alter NMDA 
receptor expression as well as synaptogenesis in mouse hippocampus, which leads to 
impaired learning behavior [134, 135]. Interestingly, in both human and rats, prenatal 
BPA exposure has been shown to alter methylation of GRIN2B, the gene encoding 
the NR2B subunit of the NMDA receptor, in females but not in males [136]. Genetic 
polymorphisms in GRIN2B have been associated with neurodevelopmental disorders 
such as ADHD and ASD [137, 138], thus the BPA-induced changes in regulation of 
this gene [136] may have a connection to the BPA-induced ADHD like symptoms 
observed in both mice and humans [139].

Furthermore, estrogen increases brain-derived neurotrophic factor (BDNF), a 
small secreted growth factor important in synaptic plasticity, in hippocampus and 
prefrontal cortex (reviewed in [130]). BDNF is essential for learning and memory, 
and its expression and methylation has been observed to be altered in neurodevelop-
mental diseases (reviewed in [140]). In both mice and human, prenatal BPA expo-
sure is associated with sex-specific changes DNA methylation in the BDNF gene, 
measured in the cord blood of babies or in blood and hippocampus tissue of 
mice [141].

Glucocorticoid signaling is essential for the body’s stress response, and an 
impaired regulation of stress response is involved in stress-related disorders such as 
depression and anxiety (reviewed in [142]). Glucocorticoids, like cortisol, are ste-
roid hormones that bind glucocorticoid receptors (GR), where also co-regulatory 
proteins are needed. One such protein is FKBP51, a stress responsive protein 
encoded by the FKBP5 gene. FKBP51 inhibits GR signaling by different mecha-
nisms and increased FKBP5 expression has been observed in, for example, major 
depressive disorder and schizophrenia patients (reviewed in [143]). Interestingly, 
prenatal BPA-exposure in rats increases methylation of Fkbp5, and lowers the 
FKBP51 protein levels, in the hippocampus of male rat offspring, mediated via an 
ER beta dependent pathway [144]. BPA induced FKBP5 methylation may be one 
molecular link explaining the increased anxiety and depression observed in boys 
exposed to BPA in utero [97, 99].

Of note, these examples illustrate the sex-specific effects of BPA on GRIN2B, 
BDNF and FKBP5 during fetal development, which are coherent with associations 
between BPA exposure and sex-specific neurodevelopmental alterations [96–100].

4.6  Metabolic Disorders

4.6.1  Introduction: Obesity and Diabetes

Both childhood and adult obesity has been reported to increase worldwide [89, 145, 
146], even more pronounced in boys compared with girls [146]. Hand in hand, the 
related metabolic disease type 2 diabetes (T2D) is increasing [147, 148].
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As for other complex diseases, there are many different factors involved in the 
etiology of obesity and diabetes, such as genetic predisposition and life style fac-
tors. Yet, the increase in human exposure to synthetic chemicals has been proposed 
to also play a role the etiology of obesity and diabetes, as many of these chemicals 
may interfere with the body’s natural weight-control mechanisms [149, 150].

4.6.2  Associations Between Prenatal EDC Exposure 
and the Metabolic Disorders Obesity and Diabetes

Obese individuals have more fat cells than normal weight individuals. The fat cell 
number is programmed during fetal development and subsequently the number can-
not be altered by diet or exercise [151], indicating the importance of not disturbing 
a metabolic set point during development. Some EDCs have been suggested to be 
“obesogens”, i.e. having a causative role in the pathogenesis of obesity. EDCs 
induce susceptibility to obesity during development by, e.g., increasing the number 
of fat cells, shifting the energy balance to favor energy storage in fat tissue, altering 
basal metabolic rate, and/or by interfering with neuroendocrine control of appetite 
and satiety (reviewed in [31, 152]). Due to recent observations that EDCs also 
increase susceptibility to T2D, liver lipid abnormalities and other metabolic abnor-
matities, a new, broader name for this chemical group has been suggested, namely 
“metabolism disrupting chemicals” [152].

Of the EDCs mentioned in this chapter (Table 4.1), in utero exposure to PFASs 
[153–158], BPA [159–163], PCBs [164–168] and DEHP metabolites [158, 163] 
have been associated with metabolic outcomes like weight measurements, obesity 
and/or T2D in epidemiological studies. These studies indicate that early life expo-
sure to EDCs can change the metabolic set-point and increase the susceptibility to 
obesity and diabetes later in life.

One chemical that is repeatedly associated with weight measurements is 
PFOA.  In a meta-analysis of 9 epidemiological studies, high PFOA exposure in 
utero was shown to decrease birth weight [155]. Since low birth weight is associated 
with a fast weight gain after birth [169], it may not be surprising that prenatal serum 
PFOA levels were associated with a more rapid increase in BMI between 2–8 years, 
as well as greater adiposity at 8  years. These associations were most prominent 
when comparing the 2nd tertile with the 1st tertile, indicating a non-linear dose 
response for the PFOA effect on human adiposity [153]. Importantly, high PFOA 
exposure in utero has been associated with overweight or obesity in female, but not 
male, offspring at 20 years of age [154], supporting the notion that chemical expo-
sure in utero can have lifelong effects.

Another chemical frequently associated with both obesity and glucose intoler-
ance is BPA (reviewed in [170]). Although effects of BPA on metabolic outcomes 
have been repeatedly observed, the direction of the associations and exact out-
comes do vary. For example, prenatal BPA exposure has been associated with both 
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increased [160–163] and decreased [159, 160] body mass index, percent body fat, 
and waist circumference and/or skinfold thickness in childhood. In addition, these 
effects have been sex-specific and more pronounced in girls compared to boys 
[159, 162, 163].

4.6.3  Endocrine Disrupting Properties & EDC-Induced DNA 
Methylation Associated With Metabolic Disorders

PFOA can bind and activate PPARγ, a master regulator of fat cell differentiation, 
and promote adipocyte differentiation [171]. This ability of PFOA to increase the 
number of fat cells may be one link between prenatal PFOA exposure and obesity 
in adulthood [154]. On the molecular level, the metabolic effect of FFOA may 
also be due to methylation of Insulin-like growth factor 2 (IGF2). IGF2 is a pro-
tein hormone involved in fetal growth and development [172]. Maternal PFOA 
levels has been negatively correlated with cord blood IGF2 methylation, where 
the reduced IGF2 methylation explained around one-fifth of the observed associa-
tion between PFOA exposure and reduced ponderal index at birth [173]. In cord 
blood, PFOA exposure has also been associated with expressional changes of 
metabolically relevant transcription factors [174]. These differences in methyla-
tion and expression at birth may be connected to differences in circulating meta-
bolic hormone levels observed later in life. For example, PFOA exposure in utero 
has been positively associated with serum insulin and leptin levels and inversely 
associated with adiponectin in adult females [154], confirming that PFOA may be 
an obesogen.

Estrogen signaling is involved in the regulation of energy metabolism, for exam-
ple through the modulation of feeding behavior, brown fat adipocyte function, glu-
cose/insulin balance, body fat distribution, and energy expenditure (reviewed in 
[152, 175]). Since BPA can interfere with estrogen signaling, BPA has the potential 
to be an obesogen. Indeed, BPA has been shown to induce adipogenesis in human 
adipose and mesenchymal stromal/stem cells [176–178] through an ER-mediated 
pathway [177]. Interestingly, human prenatal BPA exposure has also been associ-
ated with decreased cord blood DNA methylation in the promoter of the obesity 
associated mesoderm specific transcript (MEST), and this methylation change was 
connected to MEST expression and BMI z scores of the children [176]. MEST 
expression correlates with adipocyte size and adipose tissue expansion [179]. The 
association between BPA and MEST was strengthen by demonstrating that also 
human mesenchymal stem cells exposed to BPA displayed decreased MEST meth-
ylation, increased MEST expression as well as increased lipid accumulation in the 
cells. In mice, BPA in utero has been shown to altered Mest and Fggy (an obesity-
relevant enzyme that phosphorylates carbohydrates) promoter methylation and tran-
scription of these genes, as well as increase in body weight, at >10 weeks of age 
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[176, 180]. These studies indicate that BPA induces methylation changes that are 
stable over time, which may play a role in regulation of metabolism long after the 
exposure was gone. In mice, there is also evidence of transgenerational effects on 
obesity since a low, but not high, dose of plastic-derived EDCs (BPA, DEHP and 
DBP) induced obesity in F3, but not in F1 or F2 [45].

BPA has also been suggested to play a role in glucose intolerance and diabetes. 
Rodent studies have shown that BPA during development induces sex-specific, 
non- monotonic dose-response relationships with metabolic outcomes like weight 
gain and impaired glucose tolerance in adult offspring [181–183]. Also, the BPA 
effects were accelerated and exacerbated when the offspring was fed a high fat 
diet [181, 182], indicating that BPA during development can shift the energy bal-
ance in favor for energy storage, which increases the susceptibility for obesity 
later in life.

4.7  Conclusion

In this chapter, we have illustrated the increasing evidence that EDC exposure, in 
particular during developmental phases, is contributing to the etiology of common 
non-communicable diseases. We have exemplified the role of EDC exposure for 
susceptibility to three disease groups but there are other common diseases that have 
been linked to prenatal EDC exposure, for example cancer [184, 185], cardiovascu-
lar disease [186] as well as inflammatory diseases like allergy [187] and asthma 
[188–191].

In conclusion, research over the last decades, both on the epidemiological and 
experimental level, has clearly demonstrated that EDCs are contributing to some of 
the most common diseases and thus to the related suffering and costs. Indeed, the 
annual costs for health problems related to EDC exposure are extensive [192–194], 
and have been estimated to €163 billion (1.28% of EU Gross Domestic Product) in 
Europe alone [194]. Yet, this might be an underestimation as most studies focus on 
one chemical at the time instead of investigating effects of real-life mixtures or 
combined effects of chemical exposure and other environmental factors (such as 
stress, nutrition, etc.) or genetic predisposition.

Also, we have only started to understand the mechanisms underlying the (life-)
long lasting effects of EDCs. This will be needed, not only to causally link exposure 
to adverse health outcomes but also to identify early indicators for chemically 
induced disease risk that can be used for chemical testing. Because even though the 
use of some of the described chemicals (e.g. BPA and some phthalate esters) will be 
or has been restricted due to their demonstrated impact on human health, we are 
faced with thousands of newly produced chemicals that should be accurately 
assessed before they reach the market.
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5.1  Introduction

Overweight and obesity (see Table 5.1 for definitions), particularly when fat is accu-
mulated in the abdominal area, associate with a number of metabolic complications 
including hypertension, dyslipidemia, insulin resistance and type 2 diabetes (T2D). 
The close link to T2D constitutes a particular health threat given the increased risk 
for cardiovascular disease in diabetes. Worldwide, nearly 40% of the adult popula-
tion is estimated to be overweight and 10–15% obese [1]. Furthermore, >400 million 
people worldwide are living with T2D [2], and an additional 10% of the global popu-
lation are likely to develop the disease. The rapid increase in obesity/T2D is multi-
factorial but primarily due to life-style including caloric over-supply and sedentary 
habits. Ongoing urbanization is an important underlying factor [3]. Altogether, this 
makes understanding of the underlying mechanisms and development of preventive 
strategies prioritized research areas.

5.2  Genetic Susceptibility to Obesity and T2D

Genetic epidemiological studies have provided support for a strong hereditary 
impact on obesity and T2D. More recently, progress in genetic techniques has per-
mitted mapping of hundreds of susceptibility (risk) gene loci for these diseases. 
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Mendelian randomization, in which the risk factor obesity has been replaced by 
genetic risk loci for BMI, has established a causal link to T2D and coronary artery 
disease (CAD) [4]. Despite this, most susceptibility gene loci do not overlap 
between the different traits suggesting that obesity, T2D and CAD develop through 
distinct mechanisms [5]. This notion is supported by the clinical observation that a 
proportion of morbidly obese are relatively metabolically healthy [6] and con-
versely, some patients with T2D are lean. This is also the reason why obesity and 
T2D are discussed in separate paragraphs in this chapter. Importantly, despite prog-
ress in human genetics, for most genetic loci associated with BMI and/or T2D, the 
underlying causative genes and involved organs remain to be identified. At best, 
defining genes contributing to obesity and T2D can identify new therapeutic targets. 
However, there is also an expectation of “precision medicine”, i.e. that genetic 
information can be used to highlight which primary prevention intervention strate-
gies and/or therapies that are most effective in a specific individual.

5.3  The Relationship Between Genetic and Environmental 
Factors in Obesity and T2D

Life-style modifications are an integral part in obesity prevention/treatment and 
large randomized control trials (RCTs) have clearly shown that physical activity and 
dietary interventions can minimize the risk, or delay the onset, of T2D [7]. 
Furthermore, twin studies support the notion that genetic background influences 
change in body fat storage in response to dietary intervention [8], and that physical 
activity decreases the genetic impact on BMI and body fat distribution [9]. Thus, the 
response to life style factors is the result of an interaction with genetic background, 
and to design effective prevention and treatment for obesity and T2D it will be nec-
essary to define the most critical causal environmental factors for each individual. 
For this to become possible researchers must define the interaction between genetic 
variants and environmental factors. Both obesity and T2D arise from the interac-
tions between a genetic risk profile and obesogenic environmental factors which 
include not only physical inactivity and excessive caloric intake but may also 
involve factors such as medications, socioeconomic status, poor sleep quality, 

Table 5.1 Classification of body weight. The degree of excess body weight 
is categorized using Body Mass Index (BMI) which is calculated by dividing 
the body weight in kilograms with the square of the height in meters. The 
corresponding value in kg/m2 is used to categorize individuals as normal 
weight, over weight and obese

Body Mass Index (kg/m2)

Normal weight 18.5– < 25
Overweight 25.0– < 30
Obesity ≥30
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and the gastrointestinal microbiome [4]. Environmental factors may also share 
mechanisms with gene variants, and studies of gene-environment interactions can 
potentially highlight pathways underlying genetic susceptibility to disease.

5.4  Genetics of Obesity

Heredity has a substantial impact on obesity which has been confirmed in numerous 
genetic epidemiological studies. Early twin studies estimated the heritability of 
BMI, i.e. the proportion of variance in BMI controlled by additive genetic factors, 
to be between 40–70% [10]. The obesogenic environment underlying the obesity 
epidemic has not altered the overall heritability for BMI, which has remained 
unchanged in more recent studies [11].

The genetic causes behind obesity may in theory depend on variations/mutations 
in single (monogenic obesity) or a combination of genes (polygenic obesity). It is 
now known that monogenic obesity is a rare condition characterized by early onset 
severe obesity. The early successes in obesity genetics were obtained in this group 
of patients and identified causal mutations in several genes (e.g. MC4R, BDNF, 
PCSK1, POMC, SH2B1, LEP, LEPR, and NTRK2) implicated in hypothalamic 
pathways involved in central regulation of food intake and satiety. Studies of mono-
genic obesity highlighted the leptin–melanocortin pathway as a key regulator of 
energy intake [12].

Unlike monogenic obesity, the genetic risk of common obesity reflects the accu-
mulation of multiple loci, each contributing a small portion of the total risk (poly-
genic obesity). Analyzes of multifactorial traits have been revolutionized by the 
genome-wide association study (GWAS) approach in which a large number of study 
subjects, cases and controls or a population based cohort, are genotyped for millions 
of single nucleotide polymorphisms (SNPs) covering the common variation in the 
genome. The SNPs are individually analyzed for association with the disease or trait 
of interest. Due to the large number of independent tests, a nominal P < 5x10−8 is 
required for genome-wide significant association of <5%. In 2007, SNPs in the first 
intron of FTO were reported to be associated with BMI [13]. FTO remains to date 
the strongest susceptibility gene locus for common obesity and has been confirmed 
in multiple studies and ethnic groups. FTO encodes a 2-oxoglutarate-dependent 
nucleic acid demethylase that is ubiquitously expressed but most highly expressed 
in hypothalamic nuclei governing energy balance [14], and has been reported to 
affect Leptin signaling [15]. However, the exact mechanisms remain elusive and 
more recent studies have proposed that SNPs in the FTO gene could impact on BMI 
by controlling the expression of the nearby gene IRX3 and by influencing the meta-
bolic function of adipocytes [16].

Subsequent GWAS in larger cohorts have identified additional genetic risk loci 
for BMI.  Interestingly, several of the genes in the vicinity of these loci have 
 previously been implicated in monogenic obesity [4]. The most recent and largest 
meta- analysis encompassing ~500,000 study subjects of mainly European and 
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Japanese descent brought the total number of BMI-associated loci to >200 [5]. The 
effect sizes of individual BMI-loci are modest, ~0.06–0.4 kg/m2 per BMI-increasing 
allele, with the FTO locus having the largest effect. In accordance with the modest 
effect of individual loci, the joint effect of known BMI loci explain in the order of 
3% of the population variance in BMI [5]. As a consequence of the low explanatory 
power, genetic risk loci or a genetic risk score for BMI based on multiple unique 
loci are inefficient to predict obesity.

Genes encoded near BMI-associated genetic loci display enriched expression in 
the central nervous system, suggesting that genetic control of BMI primarily 
involves control of food intake. Nevertheless, while BMI-associated genetic vari-
ants are over-represented for tissue-specific enhancers active in the CNS, they are 
also present in immune cells and adipose tissue indicating the potential importance 
of additional cell types/organs for the development of obesity [5].

5.5  Genetics of Body Fat Distribution

An important aspect of body fat mass is the accumulation into different peripheral 
depots. Expansion of the abdominal subcutaneous and visceral depot is closely associ-
ated with metabolic complications. An estimate of body fat distribution is obtained 
from the waist-to-hip ratio (WHR). A large GWAS meta-analysis in >200,000 study 
subjects identified 49 loci linked to BMI-adjusted WHR [17]. Genes expressed near 
these loci are enriched in adipose tissue, suggesting that fat distribution is at least to 
some degree determined by regulation in the fat depots themselves. While the 49 
WHR-loci together explain 1.4% of the population variance in WHR, there is a gender 
effect as the associations were stronger in women than in men. Importantly, most 
genetic loci associated with WHR do not overlap with those for BMI, suggesting that 
genetic variations in fat distribution and total adiposity are mediated via independent 
mechanisms [4]. Nonetheless, the central roles of the FTO and MC4R loci for adipos-
ity are strengthened by the finding that these genetic loci are associated with multiple 
adiposity traits. Studies of gene-environment interaction have mainly focused on 
genetic loci associated with BMI, and not those exclusively associated with BMI-
adjusted WHR. This makes sense since BMI, but not body fat distribution, is strongly 
influenced by behavioral factors. It is therefore mainly BMI that is discussed below in 
conjunction with potential factors interacting with genetic susceptibility.

5.6  Genetics of Type 2 Diabetes

The genetic architecture of T2D exhibits great similarities to that of obesity, although 
a distinct set of genetic risk loci are involved. The heritability of T2D has been 
calculated to be between 30–35% in genetic epidemiological studies [18]. A few 
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risk loci for T2D were identified before the GWAS era. These include a locus on 
chromosome 10 encoding the transcription factor TCF7L2, as well as a common 
variant in the 5′ region of PPARG on chromosome 3. In GWAS, around 250 genetic 
risk loci for T2D have been mapped [19]. Together, these loci explain ~20% of the 
genetic risk of developing T2D [18]. Analyses of quantitative traits have identified 
three clusters of susceptibility loci for T2D; the first and largest cluster encodes 
genes primarily involved in insulin secretion (i.e. GIPR, C2CDC4A, CDKAL1, 
GCK, TCF7L2, GLIS3, THADA, and IGF2BP2). The second cluster is primarily 
associated with insulin sensitivity and encodes genes such as PPARG, KLF14, and 
IRS1, which encode proteins involved in the peripheral regulation of insulin signal-
ing. The third cluster contains genes such as NRXN3, CMIP, APOE, and MC4R and 
is associated with BMI and lipid traits [20]. More recent exome sequencing in cases 
and controls has identified additional rare variants associated with T2D, but most 
often these are in loci already discovered by GWAS [21].

The chromosome 10 region encoding TCF7L2 is the locus with strongest 
impact on the risk of developing T2D. Each risk-allele of TCF7L2 increases the 
risk about ~1.3 fold [22]. TCF7L2 is an effector in the Wnt signaling pathway, 
which has important functions in proliferation and differentiation processes. 
TCF7L2 seems mainly to influence T2D risk by impact on beta cell insulin secre-
tion [23]. However, TCF7L2 has also been linked to adipogenesis [24] and liver 
insulin sensitivity [25].

5.7  Gene Environment Interaction

By gene-environment interaction we refer to situations with synergistic effects, that 
is where the joint effect of genotype and environment is less or greater than would 
be expected if the effect is additive. Numerous gene-environment interaction studies 
for obesity and T2D have been published. However, many findings have not been 
possible to reproduce, which has been attributed to small effects and sample sizes 
yielding low statistical power, as well as failure to account for multiple testing given 
the many genetic loci and potential environmental factors available for analysis. 
Herein, we have prioritized results from studies analyzing larger cohorts, even if 
they may not be the first to report the association with a specific environmental trig-
ger. Furthermore, given that many findings in animal models cannot be translated 
into humans, we only report results from clinical studies. Most gene-environment 
studies for obesity and T2D are observational cross-sectional or cohort studies with 
information about disease incidence during a follow up period after exposure. A few 
RCTs are also mentioned. These have the advantage of testing the effects of specific 
environmental factors, while controlling for confounders; the drawback is low 
power due to limited sample size.
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5.8  Gene Environment Interaction in Obesity

5.8.1  Obesogenic Environment

Overall, individuals with the greatest genetic predisposition to obesity seem to be 
more susceptible when exposed to today’s obesogenic environment. This notion is 
based on several independent observations. Thus, a risk score based on 29 BMI- 
associated SNPs had stronger effects on BMI in those born more recently [26]. In 
concordance, studies of the FTO locus and high penetrant mutations in the MC4R 
gene have reported a stronger association between risk alleles and BMI in later birth 
cohorts [27, 28].

So what are the environmental factors that modify the impact of susceptibility 
gene loci? A comprehensive study based on the UK Biobank showed that a compos-
ite score of obesogenic environmental factors is of importance [29]. An index for 
social deprivation based on work and housing situation accentuates genetic suscep-
tibility to high BMI. Here, the impact on BMI of a genetic risk score comprising 69 
SNPs was larger in the group with the most relatively deprived situation. For the 
half living under the most deprived situations, carrying 10 additional BMI-raising 
alleles was associated with 3.8 kg extra weight, whereas for the half living under the 
least deprived situations, carrying 10 additional BMI-raising alleles was associated 
with 2.9 kg increase in weight. The same study reported interaction between genetic 
risk and physical activity, sedentary time, or TV watching in predicting BMI of 
similar effect sizes. Altogether, these analyses suggest that genetic predisposition to 
obesity is influenced, albeit to a minor degree, by an obesogenic environment.

5.8.2  Diet

A healthier diet is associated with lower BMI [30]. A number of studies have 
assessed if the diet also influences genetic predisposition to obesity. A genetic risk 
score comprising BMI-associated SNPs has been reported to be associated with a 
lower total energy intake as well as higher intake of fiber, but not with relative intake 
of other macronutrients [31]. By contrast, there seems to be no interaction between 
genetic risk score and dietary composition on BMI [29–31]. However, a genetic risk 
score based on WHR-associated SNPs showed nominally significant interaction 
with a favorable diet i.e. relative higher intake of whole grains, fish, fruits, vegeta-
bles, and nuts/seeds [30]. The healthier diet strengthened the association between 
the genetic risk score and WHR, thus not supporting the hypothesis that healthy diet 
offset genetic risk. Cooking method could, hypothetically, also influence genetic 
impact on BMI.  Conflicting results have been reported as regards interaction 
between genetic risk score and intake of fried food in determining BMI [29, 32]. 
Thus, overall macronutrient intake and cooking method seem to have at most a 
modest impact on genetic susceptibility to obesity.
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As FTO is the genetic locus with strongest effect on common obesity, numerous 
studies have investigated the association and interaction of the FTO locus with 
dietary factors [33]. The BMI increasing FTO allele has been reported to be associ-
ated with modestly lowered total energy intake and with relative higher dietary pro-
tein intake among adults, suggesting that the FTO gene could be involved in some 
aspects of food preference [33]. By contrast, in children and adolescents the BMI- 
increasing FTO allele is associated with increased total energy intake but not with 
macronutrient composition [34]. Nevertheless, the FTO gene variant interacts with 
protein intake i.e. the association between FTO genotype and BMI is stronger in 
individuals with high protein intake [34]. The MCR4 gene, another important risk 
locus for obesity involved in central regulation of food intake, does not seem to 
associate with total energy or macronutrient composition [33].

Compelling evidence supports a link between the consumption of sugar- 
sweetened beverages [35] and an increased risk of obesity, and sugar-sweetened 
beverages may also adversely affect genetic susceptibility. In agreement with this, it 
has been reported that the effect of a genetic risk score of BMI-associated SNPs is 
twofold higher in those with the highest (≥1 serving/day) versus lowest (<1 serving/
month) intake of sugar sweetened beverages, and the risk of developing obesity was 
fourfold higher [36]. On the other hand, in the UK Biobank no interaction was 
observed between consumption of fizzy drinks and a genetic risk score of BMI- 
associated SNPs on BMI [29]. However, the results are not directly comparable as 
drink intake was measured and grouped in different ways in the two studies. Intake 
of other beverages can also modify the association between genetic risk and BMI; 
increased alcohol intake has been reported to attenuate the association between a 
genetic risk score and BMI [37], and between FTO SNPs and BMI [38]. Thus, 
whereas intake of sugar-sweetened beverages seems to have an unfavorable impact 
on BMI in particular among those with a high genetic risk for obesity, this is not the 
case for alcohol intake.

Genetic susceptibility to obesity can be mediated via control of food intake but 
also the hedonic effects of food suggesting the potential importance of eating behav-
ior. Eating behavior can be classified as emotional, uncontrolled, or cognitive con-
straint. A risk score for BMI has been reported to be positively associated with 
emotional eating behavior [39]. Furthermore, an interaction between cognitive con-
straint eating behavior and the genetic risk score on BMI was observed. The asso-
ciation was strongest in the lowest tertile of “cognitive constraint” supporting the 
notion that eating behavior could help to protect genetically susceptible individuals 
from weight gain.

5.8.3  Physical Activity

Physically active individuals have lower risk of obesity [40]. In genetic epidemio-
logical studies physical activity reduces the genetic influence on BMI [9]. In agree-
ment with this, in the European Prospective Investigation of Cancer (EPIC)-Norfolk 
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cohort a genetic risk score explained 1.2% of the variation in BMI in the inactive 
group and 0.6% in the active group [41]. These results have been replicated in a 
larger meta-analysis [29]. In prospective analysis, the genetic risk score tended to be 
associated with an increase in annual BMI in physically inactive individuals, 
whereas the opposite trend was observed in physically active individuals [41].

FTO is not in itself associated with physical activity [40]. However, a protective 
interaction between FTO risk allele and physical activity on body fat and body fat 
distribution has been reported [40]. In adults, the FTO risk allele was associated 
with an odds ratio (OR) of 1.23 for obesity in the active group, and OR 1.3 in the 
inactive group, representing a 27% reduced risk of obesity in physically active indi-
viduals. No interaction between the FTO locus and physical activity on BMI was 
observed in children and adolescents. The above findings have clinical implications 
since they support that those with the highest genetic risk for obesity benefit the 
most from physical exercise.

5.8.4  Effects of Combined Life-Style Modifications in Relation 
to Genetic Risk

The potential interaction between genetic susceptibility and life style intervention 
on changes in body weight has been assessed in a few RCTs. Meta-analyses of 
RCTs including dietary, physical activity or drug-based interventions have not iden-
tified any interaction with BMI-associated genetic loci on weight loss outcome [42, 
43]. Although of limited size, these RCTs consolidate the results from the epide-
miological studies and suggest that life style only to a minor degree modify genetic 
influence on BMI.

5.8.5  Smoking

Smoking has many negative effects, particularly on lung function and CAD. One 
reason to continue smoking despite the side effects may be that cessation is associ-
ated with weight gain [44]. It is therefore of interest that the impact of specific SNPs 
associated with BMI or body fat distribution on adiposity has been reported to be 
dependent on smoking [45]. Besides established pathways underlying genetic sus-
ceptibility to obesity, e.g. central regulation of food intake, the genetic loci depen-
dent on smoking implicate additional factors such as nitric oxide synthesis in body 
fat regulation [45]. The variance in BMI explained by BMI associated-SNPs inter-
acting with smoking was larger among smokers than nonsmokers. By contrast, 
SNPs interacting with smoking explained a greater proportion of variance in body 
fat distribution among nonsmokers. These results are potentially clinically impor-
tant as they suggest that smoking may increase genetic susceptibility to central fat 
accumulation, but attenuate the genetic effects on BMI.  Thus, among subjects 
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carrying high risk alleles, smoking cessation might have a positive effect on central 
(abdominal) fat accumulation since the interaction between smoking and risk alleles 
will no longer be present.

5.8.6  Sleep

All living organisms have a circadian rhythm, i.e. an underlying 24 h physiological 
cycle for e.g. body temperature and hormones. The “chronotype” is the propensity 
of an individual to sleep at a particular time during a 24-hour period. The normal 
variation in chronotype ranges from around two hours earlier to two hours later than 
average. Furthermore, short and/or poor sleep is associated with obesity and T2D 
[46, 47]. Genes controlling circadian rhythm are important for chronotype, In addi-
tion, chronotype is likely influenced by environmental factors including light, feed-
ing, and social behavior. BMI is genetically associated with chronotype, 
undersleeping (<7 h), and oversleeping (>8 h) [48]. However, in Mendelian ran-
domization experiments there is no evidence for causality between BMI and sleep 
pattern. While these results are of interest, no study has to our knowledge investi-
gated if sleep influences genetic impact on BMI.

5.9  Gene Environment Interaction and T2D

Improvement in lifestyle including healthy diet and increased physically activity 
can reduce the risk of progression to T2D in high-risk individuals by ~50% [7]. 
Knowledge of whether some individuals display a better response to intervention 
due to e.g. genetic profile would benefit clinical practice and primary prevention. 
Consequently, a number of studies have assessed the interaction between genetic 
risk loci for T2D and life style on incidence of T2D.

5.9.1  Diet

Western diet has been blamed for the recent T2D epidemic whereas the 
“Mediterranean” diet reduces the risk of developing the disease [49], but do they 
modify the genetic risk? A synergistic interaction between Western dietary pattern 
and a T2D genetic risk score on T2D incidence has been reported [50]. Western 
dietary pattern increases T2D risk among those with a higher, but not among those 
with lower, genetic risk. By contrast, there seems to be no interaction between a 
genetic risk score and Mediterranean diet on incident T2D [51]. Nor do specific 
macronutrients or food items interact with genetic risk for T2D [52]. Gut hormones, 
such as incretins, are of major importance for T2D pathophysiology and glucose 
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control. Both genetic variants and dietary factors influence incretin release and 
function. A significant interaction between coffee consumption and a genetic risk 
score comprising T2D-associated SNPs in incretin-related genes (GIPR, KCNQ1, 
TCF7L2 and WFS1), as well as TCF7L2 gene variants on its own, on T2D risk has 
been reported. Coffee protected against T2D in individuals carrying the TCF7L2 
risk allele [53]. Overall, however, dietary pattern seems to have at most a modest 
impact on genetic susceptibility to T2D.

5.9.2  Physical Activity

A significant interaction between physical activity and a genetic risk score for T2D, 
but not individual SNPs, on T2D incidence has been reported [54]. The protective 
effect of physical activity was weaker among those with a high genetic risk. 
Interestingly, the interaction was observed for SNPs implicated in regulation of 
insulin resistance as opposed to insulin secretion, suggesting that the former genes 
are easier to influence through behavioral changes. However, in even larger studies 
no interaction between physical activity and genetic risk score on T2D incidence 
was observed [51]. Furthermore, a genetic risk score was not associated with T2D 
incidence or regression to normoglycemia in the DPP trial encompassing life style 
change or pharmacological intervention with Metformin [55]. Thus it is presently 
unclear whether genetic risk for T2D can be modified by physical activity. Larger 
studies, also including more recently identified susceptibility gene loci for T2D, 
may clarify this.

5.10  Limitations

There are several aspects that limit the generalizability of the discussed results. 
First, the most clinically relevant crossover interactions are situations where some-
one at high genetic risk of disease in one setting may be protected if environmental 
exposure improves. However, genetic variants involved in such interactions are 
unlikely to be detected in GWAS if the environmental trigger is no accounted for, 
which has usually not been the case, i.e. if a gene allele increases the risk of T2D in 
one group and reduces the risk of the disease in another group, association between 
the allele and T2D is difficult to detect unless the group effect is taken into account. 
Thus, although hundreds of genetic loci associated with BMI, WHR and T2D have 
been identified, there might be other as yet unidentified loci that display stronger 
interaction with life style. Second, there is a large heterogeneity in the studies 
included in the meta-analyses referred to above, and a large bias can be expected in 
self-reported data. Finally, many reported studies analyze genetic risk scores, which 
has greater power than individual SNPs for detecting interactions with environmen-
tal factors; however, genetic risk scores provides little guidance in identifying 
specific culprit pathways affected by the environmental factor.
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5.11  Conclusions

This chapter has focused on the genetic and environmental interactions in common 
forms of obesity and T2D. While genetic variations explain a substantial proportion 
of the heritability, known genetic risk loci can only explain a minor fraction of the 
inter-individual variations in the two conditions. Environmental factors have a 
major impact on obesity and to some degree on T2D, but only modulate the genetic 
influences on disease to a minor degree. As a consequence, despite the high expecta-
tions for precision-based medicine there is currently limited (if any) benefits of 
subdividing subjects according to genetic risk score, at least for interventions aimed 
against obesity and T2D.

New approaches, such as refining T2D diagnoses into different subgroups with 
different patient characteristics might improve the power to detect clinically rele-
vant gene –environment interactions, e.g. physical exercise might be most important 
among the subgroup of T2D patients that are most insulin resistant [56]. More 
advanced genetic instruments may improve the predictive value and enable preci-
sion medicine but these technical approaches must always be compared with simple 
and cheap assessments such as asking for the body weight of the parents, T2D fam-
ily history and determining simple anthropometric measures such as BMI and waist 
circumference. There is certainly a lot to be done in order to improve our under-
standing of gene-environmental interactions and their pathophysiological role in 
metabolic disorders.
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6.1  Cancer as Epigenetic Disease

For the past 30 years cancer has been thought to arise from a single cell. According 
to this view, a series of genetic alterations is responsible for continued clonal selec-
tion and tumor cell heterogeneity. This clonal genetic model gives rise to tumor 
proliferation, invasion, metastasis and drug resistance and has been supported by 
the discovery of dominantly acting oncogenes and recessively acting tumor- 
suppressor genes. The large number of genes discovered so far has led to the view 
that cancer is a heterogeneous group of diseases with diverse etiology and patho-
genesis. However, classic genetic alone cannot explain the diversity of phenotypes 
within populations. Pathological epigenetic changes are increasingly being consid-
ered as alternatives to mutations and chromosomal alterations in disrupting gene 
function, and great advances have been made in characterizing epigenetic altera-
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tions in cancer [24, 25]. The neoplastic tissue encompasses many cell types (Cancer 
cells, Tumor Infiltrating Lymphocytes, Macrophages, Cancer Associated Fibroblasts, 
Stromal Cells, Stem Cells) in a system rich of molecular crosstalks mediated by 
cytokines, growth factors, vesicles and lipids. Depending on the distance from vas-
cular tree, cells undergo hypoxia, acidosis, redox changes and oxygen and nutrients 
shortage too, together with epigenetic and mutational changes. In order to upregu-
late the membrane lipids and DNA production, metabolic adaptive changes in many 
pathways implicated in energy production (aerobic hyperglycolisis, TCA repro-
gramming, OxPhos downregulation, alterations in glutamine metabolism) occur 
both in cancer and in neighboring cells. Products of such reactions (alfa2- 
ketoglutarate, lactate, citrate, pyruvate) are inducers of angiogenetic and pro- 
inflammatory factors; they can lead to epigenetic changes but can also be modulated 
by epigenetic processes [54].

Epigenetic regulation of gene expression occurs at the level of DNA, histones 
and RNA and include global alterations, such as hypomethylation of DNA and 
hypoacetylation of chromatin, as well as gene-specific hypomethylation and 
hypermethylation.

Methylation of DNA is generally regarded as one of the most important epigen-
etic modifications; it is a process largely controlled by enzymes known as DNA 
methyltransferases (DNMTs) and involves the addition of a methyl moiety to the 
cytosine residues of CpG dinucleotides [43]. The genome is sparsely populated with 
CpG sites in intergenic regions and repetitive sequences, and many of these sites are 
methylated. In cancer, hypomethylation of these regions often takes place; hence, 
the chromatin becomes less densely packaged and the DNA can be transcribed [9] 
leading to chromosomal instability as well as gene-specific oncogene activation, 
such as R-ras in gastric cancer, and cyclin D2 (CCND2) and maspin in pancreatic 
cancer [25]. Moreover, residues of CpG dinucleotides are clustered in what is 
termed CpG islands, often within the regulatory regions of gene promoters. 
Approximately 60% of human genes contain a high density of CpG islands that are 
usually unmethylated; DNA hypermethylation of a gene promoter usually leads to 
gene silencing [19, 83]. Site-specific CpG promoter hypermethylation is also a 
common epigenetic feature of cancer [42]. Promoter hypermethylation is at least as 
common as the mutation-dependent disruption of classic tumor-suppressor genes in 
human cancer. Nearly 50% of genes  - that cause familial forms of cancer when 
mutated in the germline - are known to undergo methylation-associated silencing in 
various sporadic forms of cancer. These include retinoblastoma 1 (RB1), p16 (also 
known as cyclin-dependent kinase inhibitor 2A -CDKN2A), von Hippel–Lindau 
tumor suppressor (VHL) and MutL protein homologue 1 (MLH1) [43].

Modifications of histones involve changes within the basic structure of the chro-
matin unit - known as the nucleosome - and occur both during embryonic develop-
ment and throughout life. Remodeling of histones can be a result of modifications 
via methylation, ubiquitylation, phosphorylation, biotinylation, sumoylation, ADP 
ribosylation and acetylation processes. Such modifications define the chromosomal 
structure and gene expression state [83]. The combination of specific histone 
 modifications are responsible for changes in gene expression levels. Commonly, 
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histone methylation leads to a condensed chromatin structure and suppressed gene 
expression. Just as lysine and arginine residues on histones can be methylated, 
lysine can also be acetylated. The methylation of the histone is catalyzed by histone 
methyltransferase (HMT); such event could be reversed by specific histone demeth-
ylase and the differential histone demethylase activity is associated with aberrant 
histone methylation [42], (Bishop K.S. and Ferguson L.R., Nutrition 2015). Histone 
acetylation usually leads to an open chromatin structure promoting gene expression. 
It also is a dynamic process regulated by histone acetyltransferases (HAT) and his-
tone deacetylases (HDAC) that, respectively, catalyze the addition or the removal of 
acetyl group to lysine residues of histones. Such event, removing lysine positive 
charge, reduces attraction to the negatively charged DNA strand and produces a 
loosened chromatin structure, that allows various transcription factors to access the 
DNA and promotes the transcriptional activation of genes. Both altered histone 
methylation and acetylation have been shown in several types of cancers thus pro-
moting gene repression and silencing [9, 19, 42].

Non-coding RNAs- consisting of microRNAs (miRNAs), piwi-interacting RNAs 
(piRNAs), small-interfering RNAs (siRNAs) and small nucleolar RNAs - exhibit 
the potential to modulate gene expression by a number of mechanisms, including 
heterochromatin formation and inhibition of translation. Non-coding RNAs can 
induce DNA methylation or histone modifications that result in silenced or enhanced 
gene expression [83]. In turn, epigenetic effects are known to regulate expression of 
specific miRNAs. Dysregulation of miRNAs is associated with the development of 
a number of cancers, particularly metastatic cancers; for example, partial methyla-
tion of the promoters of miR-29a and miR-1256 in prostate cancer cells increases 
the expression of cancer progression associated genes; statistically significant dys-
regulation of miR-10b and miR-145 has been found in breast cancer versus normal 
mammary tissue [9].

In this scenario, besides tumor initiation and progression driven by alterations in 
gene expression as a result of specific mutations - activating in oncogenes and pro- 
metastatic genes or inactivating in tumor suppressor genes - cancer needs to be con-
sidered as an epigenetic disease. Epigenetic – even more than genetic - events are 
susceptible to environmental and lifestyle factors, including diet, endocrine disrup-
tors and circadian rhythm.

6.2  Environmental Hits on Cancer Progression

6.2.1  Nutrition and Metabolism

Nutrition is thought to be the most influential of all the external environmental fac-
tors due to its ability to affect transcriptional activity and expression of certain 
genes. The occurrence of cancer is dependent on the interplay between genome and 
epigenome, which together interact with nutrition [9] thus linking diet, in both its 
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quantity and quality, to cancer incidence and prognosis [19]. A variety of natural 
compounds from different sources have been shown to directly regulate metabolism 
related to epigenetics. The intake of certain bioactive food components can modu-
late cancer risk, tumor development and cancer progression. Obviously, the quantity 
of food components, the frequency of intake, and the duration of intake by individu-
als also play a significant role in cancer development. Well-characterized bioactive 
food components include polyphenols and isothiocyanates [42, 83].

Poliphenols exert chemo-preventive effects in part by modulating various com-
ponents of the epigenetic machinery in humans [83]. They consist predominantly of 
flavonoids, stilbenes, phenolic acids, benzoquinones, acetophenones, lignins and 
xanthones and can range from simple molecules to highly complex compounds; 
more than 8000 distinct dietary polyphenols exist. The chemo-preventive potential 
of dietary polyphenols can be traced to their ability to inhibit DNMTs – thus reacti-
vating methylation-silenced genes - as well as their ability to act as histone modifi-
ers. Both of these properties of dietary polyphenols can significantly change the 
epigenome of cancer cells and are viewed as attractive possibilities for anticancer 
therapeutics. Isoflavones represent the largest class of polyphenolic compounds; 
among them, the most studied is the estrogen-like genistein. Several mechanisms 
have been found to explain the anticarcinogenic properties of genistein including its 
ability to regulate gene transcription by affecting histone acetylation and/or DNA 
methylation. Indeed, genistein is able to inhibit DNMT1, 3a and 3b and to increase 
acetylation by enhancing HAT or inhibiting HDAC activities. It has been demon-
strated that genistein treatment induces the expression of the tumor suppressor 
genes p16 and p21 by altering histone and promoter methylation in prostate cells, 
and partially reverse DNA hypermethylation thus reactivating p16, retinoic acid 
receptor b (RARβ) and O6-methylguanine methyltransferase (MGMT) in esopha-
geal squamous and prostate cell carcinoma. In addition, genistein is able to induce 
demethylation of GSTP1 (Glutathione S-Transferase Pi 1), RARβ and CCND2 pro-
moter genes in breast cancer cells, GSTP1 and EPHB2 (EPH Receptor B2) pro-
moter genes in prostate cancer cells, and BTG3 (BTG Anti-Proliferation Factor 3) 
gene in prostate and renal cells. Genistein, as well as other isoflavones, has also 
been found to regulate miRNA expression in several cancer cell lines. For example, 
genistein inhibits the expression of miR-27a in human uveal melanoma cells, which 
is believed to be associated with its growth inhibitory actions; similarly, genistein 
regulation of miRNA-29a and miRNA-1256 in prostate cancer has been reported 
[19, 34, 75]. Other examples of common polyphenols include EpiGalloCatechin-3- 
Gallate (EGCG; found in green tea), resveratrol (found in peanuts, mulberries, cran-
berries and blueberries and abundant in the skin of grapes) and curcumin (found in 
curry). A positive correlation between the consumption of EGCG and the inhibition 
of oral, breast, prostate, gastric, ovarian, skin, colorectal and pancreatic cancers has 
been reported; such anticancer effects occur through several different mechanisms - 
much of which can be altered by epigenetic mechanisms - including induction of 
apoptosis and cell cycle arrest, inhibition of oxidative stress and angiogenesis, regu-
lation of signal transduction and reduction of cancer cell proliferation. Specifically, 
EGCG exhibits a highly efficient activity in targeting DNMTs. Indeed, EGCG treat-
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ment (1) reduces DNMT activity via hypomethylation and re-expression of p16, 
RAR β, MGMT and MLH1 in human esophageal, colon and prostate cancer cells, 
(2) suppresses promoter methylation of p15 and p16 in breast cancer and promyelo-
cytic leukemia cells, (3) decreases hTERT promoter methylation in breast cancer 
cells. Similar effects have been reported in oral carcinoma, lung cancer and mela-
noma cells. Notably, EGCG is able to reactivate estrogen receptor-α (ERα) in breast 
cancer cells via the decreased binding of the transcriptional repressor complex, Rb/
p130–E2F4/5– HDAC1–SUV39H1–DNMT1 in the regulatory regions of the ERα 
gene promoter. EGCG also induces a number of histone modifications that, in turn, 
can induce transcriptional activation of tumor suppressor genes. Recent studies also 
suggest that changes in miRNA expression as well as histone modifications may be 
mediated by EGCG [34, 75, 83]. Antioxidant, anti-inflammatory and anti-cancer 
properties of resveratrol occur through various molecular and biochemical path-
ways. It exerts antiproliferative properties impacting on signaling pathways that 
control cell division, cell growth, apoptosis, angiogenesis and tumor metastasis. 
Such properties have been reported in liver, skin, breast, prostate, lung and colon 
cancer cells. Although resveratrol is not as potent as EGCG in DNMT inhibition, it 
can prevent the silencing of certain tumor suppressor genes (i.e. BRCA1). In addi-
tion, one of the most important properties of resveratol is its strong ability to acti-
vate SIRT1, a known HDAC inhibitor [19, 34, 83]. Curcumin is a bioactive dietary 
component showing anti-inflammatory, anti-oxidant, anti-angiogenic and anti- 
cancer properties. It inhibits DNMT activity and also functions as HDAC/HAT 
inhibitor. While the inhibition of both HATs and HDACs may seem contradictory, 
recent investigations provide evidence that HAT inhibitors have a potential role in 
cancer therapies and that inhibition of both HATs and HDACs together may provide 
a potent strategy for cancer treatment [34]. Of note, polyphenols, as well as various 
other compounds associated with the ‘epigenetic diet’, have also been shown to 
influence glycolysis and the energy metabolism of cancer cells. It is known that the 
loss of p53 function, often associated with carcinogenesis, has been linked to the 
upregulation of glucose transporters, facilitating the increased uptake of glucose, 
characteristic of cancer cells. Moreover, recent studies have shown that mutations in 
the KRAS oncogene enhance the rate of glycolysis and subsequent uptake of glu-
cose by upregulation of glucose transporter 1 (GLUT1). Interestingly, flavonoids 
exist in the diet as conjugates with glucose and that they utilize glucose transporters, 
acting as competitive inhibitors to the uptake of glucose; EGCG or green tea poly-
phenols were shown to modulate the expression of key genes involved in the metab-
olism of glucose and fats; EGCG reduced the accumulation of body fat and 
significantly downregulated the expression of hepatic glucokinase, a key enzyme of 
liver glycolysis [19].

Isothiocyanates are dietary compounds present in cruciferous vegetables (broc-
coli, cabbage and kale) and include sulforaphane. They elicit both proapoptotic and 
antiproliferative properties. Isothiocyanates are known to affect the epigenome. 
Specifically, sulforaphane has many effects, including HDAC inhibition: it is 
thought to be involved in the regulation of cancer-related genes in colorectal and 
prostate cancer cells as well as in peripheral blood mononucleocytes. Sulforaphane 
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induced the hyperacetylation of TERT promoter and allowed the binding of repres-
sor proteins. This finding is significant since hTERT is overexpressed in approxi-
mately 90% of cancers. Lastly, sulforaphane can inhibit DNMTs in breast, prostate 
and colon cancer cells, thus increasing the expression of genes involved in regulat-
ing cell cycle arrest and decreasing cell proliferation [9, 19, 34, 75].

Other dietary components affecting the epigenome Selenium is a nutrient found 
in nuts, chicken, game meat and beef. It is an essential element with antioxidant, 
proapoptotic, DNA repair and anticancer properties and its deficiencies have been 
linked to various human diseases including cancer. However, epigenetic effects of 
selenium have not been clearly defined. It has been linked to DNA methylation in 
cellular and animal models: it has been shown to cause global hypomethylation and 
promoter methylation of p16 and p53 tumor suppressor genes. In addition, decreased 
histone deacetylase activity, causing increased levels of histone acetylation, has 
been described. Although these studies are intriguing, further studies involving the 
epigenetic influence of selenium are needed to fully appreciate the impact of sele-
nium on the epigenome [34, 75]. Garlic cloves contain several compounds includ-
ing: vitamins A, B-complex, C, E, fiber, free amino acids, sulfur/organosulfur 
compounds and proteins. Garlic acts to inhibit cell cycle progression, induce apop-
tosis, inhibit angiogenesis and modifies histones. Studies conducted revealed that 
garlic inhibits histone deacetylase and enhances Sp3 binding on the P21/WAF1 pro-
moter, which results in elevated p21 protein expression and cell cycle arrest. In 
addition, investigations demonstrated the induction of histone acetylation in cancer 
cells treated with garlic compounds [34]. Folate is a cofactor acting as a carrier of 
the methyl group and is involved in the generation of S-adenosyl methionine (SAM) 
that, in turn, becomes the primary donor of methyl groups for gene hypermethyl-
ation. Furthermore, dietary factors (e.g., vitamin B6, vitamin B12, and Zn) that feed 
into the folate cycle have an effect on methyl group availability. A number of forti-
fied foods contain folic acid. Folates, present in high concentrations in green leafy 
vegetables, maintain DNA stability through their ability to donate one-carbon units 
for cellular metabolism. Mammals cannot synthesize folate de novo; therefore, they 
get it either from natural foods (green leafy vegetables), supplemented foods, or 
from microbial breakdown during digestion. Folate deficiencies lead to hypometh-
ylated genomic DNA, which is associated with tumorigenesis and are reported to 
contribute to the development of several cancers including breast, cervix, ovary, 
brain, lung, liver and colorectal [83, 34]. Other bioactive components are apigenin 
(parsley), baicalein (Indian trumpet), cyanidins (grapes), rosmarinic acid (rose-
mary) and silymarin (milk thistle) [42, 83]).

Notably, while most natural dietary products have shown beneficial effects on the 
epigenome, not all dietary components share this characteristic. In fact, alcohol 
consumption is associated with harmful epigenetic modifications as well as the 
development/progression of several human cancers [34]. Other nutrients, such as 
glucose and lipid-derived free fatty acids, can affect epigenetic machinery by pro-
moting or inhibiting enzymes involved in DNA methylation and histone modifica-
tions [44]. The high metabolic demands of cancer cells allow them to utilize such 
nutrients with an altered metabolic program able to support their high proliferative 
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rates and adapt to hostile tumor microenvironment. Numerous metabolic genes 
have been identified as driver genes mutated in some cancers. Such “metabolic 
rewiring” of cancer cells is considered as hallmarks of cancer and could impact on 
their epigenetic machinery. Indeed, it could affect the availability of cofactors 
required for epigenetic modification enzymes and generate oncometabolites acting 
as agonists and/or antagonists for epigenetic modification enzymes, finally impact-
ing on the epigenetic landscape. On the other hand, epigenetic dysfunction modifies 
metabolism by directly affecting the expression of metabolic enzymes and altering 
the signal transduction cascades involved in the control of cell metabolism [87]. 
Therefore, the epigenetic-metabolomic interplay has a critical role in tumorigenesis 
by coordinately sustaining cell proliferation, metastasis and pluripotency [44]. It is 
intuitive that such effects could be amplified when metabolic disorders (i.e. diabe-
tes, obesity, etc.) occur. Both hyperglycemia and hyperlipidemia are related to can-
cer incidence/outcome and a number of review articles proposed hypotheses 
concerning the mechanisms linking obesity and diabetes to neoplasia [45, 71]. 
Among them, the excessing nutrients have been considered attractive candidates to 
explain the relationship between metabolic imbalance and cancer also for a variety 
of evidence, both in humans and animal models, that support the association 
between changes in nutritional status and epigenetic modifications [36]. Indeed, 
many studies have clearly demonstrated the influence of hyperglycemia on abnor-
mal epigenetic mechanisms leading to altered post-transcriptional histone modifica-
tions, skewed action of DNMTs and altered levels of numerous miRNAs [85]. 
Nutrition is also thought to be a factor involved in inflammation and a modulator of 
risk toward some cancers. Prolonged low grade chronic inflammation may lead 
(together with oxidative stress) to epigenetic changes and are increasingly recog-
nized as a contributor to cancer. Several studies have noted inflammatory signals as 
a new epigenetic mechanism that silence specific genes causing inflammation- 
induced cellular changes, thus highlighting the complexity of linkages between 
dietary components and epigenetic mechanisms, including how these may affect the 
inflammation phenotype and the development of cancer [44]. Therefore, an abun-
dance of nutrients, like glucose and fatty acids, may contribute to metabolic 
imbalance- cancer onset/progression association, either directly acting on cancer 
cells, either indirectly contributing to epigenetic modifications. In this regard, low 
molecular weight byproducts generated from the gut microbes can also influence 
the epigenome through DNA modifications as well as chromatin remodeling [50]. 
Microbial-induced epigenetic modifications have been recently suggested as a result 
of gut or alveolar microbe mechanisms, by which the microbiome translates envi-
ronmental signals to a fine-tuning of the host DNA expression and subsequently its 
corresponding functions (a modern version of Lamarckism) [1, 6].

Thus, cancer is a metabolically driven process with dynamic nutrient-responsive 
alterations within the human genome. The epigenetic machinery acting on the 
human genome is heavily susceptible to alterations of metabolism and nutrition. 
This emerging knowledge strongly supports the current interest in nutri-epigenetics 
or nutri-epigenomics [44].
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6.2.2  Endocrine Disruptors

Cancer is one of the major disease caused by environmental and exogenous compo-
nents [15]. It is estimated that about 90% of cancers are due to the environmental 
contaminants. Among these substances, several agents are named “endocrine- 
disrupting chemicals” (EDCs) [67]. An EDC is defined by the US Environmental 
Protection Agency as ‘an exogenous agent that interferes with synthesis, secretion, 
transport, metabolism, binding, action, or elimination of natural blood-borne hor-
mones that are present in the body and are responsible for homeostasis, reproduc-
tion, and developmental process’. The sources of EDCs are diverse as too are their 
structure and action, making prediction of their endocrine-disrupting properties a 
challenge. Furthermore, EDCs are also a highly heterogenous set of compounds 
ranging from synthetic chemicals used in plastics, pesticides and pharmaceutical 
agents to natural chemicals found in human and animal food such as phytoestrogens 
[46]. The contact of EDCs with humans has become inevitable today [67]. EDCs act 
primarily through nuclear hormone receptors, such as estrogen and progesterone 
receptors. However, it has now been clearly demonstrated that the mechanisms of 
EDCs are much broader than originally recognized. For instance, recent reports 
have indicated that EDCs alter the epigenomic landscape in cancers, including 
breast, prostate, testes, endometrium, ovary and thyroid [31, 41, 46].

It appears that mis-timed exposure of tissues to hormonally active agents can 
interfere with the subtle processes of gene silencing, and that disruption of these 
processes might be one factor that predisposes towards cancer [41]. Environmental 
perturbations can lead to aberrant epigenetic modifications that persist into later 
life, inducing disease states, including cancer, with the capacity of being transgen-
erationally inherited [26]. In vitro, animal and human investigations have linked 
EDCs with changes in DNA methylation, histone modifications and miRNAs [39]. 
However, to date, the precise mechanism by which EDCs modify the epigenome, 
contributing to gene-environment interaction and cancer, remains largely unknown.

Nowadays, there are hundreds or more environmental chemicals with EDC 
activity; among these, some classes are most common and most commonly studied, 
and include plasticizers (bisphenol A and phthalates), polychlorinated biphenyls, 
polybrominated diethyl ethers, dioxins, pesticides (methoxychlor, chlorpyrifos, 
dichlorodiphenyltrichloroethane), fungicides (vinclozolin), and herbicides [31, 67].

Bisphenol A (BPA) is the most widely produced chemical worldwide [26] with 
15 billion pounds produced in 2013. It is used in a very wide array of manufactur-
ing, food packaging, toys and other applications (i.e. resins for the lining of many 
canned foods and beverages). BPA is an ubiquitous lipophilic compound able, for 
example, to migrate from can coatings into foods and beverages during storage, 
depending on heating process, contact with oil or acetic acid, such that virtually 
everyone is exposed continuously [31, 81]. In 2008, BPA was found in the urine of 
92.6% of American men and women [88]. Some studies have linked early life expo-
sure to BPA with the development of breast, prostate and, more recently, hepatic 
cancer. BPA, however, does not seem to be directly involved in the promotion of 
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thyroid proliferative lesions, as well as in the increase of uterine tumorigenesis [26]. 
BPA acts as an estrogen mimetic and can interact with the ligand-binding domain of 
ERα, increasing cellular proliferation and inducing a gene expression profile that 
clusters with poor breast cancer prognosis. BPA also interacts with the orphan 
nuclear receptor, estrogen-related receptor γ (ERRγ), and may also signal via the 
G-protein-coupled receptor GPER/GPR30 [46]. Several studies have identified spe-
cific genes epigenetically altered in response to BPA that may increase breast epi-
thelial proliferation and tumor development. Treatment of primary human breast 
epithelial cells with BPA increased DNA methylation levels in the promoter region 
of LAMP3 (lysosomal- associated membrane protein 3), whose DNA methylation is 
a characteristic of ER-positive tumors. Furthermore, in vitro treatment of MCF-7, 
ER-positive breast cancer cell lines, with BPA resulted in increased expression of 
EZH2 (Enhancer Of Zeste 2 Polycomb Repressive Complex 2 Subunit), a histone 
methyltransferase enzyme, which has been previously implicated in breast tumori-
genesis. This determined an increase in histone H3 trimethylation which was also 
detected in the mammary glands of mice exposed to BPA in utero. Spheres of human 
mammary epithelial cells displayed increased size and proliferation in response to 
BPA treatment as well as increased methylation levels of key genes associated with 
tumor development, namely BRCA1, CCNA1 (Cyclin A1), CDKN2A, THBS1 
(Thrombospondin 1), TNFRSF10C and TNFRSF10D (TNF Receptor Superfamily 
Member 10c and 10d). Additional cell line studies have demonstrated aberrant 
methylation of the genome resulting a unique miRNA signature in BPA-treated 
cells distinct from miRNAs induced by estradiol [23, 26, 46]. Rats and mice exposed 
prenatally to BPA showed accelerated growth of the mammary gland coupled with 
hyperplastic epithelial ducts, more rapid development of mature structures and 
increased proliferation of stromal cells at an earlier age [31, 46]. Moreover, oral 
prenatal exposure to BPA increased mammary cancer susceptibility in offspring and 
shifted the window of susceptibility for dimethylbenzanthracene (DMBA)-induced 
tumorigenesis in the rat mammary gland [88]. Additional studies in rats determined 
that a brief perinatal exposure to low-dose BPA (10 μg/kg body weight) epigeneti-
cally reprogrammed the prostate tissues and markedly increased the incidence and 
severity of precancerous lesions upon treatment with estradiol as adults [31]. 
Neonatal exposure of rats to environmentally relevant doses of BPA induced hyper-
methylation of Pde4d promoter, resulting in its overexpression in prostate. These 
aberrant changes were associated with an increase in the risk of developing prostate 
lesions in the adult rats [26, 88]. Furthermore, upon BPA exposure, early and per-
sistent overexpression of prostate DNA DNMT3a/b and methyl-CpG binding 
domain proteins with demethylase activity (Mbd2/4) were noted; it may mechanis-
tically underlie early-life reprogramming and allow dynamic changes in response to 
secondary estrogenic exposures throughout life. Together, these results highlight the 
complexity of developmental reprogramming events initiated by BPA exposure that 
may predispose to carcinogenesis with aging [31]. Interestingly, nutrition factors, 
such as high-fat diets, are able to increase the susceptibility to BPA via epigenetic 
mechanisms. For instance, rats fed with high-fat butter diet (HFB) + low dose of 
BPA (25 μg/kg body weight) during acclimation and gestation periods showed: a) a 
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doubling of terminal end buds (TEBs) in postnatal day-21 mammary glands (these 
are presumed targets of carcinogenesis); b) ERα-associated cell proliferation in the 
epithelial cells of these TEBs; c) a significant loss of 5′ hydroxymethylation of 
cytosine (hmC) and 5′ methylation of cytosine (mC) in the epithelial cells of the 
TEBs and d) a dramatic loss of the histone H4 lysine 20 monomethylation 
(H4K20me1) mark in these cells. These early cellular and epigenetic changes cor-
relate tightly with the dramatic increase in DMBA-induced tumor incidence from 
45% in the HFB diet group to 90% in the HFB + BPA group. This work supports the 
hypothesis that ‘gestation is a critical window for dietary fatty acids–BPA interac-
tion that reprograms the mammary epigenome, resulting in aberrant gene expres-
sion and increased breast cancer risk in adulthood’[46].

Polychlorinated biphenyls (PCBs) are a class of industrial chemicals with paired 
phenolic rings and variable degrees of chlorination. The commercial production of 
polybrominated diphenyl ethers (PBDEs) began in the late 1970s, just about the 
time that PCB production was banned. They were used as flame retardants in uphol-
stered products, mattresses, and clothing [31]. PCBs and PBDEs seem to be associ-
ated with the risk of breast and prostate cancers, however human, animal and in vitro 
studies are controversial [31, 41, 46]. PCBs interfere with estrogen metabolism, 
increase the amount of bioavailable estradiol and synergistically regulate estrogen- 
responsive genes. In vitro studies of the estrogenic effects of PCBs have provided 
conflicting data, with some studies demonstrating an increase in breast cancer cel-
lular proliferation and others showing no or opposing effects. More recent findings 
have revealed roles of PCBs in breast cancer cell metastasis and metabolism [46]. 
An in vitro analysis of the effects of selected PCBs on the human prostate cancer 
cell line LNCaP found several compounds that reduced cell proliferation, PSA 
secretion and 5α-reductase activity, whereas others (including PCB153 and 118) 
exhibited biphasic effects, inducing proliferation and PSA secretion at low concen-
trations [31]. PCBs have been identified as EDCs capable of influencing epigenetic 
modifying processes. It was found that PCBs decreased global genome DNA meth-
ylation either in animals either in humans. The reduction in DNA methylation levels 
by PCBs may well be correlated with the increased transcriptional activity of target 
genes in breast cancer; indeed, PCBs have also been found to reduce levels of 
H4K16Ac histone post-translational modifications, a hallmark of human cancer. 
Conversely, in utero exposure to PCBs in rats has been shown to reduce promoter 
methylation of the tumor suppressor gene p16 in hepatic cells [46].

p,p’-Dichlorodiphenyltrichloroethane (DDT) is a synthetic industrial and house-
hold insecticide with a long half-life, extensive use, and lipophilic nature. DDT and 
its metabolites, dichlorodiphenyldichloroethylene (DDE) and dichlorodiphenyldi-
chloroethane (DDD), have been associated with endocrine-related diseases such as 
testicular tumors, endometrial, pancreatic and breast cancers [31]. In vitro studies 
have demonstrated the ability of DDT to mimic estradiol by binding to ERα and 
regulating breast cancer target genes. DDT and its metabolites have also been shown 
to regulate estrogen target genes in ERα-independent mechanisms. HER2/Neu mice 
with p,p′-DDE metabolite implants were found to have increased mammary tumor 
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growth; however, it was suggested that DDE exposure alone could not be the cause 
of tumorigenesis but rather that it is due to hormonal contributions [46].

There are limited investigations into the epigenetic actions of DDT and its 
metabolites. Of note are the findings that low doses of DDT correlate with global 
hypomethylation and demethylation of CpG islands [8, 46]. Recent work has also 
emerged describing the potential for DDT to play a prominent role in miRNA regu-
lation in breast. This research identified both common and distinct miRNA profiles 
induced by either estradiol or DDT in MCF-7 breast cancer cells [46].

Diethylstilbestrol (DES) is a synthetic estrogen that was used to prevent miscar-
riages in pregnant women between the 1940s and the 1960s. Since then, DES has 
been repeatedly shown to be associated with developmental programming of adult- 
onset chronic diseases including several reproductive tract abnormalities and 
increased vaginal and cervical cancer risk in women [79]. A moderate increase in 
breast cancer risk has been shown both in daughters of women who were treated 
with DES during pregnancy, as well as in their daughters. It has been demonstrated 
that the expression of 82 miRNAs (9.1% of the 898 miRNAs evaluated) were altered 
in breast epithelial cells when exposed to DES.  In particular, the suppression of 
miR-9-3 expression was accompanied by promoter hypermethylation of its coding 
gene in DES-treated epithelial cells [39]. In utero exposure of mice to DES resulted 
in a > two-fold increase in the expression level of EZH2, a histone methyltransfer-
ase that is linked to breast cancer risk and epigenetic regulation of tumorigenesis, in 
adult mammary tissue compared with controls [23]. In other studies, the expression 
of Hoxa10 was increased in human endometrial cells after DES exposure [12], 
whereas in mice, in utero DES exposure resulted in hypermethylation and long-term 
altered expression of Hoxa10 [29, 79].

Dioxin is a general name for a family of about 30 chlorinated hydrocarbons typi-
cally used to refer to one isomer, TCDD, 2,3,7,8-tetrachloridibenzo-p-dioxin, a pol-
lutant byproduct of combustion and manufacture of chemicals [79]. It has been 
detected in Agent Orange, the herbicide of choice for the United States Army in its 
bombings during the Vietnam War, thus exposing many troops and civilians to this 
endocrine disruptor. Due to its long half-life of 7–8 years and its lipophilic chemical 
properties, TCDD tends to accumulate in both the environment and human bodies. 
TCDD binds with high affinity to the aromatic hydrocarbon receptor (AhR) and is 
classified as an endocrine disruptor with strong anti-estrogenic properties [46]. 
Dioxins have been classified as human carcinogens by the International Agency for 
Research on Cancer [39]. Studies in rats have revealed that gestational and lacta-
tional exposure to TCDD resulted in permanent alterations in the development of 
the mammary epithelium of female offspring. These rats displayed delayed matura-
tion of mammary structures and multiple immature undifferentiated structures, 
leading to an increased susceptibility to chemical-carcinogen-induced tumorigene-
sis [31, 46]. Developmental exposure to TCDD increased prostate hyperplastic 
lesions with aging in a wildtype mouse model, suggesting that timing of TCDD 
exposure may be a critical variable in determining prostatic effects, with the devel-
oping prostate being more sensitive than the adult prostate [31]. Evidence exists to 
indicate that TCDD has a significant effect on the epigenome in the breast, prostate 
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and other tissues. TCDD increased association of DNMT1, histone methylation 
markers and methyl-binding-domain protein 2 to the promoter region of BCRA1, 
leading to hypermethylation and epigenetic silencing in breast cancer cell lines. In 
a follow-up study, Sprague–Dawley rats treated during gestation with TCDD 
increased the number of TEBs and reduced BRCA1 expression in mammary tissue 
of offspring, a process induced by occupancy of BRCA1 by DNMT1 and CpG 
methylation. Interestingly, these changes were partially overridden by pre-exposure 
to the dietary AhR antagonist resveratrol. In keratinocytes, TCDD is able to immor-
talize cell division through methylation- mediated repression of p53 and p16. Both 
these genes and their regulatory components are known to be hypermethylated and 
silenced in breast cancer, and these data indicate that TCDD may be one of the 
causes of epigenetic silencing and tumor development. TCDD significantly altered 
the methylome in the sperm of rats three generations after in utero exposure and 
increased incidence of prostate and polycystic ovarian diseases, and pubertal abnor-
malities. In utero treatment of developing mouse embryos with TCDD decreased 
expression of the imprinted genes, H19 and IGF2, through increased methylation in 
their promoter region. This was correlated with the increased activity of DNMTs 
[31, 46]. Finally, in a xenograft mouse model of hepatocellular carcinoma, dioxins 
up-regulated miR-191, whose inhibition decreased cell proliferation, suggesting 
that such miRNA may contribute to dioxin-induced carcinogenity [39].

Polycyclic aromatic hydrocarbons (PAHs) are the most widespread organic com-
pounds found in the environment with endocrine-disrupting properties mainly pro-
duced by burning coal, gasoline, diesel and tobacco. PAHs are lipophilic compounds 
of high stability, acting as carcinogens with genotoxic and mutagenic properties in 
many diseases, such as lung cancer. The carcinogenic properties of PAHs in human 
breast cancer remain unclear [15, 46]. The parental PAH molecules that enter pul-
monary cells are considered procarcinogens because they do not directly induce 
DNA damage. Rather, it is the transformation of a single PAH into its carcinogenic 
metabolites that contribute to cancer etiology. In general, PAHs are metabolized by 
CYPs and other metabolic enzymes into phenols, catechols, and quinones, resulting 
in the formation of diol-epoxides, radical cations, or reactive and redox-active 
o-quinones, which may all react with DNA to produce DNA adducts. DNA adducts 
can cause mismatch in DNA replication, as well as altered promoter methylation 
and/or promoter binding, leading to an inheritable DNA mutation or abnormal gene 
expression, and ultimately tumorigenesis. Although PAHs are not considered liver 
carcinogens, they do become metabolized to DNA-reactive metabolites in liver fol-
lowing oral exposure [29].

The PAH benzo[a]pyrene (BaP), mainly sourced from wood burning, but also 
detected in cigarettes, has been shown to have many epigenetic-disrupting proper-
ties in a number of human and animal models [46]. Human bronchial epithelial cells 
treated with BaP showed DNA hypermethylation that was associated with the trans-
formation of cultured cells [15]. BaP are ligands of AhR, whose activation has a 
variety of other downstream effects, including the formation of DNA adducts, 
tumorigenesis, inflammation, cell proliferation, and loss of cell-cell adhesion. 
Numerous studies have shown that the AhR plays an important role in the develop-
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ment of lung cancer [58]. Finally, in vitro studies using human breast cancer cell 
lines have demonstrated a number of facets of BaP action, including DNA mis-
match repair, altered cell cycle, metabolism and invasion. Epigenomic studies in 
breast cells reveal that the actions of BaP are widespread, altering both DNA meth-
ylation and histone patterns [15, 58].

Vinclozolin is a common fungicide used in vineyards and other agricultural set-
tings [9]. As a pesticide it is used on fruits and vegetables, meaning that most expo-
sure comes through the consumption of residual contamination in foods and 
drinking water. Vinclozolin is an antiandrogen. In male it is associated with reduc-
ing prostate weight, modulating sex steroid levels and elevating the prevalence of 
tumors in the prostate and testis. In the female, vinclozolin exposure in rats results 
in the formation of mammary tumors and in disruption of mammary gland develop-
ment [46]. A number of studies have been conducted investigating the transgenera-
tional epigenetic effects of vinclozolin. In rodent models, it has been demonstrated 
that prenatal exposure to this chemical can decrease the adult sperm concentration 
and motility, and also can increase the risk of hypercholesterolemia, kidney and 
prostate disease, abnormalities in immune system function, and cancer in F1 male 
offspring. These adverse effects persisted through F1 to F4 generations of male 
offspring [4]. This research was the first study which indicated the possibility of 
transgenerational inheritance of adult-onset disease in EDC-exposed rodents [79].

Exposure to several types of heavy metals has been directly linked to increased 
risk of multiple cancers, including prostate cancer. Among these molecules, there 
are two trace metals, arsenic and cadmium, which are classified as EDCs due to 
their ability to act as a ligand and/or interact with members of the steroid receptor 
superfamily [31]. Inorganic arsenic (iAs) is found naturally in soils and in ground 
and surface water. Cadmium exposures come from smoking, diet and a variety of 
occupations. Studies in rodent models found that brief exposure to low dose cad-
mium increased prostate epithelial hyperplasia and upregulated AR and ERα levels, 
suggesting endocrine perturbations leading to abnormal proliferation. Either iAs 
and cadmium transform normal human prostate epithelial cells in vitro, enabling 
them to recruit nearby stem cells into an oncogenic phenotype [31]. Many possible 
mechanisms of cadmium carcinogenesis have been suggested and, among them, 
induction of ROS and alteration of DNA methylation seem to play a predominant 
biological role. Cadmium reduces genome methylation, inhibiting DNMTs in a 
noncompetitive manner [8, 76]. However, other studies showed that cadmium-
induced malignant transformation was associated with the overexpression of 
DNMT1 and DNMT3a, by increased global DNA methylation [15]. Cadmium, 
transactivated ERα and promotes cancer cells growth by inducing hypermethylation 
of Ras-association domain-containing protein 1 (RASSF1A) and p16 promoters 
[88]. In rat- liver epithelial cell lines treated with chronic low arsenic doses, cellular 
transformation was associated with depressed SAM levels, global DNA hypometh-
ylation, and decreased DNA methyltrasferase activity [89].

Notably, most EDCs are highly lipophilic and resistant to degradation in both 
humans and environment. This group of chemicals has been defined “Persistent 
Organic Pollutants” (POPs) [65] Exposure to any type of POPs has the potential for 
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long-term disruption of metabolic, immune, and endocrine system functions. 
Consequently, POPs are strongly linked to obesity, type 2 diabetes and metabolic 
syndrome, each of which is intimately linked to cancer [65, 45]. For instance, POPs 
accumulate in white adipose tissue with important systemic and local consequences 
[31]. A wide number of tumors grows in proximity of adipocytes or metastasizes to 
predominantly adipocyte-dominated host environment (i.e. breast, prostate, colon) 
thus establishing an intimate crosstalk between cancer cells and the adipose stroma 
[14]. Metabolic and environmental perturbations lead to adipocyte dysfunctions 
which in turn enhance cancer cell proliferation, invasiveness and drug resistance [3, 
17, 18, 63]. It has been shown that low dose POPs impairs adipogenesis and gener-
ates dysfunctional adipocytes [5, 80]. These altered adipocytes display a significant 
activation of inflammatory pathways with an increased secretion of pro- inflammatory 
cytokines which, in turn, sustain the low grade chronic inflammation that, through 
epigenetic (and not) mechanisms, contributes to cancer.

Thus, EDCs are a large class of components able to induce epigenetic changes 
trans-generationally hereditable, thus perturbing gene-environment interaction and 
contributing to cancer onset.

6.2.3  Circadian Rhythm

Circadian disruption has been classified as “potential carcinogenic to humans” by 
the World Health Organization’s International Agency for Research on Cancer [7, 
74]. This statement is mainly supported by epidemiological evidence coming from 
shift work [21, 68]. In this context, circadian disruption has been implicated in the 
development of different human cancers [53, 57, 59, 66, 77, 84].

The circadian clock is under the control of environmental factors, particularly 
light exposure and food intake rhythms. Many of the circadian disruptions are due 
to dramatic changes derived from the industrial development and from the conse-
quent changes in lifestyle over the past few hundred years [73]. Thus, exposure to 
electric light, sleep/awake cycles and feeding timing have been hypothesized as 
having an impact on cancer onset and/or progression.

A hallmark of industrialization is the increasing use of electricity to light the 
night, both indoor and outdoor. The impact of electric lighting may occur at differ-
ent levels, and particularly on melatonin production [51]. Specific retinal ganglion 
cells contain melanopsin, the primary photoreceptor to transduce light information 
to the circadian system [55]. Melatonin is mostly secreted at nighttime and exposure 
to light reduces melatonin secretion in a dose-dependent manner [86]. Therefore, 
nighttime light exposure reduces the rhythmic secretion of melatonin from the 
pineal gland [11]. Interestingly, melatonin may exert anti-cancer functions. For 
instance, it reduces mammary tumor growth in experimental animals [37]. Exposure 
of rats to light at night disrupted melatonin profiles, as compared with those exposed 
to no light. This correlated with increased tumor growth and resistance to tamoxi-
fen, which could be reversed by melatonin supplementation [20]. In other mouse 

V. D’Esposito et al.



109

model studies, mice with arrhythmic light-dark cycle or suprachiasmatic nucleus 
(SCN) ablation exhibited accelerated transplanted tumor growth rate compared with 
control mice [27, 28].

In humans, reduction of nocturnal melatonin levels may increase the effects of 
estrogen and thereby contribute to breast cancer risk. Epidemiological studies in 
nurses also reveal that shift work induces a significant increase in circulating estra-
diol levels, which could further disrupt mammary estrogen signalling and thereby 
promote cancer [10]. Several reports have also described an inverse relationship 
between sleep duration and cancer risk [82]. Moreover, a reduced risk of breast 
cancer has been reported in blind women [33]. Conversely, cancer patients with 
irregular circadian rhythm had poorer prognosis compared with those with regular 
rhythms [60, 78].

At molecular level, the anti-cancer effects of melatonin might be attributed to its 
anti-estrogen action, by inhibiting both aromatase activity and estrogen signaling 
[2, 32, 61]. Moreover, melatonin promotes genomic stability which may facilitate 
its anti-metastatic activity [37, 72].

In addition to the lighting cues, circadian rhythm is also dictated by feeding hab-
its, which may specifically impinge on central as well as peripheral biological 
clocks [69]. Very surprising evidence comes from a recent study [47] indicating that 
adherence to diurnal eating patterns and, specifically, a long interval between last 
meal and sleep are associated with a lower cancer risk (at least for breast and pros-
tate cancer).

Thus, both light and food timing might affect cancer related phenotypes.
Regulation of Clock genes and cancer
The circadian clock, which exists in almost all eukaryotic organisms, consists of 

both central (located in the suprachiasmatic nucleus, SCN) and peripheral (in most 
body cells) biological oscillators [62]. At the molecular level, BMAL1 and CLOCK 
genes can be considered the master regulators of circadian rhythm. The 
CLOCK:BMAL1 complex binds to E-boxes of target genes, including CRY1, 
CRY2, PER1, PER2, and PER3 and increases their expression levels. In turn, the 
protein products of these genes oppose the activity of the CLOCK:BMAL1 com-
plex and consequently form a negative feedback loop that suppresses their own 
expression [64, 52].

Furthermore, a rather precise molecular oscillator established when the function 
of canonical feedback loop is modulated by additional circadian genes, such as 
Dec1, Dec2, Rev-Erbα, Rorα, CK1ε and Npas2 [38, 64].

In mammals, approximately 10% of all genes are controlled by the circadian 
clock, such as p21, CCNA, CCNE, c-myc and WEE-1, known as clock controlled 
genes (CCGs) which regulate cell metabolism, proliferation, differentiation, DNA 
damage repair, apoptosis and autophagy [38, 70].

Disruption of the expression of clock genes has been observed in cancer patients 
[53, 56, 57]. Disrupted circadian rhythms may then lead to up- or down-regulation 
of genes and proteins, which may favor cancer- related phenotypes. Dysfunction of 
the clock machinery and cellular oscillators is involved in tumorigenesis. For exam-
ple, PER1 and PER2 are known tumor suppressor genes, and their knockdown 
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results in the doubling of tumor number and cancer growth; in contrast, overexpres-
sion of these genes decreases tumor number and cancer growth [40]. In addition, 
transcriptional silencing of the BMAL1 gene through hypermethylation of its pro-
moter CpG island has been observed in hematologic malignancies [77].

It has been clearly documented that disruption of circadian rhythms leads to 
epigenetic modifications. Studies on shift workers, for example have demonstrated 
changes in the DNA methylation of their genes [35].

Long interspersed element-1 (L1) is a protein complex that promotes genomic 
instability through DNA double-strand breaks and insertional mutagenesis. 
Up-regulation of L1 has been reported in many human malignancies. Melatonin 
receptor 1 acts as an inhibitor of L1 mobilization by down-regulating L1 mRNA and 
the open reading frame 1 (ORF1) protein. Hence, exposure to environmental light 
regulates the expression of L1 through the regulation of melatonin production. This 
association indicates that suppression of melatonin production due to forced expo-
sure to light increases L1-induced genomic instability and consequently promotes 
carcinogenesis [22]. Furthermore, it has been shown that some long non-coding 
RNAs (lncRNAs) directly and indirectly alter melatonin synthesis. It has also been 
shown that the abundance of these lncRNAs changes in a circadian manner. These 
findings altogether indicate that circadian disruption may also alter melatonin 
expression and consequently promote carcinogenesis by changing the abundance of 
certain lncRNAs [16].

CLOCK and TIMELESS genes were found overexpressed, while PER1, PER2, 
PER3, CRY2 were found to be significantly down-expressed in breast cancer speci-
men compared with non tumor samples [49]. Hypermethylation of PER1, PER2, 
CRY1 and BMAL1 promoters has also been reported in 37 of 53 breast cancer cell 
lines [48]. This observation provides evidence for the underlying epigenetic mecha-
nism of clock gene deregulation and its carcinogenic effects [48].

Coordinated co-expression of clock genes, indicative of a functional circadian 
clock, is maintained in ER-positive, HER2-negative, low grade and non- 
metastasizing tumors but is compromised in more aggressive carcinomas [13]. 
Thus, besides dramatic metabolic alterations, cancer cells display severe changes in 
the clock phenotype with likely consequences in tumor progression and treatment 
response. Interestingly, reciprocal connections have been identified between “meta-
bolic” genes (for example in the glycolytic pathways) and clock genes in primary 
tumors, but they may be lost in the metastatic cells [30].

6.3  Conclusions

 1. Common environmental and dietary chemicals act on the human genome, 
either directly or indirectly, to alter gene expression or structure.

 2. Imbalanced nutrition, environmental pollution and circadian rhythm disruption 
largely play their role by impinging on epigenetic mechanisms.

 3. Cancer onset and progression is a combination of genetic and epigenetic hits.
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 4. Epigenetic modifications may occur early during development (or even in the 
previous generations) and contribute to cancer cell phenotypes.

 5. Some diet-regulated genes (because of genetic or epigenetic regulation) are 
likely to play a role in the onset, incidence, progression, and/or severity of 
cancer.

 6. An incorrect diet can be a risk factor for cancer.
 7. Endocrine disrupting chemicals may have either direct (on cancer cells) or indi-

rect (on metabolic imbalance) effects on cancer onset and progression.
 8. Disruption of circadian rhythms (light, sleep/awake cycles, feeding) may favor 

the onset and the progression of some forms of cancer.
 9. Dietary and lifestyle intervention can be used to prevent, mitigate, or cure 

chronic diseases.
 10. Understanding the detailed epigenetic mechanisms will lead to the identifica-

tion of novel personalized therapeutic strategies.
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7.1  Introduction: Gene-Environment Interactions (GxE) 
and Psychiatric Disorders

Mental health disorders account for around a third of all disabilities worldwide 
[96], placing an enormous burden on affected individuals, and on society more 
generally [33]. Psychological research suggests that environmental influences such 
as childhood maltreatment and stressful life events increase the risk for a range of 
mental health disorders [11, 93, 124], while findings from behavioural genetic 
studies (i.e., twin studies) highlight a substantial role of genetic factors, with heri-
tability estimates ranging from 37% for major depression [121], to 65–80% for 
schizophrenia [79, 120], and 60–85% for bipolar disorder [18, 85, 118]. Behavioural 
genetic studies suggest that genetic and environmental influences are both impor-
tant in the development of psychiatric conditions. However, these factors do not 
work in isolation. Rather, mental health and wellbeing is determined by a complex 
interplay between the two, including gene-environment interaction (GxE) and 
gene- environment correlation (rGE) [38, 69, 70]. GxE occurs when an individual’s 
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genotype influences their response (biological/psychological) to an environmental 
factor [66]. For instance, those with a high genetic risk of major depression have 
been shown to be more negatively affected by stressful life events [71]. On the 
other hand, rGE occurs when genetic factors influence exposure to a given environ-
ment in the form of active, passive and evocative rGE. An active rGE occurs when 
the genotype influences the probability of exposure to an environmental factor 
[110]. In other words, individuals select, modify and create their own environ-
ments in a way that reflects their genetically influenced propensities, including 
personality traits [101]. A passive rGE may occur because parents not only provide 
their children with genes, but also shape the environment in which they are raised 
[77]. For example, parental depressive symptoms are associated with reduced posi-
tivity towards their offspring, which in turn partially mediates intergenerational 
transmission of depression from parents to their offspring [108]. An evocative rGE 
can occur when a genetic predisposition gives rise to a behaviour that evokes a 
particular response from other individuals [22]. For instance, children who express 
a low level of autonomy may evoke more controlling behaviour from their moth-
ers, while those with high level of autonomy may experience significantly lower 
maternal control [74].

While behavioural genetics studies have been fundamental in evidencing and 
promoting GxE and rGE models of mental health and disease, they are limited in 
their remit, given that they only provide statistical estimates of the contribution 
that genes and environments make to a disorder, and therefore provide no informa-
tion as to the specific genes or genetic variants involved. Advances in genetic tech-
nology in the past two decades have facilitated examination of GxE models at the 
molecular level, via variations in DNA sequences. Early molecular genetic investi-
gations of GxE relied on the candidate-gene approach, testing a small number of 
genetic variants hypothesised to be biologically relevant to psychiatric disorders. 
The excitement surrounding the first of these studies, published in 2002, initiated a 
decade long boom in GxE research that saw over one hundred candidate-gene GxE 
studies of mental health  disorders published [42]. However, growing concerns 
regarding the methodological limitations of candidate-gene GxE studies, coupled 
with the increasing availability of genome-wide data, have ushered in a new era of 
genome-wide GxE research, allowing the exploration of genotype by environment 
interplay across the whole human genome. It is worth noting that much of the 
research using either methodology has concentrated disproportionately on GxE, 
rather than rGE models, an important omission, the implications of which will be 
discussed later on in the chapter.

The aim of the current chapter is to present a concise but comprehensive review 
of the current state of GxE research in the field of psychiatric genetics, specifically 
focusing on molecular genetic studies. The chapter is organised in three main parts, 
starting with a review of GxE research in mental health disorders, followed by a 
critical evaluation of the research, taking into account theoretical GxE concepts, as 
well as methodological limitations of the studies in the field. The final section will 
include suggestions and future directions for GxE research in the field.
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7.2  Review of Gene-Environment Interaction Research 
in Psychiatric Disorders

7.2.1  Candidate GxE Research

Caspi et al. [27] conducted the first pioneering GxE study of mental health, by exam-
ining the interaction between monoamine-oxidase A (MAOA) gene and childhood 
maltreatment in the development of antisocial behaviour in adulthood. Childhood 
maltreatment is a well-documented risk factor for antisocial behaviour. However, the 
occurrence of maltreatment is not necessarily resulting in this behaviour in all peo-
ple. That is, while some individuals exposed to maltreatment exhibit antisocial 
behaviour, others appear to be resilient to these effects. Caspi et al. [27] reasoned 
that differences in an individual’s genotype may account for some of these differ-
ences. The gene encoding monoamine oxidase A (MAOA) was chosen based on evi-
dence showing that a common mutation that affects the expression of the gene, was 
associated with aggressive behaviour in previous animal and linkage studies [21, 
26]. Consistent with their hypothesis, they found that male carriers of the genotype 
conferring low levels of MAOA gene expression showed higher levels of antisocial 
behaviour in adulthood, but only if they had experienced maltreatment in childhood. 
Caspi et al. [27]’s novel approach, to examine the interactive effects of genetic and 
environmental risks in the aetiology of a behavioural trait, paved the way for a pleth-
ora of candidate GxE studies focusing on a wide variety of further traits and psychi-
atric disorders including major depression, attention deficit hyperactivity disorder, 
schizophrenia, and bipolar disorder. These studies tested the moderating effects of 
the MAOA variant, but also variants in other candidate genes including the serotonin 
transporter (SLC6A4), dopamine receptor D4 (DRD4) and D2 (DRD2), catechol-O-
methyl transferase (COMT), and brain-derived neurotrophic factor (BDNF).

Caspi et al. [29] were also the first group to examine the moderating effects of 
the serotonin-transporter-linked polymorphic region (5-HTTLPR) on depression 
within a GxE framework. In this seminal study, Caspi et al. [27] hypothesized that 
the ‘s’ variant of the 5-HTTLPR, which confers reduced expression of the serotonin 
transporter, may be implicated in depression, by moderating the serotonergic 
response to stress. They found in their longitudinal sample of 1037 individuals, that 
those with a history of stressful life events were at higher risk of depression and 
suicidality, but only if they were also carriers of the s-allele. Over fifty studies have 
since aimed to replicate these findings, some more successful (e.g. [30]) than others 
(e.g. [51, 122]). The failure to replicate results of GxE studies involving the sero-
tonin transporter and other candidate genes has generated a fierce debate about the 
robustness of these findings. Subsequent meta-analytic studies have done little to 
settle this debate, with some finding support for [65, 113, 127] and against the pro-
posed GxE interaction effects [36, 90, 109]. Risch et al. [109] and Munafò et al. 
[90] concluded that the significant interaction effects likely reflect false positive 
findings, due to the small sample sizes of the majority of these studies, rendering 
them statistically underpowered to detect the small moderating effects of single 
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genes in the prediction of psychiatric outcomes. Karg et al. [65], on the other hand, 
suggested that previous meta-analyses by Risch et al. [109] and Munafò et al. [90] 
which only included studies of depression and stressful life events in adulthood, 
preferentially excluded higher quality studies with larger interaction effects and 
with a focus on childhood maltreatment. Karg et  al. [65]’s more comprehensive 
meta-analysis found a significant interaction effect for childhood maltreatment, 
suggesting that the lack of a robust association with stressful life events was due to 
greater variation in how and when stressful life events have been conceptualized 
and measured across different studies. In the most recent meta-analysis study of 31 
published and unpublished studies of 5-HTTLPR and stressful life events with sam-
ple sizes of 300 or more, Culverhouse et al. [36] did not find support for a signifi-
cant interaction effect. The field, therefore, remains divided regarding GxE findings 
involving 5-HTTLPR and depression.

Caspi et al. [27]’s initial findings on MAOA moderating the effects of childhood 
maltreatment on antisocial behaviour, however, appear to be more robust, with rep-
lication attempts mostly successful [45, 48, 73], though not all (e.g. [54]). Overall, 
meta-analytic studies of MAOA have consistently found support for a moderating 
effect of MAOA genotype on the pathway between childhood maltreatment/adver-
sity and antisocial behaviour [23, 73, 123]. The results of a meta-analysis by Byrd 
and Manuck [23] also indicated that some observed inconsistencies in results may 
reflect gender differences, whereby most studies with females have either not found 
a significant interaction effect, or that high-activity, rather than low-activity, MAOA 
genotype is found to infer an increased risk of antisocial behaviour.

GxE research in schizophrenia have typically sought to investigate the role of 
COMT in relation to environmental factors that have consistently been linked to 
schizophrenia, such as obstetric complications, regular cannabis use, and stress 
[132]. COMT is a protein coding gene on chromosome 22, the enzyme product of 
which is involved in degradation of catecholamine neurotransmitters such as dopa-
mine, epinephrine and norepinephrine [53]. One of the most studied functional 
polymorphisms on this gene is a substitution of valine with methionine (Val158Met, 
rs4680), with homozygous Val genotype showing higher levels of dopamine degra-
dation. GxE studies of psychosis report that cannabis use in adolescents increases 
the risk for schizophreniform disorder in adulthood [28] and exacerbates psychotic 
symptoms (e.g. hallucinations) in patients prone to psychotic illness [58], but only 
in individuals carrying the COMT Val-allele. However, the reported interactions 
have failed to replicate in high-quality studies of healthy controls and patients [64, 
137, 138]. Furthermore, some studies have reported the opposite effect, with Met as 
the risk allele [117, 119], or found that the effects of COMT genotype differs as a 
function of the interaction with other genes [99]. With regards to stress, it appears 
also to be the Met rather than the Val allele that has been identified as the risk allele, 
whereby patients with the Met allele showing increased levels of psychotic experi-
ences in response to stress [34, 133]. These inconsistent results have been suggested 
to reflect variations in study design and measurement [87], with samples ranging 
from 35 individuals to over 2000, and including patients with a diagnosis, patients 
at risk, healthy controls, or a combination of these groups, using different symptoms 
of clinically diagnosed schizophrenia or only psychotic experiences.
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7.2.2  Genome-Wide GxE Research

Technological advances and a substantial reduction in the cost of genotyping has led 
to the increasing use of genome-wide association studies (GWAS) in psychiatric 
disorders. In contrast to the candidate gene approach, which assesses variation in a 
small number of loci, genome-wide studies attempt to capture variation across the 
entire genome by genotyping up to one million single nucleotide polymorphisms 
(SNPs). Each SNP is then examined for associations with the outcome of interest, 
with resulting P values corrected for multiple testing [135]. Many of the early 
GWAS studies failed to detect significant associations between genetic variants and 
psychiatric disorders that survived the substantial correction for multiple testing. 
However, later data pooling and formation of consortia resulted in more replicable 
findings. For instance, while the initial studies of schizophrenia were only able to 
identify a single locus with a small effect on the disorder explaining less than 1% of 
the variance [106, 114], the most recent study with a much larger sample identified 
108 loci explaining up to 7% [112].

Despite these encouraging GWAS findings, the total identified genetic influence 
is often very small compared to the more substantial heritability estimates found in 
twin studies (e.g., 80% for schizophrenia and 37% for major depression). A poten-
tial explanation for this missing heritability [82] is the influence of GxE interactions 
that are not detected when examining main effects of genes [126]. Subsequent 
GWAS-based research has considered GxE in two ways: A) by applying genome- 
wide gene-environment interaction study (GWEIS) designs, or B), by using poly-
genic score gene-by environment interaction (PGSxE) designs.

The GWEIS approach is similar to the candidate GxE approach, except that GxE 
effects are examined for all available variants across the genome, rather than for a 
single candidate [5]. Only a handful of GWEISs have been conducted to date, all of 
which have focused on depressive symptoms [43, 61, 97]. Dunn et al. [43] con-
ducted one the largest GWEIS studies, investigating social support and Stressful 
Life Events (SLEs) as environmental factors implicated in depressive symptoms in 
a sample of over 10,000 women of African American and Hispanic/Latina descent. 
They found a significant interaction between a genetic variant located near the 
CEP350 gene and SLEs, predicting increased depressive symptoms in African 
Americans. The findings, however, could not be replicated in an independent sam-
ple. Similarly, while the other two studies found a significant interaction between 
SLEs and bone morphogenetic protein 2 (BMP2) gene [61] and rs10510057 poly-
morphism [97] in the prediction of depressive symptoms, the results have not yet 
been examined in an independent sample in the former, and were not robust to sta-
tistical adjustment for significance threshold in the latter.

The lack of replication may reflect the main limitation of the genome-wide 
approaches and highlights the requirement for very large sample sizes, and the need 
for more stringent statistical thresholds [3, 5]. More stringent statistical criteria are 
required in GWIES to counter the potential problem of increased rates of false posi-
tive findings given the typical testing of over one million SNPs for their interaction 
with an environmental factor. The significance threshold for genome-wide findings 
are therefore commonly adjusted to p < 5 × 10−8 [98]. While the multiple testing 

7 The Role of Gene-Environment Interaction in Mental Health and Susceptibility…



122

correction addresses the type I error rates, it increases the possibility of false negative 
results, especially in cases where the sample is underpowered to detect the very 
small effect sizes at this high significance threshold level.

In the polygenic score approach to GxE, the aggregate effects of all available 
variants on a given outcome are summarised into a single polygenic score (PGS). 
This is derived by adding up the number of trait-associated alleles in each individ-
ual, weighted by effect size from the GWAS discovery sample [41].The PGS is 
subsequently tested as a moderator of the environmental variable of interest in a 
standard GxE model. Not only does this approach alleviate problems with multiple 
testing, it is also more compatible with the current understanding of the aetiology of 
complex traits being due to the combined effects of many variants, each exerting a 
small effect [36]. However, information on the specific contribution of individual 
gene and gene variants is no longer available with this approach.

Only a handful of studies have so far used a PGSxE approach in relation to men-
tal health, either studying schizophrenia as a function of the interaction between 
PGS and childhood maltreatment [125] or cannabis use [49], or depressive symp-
toms/major depressive disorder (MDD) as a function of the interaction of PGS with 
childhood maltreatment or SLEs [39, 89, 92, 100].

Regarding Schizophrenia, French et al. [49] investigated the interaction between 
cannabis use, PGS of schizophrenia and cortical thickness. Findings suggested that 
in males, higher PGS scores were associated with lower cortical thickness in the 
context of cannabis use during early adolescence. This was not observed in males 
with a low PGS for schizophrenia. In the only other PGSxE study on schizophrenia, 
Trotta et al. [125] found that higher PGS for schizophrenia and childhood adversity 
predicted psychosis status but there were no significant interaction effects, probably 
due to the relatively small sample size (N = 200).

With regards to depression, two studies to date have examined whether poly-
genic scores of MDD moderate the effect of maltreatment on MDD case/control 
status [89, 100]. Both studies found a significant interaction between the PGS and 
childhood maltreatment, though the pattern of this interaction differed across stud-
ies. Peyrot et al. [100] found that the effects of maltreatment on MDD were greater 
for those with a higher PGS for MDD, whereas Mullins et al. [89] found that the 
effects were greater for those with a lower PGS. It is unclear why the findings were 
contradictory, though differences in study design, such as how maltreatment was 
measured (self-report vs. clinical interviews) may be an important contributing fac-
tor. Three other studies have examined interactions between adult SLEs and PGS of 
depression on depressive symptoms [39, 92], and MDD [89]. While Mullins et al. 
[89] and Musliner et al. [92] did not find a significant interaction between PGS and 
SLEs on depression, the longitudinal analysis in Domingue et  al. [39]‘s study 
yielded a significant interaction effect between death of a spouse and PGS for 
depression. Specifically, they investigated whether several polygenic scores (includ-
ing MDD, depressive symptoms and subjective wellbeing) moderated the effects of 
the death of a spouse on changes in depressive symptoms, in over 8000 married 
older adults. The authors reported that those who experienced the death of a spouse 
showed a significant increase in depressive symptoms, but returned to baseline 
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levels 2 years after the bereavement. The increase in depression was significantly 
greater in those with a higher PGS for MDD/depressive symptoms, but significantly 
lower for those with a higher wellbeing PGS. Those with a higher wellbeing PGS 
also experienced a more rapid return to baseline levels. The detection of GxE effects 
in this study was likely facilitated by the longitudinal assessment of the outcome 
and consideration of within-person changes, rather than merely looking at cross- 
sectional GxE effects, an important consideration for future GxE studies.

Overall, research findings of both candidate and genome-wide studies over the 
past two decades indicate that both genetic and environmental influences play an 
important role in explaining individual differences in susceptibility to mental health 
disorders. Despite the fact that GxE research has been crucial for our understanding 
of the interplay between genetic and environmental factors in risk for psychiatric 
disorders, it is important to evaluate the findings in the context of several limita-
tions, a brief discussion of which is included in the following sections.

7.3  Critical Evaluation of GxE Research in Psychiatric 
Disorders

7.3.1  Theoretical Models of Gene-Environment Interaction

Traditionally, the guiding theoretical framework for the majority of GxE studies has 
been the Diathesis-Stress model [88]. According to this model, the adverse effects 
of environmental influences lead to psychopathology predominately in the presence 
of specific inherent factors that renders individuals more vulnerable. Such individual- 
specific factors include those that pertain to biological differences between indi-
viduals, including genetic factors. Therefore, according to the Diathesis-Stress 
model, some individuals are more vulnerable to adverse environmental influences, 
as a function of their specific biological (e.g. genetic) and/or psychological (tem-
perament) make up, but this vulnerability does not necessarily predict psychopa-
thology in the absence of adversity. Individuals who do not succumb to the effects 
of environmental stressors, either as function of not having these genetic vulnerabil-
ities or due to the presence of other protective factors, are considered resilient. The 
Diathesis-Stress concept of GxE therefore adopts a genetic vulnerability perspec-
tive, whereby an environmental stressor increases risk for psychopathology only in 
those groups of individuals who carry a vulnerability/risk genotype.

However, the Diathesis-Stress conceptualization of GxE has recently been chal-
lenged by Environmental Sensitivity, models including Sensory Processing 
Sensitivity: Aron and Aron [4]; Differential susceptibility Theory: Belsky and 
Pluess [14]; Biological Sensitvity to Context: Boyce and Ellis [20]. Each of these 
models suggest that some individuals are generally more sensitive to both negative 
and positive environmental influences as a function of their genotypes. This means 
that genetically more sensitive individuals are more likely to develop psychopathol-
ogy in response to the adverse effects of stressors, but also disproportionately likely 
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to benefit from positive and supportive environmental influences. Higher sensitivity 
therefore functions in a “for better and for worse” manner [12, 13], rather than a 
risk-only model as Diathesis-Stress suggests. Related to the notion of Differential 
Susceptibility is the Vantage Sensitivity [103] model, which refers to differences in 
sensitivity to exclusively positive aspects of the environment (not making predic-
tions about individual differences in the response to adversity). That is, certain gen-
otypes may influence who benefits from protective/positive environmental factors 
such as greater social support or psychological interventions.

The Differential Susceptibility hypothesis is an evolutionary-inspired develop-
mental model, which suggests that natural selection led to the emergence of both 
high and low susceptibility types, each characterised by specific advantages and 
disadvantages. While higher susceptibility may increase reproductive fitness 
through enhanced adaptation to the environment, this is counterbalanced by the risk 
of decreased fitness due to heightened vulnerability to adversity (e.g. see: [37, 47, 
115]). In other words, both high and low susceptibility have evolutionary pros and 
cons, depending on the quality of the environment. This explains why some of the 
genetic variants associated with vulnerability to adversity are found at a high fre-
quency in the general population despite their apparent deleterious effects [15].

More recent GxE studies of mental health have adopted a perspective of 
Environmental Sensitivity, providing support for the cross-over interaction effects 
of genetic factors traditionally understood as vulnerability, indicating these may 
reflect general sensitivity to the environment. Meta-analyses of studies with sero-
tonin transporter gene variants [129] and dopamine-related genes [7] have found 
GxE interaction patterns consistent with Environmental Sensitivity theory. For 
example, the 5-HTTLPR s-allele has been associated with higher neuroticism in the 
context of negative life events, but also found to be associated with lower levels of 
neuroticism in the context of positive life events [104]. Elsewhere, the same geno-
type has been found to moderate, for better and for worse, the impact of parenting 
practices on children’s positive affect [57], and of perceived racial discrimination 
and child maltreatment on conduct problems and antisocial behaviour [31]. In other 
studies with DRD4 as marker of sensitivity, higher genetic sensitivity (DRD4 7- 
repeat genotype) was associated with higher inattention in the context of insensitive 
early maternal care, but also with lower levels of inattention in the context of more 
sensitive maternal care [17], with development of social competence in interaction 
with quality of child-care [16], and prosocial behaviour [75] and children’s exter-
nalizing behaviour [9] in interaction with parenting practices. A meta-analysis of 
experimental studies by van Ijzendoorn and Bakermans-Kranenburg [130], which 
included 22 experimental GxE studies (N = 3000), with DRD4 and 5-HTTLPR as 
the sensitivity genes and a range of developmental outcomes including externaliz-
ing problems, internalizing behaviours, and cognitive development, further supports 
the hypothesised increased sensitivity to positive experiences.

The various frameworks for GxE are not necessarily competitive or contrary in 
explaining the interaction between genotype and environment on outcomes. Indeed, 
it is likely that the gross genetic risk for psychiatric disorders includes a mix of 
genetic variants that operate in various ways. That is, genetic risk for a psychiatric 
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disorder may include variants that have a direct effect on psychiatric disorders, vari-
ants that increase risk by increasing sensitivity to adversity (i.e., Diathesis-Stress), 
variants that increase risk by decreasing sensitivity to protective factors such as 
social support (i.e., Vantage Resistance), as well as variants that increase risk in 
adverse environments but decrease risk in protective environments (i.e., Differential 
Susceptibility). While there is no research to date that examined an integrated GxE 
model which takes all the different GxE patterns into account, current empirical 
evidence supports the existence and relevance of all three GxE interaction models 
for explaining the link between environmental factors, genotype and mental health 
outcomes. Hence, considering the various ways (i.e., patterns) in which genetic fac-
tors interact with environmental influences to bring about mental health problems or 
protect against them is an important point for further investigation.

7.3.2  Methodological Limitations of Candidate 
and Genome- Wide GxE Studies

Despite the important contribution of GxE studies to the field of psychiatry, it is 
important to acknowledge several limitations. First, the main requirement of the 
candidate gene approach is the selection of candidate genes based on strong biologi-
cal hypotheses. However, knowledge regarding the specific biological mechanisms 
underlying complex psychiatric disorders remains surprisingly limited and, there-
fore, the risk of selecting the wrong candidates is high. Furthermore, a publication 
bias for significant novel results over null or negative results has been reported [19, 
32], which may make candidate genes appear more robust than they actually are. In 
addition, small sample sizes in candidate gene studies and the lack of sufficient 
statistical power to detect small interaction effects [42, 91] further increases the 
probability of false positive results [42, 91]. The low power is especially an issue 
considering that the genetic architecture of common psychiatric traits is most prob-
ably highly complex and including many variants of very small effect [36, 40]. 
Consequently, the reliable detection of a genuine effect of a single variant requires 
larger samples. Relatedly, and of particular concern, is the general difficulty in rep-
licating candidate gene findings, perhaps as a function of the limitations noted 
herein. Together, these limitations require more cautious interpretation of the role of 
these specific candidate genes in psychiatric disorders.

Second, despite genome-wide GxE approaches addressing some of the main 
limitations of the candidate gene approach (i.e., the requirement for an a-priori bio-
logical hypothesis), the hypothesis-free approach of GWAS increases the possibility 
of false negative results due to stringent correction for multiple testing, and more 
robust findings requires very large sample sizes (over one million) that are yet to be 
assembled in psychiatric genetics research. The PGS approach does not necessitate 
the same stringent criteria for multiple testing correction, because the SNPs are not 
considered for their singular contribution to the trait. However, the often low power 
at the initial stage of PGS construction, impacts the down-stream processes when 
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summary statistics are used to arrive at the final score. Importantly, although this 
approach is conceptually more in line with the highly complex genetic architecture 
of psychiatric disorders, none of the studies conducted so far have followed up on 
the biological mechanisms that implicate these variants in response to environmen-
tal influences and development of disorder. An important limitation that must be 
addressed in future research. Finally, it must be acknowledged that genome-wide 
approaches are still in the early stage, and until further research can address the cur-
rent inconsistencies in the results, the findings remain exploratory.

Third, the majority of GxE studies have been conducted from a Diathesis-Stress 
perspective, an approach that requires re-evaluation in light of recent research sug-
gesting that many of the common genetic variants in these studies seem to reflect 
generally heightened susceptibility to various environmental influences, rather than 
vulnerability for the specific disorders being studied. Incorporating a perspective of 
Environmental Sensitivity is therefore crucial when interpreting the role of genetic 
factors in the development of mental health disorders [102].

Finally, both genome wide and candidate GxE studies only explain a very small 
proportion of the variance in psychopathology. Therefore, although GxE research 
has had important implications for theoretical models of disease, knowledge of an 
individual’s genotype does not (yet) provide greater accuracy in predicting who 
might develop mental health problems in response to life stressors and trauma (e.g. 
[89, 92]). Caution must be taken therefore when considering the relevance of GxE 
in mental health outcomes, though that is not to say that future research won’t prove 
more successful.

7.3.3  Gene-Environment Correlations

One of the biggest challenges for gene-environment interplay research is the disen-
tangling of rGE and GxE [105]. rGE can potentially mask the identification of GxE 
(or vice versa) due to the difficulty in assessing whether the gene modifies environ-
mental effects (GxE), or whether the genetic risk is more prevalent in particular 
environments (rGE) [111]. For instance, does genetic risk for depression make an 
individual more susceptible to the adverse effects of negative life events (GxE) or 
does a genetic predisposition for depression simply increase the individual’s likeli-
hood of selecting unfavourable environments (rGE)? Lau and Eley [76] investigated 
this by examining the development of depressive symptoms in adolescents. They 
demonstrated that adolescents with depressive genotypes may be subject to the 
experience of increased social adversity due to rGE, but are at the same time also 
more susceptible to the development of depressive symptoms in response to these 
factors due to GxE. The findings suggest that psychiatric conditions may be shaped 
by the combined effects of different types of gene-environment interplay [76, 111]. 
One reason that it is difficult to differentiate GxE from rGE, is that a large portion 
of gene-environment interplay studies investigated rGE and GxE independently 
[136], and often tried to exclude rGE by only selecting environmental factors which 
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the individual and their family cannot have influence over [116]. It is however chal-
lenging to exclude rGE effects, since family environments are also heritable [136] 
and rGE and GxE often co-exist for complex mental health conditions, such as 
depression [44]. Furthermore, focusing on either rGE or GxE alone can sometimes 
lead to conflicting findings. For example, Narusyte et al. [94] suggest that maternal 
criticism could be the result of evocative rGE emanating externalising behaviour 
from their offspring. In contrast, Cadoret et al. [24] proposed in an earlier adoption 
study that adverse home environments may increase conduct disorder problems and 
aggression in children with a genetic risk for antisocial behaviour, which is consis-
tent with GxE.

Identifying which form of gene-environment interplay contributes to a particular 
disorder or behaviour is absolutely crucial in order to select suitable intervention 
efforts [62]. For example, Leve et al. [78] explain in a child gene-environment inter-
play study that interventions often focus on improving parenting processes, with the 
aim to reduce proximal or immediate risks in families or school setting. But such 
interventions may not work equally well for all individuals, due to genetic differ-
ences in Vantage Sensitivity [78]. Looking back at our example of antisocial behav-
iour and externalisation symptoms in children and adolescents, this would mean 
that improving adverse home environments alone will not necessarily be a success-
ful intervention for these children and adolescents, due to the combined effects of 
evocative rGE and GxE.

7.3.4  GxE From a Life Course Perspective

The impact of environmental influences likely changes throughout the course of 
life, with greater impact for adverse events being observed in earlier stages of devel-
opment. Indeed, several studies and meta-analyses of candidate genes such as 
5-HTTLPR, BDNF, DRD4 and FKBP5 suggest that early environments are of 
greater importance when assessing GxE for psychiatric disorders [1, 7, 50, 129].

While the effects of early environments on development of mental health prob-
lems later in life is widely studied, only a handful of studies have examined the 
possible interactions across various stages of development, and how effects may 
vary as a function of genotype. For example, in a multi-wave longitudinal study, 
using a PGS of Environmental Sensitivity derived from nine candidate gene  variants, 
and a measure of childhood and adult material environments, Keers and Pluess [68] 
found evidence for environment-by-environment interaction (ExE) and gene- by- 
environment-by-environment (GxExE) interactions predicting psychological dis-
tress in adulthood, but no GxE effects. The findings suggest that poor childhood 
material environment exacerbated the negative impact of poor adulthood environ-
ment on psychological distress. Importantly, this interaction was moderated by an 
individual’s genetic sensitivity, whereby more sensitive individuals showed greater 
levels of distress in the context of poor childhood and poor adulthood environmental 
quality, but lower levels of distress if the childhood material environmental quality 
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was high. In a recent GxE life-course study using the same data as Keers & Pluess 
[68], Assary et al. [6] used a genome-wide polygenic score of sensitivity and quality 
of psychosocial environment to predict psychological distress from ages 7–50 years 
old. The results showed a significant effect of time on the GxE interactions, whereby 
the interaction between poor psychosocial environmental quality and genetic sensi-
tivity predicted more psychological distress in childhood, but less in adulthood. The 
results highlight the dynamic nature of GxE in mental health outcomes across the 
life span and that developmental changes across life require closer inspection when 
investigating GxE.

7.3.5  Specificity of GxE Effects in Predicting Psychiatric 
Disorders

Considering the high comorbidity of psychiatric disorders [72], it is not surprising 
to find that many of the previously noted candidate genes have been examined and 
associated with multiple disorders. BDNF, for instance, has been found to be related 
to depression and bipolar disorder, as well as to schizophrenia [2, 59, 60]. The 
involvement of these candidate genes in multiple disorders may indicate a shared 
genetic aetiology. Indeed, GWAS of multiple disorders have found shared genetic 
influences between commonly comorbid/symptomatically overlapping disorders, 
for example schizophrenia, major depression, bipolar disorder, autism and ADHD 
[35]. The shared genetic aetiology and involvement of the same candidate genes in 
multiple disorders may implicate these genes as potentiating general vulnerability 
to a wide range of psychopathologies, and that the specific course that such an initial 
general genetic vulnerability takes may depend on other factors such as specific 
environmental influences. Relatedly, GxE research tends to focus largely on the 
same environmental factors (i.e., stressful life events, childhood maltreatment) and 
the same diagnostically distinct disorders (e.g., schizophrenia, major depression, 
autism). Therefore, while GxE findings have demonstrated that genetic differences 
play an important role in influencing the trajectory of environmental adversity from 
severe risk for disorders in some individuals to minor risk in others, these studies are 
yet to specify the specific environmental influences that implicate a specific disorder.

7.4  Future Directions

To improve on some of the limitations of the research reviewed so far, future studies 
may benefit from incorporating some of the ideas presented in the following sec-
tions. These include studying intermediate phenotypes, using experimental study 
designs and taking a life course approach to study GxE interaction effects in the 
prediction and development of psychiatric disorders.
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7.4.1  Intermediate Phenotypes

Due to the complex genetics underlying psychiatric disorders, studying intermedi-
ate phenotypes, i.e., endophenotypes, which are constructs that exist along the path-
way between a genotype and a phenotype, is suggested to represent an important 
strategy for investigating pathology and uncovering new susceptibility genes [25, 
52, 86]. Gottesman and Gould [52] suggested that endophenotypes could be used to 
dissect the genetics of particular psychiatric disorders into smaller and more man-
ageable components, likely having simpler genetic architectures than the complex 
disorder of interest.

Cognitive biases, such as attention bias and interpretation bias, have been exam-
ined as potential cognitive endophenotypes for anxiety and depression, respectively. 
In particular, attentional bias towards threat has been consistently linked to anxiety 
[10, 83]), whilst interpretation biases have been said to play a possible causal role 
in the onset and maintenance of depression [63]. Experimental manipulation of 
attentional bias, using computer based attentional bias modification (ABM) tech-
niques, has therefore shown promise for research into the mechanisms of psychopa-
thology [55, 56, 81].

Cognitive theories of depression and anxiety also suggest that biased cognitions 
may increase risk for psychopathology by increasing individuals’ emotional reac-
tivity to both negative and positive influences. However, to date, only a small num-
ber of prospective studies regarding cognitive biases and emotional reactivity have 
been conducted, all of which suggest that attentional bias towards threat predict 
reactivity to real world [80, 107, 128, 134], and laboratory induced stressors [95]. 
Given that the pathways from genotype to phenotype in psychiatric disorders are 
relatively indirect, discerning endophenotypes that exist closer to the link with 
genetic variation may be an excellent way of improving attempts to associate genes 
with disorders.

7.4.2  Experimental Studies

Experimental study designs such as randomised controlled trials (RCT) represent a 
powerful method of testing GxE. Assessing the moderating effect of genetic vari-
ants in a manipulated, or experimental environment, known as gene-by- experimental 
environment interaction (GxeE) [8, 130, 131], accounts for the confounding effects 
of rGE, as participants cannot select environments that correlate with their geno-
type. Furthermore, this approach also reduces measurement error, requires fewer 
participants, and has greater statistical power than correlational studies [84]. In one 
such candidate gene study testing the for-better-or-for-worse hypothesis of 
Differential Susceptibility, allelic variation of 5-HTTLPR was examined as a pos-
sible predictor of sensitivity to a computer based ABM task designed to induce 
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either a bias towards negative or positive affective pictures [46]. Findings provided 
evidence for 5-HTTLPR as sensitivity rather than vulnerability factor. Specifically, 
the authors showed that s-allele carriers of the 5-HTTLPR developed stronger 
biases towards negative and positive affective pictures when compared to individu-
als homozygous for the l-allele. This suggests that in line with the differential sus-
ceptibility hypothesis, s-allele carriers may be more sensitive to both negative and 
positive environmental influences and therefore acquire either negative or positive 
biases depending on the nature of the environmental context.

This type of approach has been extended to genome-wide GxE studies, for exam-
ple, by investigating individual differences in response to cognitive behavioural 
therapy (CBT). In a recent study using genome-wide PGS of Environmental 
Sensitivity, Keers et al. [67] compared differences in the response to CBT treatment 
as a function of genetic sensitivity and found that a PGS that increases sensitivity to 
the environment also moderated the response to treatment. The more genetically 
sensitive individual showed more discriminant response to treatment type, with 
intensive treatments in the genetically sensitive individuals leading to larger reduc-
tions in anxiety symptoms. The logical next step in experimental GxE studies, fol-
lowing on from candidate gene and whole-genome studies conducted thus far, 
would be to extend the G component through the inclusion of genetic pathways, 
whilst the inclusion of methylation and gene expression data would serve to extend 
the E component of GxE tests [8].

7.4.3  Alternative Theoretical Models of Gene-Environment 
Interaction

As noted earlier, future research may benefit from considering alternative GxE 
models of individual differences in response to environmental influences. 
Investigating GxE from the perspective of Environmental Sensitivity, rather than 
exclusively Diathesis-Stress, represents a promising approach which will not only 
improve our understanding of genetic susceptibility to environmental influences 
but also address issues regarding what works for whom in intervention settings 
(i.e., Vantage Sensitivity).

Furthermore, future research should also consider the different way genes and 
environment influence each other when investigating mental health outcomes. 
A joint analysis of rGE and GxE through multi-disciplinary approaches may lead to 
further recognition of co-occurrence and help ensuring that the outcomes of one 
do not bias the effects of the other. This would help us to provide more effective 
targeted medical interventions and allow for better prevention of mental health 
problems during crucial development windows in order to significantly improve 
the quality of life of at-risk individuals.
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7.5  Conclusion

Despite limitations in current GxE studies of psychiatric disorders, the research has 
been highly valuable in terms of taking a first step in identifying genetic variants 
implicated in the risk for psychiatric disorders, and in explaining individual differ-
ences in response to both adverse and beneficial environmental influences. Genome- 
wide GxE studies of psychiatric disorders, although few, will likely uncover more 
of the aetiology of psychiatric disorders as sample sizes become larger, alternative 
theoretical models of diseases are considered, and more efficient statistical method-
ologies are applied. However, the challenge that remains is to combine these new 
approaches with detailed and accurate longitudinal measurements of the environ-
ment as well as outcomes across the life span in order to get a clearer understanding 
of the development of psychiatric disorders and better prediction of individual tra-
jectories in response to adversity and support.
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8.1  Introduction

8.1.1  What Are Autoimmune Diseases

Autoimmune diseases are complex illnesses in which the body’s own immune sys-
tem attacks and destroys the body’s own healthy tissues. Many tissues and organs 
can be affected by autoimmune diseases such as the skin, joints, intestines, endo-
crine glands (thyroid, pancreas, etc.) and blood vessels [1]. Over 80 different dis-
eases have been recognized as autoimmune diseases and as a group they affect more 
than 8% of the world population [2]. Symptoms of autoimmune diseases can range 
from fatigue and malaise to life threatening organ failure. Although decades of 
research was dedicated to understanding the cause and course of these diseases, we 
still do not fully understand why they develop or how to cure them [3].

At the core of all autoimmune diseases is an improper response of the immune 
system against the body’s healthy tissues. The human immune system is an immensely 
powerful cellular weapon, designed to attack invaders it deems as foreign, or non-self 
(not an integral part of the body). Many cellular regulatory processes are in place to 
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prevent the immune system from recognizing its own body as an invader. For example, 
T and B cells that are found to be reactive to self-antigens are destroyed or are put in 
a state of anergy (immunologically non-functional) before becoming active. This 
recognition of the body as “self” is called self- tolerance, and malfunction of this 
process is at the heart of autoimmune diseases [1].

Autoimmune diseases are both chronic in nature, and currently incurable. As 
such, they pose a major burden on healthcare systems while causing significant 
individual suffering. Current treatments focus on relieving symptoms, and since 
autoimmune diseases are caused by faulty immune system function, these treat-
ments attempt to suppress immune function in the patients. This leaves the patients 
susceptible to infections and cancer development. As with other incurable diseases, 
a major focus of research has been on identifying the causes of autoimmune dis-
eases with the goal of preventing them. So far, several inheritable genetic factors 
were identified which explain some autoimmune diseases, while several environ-
mental factors were found to explain others. Still, the cause for most autoimmune 
disease cases are unknown, leading to the notion that interactions of genetics and 
environmental factors are responsible for disease onset [3].

8.1.2  Genetic Factors Associated with Autoimmune Diseases

The observation that most autoimmune diseases feature familial clustering has led 
to the notion that genetic risk factors might be involved in development of autoim-
mune diseases. Advances in DNA sequencing technologies in the past century has 
provided much needed insight into these genetic risk factors. Indeed, genome 
wide association studies (GWAS) have identified that certain genetic variants are 
shared across multiple autoimmune diseases, suggesting that certain shared path-
ways are dysregulated in these diseases. The most common genetic risk factors 
are variants in the HLA locus, which enables recognition of many different for-
eign antigens, but can also impact recognition of self-antigens [1]. Also worth 
noting are variants in STAT4 and IL-23R, which have a central role in regulating 
the adaptive immune response, and are shared across many different autoimmune 
diseases [4, 5].

Although GWAS studied were a source for much hope, they still cannot explain 
most autoimmune diseases cases. Reflective of this is the finding that concordance 
rates of autoimmune diseases in monozygotic twins ranges between 12% for certain 
autoimmune diseases and 67% for others. Thus, attention has shifted to uncover 
environmental factors that might explain the gap between identification of disease- 
associated genetic variants and disease occurrence [3].
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8.1.3  Environmental Factors Associated with Autoimmune 
Diseases

Numerous studies have established a connection between exposure to environmen-
tal factors and the development of autoimmune diseases. Indeed, the observation 
that geographical location and individual lifestyle choices can affect autoimmune 
diseases development rates supports this. These environmental factors may be phys-
ical, such as UV radiation; chemical, such as exposure to pesticides or tobacco 
smoke; or biological, such as infection by pathogenic microbes [2]. Another bio-
logical factor that has recently come into the spotlight is the human microbiome [6].

8.1.4  The Microbiome

Humans, like most other animals, are colonized by a multitude of microorganisms. 
These include archaea, bacteria, fungi, viruses and protozoa, which are collectively 
termed the microbiota. The microbiota of a human adult accounts for 1–2 kg of total 
body weight and are spread out across many tissues such as skin, urogenital tract, 
and respiratory tract, with the largest community of microbes residing in the gastro-
intestinal tract. The genomic data the microbiota contains, and thus their ability to 
produce proteins which affect human physiology, is collectively termed the micro-
biome [6].

Most members of the human microbiota require very specific growth conditions. 
Thus, our understanding of the function of the microbiota was limited to the species 
that we could culture in the lab. Advances in sequencing technology now allows us 
to identify most members of the human microbiota, and to infer their potential for 
influencing human physiology from their genome [6]. Additionally, use of germ- 
free mice (sterile mice reared in isolators which allow mono-colonization with a 
single species of bacteria or whole microbiota transfer from a human donor) has 
allowed us to move from correlative studies to more mechanistic studies. Now, we 
can identify each member of the microbiota and the proteins they produce, colonize 
germ-free mice carrying the genetic background of choice with these microbes, and 
discover how genetics and environmental factors interact in the development of 
many diseases [6].

In the past 15 years or so, the microbiota was found to influence almost every 
facet of human physiology. For example, the microbiota has been found to contrib-
ute to obesity and metabolic syndrome [6]. Recent studies have linked microbiota 
composition and metabolic activity to neurodegenerative diseases like Alzheimer’s 
and Parkinson’s disease [7] and other neurological conditions such as autism [8] and 
psychosis [9]. Most relevant, the microbiota was found to have a major role in shap-
ing the immune system. It is now thought that the microbiota “educates” the immune 
system, helping it distinguish symbiotic microbes from pathogenic ones. In the con-
text of autoimmune diseases, the microbiota was found to trigger immune  regulatory 
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factors such as maturation of T regulatory cells and secretion of anti-inflammatory 
cytokines. This is achieved by metabolizing nutrients into short-chain fatty acids 
(SCFA) which regulate the innate and adaptive immune response, and activation of 
pattern recognition receptors such as toll-like receptors and Nod-like receptors, 
amongst others [6]. The factors controlling microbiota composition are varied and 
are still being extensively studied. While genetics have a role in shaping microbiota 
composition, the most influential factors seem to be environmental such as diet, use 
of medicine and geography [10].

8.2  Gene/Environment Interaction and Autoimmune Disease

8.2.1  Inflammatory Bowel Diseases

Inflammatory bowel diseases (IBD) are a group of chronic inflammatory diseases 
affecting the gastrointestinal tract with unknown etiology and no cure, disturbing 
the lives of tens of millions across the world [11]. The two major types of IBD are 
Crohn’s disease and ulcerative colitis. Crohn’s disease is characterized by transmu-
ral inflammation that can manifest anywhere along the gastrointestinal tract, from 
the mouth to the anus, though most cases are confined to the last segment of the 
small intestine, the ileum. Ulcerative colitis on the other hand is confined to the 
terminal segment of the gastrointestinal tract, the colon, and is characterized by 
ulceration of the colonic mucosa. Both diseases appear in episodes of flares fol-
lowed by a remission period. These diseases have a massive effect on morbidity and 
mortality and left untreated could develop to bowel cancer. Current treatment 
options include agents that suppress the immune system such as steroids and anti-
bodies targeting cytokines, while last resort treatments are resection of inflamed 
sections of the intestine [12].

The pathogenesis of IBD includes some features of autoimmune disease, such as 
the presence of autoantibodies, but also features of immune-mediated diseases, such 
as dysregulation of cellular immunity and exaggerated response to luminal content. 
This exaggerated response of the immune system does not seem to target a certain 
member of the microbiota, which is evident by the fact that antibiotic treatment 
holds little therapeutic effect in IBD.  While IBD are not characterized by auto- 
reactive T cells, which is one of the postulates of autoimmune diseases, transfer of 
T cells in animal models can still transmit IBD-like conditions between hosts, which 
is another postulate. Thus, even though not a “classic” example of autoimmune 
disease, IBD are still considered as such, a classification which affects treatment 
routes [13, 14].

The etiology of IBD are currently unclear, though research points to an interac-
tion of host genetics and environmental factors. GWAS studies have identified about 
200 IBD susceptibility genes. The most prevalent mutations discovered to be asso-
ciated with IBD are in genes involved in innate and adaptive immune responses, 
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intestinal barrier function and autophagy. However, these can explain only a small 
percentage of IBD cases. Additionally, study of monozygotic twins has shown only 
low concordance rates for development of IBD [15]. Strikingly, studies following 
immigration of Asian population to America and Europe has found a sharp increase 
in the incidence of IBD in first and second-generation immigrants [16–18]. This, 
and the rise of disease prevalence in industrialized countries in the twentieth cen-
tury, has led to the hypothesis that environmental factors might also be involved in 
development of IBD [19].

8.2.2  Gene-Cigarette Smoke Interaction in IBD

One of the most studied and reliably reproducible environmental factors affecting 
IBD risk is cigarette smoking. While smoking cigarettes significantly elevates the risk 
of developing Crohn’s disease, it has a surprising protective effect on the development 
of ulcerative colitis, with non-smokers having a four-fold higher risk of developing 
ulcerative colitis compared to smokers [20]. Currently, the exact mechanism confer-
ring disease susceptibility or resistance from cigarette smoking is not clear.

Several IBD risk associated genes have been shown to interact with cigarette 
smoking in affecting the risk of IBD development. An increased risk for develop-
ment of Crohn’s disease has been found in cigarette smokers harboring a mutation 
in the CYP2A6 gene, which encodes an enzyme involved in metabolism of nicotine. 
The same study also demonstrated that smoking cessation is associated with an 
increased risk of developing ulcerative colitis, but only in patients carrying a muta-
tion in the GSTP1 gene which encodes a glutathione transferase protein [21]. A 
different study has used the method of logic regression to show that cigarette smoker 
carrying a mutation in the gene CALM3, a calcium-binding protein that affects dif-
ferent kinases, were three times less likely to develop ulcerative colitis compared to 
non-smokers carrying the same mutation [22]. Another study has identified that 
mutations in the IL-23R gene, which encodes for an immune related receptor previ-
ously recognized as a risk factor for development of Crohn’s disease, interact with 
cigarette smoking to dramatically increase disease risk [23].

So far, mechanistic studies linking genetic predisposition to cigarette smoke in 
IBD development have been few. A large multi-center study examining about 
20,000 IBD patients has discovered 64 SNPs to be associated with altered IBD risk 
in cigarette smokers compared to non-smokers. Most of the identified SNPs affected 
genes involved in immune and barrier function. They went on to demonstrate that 
genetic deletion in mice of two of the identified SNPs (IL-10 and NOD2) increased 
the animals’ susceptibility to colitis after exposure to cigarette smoke, thus validat-
ing their findings in humans [24]. A different group has built on previously reported 
data that mutation in an autophagy gene, ATG16L1, interacts with cigarette smok-
ing to elevate risk of developing Crohn’s disease. Looking at both Crohn’s disease 
patients and mutant mice, they show that cigarette smoke disrupts the antimicrobial 
function of Paneth cells, specialized secretory cells in the intestine, but only in 
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patients and mice carrying the mutation in ATG16L1 [25]. Mechanistic works such 
as these will likely expand in the future to explain how cigarette smoke interacts 
with host genetics and help identify new prevention and treatment strategies for IBD.

8.2.3  Gene-Microbe Interaction in IBD

The microbiota of IBD patients has been extensively studied in the past decade and it 
was clearly demonstrated that the microbiota of IBD patients is fundamentally differ-
ent than healthy controls [26]. While massive amounts of data have been generated, it 
still isn’t clear whether this shift in microbiota composition (termed dysbiosis) pre-
cedes manifestation of these diseases and perhaps drives them, or whether this dysbio-
sis is the result of the chronic inflammation. Recent works have revealed that the 
conditions created in the gut by the inflammatory state is actually favorable for expan-
sion of virulent bacteria and might explain the repetition of flares and remissions 
observed in these diseases [27]. Currently, fecal microbiota transfer has not been 
shown to be efficient at treating IBD [28], though it has been shown to be feasible in 
animal studies [29] and in other diseases such as Clostridium difficile infection [30]. 
Yet, identification of a certain composition and structure of the gut microbiota which 
would allow early detection and prevention of IBD has not been revealed.

Given the genetic background of IBD (and the fact that it explains only low 
amounts of cases), the realization that environmental factors contribute to disease 
risk [31], and the effect host genetics has on the microbiome [32], focus has shifted 
to gene-microbiota interaction to try and explain most cases of IBD [33]. Experiments 
in genetically altered mice have shown that mutations in certain IBD risk genes can 
lead to dysbiosis of the gut microbiota of these animals [34, 35]. However, transfer-
ring this microbiota to germ-free mice does not lead to IBD-like pathology, as hap-
pens with mice carrying non-IBD related mutations (T-bet−/−, Rag2−/−, TLR5−/− and 
NLRP6−/−) [36–38]. Since mice with mutations in the most prevalent IBD associ-
ated gene (NOD2, ATG16L1 and IRGM) have been shown to have impaired patho-
gen clearance, it is possible that host mutations which drive dysbiosis might also 
make the host more susceptible to infection by these dysbiotic microbes.

While no specific pathogenic bacteria have been associated with all IBD cases, 
one such microbe, adherent-invasive Escherichia coli (AIEC), was found to be asso-
ciated with many cases of IBD [39]. Interestingly, these associations seem to be 
dependent upon host genetics, thus forming a gene-microbe interaction. AIEC have 
the ability to attach to, and invade intestinal epithelial cells, triggering disease. 
AIEC attaches to intestinal epithelial cells by binding to host protein CEACAM6, 
which is not expressed in healthy tissue, but only in inflamed epithelial cells [40]. 
CD patients with ileal disease were found to abnormally have AIEC attached to 
their intestinal epithelium, and AIEC numbers seems to correlate with disease sever-
ity [41]. A Study has found that epithelial cells lacking IBD risk genes NOD2, 
ATG16L1 and IRGM were not able to clear the invading AIEC [42]. Additionally, 
while mice are not susceptible to AIEC colonization of the intestine, mice lacking 
the NOD2 gene display high numbers of infiltrating AIEC in intestinal lymph nodes 
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[43]. Thus, it seems that in individuals carrying genetic risk factors these bacteria 
take advantage of host susceptibility to invade, and might be a factor contributing to 
disease development [44].

As in the above example, it is possible that certain microbes take advantage of 
host genetic susceptibility to invade and trigger disease which might progress to an 
IBD.  For example, mice carrying a mutation in the Crohn’s disease risk gene 
ATG16L1 were shown to be highly susceptible to infection by an invasive food-
borne pathogen [45, 46]. Another possibility is that infection of an individual carry-
ing mutations in IBD risk genes will enhance disease susceptibility. This was shown 
with mice lacking ATG16L1 that were infected with the foodborne pathogen noro-
virus. When these mice were infected with the virus, they displayed reduced antimi-
crobial protein secretion by intestinal goblet cells which left them susceptible to 
development of colitis in a chemical model [47].

To summarize, mutations in IBD risk genes in the host can affect microbiota 
composition and susceptibility to infection by various pathogens. This can then 
leave the genetically predisposed host in risk of developing a chronic inflammation 
in the bowel as is seen in IBD.

8.2.4  Psoriasis

Psoriasis is an immune-mediated systemic disease that manifests on the skin as well 
defined thick red plaques with overlying silver scale [48–50]. Psoriasis affects an 
estimated 2–3% of the population of the western world making it a common auto-
immune disease [48, 51, 52]. In the majority of cases, psoriasis is limited to the skin, 
but anywhere between 2–10% of psoriasis patients also develop associated inflam-
mation and destructions of the joints, termed psoriatic arthritis [48, 51, 53].

Though originally thought of as a merely cosmetic affliction with limited sys-
temic health implications, it is now known that psoriasis is a systemic condition, 
with a range of comorbidities [54]. Psoriasis patients develop Crohn’s disease at a 
higher rate than the general population and have a higher incidence of psychiatric 
disorders and uveitis [51, 55, 56]. In the last ten years it has also been established by 
large population studies that psoriasis is associated with metabolic syndrome and is 
an independent risk factor for cardiovascular disease [57–59].

As is the case for IBD, the classification of psoriasis as an autoimmune condition 
is controversial. There is little understanding of what triggers initial diseases pre-
sentation and no clearly identified self-antigen. It is also suspected that the break-
down in immune tolerance in psoriasis likely happens in the innate immune system 
[60]. Despite the limits in our understanding of the pathophysiology of psoriasis, 
there is a consensus that immune dysregulation characterized by aberrant activation 
of Th1 and Th17 immunity and high levels of TNF-α mediate the skin findings in 
psoriasis [60]. The key role of T-cells and their cytokine profile in the  pathophysiology 
of psoriasis is highlighted by the advent of anti-TNFα, anti-IL-23, and anti- IL- 17 
monoclonal antibody therapeutics, which are effective in treating psoriasis and 
leading to disease control [48, 61–63].
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8.2.5  Genetics

Psoriasis has been shown to have a strong genetic component, with a higher concor-
dance of psoriasis between monozygotic twins compared to the concordance 
between dizygotic twins. Cases of psoriasis also cluster within families [64]. 
Numerous GWAS studies have been completed on families with a predisposition to 
psoriasis [65–67]. In gene-linkage studies the MHC class I region has the strongest 
association with psoriasis; with the HLA-Cw∗0602 allele being implicated in more 
than half of patients with plaque-type psoriasis [60, 64, 68, 69]. In keeping with the 
known role that T-cell subsets play in the pathophysiology of psoriasis, genes that 
are known to regulate T-cell function, such as IL23R, IL12B, IL23A, TRAF3IP2, 
RUNX3, TAGAP, and STAT3 [5, 70], have all been implicated in GWAS studies. In 
addition, recent work has identified susceptibility loci that link genetic alterations in 
the innate immune system with psoriasis. Genes identified in these studies play a 
role in macrophage activation, NF-κB signaling, and interferon-mediated antiviral 
responses [70]. Several of the identified loci have also been associated with Crohn’s 
disease, ankylosing spondylitis and celiac disease, strengthening the hypothesis that 
these autoimmune conditions might have a shared etiology [5].

8.2.6  Environment

It is clear that genetics alone does not explain the presentation of psoriasis. Even 
though disease onset and severity are similar for monozygotic twins, concordance 
between monozygotic twins is not 100% [71]. Furthermore, the identified MHC 
class I susceptibility loci are seen in only half of patients with psoriasis [64]. Taken 
together, these findings highlight that environmental factors also play a role in the 
pathogenesis of psoriasis.

8.2.6.1 Ultra-violet light

Ultra-violet (UV) light is thought to modify psoriatic disease. Though, there is little 
correlation between latitude and the prevalence of psoriasis in a given region, ultra-
violet light exposure is known to improve psoriasis and both psoriasis and psoriatic 
arthritis improve in the summer months [49, 71].

8.2.6.2 Smoking

Several studies have also shown a strong association between psoriasis and people 
who currently or previously smoked cigarettes. Cigarette smoking increases the risk 
of psoriasis in a dose-dependent manner and smoking has been shown to effect 
response rates to therapy [72, 73]. Amplifying this observed link have been studies 
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that have specifically looked at the combined effect of carrying a genetic 
 susceptibility allele and smoking. Two separate studies looked at smokers that carry 
the HLA-Cw6 allele and genetic variants at the CSMD1 and the TNIP/ANXA6 loci. 
In both studies, people that smoke and carry these genetic variations showed an 
increased risk of developing psoriasis compared to non-smokers. For HLA-Cw6, 
the psoriasis risk was greater than ten-fold for smokers that carried the allele com-
pared to non-smokers without the allele [74, 75].

8.2.6.3 Infection and the Microbiome

The microbiota has also been shown to be modulated in psoriasis. In pediatric popu-
lations the onset of a specific clinical presentation of psoriasis called guttate psoria-
sis, with small rain-drop sized psoriatic plaques, has been specifically associated 
with Streptococcus pyogenes (S. pyogenes) infections of the skin and of the pharynx 
[76, 77]. S. pyogenes infection has also been shown to exacerbate the more common 
variant of psoriasis, plaque psoriasis [78]. The T-cells of patients with psoriasis and 
S. pyogenes pharyngeal infections recognize M-proteins expressed by S. pyogenes. 
These M-protein specific T-cells show increased expression of skin homing mole-
cules and cross-reactivity with skin antigens. Additionally, in a single prospective 
study, tonsillectomy led to a reduction in the circulating M-protein specific skin 
homing T-cells and decreased the severity of psoriasis [79, 80]. In sum, these find-
ing suggest that S. pyogenes infection may play a role in the both disease initiation 
and propagation of psoriasis [81].

With the advent of next generation sequencing, recent studies have looked more 
broadly at the links between the microbiome and psoriasis. The impetus for these 
studies was the observation that Crohn’s disease patients have a 7-times higher risk 
of developing psoriasis than the general population [54]. As evidence mounts that 
imbalances in the gut microbiome may trigger immune-mediated inflammatory dis-
orders such as Crohn’s diseases, investigators began to postulate that imbalances in 
the gut microbiome might also be associated with psoriasis and psoriatic arthritis 
[82]. An initial study used PCR to ask specifically if patients with psoriasis showed 
a depletion of Faecalibacterium prausnitzii and an increase of Escherichia coli- gut 
microbiome shifts that had been previously reported in patients with inflammatory 
bowel disease [83]. This report did show similar shifts in patients with psoriasis, 
though almost half of the psoriasis patients that were studied also had IBD [84]. A 
second study, which looked more globally at bacterial communities in psoriasis 
using 16S sequencing, revealed a decrease in the diversity of the gut microbiome in 
patients with psoriasis and psoriatic arthritis compared to health controls, with spe-
cific reductions in the taxa Akkermansia, Ruminococcus, and Pseudobutyrivibrio 
[85]. A more recent study attempted to characterize the skin microbiome in 52 
patients with active psoriasis with comparison to the data of 300 healthy individuals 
in the NIH human microbiome studies. This study found the opposite of the first, 
with increased diversity of the gut microbiome in patients with psoriasis compared 
to controls. Increases in Akkermansia, Ruminococcus, and Faecalibacterium and 
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decreases in Bacteroides were also observed [86]. The differences in these study 
findings likely reflects the current lack of standardization in the field, as Scher et al. 
completed 16S sequencing with sampling of the V1-V2 region compared to the use 
of V3-V4 sequencing used by Codoñer et al. Though the shifts are different, the 
studies conducted on the gut microbiome do show that patients with psoriasis have 
a different microbiome than patients without psoriasis. These findings are signifi-
cant, as in mouse models of psoriasis mice that lack a microbiota showed a lower 
degree of local and systemic Th17 inflammation [87].

The skin is also home to a diverse population of bacteria [88, 89] that might func-
tion in the pathogenesis of psoriasis. The composition of the skin microbiome is site 
specific, with oily, wet, and dry locations of the body creating unique ecological 
niches with distinct microbial communities [89–91]. In a highly standardized study 
sampling six body sites in both psoriasis patients and controls, 16S sequencing 
showed higher diversity in the psoriasis-associated skin microbiome; with enrich-
ment of Staphylococcus aureus and decreased abundance of Staphylococcus epider-
midis and Propionibacterium acnes [92]. Smaller studies also support an increased 
abundance of Staphylococcus aureus and a decrease in the abundance of 
Propionibacterium acnes [93, 94]. It is still unclear whether shifts in the skin micro-
biome drive disease progression in psoriasis. There is some evidence that the colo-
nization of neonatal mice with Staphylococcus aureus skews the immune system 
towards Th17 immunity, which would support the hypothesis that the increase in 
Staphylococcus aureus seen in these studies could drive the inflammation observed 
in psoriasis [92]. However, it is still possible that the changes observed in the skin 
microbiome of psoriatic plaques are secondary to the dry inflamed environment, 
rich in antimicrobial proteins, created by the underlying disease [50]. Additional, 
work will need to be completed to define an etiological function for the skin micro-
biome in psoriasis.

8.2.7  Rheumatoid Arthritis

Rheumatoid arthritis (RA) is a systemic autoimmune condition affecting 0.5–1% of 
the world population [95]. RA often presents clinically with symmetrical inflamma-
tion of the small joints of the hands, progressing with time to a destructive and 
debilitating systemic arthritis. In RA, a breakdown in immune tolerance in the adap-
tive immune system leads to the develop of characteristic auto antibodies, rheuma-
toid factor (RF) and anti-citrullinated protein antibodies (ACPA). RF and ACPA are 
associated with joint inflammation and also cause inflammation of the heart and 
lungs, further contributing to the increased mortality seen in this condition [96].

RA is more common in women and in people with a genetic susceptibility to the 
disease [97]. The allele of greatest significance is HLA-DRB1, which encodes an 
MHC class II molecule. HLA-DRB1 mutations are seen in more than half of patients 
with rheumatoid arthritis and have been specifically linked to patients who develop 
the auto antibodies RF and ACPA.  Several different alleles of HLA-DRB1 have 
been linked to RA. Though these alleles vary, they all share an amino acid sequence 
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in a single hypervariable domain. The hypervariable domains are the regions of the 
MHC class II molecules involved in antigen recognition. Thus, in the current para-
digm, HLA-DRB1 alleles associated with RA are capable of generating an immune 
response to unique self-antigens and initiating the breakdown in adaptive immunity 
seen in this condition [96, 98–100]. Mutations in PTPN22, CTLA4, TRAF1/C5 
region, and c-REL have also been associated with the development of rheumatoid 
arthritis [101–104].

8.2.8  Environment

8.2.8.1  Smoking

The low 15–30% concordance rate in RA between monozygotic twins indicates that 
environmental triggers also play a role in the pathogenesis of RA [105]. As has been 
observed in other autoimmune diseases, smoking greatly increases the risk of devel-
oping rheumatoid arthritis. In the case of rheumatoid arthritis, the mechanism linking 
smoking to disease is more established. Patients with rheumatoid arthritis that harbor 
HLR-DR4 susceptibility alleles and smoke, develop a serological subtype of RA 
characterized by RF and ACPA [106]. ACPA, anti-citrullinated protein antibodies, 
are thought to develop in response to host proteins that undergo the post- translational 
modification process known as citrullination. Citrullination is catalyzed by peptidyl-
arginine deiminase enzymes, which convert arginine within host proteins to citrul-
lines. These citrullinated proteins act as neo-antigens. People with HLA-DR4 
susceptibility alleles have immune systems that are primed to recognize citrullinated 
host proteins and thus develop an immune response that triggers the inflammation 
and auto-antibody profile seen in RA. Smoking has been shown to increase the activ-
ity of peptidylarginine deiminases and therefore initiates the first steps in the break-
down of the adaptive immune system [107]. These finding, linking specific alleles 
and smoking to the subsequent development of rheumatoid arthritis, have been 
shown and confirmed in numerous large population studies (reviewed by [108]).

8.2.8.2  Infection and the Microbiome

The first observations linking the gut microbiota to RA were in the 1960s with the 
finding that patients with arthritis showed an expansion in Clostridium perfingens 
type A [109]. Though this organism was not specifically linked to RA in future stud-
ies, the concept that the gut microbiota can modulate arthritic inflammation was 
subsequently confirmed in both mouse and human studies. As early as the late 
1970s, it was shown that rats raised in a conventional facility, or colonized with 
E.coli and Bacteroidies were protected from developing inflammatory arthritis in a 
rat adjuvant arthritis model, when compared to germ free rats raised without the 
beneficial effects of the microbiota [110–113]. Furthermore, several genetic models 
that induce spontaneous inflammatory arthritis in mice have been shown to be 
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microbiota dependent, solidifying the interplay between genetic susceptibility and 
the microbiome in the pathogenesis of inflammatory arthritis [114, 115]. In humans, 
16S and metagenomic studies comparing the microbiomes of patients with RA to 
unrelated controls show decreased enrichment of the beneficial microbes 
Bifidobacteria and Bacteroidies [116, 117]. Two separate studies also showed an 
expansion in Lactobacillus in the microbiome of patients with RA compared to 
controls [118, 119]. Prior infections with Epstein bar virus and parvovirus B-19 
have also been associated with RA in small studies, with higher titers of anti-viral 
antibodies in patients with RA compared to controls [120–122]. Taken together, 
these data establish a role for dysbiosis or antecedent infection in the pathogene-
sis of RA.

The oral microbiome has also been linked to RA. Early in disease, patients 
with RA have a higher incidence of periodontal disease with twice the carriage 
rates of Porphyromonas gingivalis (P. gingivalis) compared to people without RA 
[123–125]. Interestingly, P. gingivalis express the enzyme peptidylarginine deim-
inase. As described above for cigarette smoking, peptidylarginine deiminases 
catalyze the conversion of arginine residues within host proteins to citrullines, 
triggering the production of anti-citrullinated antibodies in genetically susceptible 
individuals. Thus, oral dysbiosis might be an initiating event in the pathogenesis 
of RA [126–128].

Gene/environment interactions in inflammatory bowel diseases, psoriasis and rheumatoid arthritis
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9.1  Introduction to the Concept of Epigenetic Inheritance

According to Charles Darwin – the father of the most famous theory of evolution – 
complex organisms have evolved from less complex ancestors as a consequence of 
accumulating spontaneous genetic mutations, which, occurring under environmen-
tal pressure and transmitted across generations, result in different organisms with 
acquired survival advantages. This theory is best known as natural selection, else 
defined as the natural process allowing the preservation of a functional advantage 
(acquired from spontaneous genetic mutations across generations) that enables a 
species to survive by being more competitive in the wild (eg. mutant flies with 
wings pass on this advantageous trait to their offspring and outcompete those with-
out wings and thus unable to fly and survive) [1]. Although Darwin’s theory of 
evolution is the most famous, many pre-darwinian naturalists had also conceptual-
ized evolution. The best known of those is Jean-Baptiste Lamarck, who anticipated 
Darwin in his theory of natural selection, while pointing at the environment  – 
 independently from occurring genetic mutations  – as the major driving force of 
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 evolution. In other words, when the environment changes, living organisms have to 
change their behavior (and body) to survive (eg. the giraffe’s neck, whose length 
increases to allow the animal to eat from the highest leaves). These acquired char-
acteristics are passed on to the next generations to improve their adaptation and 
survival [2] Being the first to postulate the transmission of non-genetic (or acquired) 
information across generations, Lamarckian’s theory has been strongly rejected by 
the community of mendelian geneticists and modern molecular biologists until 
slightly more than a decade ago, when it has been rekindled by the discovery of 
acquired epigenetic inheritance. In line with Lamarckian’s theory, epigenetic inheri-
tance is defined as the transmission of acquired environmental information across 
generations through the germline via environmentally modified epigenetic tags on 
the genome, which modifies offspring developmental and phenotypic trajectories.

The term “Epigenetics” was introduced by the British biologist Conrad Hal 
Waddington in the early 1940s. He defined epigenetics as the branch of biology, 
which studies the causal interactions between genes and their products which bring 
the phenotype into being [3]. Based on our current molecular understandings, 
Waddington’s definition of epigenetics has been changed into the group of molecu-
lar processes on DNA, which regulate genome activity independently from the DNA 
sequence. Importantly, epigenetic processes are mitotically stable – and so herita-
ble  – and environmentally induced, thus constituting a way to incorporate 
Lamarckian’s theory into Mendel’s laws of inheritance.

In other words, according to the theory of epigenetic inheritance, certain envi-
ronmental challenges (eg. food availability, stress, exposure to chemicals and toxi-
cants) can affect developmental and phenotypic trajectories across several unexposed 
generations via heritable epigenetic modifications (and not genetic alterations) in 
the exposed parental generation. Interestingly, while genetic inheritance is deep 
determined in one’s genes and therefore barely modifiable by lifestyle choices, 
acquired epigenetic traits are plastic and at least partially reversible.

A growing body of human epidemiological studies supports the relevance of 
acquired inheritance for the emergence of complex phenotypes (eg. increased/
reduced basal energy expenditure, glucose tolerance, and behaviour) and suscepti-
bility to complex diseases (such as diabetes, obesity and cancer). The most famous 
of those studies are the Dutch Hunger Winter and the Överkalix study.

During the winter of the 1944 – towards the end of the world war II – rations to 
the west part of The Netherlands including Amsterdam were limited by the German 
occupation and people from all social classes and including pregnant women, 
received as little as 400–800 calories/day. Known as the Dutch Hunger Winter, this 
famine period was followed by growing prosperity in the postwar. Later analysis of 
offspring and grand-offspring health trajectories has shown that children and grand-
children of women pregnant during the Dutch Hunger Winter presented a higher 
risk for metabolic and cardiovascular diseases [4] and pronounced age-associated 
decline of cognitive function [5] . Overall, the results of the Dutch Hunger Winter 
studies highlight the importance of the in-utero environment to the future develop-
ment of phenotypic trajectories. While mother-to-offspring transmission due to 
environmental exposure during pregnancy is not strictly epigenetic as it doesn’t 
involve epigenetic reprogramming of the gametes and germline to soma informa-
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tion transfer, evidence of transgenerational effects following the Dutch Hunger 
Winter suggest that alterations of the in-utero environment can reprogram offspring 
germline during development.

While the Dutch Hunger Winter study reports only maternal effects, the Överkalix 
study highlights the transgenerational effects of various parental environmental 
exposures. Överkalix is a small isolated municipality in the northeast of Sweden 
characterised by alternating period of feast and famine and rigorous tracking of 
individuals’ health records, such as nutrition, BMIs, smoking and alcohol consump-
tion among others. Retrospective analyses of the collected data have shown that 
grandparental nutrition during the slow growth phase (SGP - right before puberty) 
is associated to sex-specific transgenerational phenotypes. In particular, increased 
food consumption in paternal grandfathers leads to increased cardiovascular and 
diabetes risk in grandsons [6], while the same in paternal grandmothers leads to 
increased mortality in granddaughters [6, 7]. Few limitations in the study exist that 
prevent the Överkalix to be presented as an example of transgenerational epigenetic 
inheritance. To name two of those, since the region of Överkalix was characterised 
by alternating periods of feast and famine, the data was essentially collected from 
many cohorts during the years and - most importantly - the observed transgenera-
tional phenotypes are not robustly replicated across the cohorts, and no independent 
replication cohort exists to date. Also, while interesting, the gender specificity of the 
phenotypes still hasn’t found a definitive molecular explanation.

To conclude, we define epigenetic inheritance as the transmission of acquired 
phenotypic informations across generations as a consequence of environmentally- 
induced and transmittable epigenetic modifications to the parental germline.

Transmission of acquired phenotypes can be inter- or trans-generational depend-
ing on the number of generations presenting the phenotype with no direct exposure 
to the triggering environmental challenge. In the case of paternal transmission, 
transgenerational epigenetic inheritance is defined as the persistence of the 
inherited phenotypes at least to the second unexposed generation (F2), or in 
other words, if the phenotype is still evident in grand-children. This definition 
remains valid for maternal transmission, when the exposure to the environ-
mental challenge is pre-conceptional (i.e. outside of pregnancy) with no mother- 
child physical interaction. Alternatively, one additional generation has to be 
counted in when exposure to the triggering environmental challenge happens 
during pregnancy. In this case, in fact, the physical interaction between the mother 
and the child leads to indirect exposure of the primordial germ cells to the environ-
mental challenge and makes the child a new F0 [8].

9.2  Developmental Windows of Susceptibility

Epigenetic or acquired inheritance is one of the non-genetic mechanisms to define 
individuals’ phenotypic trajectories and susceptibility to complex  – non mende-
lian – diseases [9].
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Not every period of life is equally sensitive to environmental challenges for the 
establishment of environmentally induced heritable epigenetic alterations. The 
Dutch Hunger Winter, the Överkalix and the ever-growing number of studies in 
mammalian animal models have identified several critical windows of susceptibil-
ity. They include the preconceptional, the early developmental, the gestational 
and the early life periods. Among those – and in keeping with the definition of 
epigenetic inheritance given above – only the preconceptional and, to some extent, 
the early developmental periods can lead to parentally acquired epigenetically 
inherited phenotypes.

Acquired parental information embedded into oocyte and/or sperm epigenomes 
is to a certain extent transferred to the offspring at conception. Evidence indeed 
exist from studies that used in vitro fertilisation (IVF) that gametes are sufficient to 
intergenerationally transfer phenotypes acquired through exposures to different 
dietary [10–12], traumatic [13] and temperature [14] challenges.

For example, maternal and paternal exposure to a chronic high fat diet (HFD) 
challenge, which makes them overly obese and metabolically compromised, 
increases offspring susceptibility to diet-induced obesity and metabolic syndrome 
exclusively via oocyte and sperm-embedded information, in a gender and parent-of- 
origin specific fashion [10]. A similar approach has been used in a more recent study 
to demonstrate that alteration of DNA methylation in sperm induced by preconcep-
tional cold exposure improves offspring basal energy expenditure and metabolic 
homeostasis and protects them from diet-induced obesity and metabolic syn-
drome [14].

Differently from preconceptional exposures, environmental insults during early 
development and gestational periods – exemplified in humans by the Dutch Hunger 
Winter study – affect phenotypic trajectories and disease susceptibility by inducing 
mechanisms of developmental programming aimed at preparing the fetus to an 
expected environment. This concept is central to the DOHaD (Developmental 
Origins of Health and Disease) hypothesis, by which environmental factors acting 
during periods of developmental plasticity (as eg. early development and gestation) 
interact with genotypic information (and variation) to change the capacity of the 
organism to cope with its environment in later life [15]. Studies in animals models 
recapitulating the DOHaD concept tend to mimic the Dutch Hunger Winter by 
restricting food access (or calories availability) to pregnant dams and/or inducing 
in-utero growth retardation (IUGR) [16–20]. In all cases, growth restriction leads to 
offspring characterised by low birth weight, catch-up growth during early life and 
eventually obesity and metabolic syndrome in adulthood. Although some of these 
phenotypes are linked to epigenetic reprogramming, they do not constitute canoni-
cal examples of epigenetic inheritance, as they do not involve parental germline 
epigenome reprogramming. While since its introduction by Barker et al. in 1993, 
the DOHaD hypothesis has been mostly used to explain the developmental origin of 
adult metabolic and cardiovascular diseases [21], different studies have shown that 
early development and gestation are sensitive periods for a dozen of environmental 
stimuli, including endocrine disrupting chemicals (EDCs) [22], and stress [23].
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A third, important window of susceptibility is the early life period. During the 
first years of life, newborns are exquisitely sensitive to developmental insults, 
mostly related to physical and psychological stress. For example, maternal stress 
either during pregnancy or soon after birth significantly increases offspring risk of 
developing anxiety, depression and Attention Deficit Hyperactivity Disorder 
(ADHD) [24–26]. In experimental animals, pre-weaning stress as achieved by 
forced isolation, reduced maternal care or over/undernutrition as a consequence of 
imbalanced litter size, leads to adult development of neurobehavioral phenotypes 
and metabolic disorders [27]. Interestingly, ancestral early life stress may lead to 
intergenerational effects. Recent studies have indeed shown that different paternal 
stress reprogram offspring HPA axis [28, 29] and improve neuronal plasticity and 
behavioral flexibility [30], either via sperm micro RNAs [29] or via epigenetic 
reprogramming of the locus encoding the Mineralcorticoid receptor in the hippo-
campus of adult animals [30].

Thus, environmental insults on the parents, during early development or during 
early life influence adult phenotypes and individual susceptibility to complex 
non-mendelian diseases. While epigenetic mechanisms constitute common molec-
ular underpinnings, only preconceptional, parental insults result in germline 
epigenome reprogramming and epigenetic inheritance.

9.3  Overview of the Mechanisms of Epigenetic Inheritance 
in Mammals

Epigenetic inheritance has been originally discovered and is well documented in 
plants [31] and lower organisms such as C. elegans [32]. The situation is somewhat 
different in mammals, where the concept of epigenetic inheritance  – as defined 
before – is still cloudy to the scientific community. In particular, while experimental 
evidence suggest that parental health is important in defining offspring health and 
disease susceptibility, the underlying molecular mechanisms were – at least until 
less than a decade ago – grossly unknown. This gap in knowledge is most likely due 
to the fact that, while the definition of epigenetic inheritance entails the intergenera-
tional transfer of epigenetic information from the gametes to the developing embryo, 
the inherited epigenome is in facts heavily reprogrammed upon fertilisation and at 
the early stages of embryonic development (eg. when the primordial germ cells are 
formed) [33]. Interestingly, these reprogramming events are not complete and 
escaping loci/molecules constitute potential signals for epigenetic inheritance.

To date, three main mediators of epigenetic information have been characterised 
as potential signals for epigenetic, intergenerational inheritance: DNA methylation 
(and in particular genomic imprinting), histone post-translational modifications 
and most and foremost, small non-coding RNAs.

Since each of these categories is separately reported in the following chapters, I 
will give here a general overview of each of them.
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9.3.1  DNA Methylation and Genomic Imprinting

DNA methylation is defined as the enzymatic addition of one methyl group to the 
carbon in position 5 of a cytidine residue in a CpG dinucleotide. The addition of the 
methyl mark is catalysed by a family of enzymes called DNA methyl-transferases 
(DNMTs) and - while until recently thought to be a quite stable if not irreversible 
epigenetic modification - enzymatically removed by the family of TET (Ten Eleven 
Translocation) de-oxygenases [34, 35]. DNA methylation prevents gene activation 
by facilitating chromatin compaction and by masking the DNA negative charge 
thereby reducing DNA/Transcription Factor (and DNA/Protein in general) affinity. 
One of the most famous silencing events that involve DNA methylation is genomic 
imprinting, which indicates the characteristic of mammals to express a portion of 
their genes (~125 in humans and 100 in mice) in a parent-of-origin specific manner. 
Imprinted genes are expressed during early development and are important for the 
formation and the function of the placenta [36], as well as for proper offspring 
development and health. Problems during the establishment of imprinting indeed 
lead to severe human diseases, such as the Prader-Willi and the Angelman syn-
dromes (to mention two) characterised by severe hyperphagia and obesity, primary 
and secondary derangement of metabolic homeostasis, mental retardation and 
altered behavior [37]. In isogenic mice, a specific set of paternally expressed genes 
defines an epigenetic on/off switch for obesity [38].

Imprinted genes are regulated through the imprinting control regions (ICR), cis- 
regulatory elements that define parent-specific allele expression. Importantly, ICRs 
are resistant to the post-fertilization DNA methylation reprogramming, therefore 
being potential carriers of epigenetic information from the germline to the develop-
ing embryo and forming the base for epigenetic inheritance [39]. Apart from ICRs, 
post-fertilization DNA methylation reprogramming is not 100% efficient and some 
genomic elements escape it. DNA methylation indeed persists on some retroele-
ments, such as SVA (SINE-variable number of tandem repeats-Alu elements) [40] 
and IAPs (Intracisternal-A-Particle) [41], and on some loci associated with meta-
bolic and neurological disorders [40].

Although the identification of loci that escape DNA methylation reprogramming 
suggests that DNA methylation might play a role in epigenetic inheritance, this 
remains largely unknown and rather controversial. Further details on this topic are 
reported in the following chap. 10.

9.3.2  Histone Post-Translational Modifications

Histones are DNA binding proteins and constitute – together with the associated 
DNA – the core components of the chromatin. Histone proteins are heavily modi-
fied in both somatic cells and in the germline and different patterns of post- 
translational modifications (PTM) exert different functions on DNA/protein 
interaction, chromatin stability, gene expression and cellular and organismal 
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 phenotypes [42]. Recently, the role of histone PTMs in epigenetic inheritance in 
lower organisms and in mammals has gained importance. In mammals, germline 
patterns of histone PTMs regulate early embryonic development and the assembly 
of embryonic heterochromatin [43–46], thus potentially influencing proper embry-
onic development and adult phenotypes.

In mature spermatozoa, the vast majority of histone-containing nucleosomes are 
replaced by protamines to allow sperm DNA to fit the small and hydrodynamic shape 
of the nucleus. Few loci (~1% in the mouse and 10% in humans) retain the nucleoso-
mal structures and therefore can potentially represent the site of action of the environ-
ment to establish epimutations and induce intergenerational epigenetic inheritance. In 
mouse spermatozoa, retained nucleosomes are located at non- methylated CpG islands 
[47] and contain histones that are mostly modified on the lysine 4 and/or 27 of the 
histone H3 (H3K4me or H3K27me) [48]. Interestingly, genetic studies in mice have 
shown that perturbation of either H3K4me or H3K27me leads to intergenerational 
phenotypes. In particular, perturbation of H3K4me during spermatogenesis by over-
expressing the K4-specific demethylase LSD1 (Lysine Specific Demethylase 1) alters 
development in wild-type offspring across several generations [49]; while alteration 
of H3K27me induces intergenerational effects secondary to loss of transposon silenc-
ing in the germ line and re-expression of retroelement pseudogenes in adult tissues 
[50]. More recently, paternal genetic deletion of the K27-specific demethylase KDM6 
(or Utx) has shown that proper paternal H3K27me is important for establishment and 
maintenance of DNA methylation in the offspring, and that alterations of this process 
lead to increased susceptibility to several forms of cancer [51].

Interestingly, maternal H3K4me and H3K27me are mostly maintained during 
embryogenesis [52, 53] and are also important for proper embryonic development 
and offspring phenotypes [54]. Oocyte derived H3K27me, for example, plays an 
essential role in the establishment of DNA-methylation independent genomic 
imprints [55], and genetic perturbation of maternally-provided H3K27me results in 
offspring overgrowth [56]. Oocyte chromatin is characterised by broad H3K4me 
domains, which are essential for transcriptional silencing during oogenesis [57] and 
reactivation in late two-cell embryos [53]. As shown for paternally derived H3K4me, 
genetic alterations of maternally provided H3K4me leads to altered zygotic genome 
activation and early embryonic development [53, 54, 57, 58].

These pieces of evidence, together with others in lower organisms which we 
haven’t reported here but that have been extensively and recently reported [8], indi-
cate that germline chromatin constitutes an interesting potential platform for epi-
genetic inheritance, for which the direct proof is still missing. Further details on this 
topic are reported in the following chap. 12.

9.3.3  Small Non-coding RNAs

A substantial amount of data suggests a prominent role for small non-coding RNAs, 
maternally or paternally provided, in pre-implantation development and inheritance 
of acquired phenotypes [59]. Zygotic injection of “challenged” RNAs, indeed 

9 Introduction to Epigenetic Inheritance: Definition, Mechanisms, Implications…



166

reproduces parentally acquired phenotypes, thus indicating small RNAs as impor-
tant carriers of acquired epigenetic information [11, 12, 60]. Several environmental 
challenges, such as psychological stress [29, 61–64], diet and exercise [11, 12, 65–
67] can alter the abundance and composition of RNAs carried by the germ cells. 
Both microRNAs and tRNA fragments (tRFs) have been shown to mediate epigen-
etic inheritance of acquired phenotypes [11–13, 62, 68–72] and, although the exact 
molecular mechanisms are still largely unknown, evidence indicate that inherited 
small RNAs control the expression of retroelements and their “target” genes [11] 
during early development. More recently, post-transcriptional RNA modifications, 
and in particular methylation of tRNA fragments, have been demonstrated to be 
necessary for paternal inheritance of diet-induced metabolic phenotypes [60].

While tRNA fragments seem to be predominant determinants of paternal inter-
generational effects, mouse genetics have shown miRNAs as important mediators 
of both paternal and maternal transmission. Conditional deletion of Dicer1 in male 
and female germline indeed impairs early embryonic development leading to highly 
penetrant embryonic lethality [70, 72].

These and several other pieces of experimental evidence support an important (to 
date the most likely) role for small-RNAs in epigenetic inheritance of parentally 
acquired phenotypes. Further details on this topic are reported in the following 
chap. 11.

9.4  The Relevance of Epigenetic Inheritance to Phenotypic 
Adaptation and Disease Risk

Genome Wide Association Studies (GWAS) have identified more than 70.000 
disease- associated Single Nucleotide Polymorphisms (SNPs) [73], that have defined 
a genetic framework for our understanding of complex disease pathogenesis. 
Nevertheless, of the identified SNPs, only few have a clear clinical meaning and can 
explain disease heritability. Indeed, the heritability explained by the identified SNP- 
trait associations does not match the observed heritability of complex human dis-
eases (such as diabetes, obesity, cancer and immunological disorders) [74]. This 
phenomenon – known as the “Missing Heritability” problem – has motivated the 
scientific community to look for alternative or complementary pathogenetic compo-
nents [75, 76]. Prominent candidates, supported by epidemiological data on familial 
phenotypic aggregation and studies on twins, are gene/environment interaction and 
epigenetic mechanisms. Indeed, one potential explanation for the missing heritabil-
ity problem is that the observed heritability of disease risk reflects not only 
Mendelian inheritance, but also inheritance of epigenetic and/or environmental 
states [77–79]. Mathematical and statistical models have been developed to try to 
account for gene/environment interaction [80, 81], gene/gene interaction [82], epi-
genetic inheritance [83, 84] and inheritance of environmental states [81]. Of all the 
models, the one developed by Furrow R. et  al. [81] incorporates epigenetic and 
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environmental contributions, and tries to explain familial aggregation (by means of 
shared environmental conditions) and phenotypic inheritance uncoupled from 
genetic inheritance (phenotypes in non-carrier individuals within a family), which 
result from inherited epigenetic alterations (or epimutations). The most likely sce-
nario is indeed three-ways. Individuals with or without an inborn genetic risk are 
exposed, during their life and in critical windows of susceptibility, to environmen-
tal challenges (eg. diet, toxicants, smoke to name few), which exacerbate pheno-
typic manifestations and - by reprogramming the germline epigenome – expose the 
offspring to inherit an acquired disease risk, which could be genotype indepen-
dent and further exacerbated by a continuous environmental challenge (eg. bad 
familial dietary habits). This scenario is supported by experimental evidence in 
model organisms (reported here and in other chapters of this volume) indicating 
epigenetic inheritance as a prominent mechanism for inheritance of acquired pheno-
types and susceptibility to complex diseases.

Apart from inheritance of disease risk and susceptibility, epigenetic inheritance 
might have a potential important role in adaptive evolution [85]. Experimental evi-
dence exist that different parental environmental challenges, such as under and 
overnutrition, lead to similar phenotypic manifestation in the offspring [11, 12, 16, 
86–88], suggesting that the environmental stimuli might trigger similar adaptive 
responses in the offspring via different epigenetic mechanisms, such as DNA meth-
ylation [87] or sperm-carried smallRNAs [11, 12]. Although in line with the Thrifty 
Phenotype hypothesis [89, 90], whether this contributes to a survival advantage (and 
thus proper adaptive evolution in keeping with Darwin and Lamarck) remains a 
point of question, which cannot be easily solved neither in humans (where experi-
mental times will be too long to properly assess evolution), nor in mammalian 
experimental models (where the environmental conditions are so tightly controlled 
that the results lose physiological relevance).

An interesting aspect of environment-induced epigenetic alterations is their 
potential contribution to genetic variation [91]. W. Burggren, who hypothesised this 
scenario, called it genetic takeover, whereby a change that exists in a population as 
a pure epigenetic alteration might be fixed as a genetic change, with the epigenetic 
effect either being dispensable or stabilised by the genetic alteration [91]. 
Interestingly, experimental evidence exist supporting that epimutations have the 
potential to directly or indirectly promote mutations of the underlying DNA 
sequence. For example, removal of DNA methylation by cytosine deamination con-
stitutes an important source of spontaneous DNA damage that, if improperly 
repaired, could lead to DNA mutation [92]. Also, mutation frequency greatly 
depends on the chromatin environment, with heterochromatin showing the highest 
and euchromatin the lowest [93]. While DNA methylation/demethylation and chro-
matin environments are directly associated to DNA mutations, perturbations of 
smallRNAs can indirectly affect genetic variation. For example, diet-induced 
changes in sperm tRNA fragments lead to re-expression (or mis-expression) of 
transposable elements in early embryos [11], thus exposing them to an extensive 
source of mutations and genetic polymorphisms [94].
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Taken together, although still not extensive, evidence exist that epigenetic inheri-
tance can contribute to individual disease susceptibility, can explain, at least part of 
the heritability missed by Genome-Wide Association Studies and can actively con-
tribute to increasing genetic and phenotypic variation within the population. These 
three aspects are good premises for an important role of epigenetic inheritance in 
adaptive phenotypic evolution, which would need to be properly experimen-
tally proven.

9.5  Conclusion

The most common questions I get asked at meetings and by students is: why are we 
what we are? how much information we incorporate and manifest?

There is no clear answer to these questions, but we are undoubtedly the results of 
many layers of informations, inherited or acquired. First, our genotype, the DNA 
blueprint we inherit from our parents that defines all our mendelian traits (eg. height, 
eye color, hair color); second, the environment we experience during the lifetime, 
which affects genome function and physiology; third, the environment we experi-
enced in the womb, which influences our adult phenotypes by influencing our 
development; fourth, the acquired information we epigenetically inherit from 
our parents, which defines the trajectories of our complex - non mendelian - traits 
(eg. Body Mass Index, disease risk and susceptibility); and fifth, the interaction of 
all the aforementioned layers, which is likely the most relevant to complete the 
picture.

The take-home message of this introductory chapter is that we are complicated 
organisms and research is only starting to understand where we come from and why 
we are what we are. A deeper understanding of epigenetic inheritance and its impli-
cations for human development and adult phenotypic trajectories holds promises, 
but years of high quality research are still ahead of us.
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Chapter 10
The (not so) Controversial Role of DNA 
Methylation in Epigenetic Inheritance 
Across Generations
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10.1  Methylation of Cytosine Represses Gene Expression 
in Mammals

5`-methylcytosine (m5C, more specifically 5-methyldesoxycytidin) is a chemical 
variant of the pyrimidine base cytosine and was to our knowledge first suggested as 
a natural constituent of mammalian genomic DNA by Hotchkiss in his chromato-
graphic analysis of nucleic acids isolated from calf thymus in 1948 [1]. In fact, 
DNA methylation in mammals occurs mainly at cytosine residues of CpG dinucleo-
tides of which on average 70% to 80% are methylated. About 60% of human gene 
promoters contain CpG-rich regions known as CpG islands (CGIs), with variable 
lengths of a few hundred basepairs to several kilobasepairs (kb) [2]. Methylation 
levels of CGIs are often inversely correlated with gene expression in mammals such 
that hypermethylation is associated with gene silencing and lower levels of 
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 transcripts and proteins [3, 4]. In particular, methylation at transcriptional start sites 
is usually strongly correlated with long-term repression and has governed the view 
of functional consequences of DNA methylation, which is only one of several play-
ers involved in the regulation of gene expression (reviewed in [5]).

Genomic patterns of m5C are tissue-specific and evolutionary conserved between 
mammals [6, 7]. Methyltransferases that write or erase m5Cs, and proteins that rec-
ognize and bind DNA depending on its methylation status have been identified in 
mammals. As examples, genes like Dnmt3a and Dnmt3b are involved in de novo 
DNA methylation and Tet enzymes in their conversion back to normal cytosines. 
DNA methyltransferase 1 (Dnmt1) recognizes hemi-methylated DNA and methyl-
ates the newly replicated DNA strand, thus maintaining the methylation status in 
daughter cells [8]. The functional deletion of the Dnmt1 gene in mice reduced 
genome-wide methylation levels to approximately one-third to that of wildtype 
mice and resulted in embryonic lethality before mid-gestation [9]. In addition to its 
role in tissue-specific gene regulation and embryogenesis, numerous studies have 
demonstrated that proper regulation of DNA methylation patterns is required for 
inactivation of X chromosomes, genomic imprinting, chromosome stability, fre-
quency of recombination and silencing of transposable elements [10–12]. 
Furthermore, there is a growing number of human diseases, including cancer, that 
are caused by the disturbance of proper DNA methylation maintenance and/or 
establishment [13]. Accordingly, DNA methylation has also become a prominent 
target, for example, for anti-cancer therapies [14].

DNA methylation in mammals can also occur as adenine N6-methylation (m6A). 
In mouse and man, m6A levels are regulated by the methyltransferase N6amt1 and 
the demethylase Alkbh1 [15, 16]. High adenine methylation levels in promoter 
regions have been associated with increased expression levels of the corresponding 
genes [16], but in mammals they are much less studied than cytosine methylation. 
In contrast, m6A is the most prominent methylation in prokaryotes and some other 
non-vertebrates like C. elegans [17], where adenine methylation is part of a trans-
generational epigenetic signal for mitochondrial stress adaptation [18].

Thus, there is no doubt today that DNA methylation has an important functional 
role in the regulation of mammalian gene expression. Moreover, there is increasing 
evidence in the literature of the last decade, that acquired phenotypes can be inher-
ited across generations in mammals and we will elucidate this issue in some more 
detail below [19]. However, clear answers to the question, whether DNA methyla-
tion may represent or contribute to the epigenetic code that is responsible for the 
inheritance of acquired traits over generations, are hard to find. Yet, it was previ-
ously suggested - based on the scientific knowledge of the time - that DNA methyla-
tion would be functionally important exclusively for the somatic lineage, but would 
have no role in early embryonic cells, including primordial germ cells and gametes 
[20]. Following more than twenty years of mammalian epigenetic research, we 
make an attempt to overview the relevant literature in order to re-address this 
question.
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10.2  Epigenetic Inheritance – It All Began in Plants …

Before addressing this questions, we briefly want to acknowledge that the initial 
discoveries of such important epigenetic phenomena – most of which involve DNA 
methylation  - like transposable element inactivation, imprinting, paramutation, 
transgene silencing, and co-suppression were originally made in plants. Just a very 
few historical examples shall follow.

One fundamental implication of Mendel’s laws is that genetic factors segregate 
unchanged from heterozygotes. This rule of integrity of genes in heterozygotes was 
ultimately confirmed in many experiments. However, in some genetic experiments 
in the 1950ies it appeared that there are rare exceptions from the rule of gene integ-
rity. It was observed in maize that different pigmentation phenotypes in the off-
spring could be produced by Rr alleles depending on the allelic composition of the 
parental plants (RrRr or RrRst) [21]. The heterozygous allele affected the expression 
of the Rr allele in trans, and this change in expression was heritable and altered the 
offspring’s phenotype. The inheritance of this so called paramutation was main-
tained over multiple generations, but was also reversible depending on the heterozy-
gous allele. Although this represents a clear case of transgenerational epigenetic 
inheritance of a paramutation, the underlying mechanism rather involves RNA- 
mediated gene silencing instead of DNA methylation [22].

Another classical example for transgenerational epigenetic inheritance is pro-
vided by the natural variation of the toadflax’s (Linaria vulgaris) floral symmetry: 
The morphological appearance of its flowers varies between radial or bilateral sym-
metry. The radial symmetric flower of Linaria is associated with extensive DNA 
methylation and reduced expression of the Linaria cycloidea (Lcyc) gene. The bilat-
eral flower variant, in contrast, is caused by low methylation and strong expression 
of the Lcyc gene [23]. This epigenetic mutation (epimutation) involving DNA meth-
ylation can be inherited over many generations in Linaria.

Several arguments have been brought forward to explain why epigenetic inheri-
tance may be more pervasive in plants than in animals. For example, it has been 
suggested that epigenetic inheritance in plants may provide a selective advantage as 
a means of adaptation to the environment that is faster than evolutionary genetic 
changes. Since parental plants and their offspring usually share the same environ-
mental conditions, plants may be more dependent on changes in gene expression 
than animals [24, 25]. Also, epigenetic inheritance as adaptation to shared environ-
ments may be more common in organisms with a short life cycle as compared to, for 
example, long lived mammals [26]. With regards to the question how epigenetic 
information could be transferred from somatic cells to the germ line, it is important 
to consider that in plants there is no early separation between somatic cells and 
germ line in plants as is seen in mammals.

Despite such arguments in support of the idea that epigenetic inheritance may be 
particularly advantageous for plants, phenomena like paramutation and DNA meth-
ylation signatures that persist across generations were soon discovered also in 
rodents. The early and most prominent examples showed that either imprinting 
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 control regions or transgenic sequences could ectopically function as enhancers of 
DNA methylation and they also acted in trans – apparently against Mendel’s rule of 
the integrity of genes [27, 28].

Before returning to epigenetic inheritance and the role of DNA methylation in 
mammals we would like to point out that the important finding that methylated 
DNA is more prone to mutation was most likely first made in fungi [29]. Therefore, 
many of the pathways and molecular mechanisms used by mammals to establish, 
maintain and regulate DNA methylation patterns were originally discovered because 
they are widely conserved in fungi and plants (reviewed in [30, 31]).

10.3  Detection of DNA Methylation: Current and Coming 
Technologies

The significant progress that has been made in our understanding of the functional 
role of DNA methylation is tightly linked to the technological progress that was 
made in the detection of m5C and other chemical modifications of DNA.  While 
immunofluorescent-based methods using antibodies against m5C are instrumental 
for the large-scale screening of genome-wide methylation [32], sequencing-based 
methods allow the determination of methylated cytosines at nucleotide resolution. 
So far, whole-genome bisulfite sequencing (WGBS) is often considered as the gold 
standard for the genome-wide detection of m5C [33]. Briefly, bisulfite-treated 
genomic DNA undergoes complete conversion of unmethylated cytosines to uracil. 
Subsequently, methylation of CpGs can be determined by comparing sequencing 
data of treated versus non-treated genomic DNA. A conceptual limitation of bisul-
fite sequencing, however, is that 5-hydroxymethylcytosine (hm5C) cannot be distin-
guished from m5C, since both, methylation as well as hydroxymethylation, prevent 
the bisulfite-driven chemical conversion of cytosine to uracil. In vivo, oxidation of 
m5C to hm5C is thought to initiate the conversion of the methylated cytosine back to 
the unmethylated cytosine. This conversion is catalyzed by the methylcytosine 
dioxygenase Tet1 and is thought to mark the transition from the repressed to 
expressed gene [34]. Furthermore, WGBS usually requires high sequencing depth 
(20-fold or more) to achieve sufficient coverage of the genome making it still an 
expensive method. Modifications of the original WGBS protocol and new methods 
have been developed to overcome some of these limitations. Reduced representa-
tion bisulfite sequencing (RRBS), for example, uses restriction enzymes like MspI 
to reduce the required number of reads and still captures about 60 % of gene pro-
moters [35]. Similarly, methylation-sensitive restriction enzyme bisulfite sequenc-
ing (MREBS) reduces costs for sequencing, but provides a higher level of CpG 
coverage by selecting for hypomethylated regions [36]. Tet-assisted bisulfite 
sequencing (TAB-Seq) allows to distinguish m5C from hm5C by specifically pro-
tecting hm5C but not m5C and cytosine from chemical conversion by bisulfite [37]. 
Also, the general limitations of next-generation shot gun sequencing are inherent to 
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any WGBS approach. In particular, repeat regions are difficult to sequence and 
therefore the methylation status of repetitive sequences often remains unclear [38]. 
Besides, the generation of averaged signals from pooled cells is likely to mask 
mosaicism across cells and tissues in addition to allele-specific differences [39]. 
Single-cell bisulfite sequencing (scBS-Seq) is one of the recent methods that helps 
to address the heterogeneity in methylation patterns in populations of cells [40].

Third generation sequencing technologies like single molecule real-time (SMRT) 
sequencing from Pacific Biosciences (PacBio, [41]) and nanopore sequencing by 
Oxford Nanopore Technologies [42] provide methods for long read lengths and, in 
addition, the detection of epigenetic modifications [43, 44]. Although these methods 
have been used in combination with bisulfite treatment, there is no inherent require-
ment for base conversions in order to detect epigenetic modifications with third 
generation sequencing. In principle, these can be detected due to altered kinetics of 
base addition or processing during the normal course of sequencing. Both methods 
were used to detect methylated nucleotides and were applied separately or in com-
bination to detect genome-wide methylation levels, although yet restricted to 
smaller genomes [45, 46].

10.4  Reprogramming the Early Mammalian Embryo

The genome-wide demethylation that has been observed in mammalian pre- 
implantation embryos is often referred to as reprogramming. Since the question 
whether DNA methylation may account for epigenetic inheritance across genera-
tions is intrinsically linked to reprogramming, we briefly summarize this important 
embryonic process.

10.4.1  Hit Me Once: Reprogramming the Pre-implantation 
Embryo

Based on immunofluorescent data using an antibody against m5C, demethylation of 
the male pronucleus in the mouse embryo is completed already 4h post fertilization. 
This results in transiently asymmetric methylation between the maternal and pater-
nal pronucleus [47]. Subsequently, it was shown by reduced representation bisulfite 
sequencing (RRBS) that both maternal and paternal genomes undergo widespread 
active and passive demethylation in zygotes before the first mitotic division [48–
50]. Active demethylation is initiated via m5C oxidation by Tet dioxygenases and 
passive demethylation results from the first replication of the genome before the 
first cleavage. By the morula stage, little genomic methylation remains. It should 
also be pointed out that - at least to our knowledge - there is no data suggesting that 
the mammalian genome would be fully and completely de-methylated at any 
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 developmental stage. De novo methylation occurs by the blastocyst stage but is 
restricted to the inner cell mass (ICM) from which the embryo proper develops 
subsequently. The trophectoderm remains in the de-methylated state [47]. Analyses 
of the human DNA methylomes during early embryonic development rather support 
the idea that global methylation changes in human zygotes are very similar to those 
in mouse embryos [51, 52]. With regard to reprogramming and demethylation pro-
cesses, mammals appear to be distinct among vertebrates. For example in the zebraf-
ish embryo, it is the paternal methylation that is stably maintained and the relatively 
hypomethylated maternal genome undergoes drastic reprogramming to establish a 
sperm-like methylome [53, 54].

Unfortunately, we know very little about how genomic DNA re-methylation is 
regulated at specific loci. Is the DNA methylation information simply lost or erased 
during reprogramming? Or is the locus-specific DNA methylation information 
probably transferred to a different molecular entity, such as the chromatin, which 
may serve as a blueprint or mask for the subsequent re-methylation? Interestingly, 
recent data in zebrafish provided evidence that DNA methylation in gametes can be 
maintained or reprogrammed in the early embryo through the installation of so 
called placeholder nucleosomes, containing histone H2A variant H2A.Z(FV) and 
H3K4me1, during stages of transcriptional quiescence [55]. We would also like to 
point out that histones in mammalian sperm are widely replaced by protamines [56]. 
However, subsequent work revealed that a small fraction of nucleosomes in sperm 
and histone modifications are retained in specific genetic loci that function during 
embryogenesis [57, 58], suggesting that constituents of chromatin and their modifi-
cations may also contribute to epigenetic inheritance.

10.4.2  Hit Me Twice: Reprogramming from Primordial Germ 
Cells to Gonocytes

The proliferation and migration of primordial germ cells (PGCs) and the genome- 
wide changes of DNA methylation were studied in the mouse before they were 
examined also in humans. This second round of reprogramming is essential to gen-
erate totipotency of developing PGCs in mammals. Progenitors of the PGCs in 
mammals originate from the posterior mesoderm of the epiblast [59–61] where they 
transiently translocate from the epiblast to an extra-embryonic position. During 
their specification in the epiblast, PGCs originally inherit the methylation patterns 
of somatic cells. In mice, PGCs differentiate from the epiblast at around E6.5, and 
form a small cluster of cells in the extra-embryonic mesoderm at E7.25 [62]. This 
small group of cells then starts proliferation and migrates towards the dorsal aspect 
of the hindgut where they start to separate in left and right halves following E9.5. 
From there they migrate laterally along the dorsal body wall until they reach the 
area in which they contribute to the formation of the genital ridges (E10.5 to E12.5). 
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At this time, sex-specific differentiation begins. Proliferation stops in mice at around 
E13.5 when the group of PGCs has reached approximately 26.000 cells and male 
germ cells go into mitotic and female germ cells enter meiotic arrest. At the same 
time, genome-wide loss of m5C in the PGCs is most prevalent [63].

Ultimately, CpG dinucleotide methylation levels in mice decreased from approx-
imately 71% in the E6.5 epiblast to 14% in the male and 7% in the female PGCs at 
E13.5 [64, 65]. Erasure of m5C in PGCs occurs via conversion to 
5- hydroxymethylcytosine (hm5C) and is driven by strong expression of Tet1 and 
Tet2 [66]. While these low methylation levels persist in female PGCs, de novo meth-
ylation increases methylation levels in male PGCs to about 50% by E16.5. This 
global de-methylation during PGC development [66] was not associated with pro-
miscuous activation of gene transcription, but rather with a controlled and transient 
expression of the gene network that controls pluripotency [64]. In addition to intra- 
cisternal A particles (IAPs, endogenous retroviral elements that were recently 
acquired to the mouse genome), which are rather resistant to the global hypometh-
ylation, it was also shown that a limited number of genes either resist global meth-
ylation reprogramming [66, 67] or include CpG islands (CGIs) with methylation 
levels that are variably erased between developmental stages, sexes and potentially 
between individuals [64, 68, 69]. It was suggested that such variably erased CGIs 
(VECs) may potentially act as carriers of transgenerational epigenetic inheritance in 
mammals [64, 66]. In particular, in human PGCs it was found that loci previously 
associated with essential functions in metabolic and neurological disorders were 
among those genes that were resistant to DNA demethylation [70]. Such loci that 
appear to escape epigenetic reprogramming in the germline reveal potential for 
transgenerational epigenetic inheritance that may have phenotypic consequences 
across generations [71]. Indeed, the number of such escapees was significant: 
Of more than 2,700 escapees in human PGCs and more than 3,500 hypermethyl-
ated genes at E13.5 in mouse PGCs, almost 800 were common in both species 
[64, 66, 70].

However, as pointed out more recently, the central function of reprogramming 
PGCs is to ensure the timely and efficient activation of those genes that are func-
tionally required for the progression towards gametogenesis. Also, reprogram-
ming of PGCs is a complex and integrated process that involves the interplay of 
DNA sequence characteristics, the polycomb (PRC1) complex, and dynamic 
changes in chromatin constituents in addition to DNA de-methylation and re-
methylation [72].

Following this outline of embryonic and PGC reprogramming it should be appar-
ent that the question of whether or to which extend DNA methylation in mammals 
is a means of epigenetic inheritance across generations is directly linked to the ques-
tion how genetic regions may either escape from reprogramming or how epigenetic 
information is transiently transferred to another molecular entity - most likely to the 
chromatin [73]. This observation also leads us to a rational understanding of what 
makes epigenetic inheritance either inter- or transgenerational.
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10.5  Inter- and Transgenerational Epigenetic Inheritance 
in Mammals

In order to better understand mechanisms of epigenetic inheritance, it is necessary 
to distinguish inter- from transgenerational inheritance. When we use the term inter-
generational epigenetic inheritance, we refer to the inheritance of a parentally (F0) 
acquired phenotype that causes a distinct phenotypic change also in the next genera-
tion (F1). This type of inheritance occurs even when the environmental factor that 
triggered the phenotype in the parental generation is absent in the F1 generation. In 
order to classify as intergenerational epigenetic inheritance, the phenotype must be 
transmitted via any type of epimutation (DNA methylation, RNAs of any kind, his-
tone modification or similar) in maternal and/or paternal gametes and the epimuta-
tion (or the resulting epiallele) is not encoded within the sequence of the genomic 
DNA. Intergenerational epigenetic inheritance is thus often hard to distinguish from 
other forms of epigenetic inheritance that may be caused, for example, by exposure 
of the embryo to the in utero environment or by maternal nutrition that the newborn 
receives during lactation. Such alternative “soft forms” of inheritance are often 
referred to as confounding factors of epigenetic inheritance. Intergenerational epi-
genetic inheritance implies that the causative epimutation(s) persist(s) through or 
are somewhat resistant against the first cycle of epigenetic reprogramming that 
strikes the pre-implantation mammalian embryo. Thus, we are not in favor of a defi-
nition for intergenerational inheritance that includes phenotypic effects that result, 
for example, from a direct exposure of the embryo in utero [74]. From the geneti-
cist’s point of view such a direct and immediate effect of an exposure of an indi-
vidual (even if it is an embryo) to an environmental stimulus is not related to 
inheritance.

Transgenerational epigenetic inheritance includes the requirements for the defi-
nition of intergenerational epigenetic inheritance but, in addition, transgenerational 
epimutations also pass through the second round of reprogramming that strikes the 
primordial germ cells later during embryogenesis. Consequently, transgenerational 
epigenetic inheritance leads to the inheritance of acquired phenotypes from the 
parental generation to the generation of the grand-children (F2) and probably also 
subsequent generations (F3 and beyond).

In cases where the distinction between inter- and transgenerational epigenetic 
inheritance is either not relevant for the point we want to make, or when we discuss 
experiments where the distinction was not clearly considered, or when we mean 
both types of epigenetic inheritance, we sometimes take the freedom to generically 
refer to epigenetic inheritance across generations.

Research in the last two decades has provided compelling evidence that epigen-
etic inheritance of acquired traits across generations is probably more pervasive in 
animals than previously perceived. Although transgenerational epigenetic inheri-
tance in mammals was previously reviewed [75, 76], we briefly update and sum-
marize the current evidence for this mode of epigenetic inheritance in mammals 
below. Nutrients, stress, trauma, and enriched environments are among the factors 
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that can affect metabolic health, anxiety and cognitive plasticity across generations. 
Whereas a functional role of small non-coding RNAs as causative epimutations has 
been substantiated by experimental data, a role for DNA methylation in epigenetic 
inheritance is still more controversial and will be discussed further below.

10.5.1  Metabolic Health and Epigenetic Inheritance

Nutrition can lead to acquired metabolic phenotypes that can be inherited across 
generations. For example, in Drosophila, a paternal high-sugar diet led to obesity in 
offspring through changes in the chromatin structure in sperm [77]. In rodents, it 
was shown that parental high-fat diet (HFD) could increase susceptibility to develop 
obesity and glucose intolerance in offspring that was generated via natural fecunda-
tion [78–81]. Streptozotocin-induced prediabetes in male mice affected DNA meth-
ylation patterns in their sperm as well as pancreatic islets of F1 and F2 offspring 
[82]. Additionally, intergenerational inheritance was evident when offspring was 
produced via in vitro fertilization (IVF) from gametes of parents fed from HFD and 
when healthy foster mothers were used to carry out the progeny. In this case, the use 
of IVF excluded that confounding factors during gestation and lactation, or transfer 
of parental microbiomes, or behavior acquired from parents could contribute to the 
observed epigenetic inheritance [83]. Similarly, low-protein diet [84] and over- [85] 
or undernutrition [86] were shown to have an impact on offspring’s hedonistic 
behavior and metabolism. Phenotypic changes caused by the nutritional environ-
ment of the mother can be epigenetically transmitted on the one hand by the mother 
via the oocytes [83, 87] or during intrauterine exposure of the embryo and during 
lactation [81, 86, 88–90]. On the other hand, they may be transmitted by the father 
via sperm cells or factors such as hormones that are present in seminal fluids [91–
94]. Intriguingly, several studies identified sperm-derived small RNAs as potential 
mediators of epigenetic inheritance. Either specific microRNAs or isolated fractions 
of sperm RNAs were experimentally injected into untreated zygotes and metabolic 
phenotypes of specific diets were reproduced in the offspring [92, 94, 95]. Although 
these experiments provided the proof that specific small RNAs are sufficient to 
reproduce the respective phenotypes, they did not demonstrate that the examined 
small RNAs represent the causative epimutation also in vivo. For the latter, it would 
be required to eliminate (or repress) these small RNAs in gametes and assess 
whether this leads to the loss of the phenotype in the resulting offspring.

At the same time, changes in the sperm methylome were not found accountable 
for this epigenetic inheritance. For example, paternal low-protein and HFD did 
impact on the metabolic phenotype in offspring, but sperm methylomes were not 
consistently affected [96]. Another study showed that a maternal HFD affected 
female body weights in the F3 generation via the paternal lineage. However, DNA 
methylation in F1 and F2 sperm was not significantly different depending on the 
parental or grand-parental diets [81]. Furthermore, maternal HFD during gestation 
had no effect on offspring’s DNA methylation patterns in the liver [97].
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In man, epidemiological studies from the Dutch hunger winter, the Danish 
National Birth Cohort and the Överkalix cohort also supported the concept of inter-
generational inheritance of acquired metabolic disorders. Prenatal undernourish-
ment during late gestation, was associated to decreased glucose tolerance and 
increased rates of cardiovascular disease in adults [98, 99]. Also, offspring of prena-
tally undernourished fathers, but not mothers, displayed higher rates of obesity than 
offspring of prenatally well-nourished parents [100]. Risk of overweight and obe-
sity in 7 years old children was positively associated with maternal refined-grain 
intake during pregnancy [90]. Nutrition during the slow growth period of childhood 
had a profound effect on cardiovascular and diabetes-related deaths on offspring 
and grand-offspring through the male line [101]. Moreover, it was shown that obe-
sity in man could affect epigenetic profiles like altered small RNA content and DNA 
methylation in human spermatozoa [102] and DNA methylation in offspring [103]. 
Unfortunately, it is very difficult if not impossible to distinguish confounding fac-
tors from veritable epigenetic inheritance across generations based on epidemio-
logical data in humans. Yet, the correlations that can be made in man between 
phenotypes and epigenetic marks are at least in agreement with the hypothesis that 
causal relations found in other mammals (like mouse and rat) with regards to epi-
genetic inheritance across generations may also exist for man [104].

Taken together, there is abundant proof that parentally acquired diet-induced 
metabolic phenotypes can be intergenerationally inherited in mammals. There is 
also clear evidence, in particular from IVF-based approaches, that such inheritance 
can be epigenetically transmitted via maternal and paternal germ cells. And finally, 
whereas current observations provide some substantial evidence that small RNAs, 
including miRNAs and fragmented tRNAs, may represent the causative epimuta-
tions, there is only very limited evidence for DNA methylation as source for epimu-
tations caused by malnutrition, so far. But this may also be due to the fact that 
methylation in these models simply has not been sufficiently examined until today.

10.5.2  Anxiety and Epigenetic Inheritance

Several other studies have shown that stress or trauma represent environmental fac-
tors that can affect behavioral traits over generations [105]. For example, data from 
rats demonstrated that an impairment in maternal care – measurable as reduced lick-
ing and grooming of pups and arched-back nursing  – at early postnatal stages 
resulted in differential anxiety-like behaviors later in adulthood. Concomitantly, the 
Nr3c1 promoter became hypermethylated at specific CpG sites resulting in reduced 
expression of the glucocorticoid receptor (GR) in the hippocampus and enhanced 
activation of the hypothalamic–pituitary–adrenal (HPA) axis under stress [106–
108]. Intriguingly, these maternal care related phenotypes could be reversed by 
cross-fostering offspring, but also by treatment with an HDAC inhibitor [108]. 
Conversely, in control rats anxiety related phenotypes could be established by infu-
sion of a methyl donor to the hippocampus [107]. These studies lend support to the 
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hypothesis of a causal correlation between DNA methylation and an anxiety pheno-
type. Similarly, repeated random separation of mouse pups from their mothers 
resulted in behavioral traits that were reminiscent of depression and that affected the 
behavioral response to aversive environments later in adult life [109]. Interestingly, 
these traits were transgenerationally inherited in a complex and sex-specific fashion 
through the paternal lineage with some traits present in the third filial generation. At 
the same time, altered DNA methylation of several candidate genes in sperm of 
stressed males was observed and partly maintained in sperm of male offspring as 
well as in brains of female offspring [109]. Furthermore, it was shown that indi-
vidual miRNAs were altered in sperm of mice that passed an acquired anxiety phe-
notype (paternal trauma by unpredictable maternal separation and maternal stress) 
to the next generation [110], indicating a role of small non-coding RNAs as poten-
tial mediators of epigenetic inheritance [111]. Behavioral changes were also associ-
ated with increased expression of GR and decreased methylation of the GR promoter. 
The transgenerational transmission of such behavioral symptoms was prevented by 
environmental enrichment (EE) [112].

Also, different kinds of stress during early gestation did lead to higher stress 
sensitivity in male mice and their male offspring, probably through changes in 
paternal miRNAs in sperm [113]. Similarly, paternal stress exposure during puberty 
or adulthood resulted in significant increase of nine miRNAs in sperm and impacted 
on the regulation of the HPA stress axis in offspring. However, no behavioral 
changes in the offspring of stressed sires regarding anxiety were detected [114].

In adult male mice, chronic social defeat stress resulted in anxiety- and 
depression- like behavior in both male and female offspring as well as increased 
levels of corticosterone in plasma and decreased levels of vascular endothelial 
growth factor (VEGF) in male offspring. Importantly, offspring that was generated 
through IVF did not display most of these behavioral changes pointing towards 
modes of intergenerational inheritance that were not associated with information 
transmitted via germ cells. Instead, mechanisms such as learning of behaviors from 
parents appeared to dominate the inheritance [115].

Odor fear conditioning in mice was used to demonstrate that olfactory experi-
ences can be transgenerationally inherited and that this inheritance affects methyla-
tion of the responsible odorant receptor [116]. In this experiment, mice (F0) were 
pre-conceptionally conditioned using acetophenone, which activates the known 
odorant receptor Olfr151. The F1 generation and grandchildren (F2) showed 
increased behavioral sensitivity and an enhanced neuroanatomical representation of 
the Olfr151 pathway. In addition, sperm of F0 and unexposed F1 males were char-
acterized by hypomethylation of CpG sites in the Olfr151 gene. Also using in vitro 
fertilization for some of the experiments, this work provides some of the most con-
vincing data that DNA methylation in gametes can contribute to epigenetic inheri-
tance across generations [116]. However, it might be worth mentioning that other 
modes of epigenetic gene regulation, such as histone methylation marks and inher-
ited small or large transcripts, that could also affect olfactory receptor gene expres-
sion were not investigated in the latter study [117]. Interestingly, reversible 
intergenerational inheritance by odor fear conditioning was also observed with the 
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odor Lyral (Hydroxymethylpentylcyclohexenecarboxaldehyde, a commercial fra-
grance) and its receptor Olfr16 and was also associated with changes in the meth-
ylation status of the odor receptor gene [118].

Not only stress in early life or adulthood but also dietary composition impacted 
on anxiety- and depression-like behaviors in offspring of treated animals via both 
parental germlines as several studies in rats demonstrated. Grand-maternal HFD 
exposure during pregnancy increased anxiety- and depression-like behavior in 
granddaughters through the maternal line [119]. Dietary methyl donor depletion led 
to exacerbated anxiety- and depression-like behaviors in male rats [120] and their 
male offspring [121].

Bisphenol A (BPA) is a chemical used in many daily-use plastics and which acts 
as an endocrine disruptor in mammals by mimicking the action of some steroids. 
BPA is detectable in most humans that are exposed to this chemical and has been 
suspected to reduce fertility, increase diabetes risk and obesity and several other 
diseases in man. In mice, it has been shown that exposure to BPA also affects many 
behaviors including increased anxiety. In particular, it was shown that fetal expo-
sure to BPA transgenerationally led to gene expression changes in specific brain 
regions and changes in gene methylation of an imprinted gene [122]. However, the 
epigenetic information in gametes responsible for the transgenerational effects of 
BPA still needs to be discovered. For other environmental endocrine disruptors, 
such as vinclozolin (used as fungicide in some countries) it has been demonstrated 
in rats that the transgenerational effect on male fertility correlated with altered DNA 
methylation patterns in the germ line [123, 124] and the developmental origin of 
differentially methylated regions (DMRs) throughout gametogenesis in the third 
generation was analyzed in great detail [125]. However, in some experiments the 
transgenerational effects of vinclozolin were not reproduced [126–128]. Potential 
causes for such discrepancies include specific experimental designs, such as expo-
sure periods, routes of administration, or the use of different genetic animal strains 
[129, 130].

It was also suggested that intraperitoneal injection of glyphosate in pregnant rats 
(F0) induced the transgenerational inheritance of various pathologies. Surprisingly, 
altered phenotypes were only detected in the F2 and F3 generations but not in the 
F0 and F1 generations [131]. Although this study identified differentially methyl-
ated regions (DMRs) in F1, F2, and F3 sperm (albeit without any common DMRs), 
the data would also be in agreement with genetic (and not epigenetic) inheritance.

Taken together, regardless of the kind of stress or chemical compound that led to 
an altered behavioral phenotype, there is evidence for resulting epimutations for 
example in sperm as well as tissues in offspring. However, with rare exceptions 
most of these studies used natural fecundation instead of IVF to generate the off-
spring. Thus, confounding factors such as microbiomes, parental behavior or hor-
mones in seminal fluids were not excluded as potential cause.

In humans, traumatic events can cause severe health problems including anxiety 
disorders and posttraumatic stress disorder (PTSD). Holocaust survivors who devel-
oped PTSD did transmit an enhanced PTSD risk and low cortisol levels to their 
offspring [132, 133] (also reviewed in [134, 135]). Later studies showed that 
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 maternal, but not paternal, PTSD was associated with increased glucocorticoid sen-
sitivity in offspring [136, 137] concomitant with lower methylation at the glucocor-
ticoid receptor gene (NR3C1) 1F promoter region [138]. Although these findings 
are in agreement with the hypothesis that DNA methylation may play a role in 
intergenerational epigenetic inheritance of anxiety related behavior in humans, they 
only represent correlations and no causal link. In particular, progeny of holocaust 
survivors was exposed to many confounding factors such as parental PTSD and 
altered behavior.

10.5.3  Cognitive Plasticity and Epigenetic Inheritance

Epigenetic transgenerational inheritance was identified as relevant biological pro-
cess also for the development and function of the mammalian brain. Recent reviews 
highlighted the existing evidence on epigenetic processes that affect normal brain 
development [139], behavioral traits [140], and memory function [141]. 
Environmental enrichment (EE) refers to animal housing conditions, in which 
rodents are exposed to novel and stimulatory objects that support cognitive training, 
have enhanced social interactions, and have access to devices for physical activity, 
such as running wheels. An early study in 1987 already found that rat progeny 
showed enhanced learning ability when the dams had been exposed to EE before 
pregnancy [142]. Furthermore, a large number of studies in mice and rats demon-
strated that such EE significantly improves brain functions and neuronal plasticity, 
and ameliorates mutant phenotypes in genetic models of disorders of the nervous 
system such as Huntington’s and Alzheimer’s disease (for review see [143]). For 
example, it was demonstrated that exposure to EE enhances long-term potentiation 
(LTP) in the hippocampus of mice. Interestingly, this strengthening of hippocampal 
synapses was also detected in offspring (F1) that were never exposed to EE if their 
mothers were exposed to EE at a juvenile age [144]. Since offspring was procreated 
via natural fecundation, this study did not answer the question whether the environ-
mentally induced cognitive phenotype was inherited via oocytes or whether interac-
tions in utero between mother and fetus were responsible for the inherited phenotype. 
In contrast, when male mice were exposed to EE for an extended period during 
adulthood, they also transmitted enhanced hippocampal LTP and memory function 
to their male and female offspring, but not to their grand-offspring (F2) [145]. In 
addition, injection of isolated sperm RNA from either EE exposed or non-exposed 
fathers into zygotes from naïve parents provided evidence that the over-expression 
of miR212/132 in sperm is sufficient to confer enhanced hippocampal LTP in the 
offspring, but did not suffice to provide a cognitive benefit. In addition, alterations 
in dietary methyl donors induced effects in offspring, such that a paternal diet 
enriched in methyl donors negatively influenced cognitive and neural functions in 
the offspring generation [146].

In summary, although nutrients, stress and other environmental exposures can 
directly alter DNA methylation levels and lead to epigenetic inheritance across 
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 generations, it is still unclear if DNA methylation is the causal epigenetic informa-
tion for the inheritance of metabolism- and behavior-related disorders. The existing 
data in favor of DNA methylation as the epigenetically transmitted information is 
mostly based on correlations of phenotypes and epimutations. Instead, there is more 
functional data that support a role of small non-coding RNAs in epigenetic 
inheritance.

10.5.4  Hepatic Wound Healing and Epigenetic Inheritance

A study in rats showed that ancestral liver damage induced by the hepatotoxin CCl4 
promoted adaptation of hepatic wound healing by suppressing fibrogenesis in sub-
sequent generations [147]. For example, grandsons of injured grandparents showed 
increased expression of the master repressor of hepatic stellate cell transdifferentia-
tion, Pparg, and reduced expression of the fibrogenic growth factor Tgfb1 following 
liver injury. Although expression of these two genes correlated well with the DNA 
methylation changes in the respective gene promoters in liver samples, it was not 
shown – as in most other studies above - that such DNA methylation patterns were 
inherited through germ cells. Instead, it was suggested that modulation of chromatin 
remodeling in sperm or germ cells could contribute to epigenetic inheritance across 
generations. In particular, the Pparg genomic region in sperm from males with liver 
fibrosis was enriched for the histone variant H2A.Z and H3K27me3 [147]. These 
data support the hypothesis that, in addition to small non-coding RNAs, also modu-
lations of the chromatin may represent epigenetically inherited information in 
germ cells.

10.5.5  Parental Imprinting: Making Male and Female 
Gametes Compatible for Embryogenesis

Genomic imprinting is a rather well-studied epigenetic mechanism that restricts the 
expression of a gene to one of the parental chromosomes (reviewed in [148–151]). 
Microsurgical transplantation experiments in which maternal and paternal pronu-
clei were exchanged in mouse zygotes demonstrated that imprinting distinctly pro-
grams both parental genomes for embryogenesis and that normal embryogenesis 
requires the interplay of a maternally and a paternally imprinted genome [152]. The 
majority of our roughly 24.000 protein coding genes are expressed from both the 
maternal and paternal alleles. However, there is an estimated number between a 
hundred and two hundred genes in the mammalian genome that display imprinting 
characterized by parental origin-specific mono-allelic expression [153]. Most 
imprinted genes are organized in distinct clusters across the genome [154] and one 
major mechanism that regulates expression of these genes is DNA methylation of 
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cis-acting imprinting control elements or regions (ICEs or ICRs) [155]. Usually, 
low methylation levels inversely correlate to higher expression of the associated 
genes and vice versa. As an exception from this general rule it was shown that high 
mRNA transcript levels in mouse oocytes positively correlated with high methyla-
tion levels in bodies of imprinted genes, and there was no correlation between gene 
expression and methylation levels in promoter regions (near transcription start sites) 
of oocytes. In contrast, in mouse sperm there was an inverse correlation between 
methylation in promoter regions and gene expression levels [68]. Several deletion 
experiments of known ICR sequences in mice were accompanied by the loss of 
parent-of-origin specific expression of most genes within the corresponding gene 
clusters [14, 156]. Methylation of ICRs by DNA methyltransferases (Dnmt3a and 
Dnmt3l) is first established during maturation of gametes in adult mammals [157, 
158]. Following fertilization, methylation of imprinted loci is then retained in 
somatic and extra-embryonic cells (but not in PGCs) throughout embryogenesis and 
is to some extend persistent throughout the entire life span. This is in contrast to 
most other differentially methylated regions (DMRs) that are not associated with 
imprinted gene clusters (see above), and which are usually erased during pre- 
implantation embryogenesis [68, 159, 160]. The ICRs that are differentially methyl-
ated in mature gametes are considered as primary ICRs [150]. Secondary ICRs may 
be established after fertilization at imprinted gene clusters via mechanisms that 
require, for example, the expression of non-coding RNAs [161, 162]. A study in 
patients with Prader-Willi or Angelman syndrome without an apparent genetic con-
tribution suggested that a failure to erase imprinting during gametogenesis may 
contribute to the transgenerational inheritance of these neurogenetic disorders [163].

Thus ICRs and imprinted genes provide a clear case for a mechanism of epigen-
etic inheritance in which genetic loci in mammals can somehow escape the repro-
gramming through global demethylation that occurs in the pre-implantation embryo. 
However, the mechanism by which ICRs escape global demethylation is still not 
fully understood. It has been suggested that sequence-specific binding factors such 
as ZFP57 and ZFP445 might recruit epigenetic modifiers that retain methylation 
patterns [164, 165]. In particular, mouse mutants carrying loss-of-function alleles 
for both of these genes lose methylation at almost all ICRs [166, 167]. Similarly, it 
was shown that oocyte-expressed Uhrf1 has a critical role in maintaining methyla-
tion at ICRs of pre-implantation mouse embryos [168]. It binds to hemi-methylated 
CpG sites and recruits the maintenance methyltransferase Dnmt1 [169, 170].

Yet, there is still much to learn in order to fully understand why and how ICRs 
can apparently escape global demethylation in pre-implantation embryos and why 
other differentially methylated regions (usually) cannot escape reprogramming. 
Nevertheless, the persistent methylation of imprinted genes provides a clear case 
that the so-called global demethylation (or reprogramming) in pre-implantation 
embryos is not as genome-wide and extensive as occasionally anticipated. Instead, 
it appears that reprogramming in the early embryo may be a highly regulated pro-
cess that affects most germline DMRs but specifically leaves out others.

Maintenance of methylation at imprinted genes and the parent-of-origin specific 
mono-allelic expression in general are highly regulated processes, as also supported 
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by the observation that genomic patterns of parentally imprinted methylation are 
not identical throughout all somatic cells. Instead, they show distinct variation in the 
comparison of differentiated somatic cells and at different developmental stages 
[171]. Also, the exact definition of genomic imprinting as exclusive mono-allelic 
expression has come under debate, since genes with only biased expression of the 
paternal and maternal alleles are known and the preferential expression of maternal 
and paternal alleles can also vary between tissues and developmental stages [172]. 
These findings open up a grey zone between classical genomic imprinting of up to 
200 genes [148] and the broader phenomenon of allele-specific expression (ASE). 
The latter has been described to affect the expression levels of several hundreds or 
thousands of genes across tissues and species [173–175]. It is tempting to speculate 
that the thousands of DMRs between maternal and paternal genes provide a reser-
voir of genomic marks, of which more than currently known may survive embry-
onic development. Once we understand the mechanisms that regulate gene specific 
methylation in gametes, we may be able to manipulate them more specifically and 
test their functional requirement for intergenerational epigenetic inheritance.

Methylation marks at imprinted loci are finally erased during embryogenesis 
between E10.5 and E13.5  in mice when a second round of global demethylation 
strikes the PGCs. This occurs first in an active process that involves Tet1/Tet2- 
dependet conversion of m5C to hm5C, the repression of de novo and maintenance 
methylation machineries including Dnmt3a/b and Uhrf1, followed by passive deple-
tion of m5C. Most interestingly, it was shown that at least some genes (Vmn2r29, 
Sfi1, and Srm2) maintain their methylation throughout reprogramming of PGCs 
[66]. These again present an exception from the general rule of reprogramming and 
may hint towards an involvement of DNA methylation also in transgenerational 
inheritance.

10.5.6  The Showcase Examples for DNA Methylation 
Associated Epigenetic Inheritance: The Agouti 
and Axin Epialleles

The murine Agouti viable yellow (Avy) and the Axin Fused (AxinFu) alleles represent 
some of the best studied gene-focused cases of non-genetic inheritance across gen-
erations in mammals that have been associated with DNA methylation [176]. In 
these alleles, the insertion of an intracisternal A particle (IAP) retrotransposon mod-
ulates the expression of the adjacent genes Agouti (IAP insertion up-stream) and 
Axin (IAP insertion intergenic) [177]. Hypomethylation of the long terminal repeat 
(LTR) promoter of the IAP correlates with higher expression of the Agouti gene and 
a yellow coat color. Hypermethylation is associated with agouti mice and intermedi-
ate methylation levels with mottled mice [178]. In case of the AxinFu allele, methyla-
tion levels of the IAP’s LTR promoter correlate with the occurrence of a kinked tail 
phenotype. The methylation status of these promoters has been termed metastable 
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due to its stable methylation within the cells of an individual and its high variability 
between individual mice, and this status can be passed to the next generation [179]. 
For both epialleles, the methylation state in sperm has been reported to reflect the 
methylation state in somatic tissues of the male individual that produced the sperm 
(i.e. the father) [180, 181], although the Avy epimutation is only inherited maternally. 
In contrast, the AxinFu epimutation can be inherited transgenerationally through the 
maternal and paternal germ lines. Some experimental data support the idea that the 
parent-of-origin specific epigenetic inheritance of the Avy epimutation may be due to 
differences in the reprogramming of maternal and paternal Agouti alleles in the pre- 
implantation embryo [181]. Whereas the paternally inherited Avy allele is rapidly 
demethylated during the first cell divisions after fertilization, the maternal allele is 
demethylated more slowly. Intriguingly, it was observed that even the maternal epi-
allele was completely erased at the blastocyst stage. This may suggest that either 
DNA methylation does not represent the inherited epigenetic mark of the Avy epimu-
tation or that the epigenetic information encoded as DNA methylation may be tran-
siently transferred to a different molecule such as (a) histone modification(s) during 
the pre-implantation reprogramming [181, 182]. However, numerous studies have 
provided additional evidence that in utero or pre-gestational exposure to environ-
mental factors, such as methyl donors or ethanol can alter the methylation status of 
the Avy epiallele and affect the associated coat color phenotype [183–187]. Although, 
more recent data suggests that methyl donor supplementation acts through an indi-
rect mechanism to silence the Avy epiallele [188].

Since endogenous retroviruses (ERVs) make up 12% of the mouse genome and 
approximately 12,000 ERVs are of the IAP subclass [189], the question whether the 
IAP associated mechanisms of the Agouti and Axin epialleles may represent a more 
general mechanism of epigenetic inheritance across generations is evident. Also, the 
observation that the methylation of most IAPs was resistant to reprogramming dur-
ing embryogenesis lend further support to this idea [190]. However, a genome-wide 
study found that the majority of variably methylated IAPs does not function as 
heterologous promoters and does not initiate transcription of an adjacent gene [191]. 
Furthermore, newly identified variably methylated IAPs were all fully methylated 
in sperm and, in general, neither maternal nor paternal methylation levels signifi-
cantly affected methylation levels in the offspring. Thus, the impact of variably 
methylated IAPs on gene expression in the Avy and AxinFu loci and the inheritance 
across generations of their methylation levels rather appear to be exceptions than 
the general rule.

Despite the fact that numerous inherited and spontaneous diseases in man are 
caused by mutations that originate from retro-transposition, we are not aware of 
epimutations inherited in man across generations that would be caused by mecha-
nisms similar to the Agouti and Axin epialleles described above.

10 The (not so) Controversial Role of DNA Methylation in Epigenetic Inheritance…



192

10.5.7  Epimutations That Are Not Primary Epimutations: 
Methylation as Secondary Mode of Action

Secondary epimutations are caused by (an) adjacent or remote primary genetic 
mutation(s) that may initially remain undetected. Thus, in order to identify DNA 
methylation as original cause for epigenetic inheritance across generations, care 
must be taken to distinguish primary epimutations from secondary epimutations. 
This is particularly true for studies in man where genetic heterogeneity between 
individuals and variations in the genomic sequences may complicate or obscure the 
identification of primary causative mutations.

A specific example of a secondary epimutation was described in cblC patients 
that are unable to process vitamin B12 (cobalamin, cbl) and which causes multiple 
severe health problems. In most cases, cblC is caused either by homozygous or 
compound heterozygous mutations in the paternal and maternal MMACHC genes. 
However, in some cases the causative mutation in the MMACHC gene is found only 
in one parental gene and the second MMACHC gene is silenced by extensive meth-
ylation. This mechanism was termed epi-cblC. It was then discovered that the epi-
mutation was indeed secondary to a primary and causative genetic mutation in the 
neighboring PRDX1 gene, resulting in a transcriptional run-through to the MMACHC 
gene [192]. Since PRDX1 is also expressed in gametes, in this particular case the 
secondary epimutation of the MMACHC gene was also detected in the germline.

Similarly, mutations in human DNA mismatch repair genes such as MLH1 and 
MSH2, can cause dominant familial forms of Lynch syndrome, which is character-
ized by colorectal, and other types of cancers in affected families [193, 194]. 
However, for about one third of these patients no underlying genetic mutation was 
initially identified in the mismatch repair genes. Instead, some of them were 
described as carriers of epimutations, in which the MLH1 or MSH2 genes were 
transcriptionally silenced due to hypermethylation within their promoters. But also 
here in several cases it was suggested that epimutations were secondary to linked 
primary mutations in cis. For example, the deletion of the last two exons of the 
TACSTD1 gene, which is located immediately up-stream of MSH2, extends tran-
scription into the DNA mismatch repair gene [195]. This read-through in the sense 
direction leads to silencing and hypermethylation of the MSH2 promoter.

A primary adjacent mutation may also cause secondary epimutations by read- 
through via antisense transcription. For example, in some familial cases of alpha- 
thalassemia it was shown that a genomic deletion leads to the juxtaposition of a 
widely expressed gene (LUC7L) to a normal and unmutated alpha-globin (HBA2) 
gene. The transcriptional orientation of both genes are directed towards each other, 
such that transcription of the LUC7L gene runs through the HBA2 gene in reverse 
orientation. This causes hypermethylation of CpG islands, silencing of the HBA2 
gene and the anemia phenotype [196]. Such antisense RNA-mediated CpG hyper-
methylation and silencing are reminiscent of the mechanisms of genomic imprint-
ing and X-chromosome inactivation.
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In cases where secondary epimutations are linked to a causative primary muta-
tion in cis such epimutations are rather stably transmitted across generations. Even 
in these cases it is possible that the methylation signature of the secondary epimuta-
tion could be erased in gametes and subsequently re-established later in adult 
somatic cells due to the inherited primary genetic mutation. In contrast, the inheri-
tance across generations of primary epimutations can be more variable [197]. 
Alternatively, epimutations may be caused by undiscovered primary mutations in 
cis or trans somewhere in the genome.

10.6  Conclusion

Today there is plenty of  evidence that acquired phenotypes can be inherited in 
rodents across generations via gametes – inter- as well as transgenerationally [198]. 
We have summarized above examples for epigenetic inheritance across generations 
of phenotypes resulting from diets, enriched environments, traumatic events, and 
endocrine disruptors. Confounding factors, for example, from social interaction, 
exposure in utero or during lactation, shared microbiomes and others were excluded 
by the use of in vitro fertilization to generate offspring from healthy foster mothers 
at least in some of the cited experiments. The study of epigenetic inheritance across 
generations in humans is usually aggravated by environmental and cultural inheri-
tance [199], as well as genomic heterogeneity and uncontrolled envirotypes [200]. 
However, analyses of epidemiological and family studies following famines or trau-
matic events are at least in agreement with epigenetic inheritance also in humans.

We have also described above that imprinting of a limited number of genes in 
mammals is a natural process of epigenetic inheritance that involves the escape 
from global reprogramming and demethylation. Malfunctions of this process lead to 
severe diseases in man, such as the Prader-Willi and Angelman syndromes. 
Furthermore, based on today’s knowledge it appears that the epigenetic inheritance 
associated with DNA methylation of phenotypes caused by Agouti or Axin alleles 
due to the rather recent nearby insertion of retrotransposons represent special cases 
(even in rodents). Current data suggests that they do not point towards a more gen-
eral mechanism of epigenetic inheritance involving DNA methylation and 
retrotransposons.

That small non-coding RNAs functionally contribute to epigenetic inheritance, 
also has been demonstrated in rodents [201]. In several cases, the injection of either 
over-expressed miRNAs or fragmented tRNAs into fertilized mouse eggs was suf-
ficient to reproduce epigenetically inherited phenotypes [202] – additional exam-
ples were given above.

Currently, we are lacking similar functional experiments that would demonstrate 
that the hyper- or hypomethylation of (a) specific gene(s) in either gametes or the 
zygote would be sufficient to reproduce an epigenetically inherited phenotype. So 
far, we know several examples in which specific changes in envirotypes can alter 
DNA methylation and gene expression in somatic cells. The altered methylation can 
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sometimes be found in gametes (sperm in particular) and also in somatic tissues in 
(the) offspring generation(s) [203]. These findings may correlate with epigenetic 
inheritance of altered phenotypes, but, so far, do not proof a causal relationship.

Recently developed methods for epigenome editing exploit the CRISPR-Cas9 
system and may allow a more direct study of functional requirements of DNA meth-
ylation in epigenetic inheritance across generations (reviewed in [204]). For exam-
ple, a deactivated Cas9 (dCas9) nuclease coupled to the catalytic domain of Dnmt3a 
was used to specifically target the promoter regions of IL6ST and BACH2. This 
resulted in their methylation and decreased gene expression [205]. In a similar 
approach, Dnmt3a was targeted to methylate and silence the Hoxa5 gene. Here, an 
antibody fragment fused to the DNA methylase was used to bind to the epitope- 
tagged dCas9 [206]. Specific promoter demethylation could be achieved by dCas9- 
mediated targeting of the catalytic domain of Tet1 [207]. Such delivery systems 
were successfully used in vivo in mouse fetuses and adult animals [207, 208]. DNA 
methylation was also edited in single mammalian oocytes [209], which should 
establish new avenues to study maternally inherited epimutations. We are confident 
that these or related emerging technologies will soon help us to uncover causal 
mechanisms of epigenetic inheritance involving DNA methylation in mammals.
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11.1  Introduction

In recent years, it has become evident that exposure to various environmental factors 
can induce epigenetic changes in gametes [15, 17, 28, 33, 84, 85]. This allows the 
parents to transmit traits they have acquired during their lifetime to their offspring. 
Both maternal and paternal transgenerational transmission of acquired disorders has 
been documented. While it is well-known that both parents contribute quite equally to 
the genetic content of the zygote, the contribution in the form of epigenetic informa-
tion is less well understood. Due to technical limitations, much more progress has 
been made studying paternal than maternal epigenetic inheritance and this chapter 
will mostly focus on the former. Epigenetic studies on oocytes are challenged by the 
limited number of oocytes in the ovary, and to date only a few studies have addressed 
the effects of environmental factors on the oocyte epigenome [36, 37, 49]. The studies 
on paternal epigenetic inheritance require less experimental resources due to the mas-
sive daily production of spermatozoa compared to oocytes. In addition, confounding 
factors are easier to exclude as paternal contribution is limited to the content of one 
spermatozoon. As for the maternal contribution, a mother’s physiological state affects 
the development of an oocyte, but also directly impacts the in utero environment for 
the growing embryo. Furthermore, the F2 generation in addition to the F1 may be 
influenced in utero through changes in the developing germ cells of the F1 embryo. 
Therefore, transgenerational studies on maternal inheritance have to be extended to 
the F3 generation further complicating the experimental set up.
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Suggested mechanisms for epigenetic inheritance include DNA methylation and 
histone modifications (discussed in more detail in other chapters), as well as non- 
coding RNAs (ncRNAs). DNA methylation and histone modifications are known to 
be passed to daughter cells during cell division and are therefore able to transmit 
specific gene expression patterns from one cell to another. However, during mam-
malian development, there is a near to complete erasure of DNA methylation in 
early germline cells [70], which is thought to allow the erasure of cellular memory 
and establishment of developmental totipotency. Subsequently, new DNA methyla-
tion marks are generated during germ cell development. Furthermore, in males, the 
majority of histone modifications are lost during the late steps of spermatogenesis 
when most of the histones are replaced by the sperm-specific chromatin-packing 
proteins, protamines [35]. The renewal of these epigenetic marks during gameto-
genesis and early embryogenesis confounds the mechanism of how these modifica-
tions could be transmitted to offspring and how they could contribute to epigenetic 
inheritance. However, as some histones are retained in the sperm epigenome and 
similarly, some genomic regions escape DNA demethylation, these regions and 
their modification may allow the transfer of environmentally-induced epigenetic 
changes from one generation to the next.

As the existence and the  complexity of spermatozoal RNAs were recently 
revealed, RNA soon became a new likely carrier of epigenetic information from the 
father to offspring [40]. Sperm transcripts were first suggested to have a role in 
embryonic development in 2004 by Krawetz and colleagues, who showed that sper-
matozoa contain specific RNAs that are delivered to the oocyte at fertilization [78]. 
Another important study demonstrated that zygotic transfer of RNA molecules was 
responsible for the inheritance of a phenotype in mice [86]. After these studies, 
particularly the role of the spermatozoal small ncRNAs (sncRNAs) in epigenetic 
inheritance has been actively explored. Since sncRNAs have the ability to regulate 
gene expression both at the posttranscriptional and the  chromatin level, they are 
functionally competent to act as intergenerational carriers of epigenetic informa-
tion. Although the exact mechanism of how sperm sncRNAs transmit information 
to offspring is still unclear, according to the current hypothesis  they could bring 
about changes in the zygotic gene expression. As discussed in detail later, the fast 
emerging data on small RNAs in paternal epigenetic inheritance has now been pro-
duced by several groups. In particular their role in inheritance of metabolic diseases 
and psychiatric conditions will be covered.

11.2  Gametogenesis

In order to transmit the environmentally-induced condition to offspring, informa-
tion has to be programmed to the germline epigenome. First of all, the information 
must travel from the peripheral tissues to the reproductive tissues by still unknown 
mechanisms. It was recently proposed that RNA-containing nanovesicles released 
from somatic tissues could reach the reproductive tissues via the bloodstream [101]. 
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Secondly, the information has to be transferred to the gamete, though it is not yet 
known which specific developmental phases during gamete differentiation and mat-
uration are sensitive for receiving such epigenetic information. Female and male 
gametogenesis have very different dynamics, and therefore, the critical time win-
dow for environmental preconception exposures, as well as the mechanisms of 
germline-mediated epigenetic inheritance may vary between the sexes.

Both spermatogenesis and oogenesis initiate during embryonic development 
with early germline allocation [92], followed by migration and proliferation of the 
primordial germ cells (PGCs) in the gonadal ridge. A key event that occurs during 
this proliferative phase in male and female PGCs is epigenetic reprogramming, 
including a genome-wide DNA demethylation that is essential for restoring totipo-
tency to the germ cell lineage. Demethylation is followed by sex-specific establish-
ment of novel epigenetic marks, including genomic imprinting [30]. Interestingly, 
the second wave of DNA demethylation takes place shortly after fertilization in the 
early preimplantation embryo. This includes a combination of active hydroxymeth-
ylation and global DNA demethylation in the male chromatin, and passive global 
demethylation in the female chromatin. This process proceeds according to sex- 
specific programs, which spare the removal of DNA methylation on genomic 
imprints. Disturbances in the epigenetic reprogramming can contribute to epigene-
tic diseases and predispose the offspring, or even following generations, to cancer 
and other diseases related to epigenetic instability [44].

After arriving to the gonadal ridge, PGCs begin to follow either female- or male- 
specific programs of gametogenesis to produce oocytes or spermatozoa, respec-
tively. The female gamete, oocyte, develops in the ovarian follicle during the process 
of oogenesis. Human fetal ovaries contain nests of primary oocytes that initiate the 
prophase of meiosis I but subsequently stop meiotic progression, which is resumed 
much later in the sexually adult female [1]. The second meiosis of oocytes takes 
place at fertilization. The current dogma is that oocytes form during the fetal 
period only, and as the adult ovaries lack stem cells, they are fully dependent on this 
prenatally produced pool of oocytes.

In contrast to female, male gametogenesis is an active, ongoing process with 
a massive daily production of spermatozoa during the entire length of a male’s repro-
ductive age. Male PGCs enter into mitotic arrest upon their arrival to the genital ridge 
and stay quiescent in the G0/G1 phase of the cell cycle for the remaining embryonic 
period [46, 107]. The production of male gametes begins postnatally when PGCs 
resume proliferation and initiate spermatogenesis. Some cells remain as spermatogo-
nial stem cells (SSCs) that are maintained in the basal compartment of the seminifer-
ous epithelium and provide source material for adult spermatogenesis. Upon a 
specific signal, SSCs enter the differentiation pathway. In mouse, the differentiation 
starts with the mitotic proliferation of type A, intermediate and type B spermatogo-
nia [24]. The final mitotic division of type B spermatogonia produces primary sper-
matocytes that subsequently undergo a long and complicated process of meiosis I 
that lasts for several days. The following process, meiosis II is fast and results in 
haploid spermatids in a matter of hours. The final phase of spermatogenesis is known 
as haploid differentiation (spermiogenesis). During spermiogenesis, spermatids 
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polarize and undergo dramatic morphological changes including tail and acrosome 
biogenesis, cytoplasmic exclusion and chromatin condensation, which results in 
compaction of the sperm head and transcriptional silencing [45]. Once spermiogen-
esis is complete and the sperm has obtained its sleek shape, it is released from the 
seminiferous epithelium to the lumen of the tubule and transported through the 
epididymis for post-testicular sperm maturation [98].

The full duration of spermatogenesis is 74 days in human and 35 days in mouse, 
followed by additional 2 to 6 or 10 to 13 days, respectively, as the sperm transits 
through the epididymis [19]. Taking into consideration the reasonably fast, cyclic 
turnover of the maturating germ cell population, environmentally-induced epigen-
etic changes in the male germline can be relatively transient. On the other hand, if 
changes become more permanently programmed in the spermatogonial stem cells, 
or in somatic cells along the reproductive tract the information may have an impact 
for a longer period of time. Early oocytes in primordial follicles are already formed 
during mid-gestation and remain  in the ovaries until ovulation,  thus remaining 
exposed to environmental information for a long time period. 

11.3  Spermatozoal RNAs

It is becoming clear that spermatozoal RNA molecules have the ability to mediate 
intergenerational epigenetic information. As previously mentioned, due to their 
highly compacted genome, spermatozoa are largely transcriptionally inactive 
[57]. This is reflected by the lack of ribosomal RNAs and exceptionally dimin-
ished amounts of RNAs in general, making their identification and analysis much 
harder compared to other cells containing massive amounts of RNA. However, 
through new analyzing techniques, several different types of sperm RNAs have 
been discovered. In 1999, the first sequence-level characterization revealed a 
group of translationally quiescent RNAs in human sperm [71]. Progress in the 
development of microarray technology at the beginning of the 2000s allowed the 
identification of spermatozoal mRNAs [77], as well as the detection of sncRNAs 
such as microRNAs (miRNAs) [79]. Next Generation Sequencing (NGS) further 
boosted sperm RNA studies and identified the presence of a complex population 
of RNAs, including both coding and non-coding transcripts and several species of 
sncRNAs, such as  miRNAs, piRNAs, repeat-derived small RNAs and tRNA-
derived fragments [16, 53, 54, 61, 82, 95, 96]. These RNAs are known to have dif-
ferent functional roles in the regulation of spermatogenesis, fertilization and 
embryo development, and may also have an important consequence on the off-
spring’s phenotype.

The spermatozoon is composed of a highly compacted nucleus, a flagellum and 
a very limited amount of cytoplasm (Fig. 11.1). The distribution of RNAs inside the 
sperm has been addressed by cellular fractionation of mouse spermatozoa combined 
with RNA sequencing. The analysis of longer transcripts (> 100 nt) in sonicated 
mouse spermatozoa (including separated tails and heads with intact membrane 
structures) and demembranated sperm heads revealed the localization of RNA 
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Fig. 11.1 Paternal small RNA-mediated epigenetic inheritance. (A) Environmental factors, such 
as diet, lifestyle choices, traumatic experiences and environmental toxicants, can modify the phe-
notype of an individual. Information about these acquired conditions travels to the reproductive 
tract, where it induces alterations in the sperm RNA profile. Some sperm RNAs originate in the 
testis during spermatogenesis as differentiating germ cells express cell type-specific RNAs, such 
as piRNAs and miRNAs that can be retained in transcriptionally inactive spermatozoa. During the 
travel through the epididymis, the RNA profile of spermatozoa changes when they receive 
sncRNAs, in particular tRFs as well as miRNAs from the epididymal fluid and small vesicular 
structures known as epididymosomes (red circles) that can fuse with spermatozoa to deliver their 
RNA content. The potential contribution of the distal male reproductive tract to the sperm RNA 
profile is currently unknown. In fertilization, sperm RNAs are released into a zygote where they 
contribute to the inheritance of acquired phenotypes. (B) RNAs have been shown to localize both 
in the head and the tail of spermatozoa. In the head, they can localize inside the nucleus (chroma-
tin-associated RNA) or in the space between the nuclear membrane and the plasma membrane 
(peripheral head RNA). In addition, some RNAs may be found on the surface of spermatozoa as 
adherent epididymosomes or ribonucleoprotein complexes (adherent RNA)
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predominately in the periphery of spermatozoa with less RNA found within the 
nucleus [55]. Another recent study tested different detergent washes (low, medium, 
or high stringency) on sperm sncRNA composition in mice [96]. While spermato-
zoa were found to be intact after a low stringency wash, more stringent conditions 
often detached tails from heads, most probably due to disruption of sperm mem-
branes. All detergent washes resulted in a decreased abundance of miRNAs com-
pared to unwashed sperm. This may be due to detergent-induced removal of adherent 
epididymosomes or ribonucleoprotein complexes bound on the sperm surface. 
Interestingly, higher-stringency washing also resulted in a decrease in the rRNA 
and small nucleolar RNA (snoRNA) fragments, which could suggest that these 
RNAs are localized in regions lost upon membrane disruption. The same study 
revealed that both sperm head and tail fractions contain sncRNAs, and that the 
sncRNA profiles were generally quite similar between the two compartments [96]. 
However, some differences were observed in spermatozoa isolated from the cauda 
epididymides. For example, piRNAs and to some extent miRNAs were enriched in 
the tail preparations compared to the head preparations. This finding highlights the 
importance of the sperm tail not only in sperm motility but also in reserving of 
sncRNAs.

11.3.1  Long RNAs

A heterogenous profile of long RNA transcripts, including both protein-coding 
mRNAs as well as different types of long ncRNAs (lncRNAs) has been identified in 
human [94] and in mouse [113] sperm. Some of these RNAs are intact, but a sub-
stantial proportion appears to be fragmented, and the functionality of these frag-
mented RNAs has remained unclear. Sperm lncRNAs include for example small 
nuclear RNAs (snRNAs) that are components of spliceosomes [94]. They are abun-
dant in spermatozoa, and it has been suggested that they could have a functional role 
in postfertilization events. Furthermore, spermatozoa contain exonuclease resistant, 
stable circular RNAs (circRNA) that are ncRNAs formed as a result of a covalent 
linkage between 3′ and 5′ ends of a transcribed RNA [20, 94]. circRNAs may func-
tion in the cytoplasm, for example as miRNA “sponges” that repress the miRNA- 
mediated mRNA downregulation, or in the nucleus by controlling their parental 
genes through direct interactions [20]. Intronic retained elements represent yet 
another type of sperm lncRNAs. Interestingly, many of them appear to be full-length 
introns that have somehow escaped degradation and are retained in sperm [53, 54]. 
The functional importance of these sperm transcripts is largely undescribed. However 
lncRNAs have been identified as important regulators of gene expression in other 
tissues. They can act either by recruiting chromatin remodeling complexes on the 
gene regulatory elements or by affecting RNA processing or stability at the post-
transcriptional level. Therefore, they have been suggested to contribute to  epigenetic 
inheritance by affecting embryonic gene expression after being released into the 
oocyte in fertilization.
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11.3.2  Small Non-Coding RNAs

The pool of sperm RNAs is composed of several classes of sncRNAs (< 40 nt) with 
a broad range of functions in the control of gene expression and genome integrity 
[61, 82]. miRNAs are the best-characterized subtype of sncRNAs. They are around 
22 nt long and in fertile men cover approximately 7% of the total sperm sncRNAs 
[61]. miRNAs function as posttranscriptional regulators of gene expression. They 
form an RNA-induced silencing complex (RISC) together with Argonaute (AGO) 
proteins and guide the complex to its target mRNAs to repress mRNA expression 
[72]. One miRNA can have several target mRNAs and on the other hand, one mRNA 
can be targeted by several distinct miRNAs [32]. Therefore, the miRNA-mRNA 
regulatory networks may be extremely complex and provide powerful means to 
change cellular gene expression. miRNAs are transcribed from endogenous miRNA 
genes as hairpin-structured precursors that are first processed by a microprosessor 
complex containing DROSHA and DiGeorge syndrome critical region gene 
(DGCR8), and subsequently by DICER that makes the final cleavage to produce 
mature miRNAs. The importance of germ cell-derived miRNAs for spermatogene-
sis, epididymal epithelium-derived miRNAs for sperm maturation and sperm- 
derived miRNAs for postfertilization events in early embryo has been demonstrated 
by several in vivo knockout studies targeting miRNA biogenesis proteins [8, 9, 59, 
60, 111, 115].

piRNAs form a unique class of sncRNAs (26–31 nucleotides) that are predomi-
nantly expressed in the germline [47]. piRNAs are synthesized in germ cells dur-
ing  the fetal life (fetal piRNAs) or during spermatogenesis (prepachytene and 
pachytene piRNAs). Some piRNA are retained in mature spermatozoa, and they 
have been identified from both human and mouse sperm [29, 40, 61, 96]. In differ-
entiating germ cells, piRNAs function by forming complexes with PIWI proteins, 
which constitute a germline-expressed subfamily of the AGO family [21, 106]. A 
functional piRNA pathway is required for normal spermatogenesis and mutation of 
piRNA pathway genes in mice, including the genes for PIWI proteins MIWI, MILI 
and MIWI2, leads to male sterility [11, 25, 62, 106]. Two distinct piRNA biogenesis 
pathways exist. One produces primary piRNAs from genomic clusters. These piR-
NAs operate as silencing triggers with multiple functions including keeping resi-
dent mobile elements repressed and switching off genic transcripts during postnatal 
spermatogenesis [41, 42, 88, 105, 112]. The second is the adaptive piRNA pathway 
that is used to amplify piRNAs by a so-called ping-pong cycle. This secondary 
piRNA biogenesis pathway takes place particularly in fetal male germ cells during 
the global resetting of the male germline epigenome, which causes an induction of 
the transposon expression. The produced secondary piRNAs function by repressing 
active transposons and therefore protect the genomic integrity by preventing  harmful 
transposon insertions [21]. Just like miRNAs, piRNAs are effective regulators of 
gene expression, and can target a broad range of RNAs, including mRNAs and 
lncRNAs in addition to transposons. Interestingly, they can also function at the 
chromatin level by inducing epigenetic gene silencing [4, 23, 63].
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 tRFs constitute the most abundant class of sncRNAs in spermatozoa. They are 
especially numerous in the mouse, where tRFs derived from the 5′ end of tRNAs 
cover almost 80% of the whole RNA profile in sperm [82]. However, in the testis 
tRFs are generally scarce, and their abundance in sperm increases when maturing 
spermatozoa pass through the long epididymal duct [95]. tRFs are quite heteroge-
neous in size, nucleotide composition and biogenesis, some of them being derived 
from precursor tRNA molecules and others derived  from mature cytoplasmic 
tRNAs. Some fragments are constitutive components of all cells, whereas others are 
only produced in cells exposed to adverse conditions. We are still lacking many 
details on the function of tRFs, but they seem to have the capability to regulate gene 
expression in a similar manner to miRNAs and piRNAs [2, 93].

11.4  Origin of Sperm RNAs

During the maturation of sperm, RNA payload changes with a drastic drop of piR-
NAs and abundant growth of tRFs [95, 96]. Therefore, the current consensus is that 
while the spermatozoal piRNAs could have a testicular origin, the majority of tRFs 
are  collected during the epididymal transit. Interestingly, the composition of the 
sperm RNA profile appears to differ between species. While tRNA fragments are 
the most abundant class of RNAs in mouse spermatozoa [82], in humans, piRNAs 
and miRNAs constitute abundant sncRNA groups alongside tRNA- and rRNA- 
derived fragments [40, 54]. These differences between mouse and human may have 
an evolutionary explanation; however, they may also originate from the differences 
in the sperm collection and purification methods. Mouse spermatozoa are harvested 
from cauda epididymides while human spermatozoa are purified from ejaculated 
semen. Because sperm RNA profiles have been shown to change significantly dur-
ing the travel through the male genital tract [95], different collection points may 
indeed contribute to the observed interspecies differences.

11.4.1  Testis-Derived RNAs

Some spermatozoal RNAs originate from the testis and arise during different steps 
of spermatogenesis. It is currently unknown whether these RNAs are actively 
selected to be retained in spermatozoa, and whether the selection mechanism could 
be affected by environmental signals. However, it is clear that major epigenetic and 
transcriptomic remodeling  events during male germ cell differentiation create a 
favorable setting for the translation of environmental signals to an epigenetic code. 
The progress of spermatogenesis is accompanied by orchestrated waves of gene 
expression. This results in a specific transcriptome profile for each differentiating 
cell type that consist of a diverse set of protein-coding mRNAs and their isoforms, 
but also a wide variety of ncRNAs, including lncRNAs and sncRNAs and poorly 
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conserved intergenic transcripts [5, 13, 14, 64, 100, 103]. In fact, male germ cells, 
particularly meiotic spermatocytes and post-meiotic round spermatids, have excep-
tionally diverse transcriptomes compared to any other somatic cell type, which cre-
ates a high demand for accurate posttranscriptional regulation [100]. A specific 
feature in the RNA profile of differentiating male germ cells is the huge induction 
of piRNA production in pachytene spermatocytes [39]. At the time of the highest 
transcriptional activity and transcriptome diversity, germ cell-specific ribonucleo-
protein (RNP) granules (germ granules), such as the chromatoid body (CB), appear 
in the cytoplasm of germ cells [66]. Germ granules provide important platforms for 
the biosynthesis and function of piRNAs and for the posttranscriptional coordina-
tion of the male germ cell’s transcriptome.

A notable posttranscriptional challenge is faced in late steps of spermiogenesis 
when the chromatin of elongating spermatids condenses. In these cells, the replace-
ment of the majority of histones by protamines enables genomic material to become 
particularly tightly packed. This compaction of chromatin effectively halts tran-
scription, and therefore, the mRNAs encoding for the proteins required during the 
very late phases of spermatogenesis have to be transcribed earlier and repressed 
translationally until needed [51, 58]. Furthermore, haploid cells are challenged by 
the important task of eliminating unnecessary transcripts. A bulk of RNA is removed 
when the majority of the cytoplasm is discarded with the residual body during the 
late steps of spermatogenesis [31]. However, degradation mechanisms have also 
been revealed, including the pachytene piRNA-mediated elimination of meiotic and 
postmeiotic transcripts [41, 42, 88, 105, 112]. It is currently unknown by which 
mechanism some RNAs escape the degradation and are retained in mature sperma-
tozoa. Interestingly, although the most prominent CB structure is present in round 
spermatids, remnants of the CB stay in the cytoplasm of germ cells during late steps 
of spermiogenesis at the time of chromatin compaction and transcriptional silenc-
ing. The function of this so-called late CB in RNA regulation has not been deter-
mined, but since it derives from the central piRNA-accumulating CB, it is tempting 
to speculate that it could have a role in preserving RNAs, including piRNAs, during 
spermiogenesis and passing them on to spermatozoa.

11.4.2  Epididymal Contribution to Sperm RNA Profile

The mammalian epididymis contains an exceptionally long, convoluted ductal sys-
tem, which receives and concentrates immature spermatozoa for maturation  and 
stores the functional sperm prior to release at the time of ejaculation. The epididymis 
can be divided into three anatomical regions: the caput, the corpus and the cauda [19, 
56]. Each region of the epididymis has its own pattern of gene expression related to 
the physiological function it is meant to perform for sperm maturation [98]. Recent 
studies have provided compelling evidence for the existence of numerous sncRNAs 
in the epididymal fluid. Such entities appear predominantly, but perhaps not 
 exclusively, to be associated with small vesicular structures, epididymosomes [6]. 
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The miRNA content of the vesicles appears to change along the length of the epi-
didymis [87]. There is also evidence that epididymosomes can convey their mac-
romolecular payload to spermatozoa as well as to downstream epididymal 
epithelial cells [108]. Epididymosomes thus represent a likely player for the selec-
tive modification of the sperm proteome and epigenome during their post-testicu-
lar maturation [6].

RNA sequencing of sperm  isolated either from the testis or the  epididymis 
revealed that while tRFs are  the primary sncRNA population in both caput and 
cauda epididymal sperm, testicular sperm only contains very low amounts of them 
[96]. Therefore the RNA cargo of sperm drastically changes during its journey 
through the epididymal ducts. Interestingly, the RNA cargo of isolated epididy-
mosomes has been shown to include a very similar population of sncRNAs to that 
gained by spermatozoa during its transit [95]. Furthermore, isolated epididymo-
somes have been shown to deliver sncRNAs, such as miRNAs and tRFs, to tes-
ticular spermatozoa [96]. Using a mouse  model with an epididymis-specific 
expression of uracil phosphoribosyltransferase (UPRT) which labels small RNAs 
with 4- thiouracil in the caput epididymis, cauda sperm was shown to contain 
small RNAs synthesized in the epididymal epithelium. Interestingly, intracyto-
plasmic sperm injection using sperm from caput versus cauda epididymis showed 
that embryos generated using caput sperm had significant gene expression 
changes, implanted inefficiently, and failed soon after implantation [18]. 
Remarkably, these defects were rescued by microinjection of small RNAs purified 
from cauda epididymis into caput sperm-derived embryos [18]. These findings 
support the important role of epididymal somatic cells in trafficking small RNAs 
to the germline in mammals.

11.5  Epigenetic Inheritance of Acquired Traits 
and Disorders Via Sperm RNAs

Epidemiological studies have demonstrated associations between parental expo-
sures to toxicants, lifestyle, nutrition or even traumatic stress-induced conditions 
and the specific features in offspring. These environmental factors have been shown 
to induce alterations in the epigenome of the parental germline both in human and 
rodents. In animal studies the phenomenon of transgenerational epigenetic inheri-
tance of acquired traits has been confirmed, with the sncRNAs discussed in previous 
chapters as likely carriers of transgenerational epigenetic information [15, 17, 28, 
33, 84, 85].

The most thoroughly examined paternal exposures involve traumatic stress and 
metabolic stress that will be discussed in detail below. An increasing number of 
examples about other exposures also exists in the literature [74]. For example, 
 environmental toxicants, such as endocrine disrupting chemicals (EDCs), have been 
shown to cause transgenerationally inherited phenotypes. In mammals, one of the 
first studies that addressed molecular epigenetic changes associated with transgen-
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erational inheritance of disease investigated the effects of the agricultural fungicide 
vinclozolin treatment during pregnancy in rats [3]. Vinclozolin treatment carried 
a far reaching impact on fertility as the F3 generation, never exposed to vinclozolin, 
had reproductive abnormalities, and these defects were correlated with changes in 
DNA methylation in the F3 sperm. Several studies have revealed EDC-induced epi-
genetic changes in DNA methylation and chromatin modification in germ cells [74], 
and there is also accumulating evidence for the involvement of ncRNAs. For exam-
ple, in utero exposure to vinclozolin caused a reduction in the number of PGCs 
accompanied by an increased expression of two specific miRNAs (miR-23b and 
miR-21). The altered miRNA expression in turn induced disequilibrium in the 
Lin28/let-7/Blimp1 pathway, a crucial regulator of PGC differentiation, in three 
successive generations of males not exposed to the compound  themselves [10]. 
Another study demonstrated that transient vinclozolin exposure of gestating female 
rats (F0 generation) during fetal gonadal development induced alterations in both 
germline DNA methylation and ncRNAs, and these changes were still observed in 
F3 rats spermatozoa [7]. The fact that many toxicants affect not only the health of 
an exposed individual but also future generations reinforces the growing concern 
about the impact of environmental chemicals and toxicants on human health.

11.5.1  Metabolic Disorders

Obesity has become a major health problem due to its high prevalence and the fact 
that it increases the risk of other diseases such as diabetes, cancer, cardiovascular 
and neurodegenerative diseases. Obesity is a highly inherited condition, though the 
genetic variation alone cannot explain the whole heritability [81, 83]. It has been 
shown that paternal overnutrition that leads to obesity triggers the development of 
obesity in offspring in diverse organisms from fly to mammals [28, 50, 76]. In 
humans, the availability of food early in life has been shown to influence the risk of 
developing cardiovascular diseases and obesity in offspring [65, 75]. Although the 
mechanistic evidence is still missing, it is likely that at least a part of the unsolved 
heritability of obesity and type 2 diabetes is ascribed to the epigenetic inheritance of 
environmentally-induced acquired conditions.

Both nutritional status and the level of physical activity induce changes in the 
sperm epigenome, which suggests that these changes are responsible for transmit-
ting the condition to offspring [26, 29, 52]. In addition to the DNA methylation 
changes discussed elsewhere, the RNA profile of sperm can respond to altered met-
abolic conditions as well. Not only is the sperm piRNA profile from obese but oth-
erwise healthy men significantly different from those of lean men, but the profile 
has been shown to change in response to exercise [29, 52]. The expression of six 
different sperm piRNAs had altered levels in lean and healthy young men after 
6 weeks of endurance training compared to the baseline before the training period. 
Interestingly, the changes in piRNA levels were almost completely reversed after a 
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3-month detraining period, which demonstrates that the  sperm piRNA profile is 
subject to dynamic changes [52].

Well-controlled experimental setups using different model organisms have pro-
vided strong evidence that lifestyle and nutrition changes can affect the sperm epig-
enome and modulate the developmental programming of offspring [16, 17, 22, 28, 
95]. The most convincing evidence about the involvement of sperm RNAs as inter-
generational carriers of epigenetic information comes from studies on high-fat diet 
(HFD) and low-protein diet mouse models. Both diets have been shown to induce 
changes in the sperm RNA profile, the tRNA-derived tRFs in particular [16, 95]. 
These studies strongly suggest that tRFs can function as sensitive markers of envi-
ronmental exposures. It was shown that zygotic injection of tRF-enriched fractions 
of sperm RNAs isolated from males with a diet-induced metabolic disorder trig-
gered the disorder in offspring, therefore demonstrating the direct role of sperm 
sncRNAs in epigenetic inheritance [16] (Fig. 11.2). Sperm tRFs were also shown to 
contain numerous RNA modifications, and the levels of 5-methylcytidine (m5C) 
and N2-methylguanosine (m2G) modifications were significantly increased after 
paternal HFD consumption [16], thus providing yet another possible mechanism for 
the transmission of epigenetic information. The role of RNA modifications in 
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epigenetic inheritance was further highlighed by a study on the tRNA methyltrans-
ferase DNMT2. The deletion of Dnmt2 gene in mice altered the sperm RNA profile 
and prevented HFD-induced elevation of sperm tRF modifications [114]. 
Importantly, DNMT2 activity was also shown to be required for the small RNA- 
mediated transmission of HFD-induced metabolic disorders to offspring [114].

In addition to tRFs, sperm miRNAs have also been shown to be sensitive to 
changes in paternal diet. For example, several members of the let-7 miRNA family 
known to control lipid and glucose metabolism were downregulated in spermatozoa 
after exposing mice to low-protein diet before conception [95]. The let-7 miRNAs 
were also found to be differentially expressed in spermatozoa of HFD-fed rats as 
well as in the spermatozoa of their offspring [22]. The same study identified let-7c 
as a potential transgenerational carrier of a HFD-induced metabolic condition. It 
was shown that the offspring of obese sires developed disturbances in their glucose 
and lipid metabolism accompanied by an altered expression of let-7c in liver, white 
adipose tissue, and muscle tissue of adult offspring [22]. miRNAs were also impli-
cated in RNA-mediated epigenetic inheritance in a study of Western-like, high fat, 
high sugar diet-induced metabolic disorder [43]. In this study, zygotic injection of 
not only sperm RNAs but also of testicular RNAs from Western-like diet-fed males 
was able to transmit the metabolic phenotype to offspring [43]. This indicates that 
testicular germ cells may already contain epigenetic information about the environ-
ment and condition of the individual before their release into the epididymis. 
Western-like diet induced the expression of several miRNAs, and the injection of 
miR-19b to one-cell embryos was able to induce metabolic alterations in offspring 
that were similar to the diet-induced alterations [43].

11.5.2  Traumatic Stress and Psychiatric Disorders

Parental exposures to environmental challenges are associated with the increased 
risk of neuropsychiatric diseases and stress dysregulation in offspring [27, 69, 73]. 
One well documented example concerns the holocaust survivors; although the chil-
dren of holocaust survivors did not experience the Holocaust directly, a significant 
percentage of them have been shown to suffer from psychiatric disorders associated 
with trauma, such as phobias or depression [99]. Particularly in human, a part of the 
transmission of trauma obviously occurs through parental behavior. However, the 
effects of trauma may also be inherited through induced alterations in gene expres-
sion, and the current evidence shows that stress and anxiety can affect the epig-
enome of gametes and be transmitted to offspring [91, 109].

Again, animal models have enabled the dissection of the mechanisms of epigen-
etic inheritance, and just like in case of metabolic stress, sperm sncRNA are a likely 
candidate in the transmission of paternal traumatic experiences to offspring. One pio-
neering study in the field exposed male mice to a modified protocol combining 
maternal separation with unpredictable maternal stress (MSUS), which yielded male 
offspring manifesting reduced anxiety levels but greater depressive behavior [34]. 
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The early stress induced altered sperm miRNA profile in exposed compared to 
non-exposed males. The importance of sncRNAs in the transmission of stress 
response was established once a population of small RNAs isolated from MSUS- 
exposed sperm were microinjected into unexposed zygotes and a similar spectrum of 
anxiety and depression related behaviors in offspring were observed [34].

Neuropsychiatric diseases frequently present with the dysregulation of the hypo-
thalamic–pituitary–adrenal (HPA) stress axis, suggesting a remarkable vulnerability 
of this system to external perturbations. Six weeks of  exposure of male mice to 
chronic stress before breeding was shown to induce HPA dysregulation detectable 
by significantly reduced serum corticosterone levels following restraint stress in 
both female and male offspring [89]. However, the HPA dysregulation was not 
accompanied by altered offspring behavior. This study identified nine miRNAs that 
were consistently up-regulated in sperm of mice exposed to chronic variable stress 
either during adolescence or adulthood. A direct connection between miRNAs and 
a physiological stress was also demonstrated; zygotic microinjection of these nine 
miRNAs produced offspring with similar HPA-axis dysregulation and altered hypo-
thalamic transcriptome demonstrating that an overexpression of these miRNAs can 
in fact impact the physiological response to stress [90].

In order to dissociate the behavioral and physiological aspects of paternal stress, 
the dysregulation of HPA axis activity was induced by supplementing male mice 
with a low dose of corticosterone over the course of one spermatogenic cycle. 
Interestingly, though the dose of the corticosterone and the chosen exposure period 
were insufficient to alter the anxiety and depression-related measures of the exposed 
mice, male offspring experienced increased anxiety. The exposed fathers had sig-
nificant changes in miRNA levels in their spermatozoa [80, 97], demostrating 
that sustained elevation of glucocorticoids can induce alterations in sperm sncRNA 
profile and is involved in the transmission of paternal stress-induced traits across 
generations.

11.6  How Inherited RNAs Can Affect the Development 
and Health of Offspring?

When the oocyte and sperm merge during fertilization, in addition to providing their 
genomic content, they both contribute small RNA molecules to the zygote. Mature 
oocytes and zygotes have very similar miRNA profiles, which indicates that the 
majority of zygotic miRNAs are maternally inherited [104]. However, another more 
recent study was able to identify 14 miRNAs that were not found in oocytes, but 
were present in both wild-type sperm and 2-pronuclei embryos [111], which indi-
cates a paternal contribution to the miRNA content of the embryo. The miRNAs 
delivered by sperm were also shown to be important for the developmental potential 
of the embryo; intracytoplasmic sperm injection (ICSI) using miRNA-depleted 
sperm from germ cell-specific Dicer1 or Drosha knockout mice resulted in embryos 
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with reduced developmental capacity. Importantly, the phenotype was rescued upon 
injection of small RNAs from wild-type sperm [111]. Injecting miRNA-depleted 
sperm to miRNA-depleted oocytes also resulted in reduced developmental ability 
but this phenotype could not be recovered by injecting wild-type sperm small RNAs, 
indicating the importance of maternal miRNAs for embryonic development [111]. 
Only few studies exist to date to address the impact of individual paternal miRNAs. 
The role of spermatozoal miR-34c has been studied with inconclusive results. While 
it was shown that a zygotic injection of a miR-34c inhibitor disrupted the first embry-
onic cleavage division [68], another study showed that miR-34c knockout male mice 
were fertile, and intracytoplasmic injection of their sperm resulted in normal fertil-
ization, normal preimplantation development and normal birth rate [110].

Small RNAs have a well-established role in the control of gene expression [38]. 
Though the exact mechanisms of transmitting epigenetic data to zygotes remains to 
be studied further, their well-known functions as posttranscriptional regulators in 
other cells suggests they may target specific transcripts to regulate gene expression 
in zygotes. Furthermore, accumulating evidence suggest that they may influence 
other epigenetic marks in the zygote. Small RNAs are able to, for example, recruit 
histone modifiers or affect DNA methylation levels at specific loci by interacting 
with DNA methyltransferases [48, 67]. This active crosstalk between different epi-
genetic marks implies that the transmission of small RNA-mediated epigenetic sig-
nals from the gametes to zygotes may include a complex network of different 
epigenetic mechanisms.

The studies on the sperm RNA-mediated epigenetic inheritance of diet-induced 
metabolic disorders have proven the capability of sperm RNAs to modify gene 
expression in the zygote. Zygotic injection of a pool of sperm tRFs collected from 
HFD-fed males induced different effects on early embryonic gene expression com-
pared to tRFs from males on normal diet [16]. It was shown that those sperm tRFs 
that were differentially expressed between normal diet vs. HFD-fed males prefer-
entially matched to gene promoter regions, which could allow direct targeting of 
promoters. Interestingly, those genes that were downregulated in the zygote after 
HFD-tRF injections were enriched in the pathways related to metabolic regulation, 
and it was suggested that these changes in embryonic gene expression might induce 
phenotypic alterations in adult offspring. Gene expression changes were observed 
in the offspring islet cells, which could explain the observed inherited metabolic 
disorder [16].

In another  recent study, Sharma et  al. demonstrated that the experimental 
blocking of a specific tRF, tRF-Gly-GCC, that was earlier shown to be altered as 
a response to low-protein diet, resulted in upregulation of a specific set of genes 
in cultured embryonic stem cells and zygotes [95]. These upregulated genes are 
known to be highly expressed in preimplantation embryos and are regulated by 
the endogenous retroelement MERVL.  Zygotic injection of synthetic tRF-Gly-
GCC oligo resulted in MERVL target gene repression in two-cell embryos, sup-
porting the hypothesis that a specific tRF in sperm is capable of repressing the 
MERVL- regulated genes after fertilization. While previous work using the same 
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mouse model has demonstrated heritable effects of paternal low-protein diet on 
liver transcriptome in offspring [12], it has not been directly shown whether the 
reported tRF-induced effects in zygotic gene expression have phenotypic conse-
quences in offspring.

Following fertilization, the zygote gains the ability to differentiate into any cell 
type of the body. The developing embryo begins to produce unique transcripts after 
embryonic genome activation and relinquishes itself from parental gamete tran-
scripts. This transition includes major gene expression changes that may determine 
the later development and health of an individual and is a likely target for the small 
RNA action [102]. Altogether, it appears that small RNAs have all functional 
requirements and capacity to bring about gene expression changes in the developing 
embryo and therefore, potentially modify the phenotype of offspring.

11.7  Future Perspectives

During recent years, immense progress has been made in revealing the phenomenon 
and mechanisms of paternal epigenetic inheritance. However, despite the advances in 
the field, several burning questions remain to be answered before we can fully under-
stand the scope and the impact of the process in development and health. These 
include thorough mechanistic studies to elucidate the details of how sperm RNA pro-
file is generated during testicular gametogenesis and posttesticular maturation, and 
how the environmentally-induced epigenetic changes are transmitted from somatic 
tissues to the sperm RNA profile. Furthermore, it is critical to understand at which 
point of the gamete development the environmentally-induced signal can be pro-
grammed to the germ cell’s epigenome and how permanent the changes in sperm 
RNAs are, i.e. can they be reversed by specific interventions. The possibility to reverse 
adverse changes in sperm RNA profile would potentially prevent the  transmission 
of unfavorable acquired condition to offspring. It will also be highly  important to 
fully characterize the mechanisms by which sperm RNAs transfer the epigenetic 
information about environmentally-induced conditions to developing embryo and to 
understand the crosstalk between different epigenetic mechanisms that bring about 
changes in embryonic gene expression and determine the offspring phenotype.

All functional studies on epigenetic inheritance have been conducted using animal 
models. The phenomenon of epigenetic inheritance is well-recognized in humans as 
well, and a convincing bunch of epidemiologic studies has proven the association 
between the parent’s acquired preconception conditions and the offspring phenotype. 
However, transgenerational mechanistic information is still lacking because of the 
challenge in setting up multigenerational studies in humans. While we still have to 
wait for mechanistic evidence, it is very likely that the epigenetic inheritance of 
acquired disorders plays a significant role in the etiology of human complex diseases. 
Therefore, it will be important to invest a lot of efforts in elucidating the nature and 
mechanisms of epigenetic inheritance to be able to understand, and one day to prevent 
the transmission of unfavorable acquired conditions to offspring.
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12.1  Introduction

The following chapter contains a short summary on known mechanisms of epigen-
etic inheritance, elaborated at length throughout the book. Following this, novel and 
speculative mechanisms of epigenetic inheritance are presented. These novel mech-
anisms of epigenetic regulation remain to be explored but can potentially effect 
aspects of human health including proper development, disease susceptibility and 
fertility. Figure 12.1 illustrates in general terms the mechanisms presented within 
this chapter. The chapter ends with a discussion on the possible implications of 
recent findings and developments in the field of epigenetic inheritance on human 
health and wellbeing and a short discussion on open questions in the field that 
remain to be resolved.

12.2  Current Mechanistic Insights on Epigenetic Inheritance

12.2.1  Paramutation and Epialleles

Our current understanding of the mechanistic underpinnings of ‘epigenetic inheri-
tance’ arose from early studies that have been conducted primarily in plants, with 
observations of epigenetic inheritance and epialleles going back to the beginning of 
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Fig. 12.1 Epigenetic inheritance mechanisms and their possible crosstalk. (a) ‘DNA code’ – apart 
from the DNA base sequence that is the basis of genetic inheritance, various DNA base modifica-
tions are speculated to be involved in epigenetic inheritance. The most characterized modification 
5mdC is a well-known epigenetic regulator. (b) ‘RNA quality’ – describes the RNA transcript 
sequence, type, abundance and modification within germ cells that can mediate epigenetic inheri-
tance. (c) ‘Chromatin organization’ – including histone variants, histone tail modifications and 
nucleosome positioning. (d) ‘Microbiota composition’ - parental transmission of microbiota to 
progeny can affect developmental programs and future disease risks. (e) ‘Structure conforma-
tion’ – structural inheritance as with prion particles. Structural inheritance may also include mem-
brane and organelle structural transmission. (f) ‘Signaling state’ – activation of signaling pathways 
during early embryonic development or germ cell differentiation can lead to persistent heritable 
traits. Activators can be parental factors such as growth factors, hormones and nutrients, or envi-
ronmental factors such as pollutants. Persistent signaling can act as a feedback loop to reinforce 
transmission of additional molecular mechanisms such as chromatin state or protein 
conformation
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the twentieth century. These early studies focused on highly variable and easily 
observable genetic traits that in many cases dictated coloring of plant tissues and / 
or shape of leaves and petals. The mechanistic nature behind these early observa-
tions remained enigmatic for the greater part of the twentieth century and has only 
begun to be elucidated following the development of novel molecular techniques 
that could address them.

One of the first cases of epigenetic inheritance to be described in the literature is 
that of ‘paramutation’. The first described instance of paramutation and of a heri-
table ‘epiallele’ was reported in 1915 in the garden pea [1]. A ‘rogue’ phenotype 
with narrow leaves and petals was described within crops of wild-type plants. 
Hybrids gave rise to an intermittent phenotype that progressively became more 
‘rogue’ like and only transmitted the rogue phenotype to progeny. The most studied 
case of paramutation is of the r1 (red1) [2] locus in the maize with additional loci 
such as the b1 (booster1) [3], pl1 (purple plant1) [4] and more [5, 6] later described 
in great detail in the same model plant.

The r1/b1 loci encode for basic helix-loop-helix (b-HLH) transcription factors 
that together with the pl1 transcription factor activate genes of the anthocyanin bio-
synthetic pathway to produce red/purple pigments. Even slight changes in the RNA 
levels of these transcription factors confer prominent changes in the pigmentation of 
the maize kernels, giving rise to distinct visible phenotypes. A cross between an R-r 
haplotype, with dark purple seeds, and an R-stippled haplotype, with purple stip-
pled seeds, yielded F1 seeds that upon subsequent crosses with an r1 null haplotype 
gave rise to an F2 progeny with unaltered R-stippled kernels and an altered pheno-
type of the R-r haplotype termed R-r’. This haplotype exhibited a reduced pigmen-
tation of the kernels compared to the R-r haplotype which resulted from a lower 
expression of the transcription factor.

Paramutations seemed to violate Mendel’s law of segregation since alleles segre-
gated in the heterozygote influence each other. Additionally, given the high rate of 
allelic conversion (100%) in F2 and rare instances of reversion in subsequent gen-
erations, genetic mutations could not serve as a plausible molecular mechanism. 
These and additional observed contradictions to commonly held genetic theories of 
inheritance forced a rethink of what may constitute heritable information.

Detailed genetic and epigenetic studies have found that ‘paramutable’ R-r hap-
lotypes in maize share several common features [7, 8]. Genetically, these haplo-
types contain a genetic element called S-subcomplex. This element includes a 
truncated inactive R gene and an inverted repeat comprised from two functional R 
genes positioned head-to-head. Epigenetically, paramutable and ‘neutral’ alleles 
demonstrate marked hypometylation of Cystein residues compared to ‘paramuta-
genic’ alleles and an increased DNAse sensitivity. In light of these findings it 
became apparent that the change of R-r allele to R-r′ allele represents an epigenetic 
change, and the two alleles are in fact epialleles with differential DNA methylation 
patterns.

It is now clear that paramutation involves trans-communication between homol-
ogous sequences. This communication establishes heritable changes in chromatin 
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structure that often correlate with alterations in DNA methylation. Paramutations 
have even been established synthetically in mouse strains demonstrating a require-
ment for repeating elements and implicating DNA methylation in the process yet 
again [9].

12.2.2  DNA Methylation

Epialleles and paramutations have since been observed in multiple species includ-
ing fungi, plants and animals and in many cases involve differential DNA methyla-
tion at CpG sites. Surprisingly, only recently has differential DNA methylation been 
described also in the rough epiallele [10], solving a century old observation that 
remained long unaddressed. In mammals, the best-studied epiallele is the agouti 
variable yellow (Avy) locus [11, 12]. In genetically identical Avy mice, higher expres-
sion of the agouti protein leads to pleotropic phenotypes including yellow coat 
color, obesity, diabetes and increased susceptibility to tumors. These phenotypes are 
passed to progeny only from the maternal side with a high degree of correlation 
present between the phenotypic presentations in the progeny to the maternal pheno-
type. Genetic studies demonstrated that the Avy locus contains an insertion of a IAP 
retrotransposon upstream to the Agouti gene, where it functions as a cryptic pro-
moter driving Agouti expression. CpG methylation levels in the Avy IAP retrotrans-
poson LTR region are directly correlated between females and their progeny and 
inversely correlated with Agouti expression.

Another less known example of a metastable mammalian epiallele is the Axin- 
Fused (AxinFu) allele. Axin is a protein phosphatase that inhibits Wnt signaling [13]. 
The AxinFu allele is a dominant gain-of-function with an insertion into intron 6 of a 
IAP retrotransposon in an antisense orientation. Expression of the allele leads to a 
characteristic kinked tail presentation whilst silencing leads to a normal tail presen-
tation. Though the phenotype was described already in 1937 [14] the mechanistic 
nature of the mutation was solved only much later [15]. Similarly to the Avy allele, 
the LTR region of the IAP retrotransposon insertion demonstrates differential meth-
ylation levels between individuals with variable phenotypic presentation, with 
hypomethylation resulting in a kinked tail presentation. Hypomethylation is associ-
ated with the transcription and expression of truncated forms of the Axin protein 
containing axon 7–10. These truncated forms have been associated with defective 
axis formation in additional model organisms [13]. In contrast to Avy, AxinFu is 
inherited transgenerationally both from the maternal and the paternal side, with 
methylation pattern of the IAP retrotransposon in sperm reflecting the methylation 
patter in somatic tissues of the offspring.

Despite these and a few additional examples there is still an ongoing debate as to 
the extent of methylation based epigenetic inheritance, this in part due to the pro-
found epigenetic reprograming that germ cells undergo [16, 17]. Nonetheless, 
whilst the bulk of the genome becomes demethylated in primordial germ cells, IAP 
retrotransposons escape global demethylation [18]. How this class of retrotranspo-
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sons escapes reprogramming is still unknown, yet IAPs constitute prime candidates 
in mediating and driving trans-generational inheritance in mammals. If any addi-
tional genomic regions are able to escape global reprograming in a context specific 
manner and what mechanisms may enable this remains to be elucidated.

12.2.3  Small RNA

The first indication that RNA may mediate epigenetic inheritance in mammals came 
from work on a phenotypic trait arising from a targeted knockout of the Kit gene in 
mice [19]. The KIT tyrosine kinase receptor has a critical role in several develop-
mental processes including germ cell differentiation, haematopoiesis and melano-
genesis. Homozygote knockouts die shortly after birth whilst heterozygotes have a 
distinctive white tail tip and white feet. In crosses between heterozygotes, wild type 
progeny exhibited weaker but similar color patterns to heterozygotes. Wild type 
progeny from crosses between a heterozygote and a wild type also persistently 
exhibited this color pattern regardless of the parental sex of the heterozygote. 
Overall, this Kit’ paramutation was most prominent in crosses between heterozy-
gotes, but progressively disappeared in following generations.

Unlike most paramutations, no significant changes to either cytosine or histone 
methylation were observed between wild type, heterozygous and paramutated kit’ 
animals. Surprisingly, levels of polyadenylated Kit mRNA were reduced in Kit’ 
animals, whilst variable forms of Kit mRNA stemming from abnormal arrest and/or 
initiation of the primary transcription, or abnormal post-transcriptional processing 
and splicing, accumulated in multiple tissues. In contrast to somatic cells, Kit tran-
scription in sperm was up regulated in heterozygous animals with transcriptional 
deregulation of both alleles most evident in the late spermatogenic stages. 
Unexpectedly, substantial amounts of Kit RNA were detected even in mature epi-
didymal sperm of heterozygotes and paramutated mice.

Microinjection of sperm RNA (and surprisingly brain RNA) collected from het-
erozygotes into one-cell embryos was enough to establish the kit’ paramutation in 
50% of the litter. Microinjections of Kit targeting microRNAs mir-221 or mir-222 
was also sufficient to induce the Kit’ paramutation at high frequencies, suggesting 
that exposure to microRNAs in early embryonic development can induce permanent 
and heritable epigenetic signatures that effect gene expression in the adult.

Later experiments were able to demonstrated that microinjection of various miR-
NAs to early embryos can induce developmental phenotypes and pathologies with 
possible links to various human conditions. One such model induced heritable car-
diac hypertrophy following microinjection of mir-1 into one cell embryos [20]. 
Mice born after mir-1 microinjection had an increased heart and multiple abnor-
malities including mitochondrial disorganization, myofibrillar disorganization, sar-
comere shrinkage and more, with abnormalities arising already at embryonic day 
18.5. Cdk9, a putative target of mir-1, was demonstrated to accumulate both in RNA 
and protein levels in embryonic hearts around E18.5. Indeed, microinjection of 
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Cdk9 fragments to one cell embryos induced the same observed phenotypes as with 
mir-1 microinjection. The cardiac abnormalities observed following mir-1 microin-
jection were heritable, suggesting a similar paramutation phenomena as with the 
Kit locus.

In a similar set of experiments microinjection of mir-124 led to a heritable 30% 
increase in body weight of mice at birth and adulthood when compare to control 
animals [21]. This phenotype was associated with a heritable epigenetic modifica-
tion of a putative regulatory region found 3 kilobases upstream to the Sox9 locus. 
This regulatory region was found to be enriched in H3K9me2/me3 methylation that 
demonstrated a high degree of correlation between founder mice to progeny with 
increased body weight.

In addition to miRNAs, nuclear RNA interference was also demonstrated to 
induce a heritable epigenetic trait. In C.elegance nuclear RNA interference is used 
as an antiviral defense mechanism to silence replication of RNA viruses. A seminal 
work demonstrated how induction of an antiviral response in C.elegance can induce 
transgenerational inheritance of antiviral resistance in unexposed progeny [22]. 
This acquired immune resistance is transmitted through small RNAs called viRNA 
and requires the RNA-dependent RNA polymerase RRF-1 for maintenance of long 
term silencing. This work demonstrated for the first time intergenerational inheri-
tance of an acquired adaptive immune response that is beneficial and advantageous 
for long term survival of the specious. To date, no RNA dependent RNA polymer-
ases have been found in mammals [23], suggesting that the described mode of germ 
line RNA amplification is limited to specific species.

In addition to micro-RNAs and small interfering RNAs Piwi-interacting RNAs 
have also been implicated in the establishment of transgenerational epigenetic inheri-
tance [24]. These piRNA regulate transcriptional gene silencing of retrotransposons in 
germ cells through both epigenetic and post-transcriptional mechanisms including 
DNA methylation [25, 26], RNAi slicing [27] and transcript deadenylation [28]. 
Interestingly, in c.elegance PIWI-RNAs can induce a positive feedback loop that pro-
motes their sustained production and transgenerational inheritance through chromatin 
based processes that require the RNAi machinery for its maintenance [29].

Overall, small RNAs are to date the most recognized molecular mechanisms that 
mediate epigenetic inheritance. Their ability to direct chromatin based processes 
such as DNA methylation and histone modification and post translational processes 
such as transcript splicing or degradation in a targeted sequence dependent manner, 
together with the ability in specific cases to amplify and perpetuate their own pro-
duction makes them truly unique.

12.2.4  Chromatin Structure

In addition to DNA methylation, nucleosome occupancy, histone variants and post- 
transcriptional modifications are central in epigenetic regulation of gene expression 
and cell identity. Differentiation and maturation of germ cells entails drastic remod-
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eling of the chromatin landscape, giving rise to cells with unique chromatin land-
scapes that differ substantially from somatic cells. Reprogramming and “re-setting” 
of epigenetic markers is critical for proper fertilization and formation of a totipotent 
zygote. This resetting includes extensive demethylation of the DNA [30] and drastic 
changes in nucleosome occupancy, composition and post-transcriptional modifica-
tions of histones [31].

Sperm cells undergo extensive chromatin remodeling so as to allow the compac-
tion of DNA into the head of mature spermatozoa. Histones are replaced during 
spermatogenesis by protamines that are small arginine rich proteins allowing for the 
tight compaction of the DNA within sperm heads [32]. This protein exchange leaves 
only a small fraction of nucleosomes on DNA, roughly 1% in mice and 10% in 
humans, with retention of nucleosomes mostly in loci critical for development [33]. 
Retained nucleosomes are composed from unique histone variants that are expressed 
only during spermatogenesis such as testes-specific histone H2A and H2B (TH2A / 
TH2B) [34]. Oocytes demonstrate a global reduction in histone acetylation levels 
which facilitates recruitment of the ATRX chromatin remodeling factor required for 
chromosome alignment and meiotic spindle organization [35]. In addition, the 
somatic histone H1 is replaced with the H1Foo (H1 histone family, oocyte-specific) 
variant during oogenesis [36].

Given the early timing of primordial germ cell differentiation in animals and 
fundamental chromatin remodeling events during maturation of germ cells, the sci-
entific community rejected for a long time the possibility that epigenetic inheri-
tance, and specifically in animals, is possible. Yet despite these preconceptions 
H3K4 and H3K9 methyltransferases, as well as the H3K4 and H3K9 lysine-specific 
demethylase LSD1, have been implicated in transgenerational inheritance in mul-
tiple model organisms including S. pombe, C. elegans and mice. Indeed, transcrip-
tional gene silencing mediated by RNAi mechanisms is achieved in part through 
heterochromatic modifications of target loci [37–41]. These modifications include 
H3K9m2 and DNA methylation and can lead to a heritable phenotype [42–46].

Deregulation of histone modifications in germ cells can lead to transgenerational 
defects. In a mutated C. elegance line for the LSD1 homologue spr-5, a steady 
decline in brood size across 28 successive generations and an increase in the fre-
quency of sterile animals in each brood was noted. This deteriorating phenotype 
was accompanied by the stable accumulation in PGCs of H3K4me2 at 
spermatogenesis- expressed genes, leading to defects in oogenesis and spermatogen-
esis [47].

Environmental stress was also found to induce transgenerational inheritance by 
modulating levels of H3K9me3 [48]. In C.elegance expression from a daf-21 
(Hsp90) promoter::fluorescent protein multi-copy array was induced for 7 genera-
tions following growth of a single generation at a higher temperature of 25 °C. This 
transgenerational inheritance persisted through both maternal and paternal inheri-
tance, with elevated expression evident from the onset of zygotic transcription. 
Exposure to 25 °C during germline development resulted in depletion of H3K9me3 
from the array, with reduced levels of the H3K9me3 repressive mark evident also in 
the F2 progeny. No changes were observed in levels of the repressive mark 
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H3K27me3, or of the active markers H3K36me3 and H3K4me2. The histone meth-
yltransferase SET-25 was found to be required for the repression of the array, with 
its activity reduced under higher temperature. Indeed, it was found that reduced 
SET-25 activity under higher temperatures results in the derepression of multiple 
classes of repetitive elements and pseudogenes.

Another study in C. elegance demonstrate the requirement for the JMJD-2 and 
JMJD-3/UTX-1 demethylase activity in the environmentally induced transgenera-
tional transmission of a fertility defect [49]. A single dose of Bisphenol A (BPA) in 
F0 led to the expression of a fluorescent reporter in the germline as well as to repro-
ductive dysfunctions that lasted for 5 generations. This single exposure led to a 
reduction in H3K9me3 and H3K27me3 levels in germline nuclei. Finally, RNAi 
knockdown of either the JMJD-2 or JMJD-3/UTX-1 demethylases restored 
H3K9me3 and H3K27me3 levels and alleviates the transgenerational effects, impli-
cating both enzymes in mediating the observed environmentally induced epigenetic 
inheritances.

The involvement of histone modifications and of the LSD1 demethylase in the 
establishment and transmission of epigenetic inheritance was also noted in mice 
[50]. Using transgenic mice with a transient over-expression of LSD1 during sper-
matogenesis, the authors generated mice with sperm containing reduced H3K4me2 
levels. The progeny of these male mice demonstrated severely impaired develop-
ment and reduced survival rates which persisted for two generations following the 
transient overexpression of LSD1. No changes in sperm DNA methylation were 
evident but rather a reduction in H3K4me2 levels and altered RNA content in sperm.

12.3  Prospective Mechanisms

12.3.1  Microbiome

The human ‘microbiota’ is a rich community of bacteria, fungi and viruses that live 
on and in humans as commensal, symbiotic or pathogenic organisms. They are found 
in multiple organs including skin, mammary glands, oral cavity, uterus, seminal flu-
ids and gastrointestinal tract [51, 52] . The microbiota is highly variable between 
different organs of a single person and between different people [52, 53], though 
between family members the microbiota tends to be more similar. Adult and infant 
microbial communities are quite different with microbial colonization starting in the 
womb, continuing through delivery, breastfeeding and environmental exposures until 
it stabilizes and forms the complexity observed in adults at around 3 years of age 
[54]. Parental transmission of the microbiota influences the developing microbiota of 
infants and is essential for proper physiological development. Experiments in ‘germ 
free’ (GF) animal models have demonstrated that proper anatomical development of 
intestinal epithelium and maturation of gut-associated lymphoid tissue are dependent 
upon proper microbiome colonization and development [55]. Moreover colonization 
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by gut microbiota has been demonstrated to impact mammalian brain development 
and the ‘hypothalamic–pituitary–adrenal’ (HPA) axis, leading to altered adult 
behavior and stress response [56, 57].

One of the first works to directly demonstrate the involvement of the gut micro-
biota in stress response compared GF mice to ‘Specific Pathogen Free’ (SPF) and 
‘gnotobiotic’ mice. Restraint stress lead to higher levels of plasma adrenocortico-
tropic hormone (ACTH) and corticosterone in GF mice compared to SPF mice. GF 
mice also demonstrated lower expression of neurotrophic factor in the cortex and 
the hippocampus. Inoculation of GF mice with various bacteria modulated ACTH 
and corticosterone levels, a finding that directly demonstrated the impact of various 
gut bacteria on stress response. Another work demonstrated how treatment of SPF 
mice with antimicrobial factors changed the gut microbiota and led to an increased 
exploratory behavior and hippocampal expression of the brain-derived neurotrophic 
factor (BDNF), which are associated with reduced stress behavior [58].

In flies, administration of G418 antibiotics led to several transgenerationaly heri-
table phenotypes including a delay in larval development [59]. This delay was medi-
ated by a depletion of a commensal Acetobacter bacteria found in the gut [60]. 
Reintroduction of the bacteria strain to G418 treated adults prior to mating or to 
developing larva abrogated the delayed larval development, demonstrating that the 
bacteria are necessary for the establishment of the inheritance of this trait. Use of 
antibiotics such as Puromycin did not induce a heritable developmental delay and 
failed to kill gut Acetobacter bacteria, whilst other antibiotics like Ampicillin and 
Ciprofloxacin established a heritable developmental delay and killed the gut 
Acetobacter bacteria, demonstrating again that inheritance of the delayed larval 
development is mediated specifically by the gut Acetobacter bacteria population. 
Supplementing Riboflavin (B12) to progeny of treated flies could rescue the delayed 
development, whilst inhibition of Riboflavin synthesis in bacteria with Roseoflavin 
could induce the phenotype in flies not exposed to antibiotics. These results demon-
strated that Riboflavin availability can modulate fly larval development and that 
commensal gut bacteria supplement Riboflavin to developing larva. Antibiotic 
interference with the gut microbiome in one generation was recapitulated in its 
progeny leading to reduced Riboflavin availability and delayed larval development.

Overall, an accumulating body of work demonstrates how changes in the relative 
abundances of gut microbial taxa or ‘Dysbiosis’, can be linked to multiple pathologies 
including inflammatory bowel disease [61], cardiovascular disease, metabolic syn-
dromes [62, 63], obesity [64], depression and more. Dysbiosis following antimicro-
bial treatment in infants can also lead to the development of multiple pathologies later 
on in adult life [65, 66]. Critically, in several studies the changes observed in the gut 
microbiome have a causal relation to the observed pathology [64]. Given these find-
ings it is not surprising that parental transfer of the microbiome to offspring can lead 
to variable inherited phenotypes that are considered as epigenetic inheritance.

More surprising are works that demonstrate unexpected links between commen-
sal microbiome to germ-cells. One well described example is the relationship 
between the Wolabachia intracellular bacteria to their arthropod hosts including 
worms and flies (reviewed extensively in [67]). These bacteria can be considered as 
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reproductive parasites that induce several different phenotypes in the host includ-
ing; feminization of genetic males, parthenogenesis, selective male killing and 
 cytoplasmic incompatibility of germ cells that prevents infected males from mating 
with females infected with a different Wolabachia type. The phenotype is dependent 
upon the Wolabachia strain and the host species and can effectively lead to specia-
tion of infected hosts. Wolabachia can be transferred vertically through the female 
germ-line as well as horizontally in the population. This transmission can be consid-
ered as a form of epigenetic inheritance that leads to phenotypic variability in genet-
ically identical individuals. To date, no such intercellular bacteria is known to exist 
in vertebrates.

Another seminal work in Drosophila demonstrated how the gut microbiome can 
directly affect the germ line to allow greater phenotypic variability in the progeny 
[68]. Elimination of the gut bacteria led to a reduction in the number of oocytes in 
F0, this reduction could be rescued by specific reintroduction of Acetobacter to GF 
flies. Embryos of GF flies demonstrated faster developmental progression compared 
to controls stemming from an expedited ‘maternal to zygotic transition’ (MZT) 
and an increased rate of pre- and post-cellularization development. Larva of GF flies 
also demonstrated greater phenotypic variability when mutant backgrounds were 
used. The crosstalk uncovered in this work between the gut microbiome and the 
germ-line demonstrates the potential for transgenerational influences on develop-
mental stability and disease susceptibility.

12.3.2  RNA Mediated Soma to Germ-Line Information 
Transfer

Towards the end of the nineteenth century August Weismann, a prominent evolu-
tionary biologist of the time, published his hypotheses on the continuity of the 
germ-plasm and what later became known as the ‘Weismann barrier’. In simple 
terms, the first hypothesis proposed that somatic cells cannot give rise to germ cells 
whilst the second hypothesis stated that information cannot flow from somatic cells 
to germ cells. Together, these ideas excluded the possibility of inheritance of 
acquired somatic traits as suggested by Lamarck, and were in contradiction to 
Darwin’s own late idea of ‘pangenesis’ in which he proposed that the soma secretes 
small particles he called ‘gemmules’ that migrate to the gametes were they contrib-
ute to heritable information. Interestingly though, Weismann did not per-se exclude 
the possibility of a heritable transfer of acquired changes of the germ-plasm.

Weismann’s hypotheses dominated the scientific discourse on hereditary in ani-
mals, as it was discovered that in plants germ-cells arise from the vegetative meri-
stem and somatic cells. His ideas progressively led to a gene-centric view of 
hereditary that was supported by the ‘central dogma’ which stated that information 
flows exclusively from DNA to RNA to proteins. Together, the possibility that a 
soma to germ-line information transfer can transpire and result in heritable changes 
to the progeny was strongly rejected.
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One of the first works to challenge the Weizmann barriers demonstrated soma-
to- germline information transfer in C. elegans [69]. The authors used a transgenic 
C. elegans line that expressed cytosolic GFP in all somatic tissues and GFP–dsRNA 
in all neurons. GFP expression was found to be reduced in most somatic tissues and 
the gametes. The silencing in soma and gametes was found to be dependent upon 
expression of the SID-1 RNA importer and the RDE-1 argonaute protein but inde-
pendent of the RNA-dependent RNA polymerase RRF-1. The authors demonstrated 
how neuronal derived mobile RNAs can induce a persistent transgenerational 
silencing of GFP expression in subsequent generations. The progeny of worms with 
a gamete specific GFP expression and neuronal specific GFP-dsRNA expression, 
continued to demonstrated complete suppression of GFP in the gametes for more 
than 25 generations, even following loss of the neuronal specific GFP-dsRNA 
expression construct.

Screens for pathways that are required for the establishment of transgenerational 
repression identified in addition to SID-1 and RDE-1, the nuclear Argonaute HRD-1 
and MUT-7 an RNase D homologue. Taken together, these results suggested that 
germline silencing due to neuronal dsRNAs relies on the import of dsRNAs through 
the SID-1 RNA transporter, and subsequent processing within the germline by the 
primary Argonaute RDE-1 (and additional proteins) to secondary single-stranded 
small RNAs. Maintenance of transgenerational silencing was found to require 
HRDE-1 and MUT-7 and independent of SID-1 and RDE-1. HRDE-1 itself was 
demonstrated to use small RNAs to guide histone 3 lysine 9 trimethylation 
(H3K9me3), which suggests that initiation and maintenance of transgenerational 
silencing is a H3K9me3 dependent process.

A seminal works implicated sperm tRNA fragments in transmission of environ-
mentally induced epigenetic inheritance in mice and raised the possibility that these 
tRNA fragments are transported to sperm from somatic cells [70]. In this work IVF 
generated progeny of male mice subject to a low-protein diet, demonstrated ele-
vated levels of the cholesterol biosynthesis enzyme Sqle in the liver at 3 weeks of 
age when compared to the IVF generated progeny of control male mice. Low pro-
tein diet effected levels of multiple small RNAs in the sperm of challenged fathers 
including tRNA fragments that were found to be highly abundant and among the 
most differentially regulated RNA species in the sperm. Intriguingly, low levels of 
tRNA fragments were detected in sperm isolated directly from the testes, but the 
relative fraction and abundance of these tRNA fragments increased along the epi-
didymal track where sperm are stored after maturation.

Since maturation of sperm was known to depend upon fusion with extracellular 
vesicles called epididymosomes that deliver various proteins essential for sperm 
maturation, the authors tested the hypothesis that these epididymosomes carry 
tRNA fragments into maturing sperm and indeed found a high correlation between 
the small RNA content within epididymosomes and the sperm small RNA content. 
This finding suggested that tRNAs may be loaded into maturing sperm along the 
epididymal track. The authors continued and demonstrated that tRNA fragments 
may exert their regulatory effect through genes that are regulated by the long termi-
nal repeats of the endogenous MERVL retrotransposon.

12 Future Perspectives in Epigenetic Inheritance



242

These works may be the first in a line of works demonstrating RNA mediated 
soma-to-germline information transfer. The presence of stable cell free circulating 
RNAs in bio-fluids of multicellular organisms including mice and humans [71, 72] 
suggests that RNA mediated cell to cell communication and possibly soma-to- 
germline information transfer may be more common than previously thought and 
poses a tantalizing future research field.

12.3.3  Non-canonical Base Modifications

Apart from the canonical DNA methylation of deoxycytidine (5mdC) in CpG sites 
which is observed in multiple species and that is already associated with epigenetic 
inheritance, DNA carries multiple non-canonical DNA base modifications that 
potentially serve as epigenetic regulators. Active DNA demethylation is achieved in 
part with the aid of dedicated TET enzymes, which mediate the sequential oxidation 
of 5mdC to 5-carboxy-deoxycytidine (5cadC) through the intermittent oxidation 
states 5-hydroxymethyl-deoxycytidine (5hmdC) and 5-formyl-deoxycytidine 
(5fdC) [73, 74]. 5hmdC, 5fdC and 5cadC have been recognized as epigenetic mark-
ers by their own right with dedicated binding proteins and possible regulatory func-
tions. 5fC and 5caC have been demonstrated to inhibit transcriptional elongation by 
RNA polymerase II [75]. 5fC may also affect the structure of the DNA double helix 
[76]. In addition to deoxycytidine methylation, N6-methyl-deoxyadenosine (m6dA) 
has been recently recognized in vertebrates including mice and humans [77]. M6dA 
is a recognized epigenetic marker in bacteria where it regulates multiple pathways 
including DNA replication [78], repair [79], transcription and transposition [80]. In 
mice, m6dA was shown to accumulate in the prefrontal cortex (PFC) following 
chronic stress, where it was preferentially deposited on LINE transposons within 
intergenic regions. These LINE transposons exhibited transcriptional downregula-
tion as a result of the methylation [81]. Though work is still underway to precisely 
elucidate the nature and function of various non-canonical DNA base modifications, 
it is clear that these modifications represent a tantalizing mechanism for establish-
ment and transmission of epigenetic inheritance.

In addition to DNA base modification, RNA bases also display a rich collection 
of base modification with over 100 base modification known to date [82]. From 
these non-canonical base modifications cytosine methylation of RNA has already 
been implicated in epigenetic inheritance. The RNA metyltransferase Dnmt2 was 
found to be required for the establishment and maintenance of the mouse kit’ para-
mutation [83]. Dnmt2 catalyzes cytosine methylation of tRNA to regulate stability 
and steady state levels [84]. Using homozygous knockouts for Dnmt2 the authors 
could demonstrate its requirement for kit’ paramutation establishment. Another 
work demonstrate the requirement of Dnmt2 for the establishment and intergenera-
tional transmission of acquired metabolic disorders induced by a paternal high fat 
diet (HFD) challenge [85]. Here, RNA derived from sperm of Dnmt2 knockout 
HFD fed males and wildtype HFD / control diet fed males was used for zygotic 
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injection. Development of metabolic phenotypes transpired only following zygotic 
injection of sperm RNA derived from the wildtype HFD fed males. Importantly, 
natural breading still led to a metabolic phenotype in progeny of Dnmt2 knockout 
HFD males, implicating multiple mechanisms in the establishment of epigenetic 
inheritance. In wild-type males HFD lead to a significant increase of m5C and m2G 
in the 30–40 bp RNA fraction that was not evident in Dnmt2 knockout males. Taken 
together, the authors postulated that RNA hypomethylation may lead to increased 
tRNA fragmentation and perhaps alter the biology of tRNA derived fragments.

12.3.4  Prions and Structural Inheritance

‘Prions’ are misfolded proteins that have the surprising capacity to self-propagate 
in an infectious manner. An interaction between a native protein to the misfolded 
prion protein induces misfolding of the former into a prion particle that can propa-
gate itself further [86]. The discovery of prions is tightly linked to research of infec-
tious and fatal neurodegenerative disease such as ‘Creutzfeldt–Jakob’ and ‘Kuru’, 
where prions were discovered to be the underlying molecular mechanism leading to 
tissue damage and cell death [87].

A long lasting enigma in yeast research related to non-Mendelian segregation was 
resolved with the realization that prions are the heritable material responsible for the 
observed phenotypes. Indeed, in yeast several prions can dictated phenotypes and be 
inherited from mother to daughter cells in what constitutes as a form of epigenetic 
inheritance. Though the diversity of prion proteins and of prion variants in yeast is 
surprising, the relevance to epigenetic inheritance in humans is not clear.

One early prion example, described initially in the 70’s is the [URE3+] prion that 
was identified in a mutagenesis screen of S. cerevisiae. Starting from aspartate 
transcarbamylase mutant lines that require ureidosuccinic acid (USA) supplementa-
tion to the growth media, the researchers looked for mutants that were able to take 
up USA even in the presence of large quantities of glutamic acid, which normally 
inhibits uptake of USA [88]. Backcrossing of the [URE3+] strain demonstrated 
dominant non-mendalian segregation with all resulting daughter cells able to utilize 
USA.  Later works demonstrated the [URE3+] phenotype to occur at a low fre-
quency in haploid yeast strains, to be reversible and to be tightly depend on the 
expression of the Ure2 protein with higher levels of protein expression resulting in 
higher rates of spontaneous occurrence. Eventually it was recognized that the 
[URE3+] phenotype arises from a prion form of the Ure2 protein [89]. The Ure2 
protein itself acts as an inhibitor of the Gln3 transcription factor under favorable 
nitrogen conditions (as with presence of glutamic acid in the media). This inhibition 
leads to repression of nitrogen catabolic processes including downregulation of the 
Dal5 Allantoic acid transporter. USA can be effectively transported by the Dal5 
transporter when it is expressed given some structural resemblance to Allantoic 
acid. In contrast, the prion form of Ure2 cannot inhibit Gln3, allowing for uptake 
and usage of USA when glutamic acid is present in the media.
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Though generally speaking protein misfolding and prion states lead to loss of 
function such as with [URE3+] prion form of Ure2 that cannot inhibit Gln3, there is 
at least one described case of a gain of function. The S. cerevisiae [PIN+] prion 
facilitates and promotes the formation of new prions de novo including the [URE3+] 
prion [90]. [PIN+] is a prion form of the Rnq1 protein which acts as a functional 
amyloid [91]. These are proteins that in their amyloid form (such as with the [PIN+] 
prion form of Rnq1), play a positive role in modulation of cell physiology.

Prions may confer not only distinct phenotypic state but also phenotypic hetero-
geneity. Some proteins can exist in several structurally and functionally distinct 
heritable prion forms without any changes of the primary amino acid sequence. 
These prion strains or variants can generate distinct phenotypes, as with the mam-
malian PrP prion strains that cause neurodegenerative diseases which vary in incu-
bation periods, clinical symptoms, and neural degeneration patterns [92]. In S. cerevisiae 
one such protein is Sup35. The [PSI+] prion variants of the Sup35 protein are the 
most intensively studied prions whose study revealed many basic properties of prion 
biology in general. Sup35 links GTP hydrolysis to the release of the nascent poly-
peptide from the peptidyl-tRNA at the ribosomal P site. A complete loss of Sup35 
function in yeast is lethal, but even a significant reduction in protein levels are toler-
ated well and result in partial read-through of termination codons and a nonsense 
suppression phenotype. [PSI+] variants can be classified into strong, moderate and 
weak variants, which define the strength of the nonsense suppression phenotype and 
its mitotic stability [16].

Several additional prions have been identified in Saccharomyces cerevisiae and 
other yeast and fungi species. To date mammalian prions are associated only to 
neurodegenerative disease and no developmental phenotypes have been associated 
to prions. There still remains however an intriguing possibility that prions could be 
transgenerationally inherited to dictate variable phenotypes including disease 
susceptibility.

Prions represent the most studied and best understood example of structural 
inheritance. This mode of inheritance is the transmission of an epigenetic trait by a 
self-perpetuating spatial structures. In yeast, non-prion proteins have also been 
demonstrated to acquire altered conformations that elicit variable phenotypic traits 
that persist for multiple generations and whose inheritance was non Mendelian [93]. 
Over-expression of every single ORF of the yeast proteome lead to the identification 
of fifty proteins that do not contain any known prion domain nor have any N/Q-rich 
regions. Instead, these proteins have intrinsically disordered regions that are evolu-
tionary conserved. Most of these proteins are transcription factors or RNA binding 
proteins whose variable folding conferred beneficial adaptive traits. This finding 
extends the possibilities for protein structural inheritance beyond proteins contain-
ing prion domains.

Additional mechanisms that may represent a form of structural inheritance 
include inheritance of the cortical structure of the surface of the ciliates [94], 
 inheritance of organelle membranes, such as the mitochondria or chloroplasts [95] 
and transmission of proteins that are essential for their own assembly like 
Hsp60p [96].
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12.3.5  Cellular Signaling and Feedback Loops

Multiple signaling pathways that regulate gene expression through modulation of 
chromatin structure can potentially lead to environmentally induced epigenetic 
inheritance. These signaling pathways can act directly on the germ-cells themselves, 
or effect very early stages of fertilization and embryonic development to induce 
phenotypic variations later in life. Hormones, growth factors, small molecules and 
endocrine disruptors have all been implicated in multiple species as environmental 
inducers of acquired traits that in specific cases have been demonstrated to be epi-
genetically transmitted to non-exposed progeny.

One interesting example for a hormonal induced epigenetic inheritance was 
observed in A. thaliana following exposure to herbivory stress [97]. Jasmonates are 
essential phytohormones that mediate signaling pathways essential for plant devel-
opment and survival. Jasmonic acid (JA) signaling (and signaling of relate metabo-
lites) triggers the production of antiherbivore defenses, whilst the volatile metabolite 
methyl jasmonate (MeJA) allows for rapid propagation of the defense signal to 
other parts of the stressed plant (and possibly neighboring plants). Challenging of 
A. thaliana with caterpillar predation or with MeJA were found to upregulated anti-
herbivore defense mechanisms in progeny of challenged plants, which result in a 
substantial reduction of the growth rate of predatory caterpillars. This upregulation 
of antiherbivore defense mechanisms persisted for two generations following the 
initial challenge. Perception of the JA metabolite JA-Ile was found to be essential 
for the transmission of the predatory resistance to successive generation, as parental 
plants knocked out for the COI1 gene, an intracellular receptor of JA-Ile, were 
unable to induce epigenetic inheritance. COI1 expression in the progeny generation 
was however not required for inherited resistance. The authors also demonstrate that 
siRNA signaling is required for the observed heritable effects, as parental lines lack-
ing nuclear RNA polymerases required for the synthesis of small interfering RNAs 
(nrpd2a nrpd2b double mutants) or defective in siRNA processing (dcl2 dcl3 dcl4 
triple mutants) did not induce resistance in successive progeny.

Surprisingly, induction of epigenetic inheritance by ‘hormonal’ signaling is not 
limited to plants and has been observed in animals. The induction of helmet forma-
tion in Daphnia cucullata by predator secreted ‘kairomones’, was found to be 
inherited to unexposed F1 progeny [98]. This helmet structure helps protect the 
Daphnia from various predators. Daphnia grown in the presence of kairomones 
gave rise to an F1 progeny that consistently demonstrated longer helmet structures 
when compared to control progeny, effectively transmitting an acquired adaptive 
trait that reduces the predation rate of the unexposed progeny.

In mammals, the possible involvement of hormonal signaling in the establish-
ment of transgenerational epigenetic inheritance was made clear through studies 
conducted on the pathophysiological effects of various polluting compounds that 
are used in industrial, agricultural or medical contexts. Specifically, studies into the 
effect of various polluting ‘endocrine disrupting chemicals’ (EDCs) on male fer-
tility led to novel models of transgenerational epigenetic inheritance. One such 
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study conducted on rats studied the effect of methoxychlor and vinclozolin, a pesti-
cide and a fungicide with antiandrogenic activities [99]. In-utero or early post-natal 
exposure of male rats to these compounds influences sexual differentiation, gonad 
formation, and fertility. Looking at transgenerational effects following a transient 
exposure in gestating females, the study found that both vinclozolin and methoxy-
chlor induced transgenerational defects in spermatogenesis and reduced sperm 
viability that were evident as much as four generations following the initial expo-
sure. This transgenerational effect was found to be transmitted through the male 
germ line and associated with altered heritable DNA methylation. Transgenerational 
effects of other EDC have been described also in fish [100]. Exposure of medaka 
(Oryzias latipes) fish embryos to BPA and 17α-ethinyl estradiol (EE2), led to lower 
fertility rates and higher embryo mortality in F2 and onward, compared to progeny 
of unexposed fish. The induction of transgenerational effects following exposure to 
endocrine disruptors can potentially be devastating to wild populations that are rou-
tinely exposed to these and other similar chemicals [101].

In light of the findings on the transgenerational effects of synthetic EDCs on 
fertility and health it is perhaps less surprising that various small molecules, growth 
factors, interleukins and signaling molecules present at early stages of fertilization 
and embryonic development impact multiple phenotypic traits in the progeny. In 
females, nutritional availability has been demonstrated to directly influence DNA 
methylation levels in developing embryos [102–105]. Nutritional and environmen-
tal cues also affect the microenvironment of the early preimplantation embryo to 
exert phenotypic variability in progeny (see [106, 107] for a comprehensive review). 
Some of these maternal effects are well documented and known.

Lately, it has been acknowledged that seminal fluids can also impact early 
embryonic development. In addition to sperm multiple signaling factors are present 
in seminal fluids [108, 109]. These can potentially interact with and reshape female 
reproductive track physiology to promote embryonic development [110–112]. One 
effect these factors seem to facilitate is an immune tolerance within the female 
reproductive tract to the male gametes and to the embryo.

The effect seminal fluids have on metabolic traits of the progeny have been dem-
onstrated in several works. One work excised the seminal vesicles of male mice and 
noted an increase in body weight and total fat mass in adult progeny compared to 
control [113]. Adult male progeny also demonstrated impaired glucose clearance, 
increased plasma leptin levels and elevated blood pressure. The authors also noted 
reduced fecundity of excised males as a result of a reduced embryo implantation 
rate in mated females. In addition, implanted embryos demonstrated placental 
hypertrophy. Using IVF and embryo transfer experiments the authors demonstrated 
that the exposure of the female’s reproductive track to seminal fluids effect very 
early embryonic development by inducing Csf2, Lif, and Il6 expression in the 
oviduct.

Though the precise extent to which seminal fluids are influenced by environmen-
tal cues is unclear, there are evidence to suggest this is the case. In humans temporal 
fluctuations in the levels of various growth factors and cytokines were noted in 
seminal fluids [114, 115]. In mice, high fat diet (HFD) induced obesity led to higher 
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levels of insulin and leptin and decreased levels of estradiol in the seminal vesicle 
fluid [116]. The seminal microbiome was also demonstrated to change in response 
to a HFD [117].

Taken together, cell signaling may induce positive feedback loops to sustain sig-
naling even in the absence of the initial signaling trigger. When signaling leads to 
chromatin based changes in gene expression these may persist through mitosis to 
affect phenotype of future progeny. Signaling may be triggered by various environ-
mental factors such as with EDCs, or endocrine signaling factors present in the 
microenvironment of the developing germ cells or of the early embryo.

12.4  Implications on Health and Well-being

12.4.1  Environmental Health and Protection

Overall, the literature regarding epigenetic inheritance seems to suggest that human-
ity may be facing a greater ‘environmental health’ concern than is currently per-
ceived [118]. Drastic changes in life style and dietary habits during the last century 
combined with a continued widespread use of antibiotics and environmental pollu-
tion, may affect health of future generations in unforeseen ways through epigenetic 
mechanisms (Fig. 12.2).

The majority of studies into the impact of various environmental factors on 
human health focus on the effects observed and measured in the exposed individu-
als, in effect disregarding any inter- or transgenerational effects. This methodologi-
cal choice probably stems from the lack of any viable options to study 
multi-generational impacts in human populations other than with association stud-
ies (for example [119–121]). Regardless the implications are clear; First, the scien-
tific community may be blind to developing health risks and trends. One current 
example is obesity and diabetes which have grown to epidemic proportions over the 
last decades [122, 123]. Though the rise in obesity rates in the adult population can 
be partially attributed to environmental and life style changes, the alarming rates of 
childhood obesity and the emergence of obesity and metabolic disorders earlier on 
in life cannot be attributed to genetic and environmental factors alone. It is now 
evident that epigenetic inheritance mechanisms are at least partially driving this 
epidemiological spread. Indeed, one model suggests that exposure to environmental 
‘obesogens’ can predispose individuals and their progeny to metabolic syndromes 
and obesity [124, 125], with multiple animal experiments supporting this epidemio-
logical model (see [125] for an extensive review). Similarly, future health trends in 
coming generations may be dictated by the exposure of present day individuals to 
current environmental factors. A second implication stemming from the limitations 
of current research into epigenetic inheritance in humans is that there may be a 
systemic and widespread underestimation of the health risks imposed by various 
factors, as these risks may reveal themselves progressively in future generations.
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In addition to environmental health, works on the transgenerational effects of 
various environmental pollutants including EDC suggest that multi-generational 
effects observed in the lab may have devastating consequences on the ecosystem 
and by extension on human population. Specifically, observations on transgenera-
tional effects on fertility, fecundity and progeny survival rates may necessitates new 
estimations for sustainable resource management and development of additional 
strategies for biodiversity conservation.

Collectively, a greater focus within the field of environmental health and protec-
tion should be placed on impacts and repercussions that extend beyond a single 
generation with a focus on the effects of various environmental factors on an off-
spring’s disease risk and susceptibility. Novel insights into generational implications 
of environmental factors can help predict future disease trends and risks and to better 

Fig. 12.2 Changes in ambient environment and life style can lead to altered disease susceptibility 
of future generations. Multiple environmental and life style factors can induce maternal and pater-
nal inter/transgenerational epigenetic inheritance through epigenetic modulation of the germ cells. 
Additional changes in seminal fluid composition and / or changes in the oviduct and uterine micro-
environment can effect early embryonic development to induce inter/ transgenerational inheri-
tance. Factors that have been demonstrate to induce inter/transgenerational epigenetic inheritance 
in various species include pollutants, microorganisms, nutritional availability and multiple activi-
ties including; physical activity, circadian activity, stress levels, and social interactions. In humans 
these can be divided to life style factors and ambient environment factors
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assess the health and environmental risks imposed by various pollutants. Together 
with a better understanding of the underlying molecular mechanisms of transgenera-
tional inheritance, novel intervention strategies can be devised in environmental 
health and environmental protection to protect both humans and the ecosystem.

12.4.2  Pharmacovigilance

As with environmental health, a rethink is needed concerning the methodologies of 
pharmacological safety studies and more broadly within the field of pharmacovigi-
lance. In relation to reproduction safety, pre-clinical and clinical studies monitor 
adverse drug effects on the fertility of exposed individuals, both male and female. 
Pre-clinical animal studies (and those clinical studies that are relevant to pregnant 
women) also monitor the health of progeny from exposed pregnant females, whilst 
pregnancy exposure registries track the health of new born babies of women that use 
pharmacological drugs during pregnancy. These studies focus on the teratogenic 
potential of pharmaceutical drugs during in-utero exposure and on adverse effects 
through breast feeding exposure, and normally monitor the offspring health for a 
relative short period of time. One conclusion drawn from the current drug safety 
guidelines is that these seem to ignore and neglect any inter/transgenerational and/
or paternal inheritance that may adversely affect human health following drug use. 
The new findings put forth throughout the book concerning epigenetic inheritance 
may necessitate a revisal of the guidelines for drug safety studies.

As for phase IV clinical studies and routine pharmacovigilance measures, cur-
rent technological and legislative limitations hinder the assessment of inter- and 
transgenerational effects of pharmacological compounds in human populations. 
These limitations may be better addressed in the future with the tools and databases 
that are being developed through the digital health revolution. Indeed, proper 
acquisition, management and storage of health records together with increasing use 
of digital health monitoring can aid future pharmacovigilance studies and in par-
ticular in matters related to epigenetic inheritance. These same tools would be indis-
pensable for basic research into the scope and mechanisms of epigenetic inheritance 
in human populations.

12.4.3  ART and Preconception Care

Studies in humans have already demonstrated a higher rate of children born with 
Beckwith-Wiedemann syndrome following ‘in-vitro fertilization’ (IVF) treat-
ments, with associated hypomethylation of the differentially methylated region of 
the imprinted genes LIT1 and H19 [126]. Additional studies revealed associations 
between various assisted reproduction technologies (ARTs) to imprinting disor-
ders including Angelman syndrome, Prader-Willi syndrome and Silver-Russell 
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syndrome [127]. These correlations suggest ARTs can effect epigenetic imprinting 
and lead to developmental defects.

In mice, IVF was demonstrated to impair health [128] and metabolism [129] and 
lead to higher fasting glucose levels, impaired glucose tolerance and shortened life 
span compared to natural conception mice. In addition, liver, adipose tissue, muscle 
and pancreatic islets demonstrate altered gene expression [130]. These studies sug-
gest that ARTs can negatively affect human health in a manner extending beyond 
developmental defects. In light of these finding and our growing knowledge on the 
effects of the early preimplantation embryonic microenvironment on embryonic 
development and future disease risk, new IVF protocols need to be established to 
assure minimizing disease risk.

Another interesting concept that stems from the findings described throughout the 
book concerns preconception care during family planning [131], with better prac-
tices and measures that might be taken to assure the future health of the population 
and to minimize disease risk. Whilst today preconception care is focused on women 
with the aim of modifying biochemical, behavioral and social risks to maximize 
health of new born children, it is becoming clear that men have a greater contribution 
than previously thought of to their child’s health. As sperm and seminal fluids carry 
multiple epigenetic modifications and signaling factors that can potentially shape 
and effect early embryonic development and future disease risks, men should also 
be advised whilst planning a family on proper measures to reduce disease risk of 
prospective children.

12.5  Outstanding Questions

How are epigenetic marks, specifically histone modifications and variants, main-
tained through mitotic and meiotic cell divisions?

What are the molecular mechanisms that mediate conversion of environmental sig-
nals to epigenetically encoded information in the gametes?

How relevant is transgenerational inheritance to humans?

What are the disease risks that can be environmentally modulated in a 
transgenerationally?

What is the function of non-canonical DNA and RNA bases and how common 
are they?

 Glossary

The Central dogma was proposed by Francis Crick in the 50’s and stated that infor-
mation generally flows from DNA to proteins via intermittent RNA molecules but 
cannot flow back from proteins to DNA.
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Cretzfeldt-Jakob disease (CJD) is a fatal brain disease caused by a prion particle 
of the PrP protein encouded by the PRNP gene. Can appear as familial, sporadic or 
acquired disease.

Digital health aims at improving healthcare and allow for a more personalized care 
through the use of information and communication technologies.

Dysbiosis is a shift in the relative abundances of different microbial taxa comprising 
the microbiota of a sick organisms compared to taxa observed in healthy organisms.

Endocrine disrupting chemicals are synthetic chemicals that can interfere with the 
endocrine signaling system. Can cause infertility and lead to the development of 
cancer, metabolic disorders, birth defects and developmental disorders.

Environmental health is defined as a branch of public health that addresses the 
direct pathological impacts of chemicals, radiation and some biological agents, and 
the effects on health and wellbeing of the broad physical, psychological, social and 
aesthetic environment, which includes housing, urban development, land use and 
transport.

Environmental protection aims to conserve natural resources, biodiversity and the 
ecosystem through the implementation of various policies and procedures that pro-
tect the environment for the benefit of humans and the ecosystem.

Epialleles are genetically identical but variably expressed alleles. This variable 
expression is due to epigenetic modifications that are established during early 
development.

Epigenetic inheritance is defined as mitotically and/or meiotically heritable 
changes in gene expression that do not result from changes in the DNA sequence. 
Several different phenomena observed across different kingdoms can be described 
as epigenetic inheritance.

Gemmules are hypothetical particles suggested by Charles Darwin as part of his 
Pangenesis theory. These particles are emitted from every tissue and migrate to 
germ cells where they mediate inheritance. These particles were suggested to con-
tribute to the development of the embryo and for phenotypic traits of progeny. In 
effect Darwin suggested that acquired somatic traits can be carried on to the off-
spring via the gemmules.

Germ-free mice are mice grown in sterile conditions which allow to maintain the 
mice void of any microbiota.

Gnotobiotic mice are mice with a defined set of bacteria and microorganisms.

The Hypothalamic-pituitary-adrenal axis is a major neuroendocrine system that 
controls stress reactions and regulates multiple processes including digestion, 
energy storage and expenditure, immunity, mood, sexuality and more. Comprised 
from the intricate interactions between the hypothalamus, the pituitary gland, the 
adrenal glands and their respective endocrine signaling factors.
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In-vitro fertilization is the process of oocyte fertilization with sperm outside the 
body and in cell culture.

Imprinting disorders are a collection of congenital disorders that stem from miss-
regulation of imprinted loci, which are normally expressed from only one parental 
allele (maternal or paternal). This miss-regulation can stem from deletions, sense 
mutations and hyper/hypo-methylation.

Jasmonates are lipid based plant hormones that regulate a wide range of processes 
including growth, photosynthesis and reproductive development.

Kairomones are signaling molecules that mediate interspecies interactions in a way 
that benefits the recipient of the signal rather than the secreting party.

Kuru is another fatal neurodegenerative disorder that was common among the 
Fore people of New- Guinea. As with CJD, a prion strain of the PrP protein 
caused the disease which was transmitted within the tribe through ritualistic 
cannibalism.

The Maternal to zygotic transition is an early stage of embryonic development 
during which the zygotic genome because transcriptionally active and maternaly 
deposited transcripts are degraded.

The Microbiota is the collection of bacteria, fungi and viruses that live as commen-
sal, symbiotic or pathogenic microorganisms of multicellular organisms.

Obesogens are chemicals that disrupt normal development and homeostatic con-
trols of adipogenesis, lipid metabolism and energy balance in such a way that can 
induce obesity.

Pangenesis is Charles Darwin’s theory of inheritance published in his book ‘The 
Variation of Animals and Plants under Domestication’ published at 1868. Pangenesis 
complemented Darwin’s theory of natural selection in that in proposed a mecha-
nisms for inheritance and development namely Gemmules.

Paramutation involves trans-communication between homologous sequences. 
This communication establishes heritable changes in chromatin structure that often 
correlate with alterations in DNA methylation. Loci implicated in paramutation can 
have three types of allele: alleles that do not participate in paramutation are termed 
neutral or non-paramutagenic; sensitive alleles are termed paramutable; and alleles 
that induce the change are paramutagenic.

Pharmacovigilance is the study field related to detection, assessment and preven-
tion of adverse effects caused about by pharmaceutical products with the overall 
aim of minimizing these risks.

Phytohormones are plant hormones that can control multiple aspects of develop-
ment starting with reproduction and embryogenesis, through pathogen defense and 
stress tolerance and more. Phytohormones can be secreted from all cells of the plant 
and act locally or distally.
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Prions are misfolded proteins that have the surprising capacity to self-propagate in 
an infectious manner. An interaction between a native protein with the misfolded 
prion protein induces misfolding of the former into a prion particle that can propa-
gate itself further.

Specific pathogen free mice are mice grown free of specific pathogenic infections 
and certified to be kept under these conditions.

Teratogenic compounds are compounds that cause developmental malformations, 
a well-known example is thalidomide.

Weismann barrier is a central concept proposed by August Weismann which 
maintains that germ cell are strictly separated from somatic cells and can only arise 
from an immortal germ cell lineage. This concept requires genetic information to 
flow in a unidirectional manner from germ cells to soma, basically excluding any 
type of soma to germ line information transfer.
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